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Abstract 

 

Experimental dielectric constants at (293.15, 298.15, 303.15) K, densities and refractive indices at 293.15 K are 

reported for water- ethanol and water- n-butanol binary mixture systems over the entire volume fraction range and 

atmospheric pressure. From the experimental dielectric data, the excess dielectric constant, effective Kirkwood 

correlation factor, Bruggeman factor and from density and refractive index data various parameters and their excess 

properties like excess density, excess refractive index, excess molar polarization, and excess molar volume were 

estimated and reported in the study. The static dielectric constant of the studied binary mixtures decreases with 

increase in temperature and volume fraction of the solutes. The density values are decreasing and refractive indices 

are increasing with increasing volume fraction of ethanol and n-butanol in water. Excess molar volumes values of 

ethanol and n-butanol are negative over the entire volume fraction range shows the presence of intermolecular 

interaction and hydrogen bonding in both the binary mixtures. 

 

Keywords: Static dielectric constant; density; refractive index; excess properties; polar binary mixtures. 

     
1. Introduction 

The dielectric constant of the material is a measure of 

solvent’s efficiency for separating the electrolytes into the 

ions; this physical property is influenced by interatomic and 

intermolecular attractions. Solvents with high dielectric 

constants encourage complete dissociation of the 

electrolytes whereas in solvents of low dielectric constant 

considerable ion pairing occur [1]. The variation in this 

physical property with composition, frequency and 

temperature gives important data about intermolecular 

interactions, hydrogen bonding and the molecular structure. 

There are a wide range of possible interactions between the 

components of a mixture, such as hydrogen bonding, 

molecular associations, charge transfer, dipole-dipole and 

dipole induced dipole interactions [2]. 

Ethanol is an alcohol produced from grains and 

agricultural products. It is a clear, colorless alcohol made 

from a variety of biomass materials. Ethanol is also called 

as ethyl alcohol, grain alcohol which dissolves in water and 

organic compounds readily. It is an important solvent and 

extractant that is widely used in the production of 

beverages. It is also an ingredient in number of beauty and 

personal care products. It has excellent solubility to many 

organic compounds. The solute n- butanol is also known as 

1- butanol or butyl alcohol produced by fermentation of 

sugars derived from corn or petrochemical process. It is 

also used in a number of beverages, food and in an artificial 

food flavoring. It is also used in plastic, polymers, 

lubricants, synthetic rubber and brake fluids. The 

knowledge of the thermophysical properties of these liquids 

and their corresponding liquid mixtures has been employed 

in different fields including pharmaceutical and analytical 

sciences and they affect many pharmaceutical processes 

like design, synthesis, extraction, purification, absorption 

and distribution in body fluids [3]. However, reports are 

available about the thermophysical properties of ethanol 

and n-butanol with other compounds. Dielectric constants 

of water, methanol, ethanol, butanol and acetone: 

measurement and computational study was reported using 

low pass filter by M. Mohsen- Nia et al [4].  Excess 

properties of alcohol - water systems at 298.15 K were  also 

reported by Hülya Yilmaz [5]. Dielectric and acoustic 

properties of binary liquid mixtures of cyclohexane with n-

butanol at 308 K temperature were reported by Maharolkar 

et al [6]. 

Here we present the static dielectric constants (𝐬)  of 

the binary mixtures of water - ethanol and water - n-butanol 

at 293.15, 298.15 & 303.15 K temperatures and densities 

(ρ),  refractive indices (n) at 293.15 K temperature over the 

entire volume fraction range. The related properties like 

excess dielectric constant (E), effective Kirkwood 

correlation factor (geff), Bruggeman factor (fB) , atomic 

polarization, electronic polarization, permittivity at higher 

frequency, molar volume, molar refraction, polarizability, 

solvated radii, molar polarization, deviation in molar 

refractivity, and the excess properties like excess density 

(dE), excess refractive index (nE), molar polarization (Pm)E, 

excess molar volume (VE), were estimated from the 

experimental data using appropriate equations to confirm 

molecular interactions, hydrogen bonding between the 

components of the mixtures.  
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2. Materials and Methods 

2.1 Chemicals and Sample Preparations 

The chemicals used in the present investigation are of 

spectroscopic grade with 99.9% purity and were used 

without further purification. The solutions were prepared by 

mixing ethanol with water and n-butanol with water at 

eleven different stages of a mixture of water plus ethanol 

and water plus n-butanol as 0 to 100% in steps of 10%. All 

mixtures were prepared just before the measurement. 

 

2.2 Measurement of Dielectric Constant 
The static dielectric constants of the binary mixtures 

were measured using a wet sensor make by Delta-T 

Devices Ltd. UK, which is based on the principle of 

frequency domain reflectometry technique. The 

measurements were recorded with a calibrated meter which 

is connected to the wet sensor. Measurement of each 

sample was repeated at least five times and the average 

value of that reading was taken as a dielectric constant of 

that mixture. The details of the apparatus have been 

described in our earlier paper [7]. The uncertainty in 

measurement of the dielectric constant is ± 3%. The 

temperature controller arrangement with water bath has 

been used to sustain the constant temperature within the 

correctness limit of ± 1 °C. The sample cell used in the 

measurement system was surrounded by a heat protecting 

container through which the water of stable temperature 

was circulated using a temperature controller system. 

 

2.2.1 Study of Excess Permittivity (εE) 

Excess dielectric constant- permittivity provides 

qualitative information about the formation of new structure 

in the binary mixtures and that may be obtained from the 

excess properties of the mixtures [8]. Excess dielectric 

constant is estimated by the equation: 

 

   

  .
m

       (1) 

 

In above equation   is the volume fraction and suffix 

m, A, B represents a mixture, liquid A (water) and liquids B 

(ethanol) first system and A (water) and liquids B (n-

butanol) second system respectively. Excess permittivity 

provides qualitative information about the formation of new 

structure in the mixtures as follows:  

i) εE = 0: indicates that solution A and B do not interact  

or it is  pure liquid. 

ii) εE < 0: indicates that solution A and B interact is in 

such a way that the effective dipole moment gets reduced.  

iii) εE > 0: indicates that solution A and B interact in 

such a way that the effective dipole moment increases.  

 

 2.2.2 Study of Kirkwood Correlation Factor 

The Kirkwood correlation factor (g) provides 

information about the orientation of the electric dipoles in 

polar liquids [9]. The modified form of Kirkwood 

correlation factor that is, effective Kirkwood correlation 

factor (geff) given by [10, 11] was estimated by the 

equation:  

 

  

  ]2[

2

9

4
2

0

00

22





















mm

mmmmeff

F

F

FF

M

M

MM
gX

M
X

MkT

N





         (2) 

Where “geff” is the Kirkwood correlation factor for the 

binary mixtures.  

 

2.2.3 Study of Bruggeman Factor 

Molecular interactions in polar binary mixtures can be 

confirmed from the Bruggeman mixture formula. The static 

dielectric constant (𝜀𝑠𝑚) of two binary mixtures is related to 

this formula with the volume fraction of solute (𝜀𝑠𝐵) that 

proves the interaction between the solute (𝜀𝑠𝐵) and solvent 

(𝜀𝑠𝐴) of the mixtures by the equation [12]: 

 

𝑓𝐵𝑀= [
𝜀𝑠𝑚 − 𝜀𝑠𝐵

𝜀𝑠𝐴 − 𝜀𝑠𝐵

] [
𝜀𝑠𝐴

𝜀𝑠𝑚

]

1

3
= 1 − 𝑉,                                        (3) 

 

In the above equation (V) is the volume fraction. 

According to this equation a linear relationship is expected 

in Bruggeman factor (fBM) and (V), and deviation from this 

linear relation indicates presence of molecular interaction 

and hydrogen bonding in the mixtures. When both solute 

and solvent are polar liquids, the Bruggeman equation has 

to be modified as:  

 

𝑓𝐵𝑀 = 1 − [𝑎 − (𝑎 − 1)𝑉 ] 𝑉,                                               (4) 

 

In the above equation (a) is the interaction factor. 

 

2.3 Measurement Refractive index  

The refractive indices values of the studied binary 

mixtures were measured using digital pocket refractometer 

PAL- RI, make by Atago-Japan. The apparatus measures 

the refractive index in the range of 1.3306 to 1.5284. The 

uncertainty in the measurement of refractive indices given 

by the manufacturer is of ± 0.0003. 

 

2.4 Measurements of Density  

The densities of the binary mixtures were measured 

using an Anton Paar oscillation U-tube densitometer (model 

DMA- 35, Austria), calibrated with double-distilled water 

and air. The densities of pure liquids and their mixtures 

were carried at a single temperature, since there is no 

facility of temperature variation for the said model. The 

density values have a standard uncertainty given by the 

manufacturer is of ±10−3 g·cm−3. 

 

2.5 Molar Refraction, Atomic Polarization, Permittivity 

at Higher Frequency, Polarizabilty, Solvated Radii, 

Molecular Polarization and Deviation in Molar 

Refraction 

From experimental densities (d) and refractive indices 

(n) of pure substances and mixtures, the molar refraction 

(R) is calculated from the equation [13, 14]: 

 

𝑹 =  (
𝐧𝟐−𝟏

𝐧𝟐+𝟐
) 𝐕 = 𝐏𝐀 + 𝐏𝐄 = 𝐏𝐓 = 𝐏𝐃       (5) 

 

Where “n” is the refractive index of the liquid and V = 

(M/d) is molecular volume, in this ‘M’ and ‘d’ is the 

molecular weight and the density of the pure liquids 

respectively. The right hand side of equation (5) is equal to 

the summation of both atomic polarization (PA) and 

electronic polarization (EP) and that is equal to the 

distortion polarization (PD).               

The atomic polarization (PA) was calculated from the 

refractive indices (n) of pure substances and mixtures by 

the equation [15]: 
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PA = 1.05 n2                                                                      (6) 

 

The permittivity at higher frequency  (𝜀∞)  is the square 

of the refractive index and it was calculated by the 

equation: 

 

 ε∞ = n2                                                                             (7) 

 

Where (n) is the refractive index of the binary mixture.  

The molecular dipole polarizability (α) was calculated 

from the experimental densities and refractive indices of 

pure substances and mixtures using Lorentz- Lorentz 

formula [16]: 

              

(
n2 −1

n2+2
) = (

4

3
) Πn′α                                                            (8) 

 

Where 𝑛′ =
𝑁

𝑉
 , N is Avogadro’s  number, and V is 

molar volume,  (n) is the refractive index of the binary 

mixture. 

Considering spherical form of the solvated molecules, 

the solvated radii of the pure solvents and binary mixtures 

were calculated using the equation [17]: 

 

V =  (
4

3
) Πr3          (9) 

 

From experimental dielectric constants and densities of 

pure substances and mixtures the molecular polarization 

(Pm) was estimated using the equation [18]: 

 

Pm = V (
ε−1

ε+2
)                     (10)               

 

Where (ε) and (V) is the static dielectric constant and 

molecular volume of the binary mixtures. 

From the experimental density and refractive index data, 

the deviation in molar refraction was calculated using the 

well-known equation [19]: 

 

∆R= Rm − ∑ ∅iRii             where i= 1, 2,                        (11) 

 

In the above equation (Rm ) is the molar refractivity of 

the mixtures (φi) and (Ri) are volume fraction and molar 

refractivity of pure liquids 1 and 2  respectively. 

 

2.6 Excess Parameters (Excess Density (dE), Excess 

Refractive Index (nE), Excess Molar Polarization (Pm)E 

and Excess Molar Volume (V)E) 

The excess density (dE) was measured from the 

experimental density data (d), and it was calculated using 

the equation: 

 

dE = dmix − (Φ1d1 − Φ2d2)                                          (12) 

 

Where dmix are the values of densities of mixtures, 𝛷1, 
𝛷2 d1, d2 are the volume fractions and densities of the first 

and second liquids respectively.  

The excess refractive index (nE) was estimated from the 

experimental refractive index (n) using the equation: 

 
nE = nmix − (Φ1n1 − Φ2n2)                                          (13) 

 

Where 𝑛𝑚𝑖𝑥  are the values of refractive indices of the 

mixtures and   𝛷1, 𝛷2, 𝑛1 , 𝑛2 are the volume fractions and 

refractive indices of the first and second liquids 

respectively.  

The excess molar polarization (Pm)E of the binary 

mixtures was determined by the equation: 

 

   

  .)()()( BmAmmm PPPP     (14) 

 

Where (Pm) is the polarization of the mixtures, (Pm)A, 

(Pm)B, the molar polarization and 𝚽𝐀, 𝚽𝐁 the volume 

fraction of liquid A and B respectively.  

From the experimental density data of the binary 

mixtures, the excess molar volume (V)E was estimated by 

using the equation [20]: 

 
VE  =  V − ∑ Φi Vi  

n
i=1          Where i = 1, 2 ----    (15) 

 

Where V   is the molar volume of the mixtures, 

𝛷𝑖    represents volume fraction and 𝑉𝑖   is the molar volume 

of the components 1 and 2 respectively.   

 

3. Results and Discussion 

3.1 Static Dielectric Constant 

The experimental values of the static dielectric constant 

of the binary mixtures of water - ethanol and water - 

butanol are given in Table 1 and graphically illustrated in 

Figure 1 and 2 respectively. The dielectric constants of the 

binary mixtures decrease with an increase in temperature 

(the decrease in dielectric constant with increase in 

temperature  is  around 0.20 to 0.55 per degree Celsius for 

ethanol and 0.15 to 0.40 per degree Celsius for n- butanol 

respectively) and volume fraction (the decrease in dielectric 

constant with an increase in volume fraction is around  0.30 

to 0.60  for 1 % volume fraction of ethanol and 0.50 to 0.65 

for 1 % volume fraction of n- butanol respectively) of 

ethanol and n-butanol in water for the studied temperatures. 

The decrease in dielectric constant with an increase in 

temperature may be due to rapid fall in orientation 

polarization, because the increased thermal motion reduces 

the alignment of the permanent dipoles [21].  The decrease 

in dielectric constant with an increase in volume fraction 

may be due to increase in size and shape of the complex 

molecules after hydrogen bonding interaction. This could 

be attributed to the decrease in the number of dipoles in the 

complex, which may lead to decrease in the volume of the 

rotating molecules [22, 23].  

From Figure 1 and 2 it is also observed that, variation in 

dielectric constants is non- linear with increasing 

concentration of ethanol and butanol in water. In mixtures 

of polar liquid, if molecules are interacting a non-linear 

variation in dielectric constant with concentration was 

observed, and the same is confirmed from Figure 1 and 2. 

The variation in R- square values of dielectric constant of 

the studied binary mixtures of water - ethanol and water - 

butanol at different temperatures is graphically illustrated in 

Figure 3 and 4 respectively.  From Figures, it is observed 

that there is non-linear variation in dielectric constants with 

concentration. This proves that the intermolecular 

association is taking place in the studied polar binary 

systems.  Similar results have been reported by Lone et al 

for methanol – ethanol binary mixtures using TDR method, 

in that study they have claimed such type of non linear 

variation in dielectric constant [24]. Similar results were 

reported by Navarkhele et al on the binary mixture study of 

formamide with butylene glycol using high frequency TDR 
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technique, in that study the authors have reported the non- 

linear variation in the binary mixtures with concentration 

[25]. 

 
Table 1 Variation in experimental values of static dielectric 

constants of water - ethanol and water – n-butanol binary 

mixture systems at different temperatures. 

 

Ethanol 

Volume 

(%) 

 

Static 

dielectric 

constant  

T=293.15K 

Static 

dielectric 

constant  

T=298.15K 

Static 

dielectric 

constant  

T=303.15K 

00 81.46 79.72 77.81 

10 78.21 75.36 73.41 

20 72.42 70.05 67.81 

30 66.05 64.34 62.17 

40 60.92 59.01 56.54 

50 54.89 52.26 50.43 

60 48.04 46.92 45.14 

70 42.77 41.38 39.88 

80 37.68 36.12 34.54 

90 32.51 30.76 29.24 

100 27.16 25.80 23.95 

 

n-butanol 

volume ( %) 

 

00 81.46 79.72 77.81 

10 75.26 73.36 71.14 

20 69.02 67.05 65.04 

30 62.41 60.74 58.59 

40 56.08 54.14 52.10 

50 49.55 47.65 46.00 

60 43.10 41.52 40.21 

70 37.10 35.75 34.65 

80 31.45 30.45 29.16 

90 26.11 25.21 23.65 

100 20.52 19.68 17.94 

 

 
Figure 1. Variation in static dielectric constant of the 

binary mixture of water - ethanol at different  temperatures. 

 

The experimental density data of water - ethanol and 

water- butanol binary mixtures at 293.15 K temperature is 

given in Table 2. The density of the binary mixtures 

decreases with an increase in volume fraction of ethanol 

and n-butanol in water. This may be due to the addition of 

the concentration of ethanol and n-butanol in water, that 

may weaken the intermolecular bonds and may results in 

new bonds between similar and dissimilar molecules, that 

may increase the volume of the mixture consequently 

density is reduced. Similar results have been recorded by 

Nasim et al for the binary mixtures of poly(ethylene glycol) 

300 + 1,2-ethanediol, 1, 2-propanediol, 1,3- propanediol, 

1,3-butanediol, or 1,4-butanediol [26] 

 

 
Figure 2. Variation in  static dielectric constant of the 

binary mixture of water - n-butanol at different  

temperatures. 

 

 
Figure 3 Variation in R- square values of  dielectric 

constants of the binary mixture of water - ethanol at 

different temperatures. 
 

 
Figure 4 Variation in R- square values of dielectric 

constants of the binary mixture of water - n-butanol at 

different temperatures. 
 

From density data, it is also seen that, there is nonlinear 

improvement in the density data of the binary mixtures; this 

is because of the increment of mass fraction of ethanol and 

n-butanol. It is observed that by adding hydroxyl groups to 

water over the entire volume fraction range, the density of 

the binary mixture is reduced Similar results have been 
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observed by Nasim et al for the binary mixtures of 

poly(ethylene glycol) 300 + 1,2-ethanediol, 1, 2-

propanediol, 1,3- propanediol, 1,3-butanediol, or 1,4-

butanediol [26]. 

The refractive index gives valuable information 

regarding molecular rearrangement on mixing. The 

refractive indices values of the binary mixtures of water - 

ethanol and water - butanol are given in Table 2. From the 

experimental data, it is observed that the refractive indices 

of both the binary mixture increases with an increasing 

volume fraction of ethanol and butanol in water. This may 

be due to decrease in density and number of dipoles per unit 

volume in the binary mixtures. 

 

Table 2 Variation in experimental values of densities and 

refractive indices of water- ethanol and water – n-butanol 

binary mixture systems at 293.15 K temperature. 

 
Ethanol 

Volume 

(%) 

Density 

T=293.15K 

 

Refractive 

index 

T=293.15K 

00 0.9981 1.3338 

10 0.9766 1.3363 

20 0.9555 1.3392 

30 0.9341 1.3418 

40 0.9129 1.3445 

50 0.8918 1.3474 

60 0.8657 1.3500 

70 0.8494 1.3527 

80 0.8281 1.3556 

90 0.8070 1.3582 

100 0.7862 1.3612 

 

n-butanol 

Volume 

(%) 

 

  

00 0.9981 1.3338 

10 0.9782 1.3383 

20 0.9590 1.3449 

30 0.9400 1.3515 

40 0.9211 1.3581 

50 0.9021 1.3647 

60 0.8831 1.3713 

70 0.8640 1.3779 

80 0.8450 1.3844 

90 0.8261 1.3910 

100 0.8071 1.3980 

 

3.2 Excess Dielectric Constant (εE) 

Excess dielectric constant of both the binary mixtures 

was calculated using equation (1) and it is tabulated in 

Table 3. The excess dielectric constant of water-ethanol 

binary mixtures is positive in water rich region that is 0 to 

50% volume fraction of ethanol and negative in ethanol rich 

region that is 60 to 100% volume fraction of ethanol for the 

studied temperatures. The positive trend of (E) indicates 

that, in the mixtures the solutions interacts in such a way 

that the effective dipole moment increases. The positive 

values of excess dielectric constant suggest that the 

effective number of dipoles in the mixture is greater than 

the corresponding average number in pure liquids; this may 

be due to the formation of new structure leading to a higher 

macroscopic permittivity. Similar results have been 

reported by Navarkhele et al in dielectric relaxation study 

of formamide-propylene glycol using time domain 

reflectometry, in the study the authors have reported that, 

the values of (E ) are negative up to 55% of mole fraction 

of PLG and positive for the rest of the mole fraction of PLG 

in the liquid mixtures [27]. 

 

Table 3 Variation in estimated values of excess dielectric 

constants of water- ethanol and water – n-butanol binary 

mixture systems at different temperatures. 

 

Ethanol 

Volume 

(%) 

Excess 

dielectric 

constant 

T=293.15K 

Excess 

dielectric 

constant 

T=298.15K  

Excess 

dielectric 

constant 

T=303.15K  

00 0.00  0.00 0.00 

10 2.18  1.02 0.98 

20 1.82  1.11 0.72 

30 0.88  0.79 0.51 

40 1.88  0.85 0.27 

50 0.58 -0.50 -0.45 

60 -0.84 -0.44 -0.35 

70 -0.68 -0.59 -0.22 

80 -0.34 -0.46 -0.18 

90 -0.08 -0.43 -0.09 

100 0.00  0.00 0.00 

n-butanol 

Volume 

(%) 

 

   

00  0.00  0.00 0.00 

10  -0.10 -0.35 -0.68 

20  -0.25 -0.66 -0.79 

30 -0.76 -0.96 -1.25 

40 -1.00 -1.56 -1.76 

50 -1.44 -2.05 -1.87 

60 -1.79 -2.17 -1.67 

70 -1.70 -1.94 -1.25 

80 -1.25 -1.23 -0.75 

90 -0.50 -0.47 -0.27 

100  0.00  0.00  0.00 

 

Negative values of excess dielectric constant of water - 

ethanol and water with n-butanol binary mixtures show 

that, in the mixture the solutions interacts in such a way that 

the effective dipole moment decreases. Negative trend of 

(E) indicates that the effective number of dipoles in the 

mixture might be smaller than the corresponding average 

number in the pure liquids that indicates the formation of 

new structure leading to a lower macroscopic permittivity. 

Similar results have been reported in the study of p-

fluorophenylacetonitrile–methanol binary mixtures using 

time-domain reflectometry technique by Hosamani et al, in 

that study the authors are reported that when the values of 

(E>1) the excess permittivity is positive, and (E < 1) the 

excess permittivity is negative [28]. 

 

3.3 Kirkwood Correlation Factor 

The estimated effective Kirkwood correlation factor 

values of water- ethanol and water-butanol binary mixtures 

were estimated using equation (2) and tabulated in Table 4 

and graphically illustrated in Figure 5 and 6 respectively. 

From Figures 5 and 6 it is also observed that, there is small 

bump in (geff) values at 40% volume fraction of ethanol and 

n- butanol in water, that may be an experimental error. 

From Figure 5 and 6 it is also observed that the effective 
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Kirkwood correlation factor values of both the binary 

mixtures are greater than 1 (geff >1) over the entire volume 

fraction range. This indicates that in the mixtures the dipole 

pairs have been formed and their orientation is parallel over 

the entire volume fraction range of the binary mixtures for 

the studied temperatures. In the study of p-

fluorophenylacetonitrile–methanol binary mixtures using 

time-domain reflectometry technique by Hosamani et al 

reported that when the values of geff >1, the dipoles are 

formed and their orientation is parallel and when geff <1, 

their orientation is antiparallel [28]. 

 

Table 4 Variation in estimated values of effective Kirkwood 

correlation factor of water- ethanol and water – n-butanol 

binary mixture systems at different temperature. 

 

Ethanol 

Volume 

(%)     

Kirkwood  

correlation 

factor  

T=293.15 K  

Kirkwood  

correlation 

factor  

T=298.15 K  

Kirkwood  

correlation 

factor  

T=303.15 K  

00 5.00 4.95 4.91 

10 5.13 5.02 4.97 

20 5.12 5.04 4.95 

30 5.07 5.02 4.93 

40 5.11 5.03 4.90 

50 5.08 4.91 4.81 

60 4.95 4.91 4.80 

70 4.98 4.89 4.78 

80 5.03 4.90 4.75 

90 5.10 4.89 4.71 

100 5.16 4.97 4.66 

n-butanol 

Volume 

(%) 

 

   

00 4.98 4.95 4.91 

10 4.99 4.95 4.87 

20 5.01 4.94 4.87 

30 4.99 4.94 4.84 

40 5.00 5.05 4.80 

50 5.00 4.88 4.78 

60 4.99 4.88 4.80 

70 5.05 4.94 4.86 

80 5.20 5.11 4.96 

90 5.50 5.39 5.11 

100 5.96 5.79 5.31 

 

 
Figure 5. Variation in estimated values of effective 

Kirkwood correlation fator of the binary mixture of water - 

ethanol at different temperatures. 

 
Figure 6. Variation in estimated values of effective 

Kirkwood correlation fator of the binary mixture of water - 

n-butanol at different temperatures. 

 

3.4 Bruggeman Factor 

Bruggeman factor values of water - ethanol and water- 

butanol binary mixtures were estimated using equation (3) 

that is noted in Table 5, and graphically illustrated in Figure 

7 and 8 respectively. From figures it is observed that, there 

is deviation from the linear relation has been taking place in 

both the studied binary mixtures for the three different 

temperatures, which give the evidence of presence of 

molecular interaction and hydrogen bonding in the binary 

mixtures.  

 

Table 5 Variation in estimated values of Bruggeman factor 

of water- ethanol and water - n-butanol binary mixture 

systems at different temperatures. 

 
Ethanol 

Volume  

(%) 

Bruggeman 

factor 

T=293.15K 

Bruggeman 

factor 

T=298.15K 

Bruggeman 

factor 

T=303.15K 

00 1.00 1.00 1.00 

10 0.95 0.93 0.93 

20 0.86 0.85 0.85 

30 0.76 0.76 0.76 

40 0.68 0.68 0.67 

50 0.58 0.56 0.56 

60 0.45 0.46 0.47 

70 0.35 0.35 0.36 

80 0.25 0.24 0.25 

90 0.13 0.12 0.13 

100 0.00 0.00 0.00 

n-butanol 

Volume  

(%) 

 

   

00 1.00 1.00 1.00 

10 0.92 0.91 0.91 

20 0.84 0.83 0.83 

30 0.75 0.74 0.74 

40 0.66 0.65 0.65 

50 0.56 0.55 0.55 

60 0.45 0.45 0.46 

70 0.35 0.34 0.36 

80 0.24 0.24 0.25 

90 0.13 0.13 0.14 

100 0.00 0.00 0.00 
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Table 6 Estimated values of molar volume (V), molar refraction (R), polarizability (α), solvated radii (r), molar 

polarization (Pm), deviation in molar refractivity (ΔR) , atomic polarization (PA),  electronic polarization (PE) and 

permittivity at higher frequency (ε∞) of water- ethanol and water – n-butanol binary mixture systems at 293.15K 

temperature. 

Ethanol  

Volume 

(%) 

V 

(cm3/mol) 

R 

(cm3/mol) 

α (10-24) 

cm/molec

ule 

(r) A0  (Pm) 

(cm3/mole) 

ΔR (PA) (PE) ε∞ 

00 18.049 3.720 1.47 1.62 17.400  0.000 1.86 1.85 1.77 

10 21.319 4.424 1.75 1.72 20.521 -0.221 1.87 2.54 1.78 

20 24.726 5.171 2.05 1.80 23.729 -0.399 1.88 3.28 1.79 

30 28.296 5.959 2.36 1.89 27.048 -0.536 1.89 4.06 1.80 

40 32.026 6.793 2.69 1.96 30.499 -0.627 1.89 4.89 1.80 

50 35.930 7.679 3.04 2.04 34.035 -0.666 1.90 5.77 1.81 

60 40.254 8.661 3.43 2.12 37.840  -0.609 1.91 6.74 1.82 

70 44.329 9.604 3.80 2.19 41.359 -0.591 1.92 7.68 1.82 

80 48.857 10.664 4.22 2.26 45.163 -0.456 1.92 8.73 1.83 

90 53.611 11.778 4.67 2.33 48.569 -0.267 1.93 9.84 1.84 

100 58.598 12.971 5.14 2.40 52.274  0.000 1.94 11.02 1.85 

n-butanol 

Volume 

(%) 

         

00 18.049 3.720 1.47 1.62 17.400 0.000 1.86 1.85 1.77 

10 24.152 5.039 1.99 1.79 23.214 -0.525 1.88 3.15 1.79 

20 30.485 6.473 2.56 1.93 29..198 -0.935 1.89 4.57 1.80 

30 37.070 8.007 3.17 2.06 35.344 -1.246 1.91 6.08 1.82 

40 43.922 9.647 3.82 2.18 41.653 -1.450 1.93 7.11 1.84 

50 51.066 11.402 4.52 2.30 48.095 -1.540 1.95 9.44 1.86 

60 58.518 13.277 5.26 2.40 54.626 -1.509 1.97 11.30 1.88 

70 66.306 15.283 6.06 2.51 61.218 -1.347 1.99 13.28 1.89 

80 74.436 17.419 6.90 2.60 67.760 -1.056 2.01 15.40 1.91 

90 82.931 19.703 7.81 2.70 74.080 -0.616 2.03 17.67 1.93 

100 91.846 22.164 8.78 2.79 79.611 0.000 2.05 20.11 1.95 

 

 
Figure 7. Variation in estimated values of Bruggeman 

factor of the binary mixture of water – ethanol at different 

temperatures. 

 

 
Figure 8. Variation in estimated values of Bruggeman 

factor of the binary mixture of water – n-butanol at 

different temperatures. 

3.5 Molar Volume (V), Molar Refractions (R), 

Polarizabillty (α), Solvated Radii (r), Molar Polarization 

(Pm), Deviation in Molar Refraction (ΔR), Atomic 

Polarization (PA), Electronic Polarization (PE) and 

Permittivity at Higher Frequency (  ) 

The calculated values of the molar volume (V), molar 

refractions (R), polarizabillty (α), solvated radii (r), molar 

polarization (Pm), deviation in molar refraction (ΔR), atomic 

polarization (PA), electronic polarization (PE) and 

permittivity at higher frequency (  ) of water-ethanol and 

water- butanol binary mixtures are given in Table 6. From 

the data it is observed that, all these parameters are 

increasing with volume fraction of ethanol and n-butanol in 

water and their trend is similar to that of refractive index. 

This means that as the refractive index increases, the solute-

solvent interaction increases and so the molar volume, 

molar refraction, polarizabilities, molar volumes, solvated 

radii, atomic polarization, electronic polarization and 

permittivity at higher frequency increase. Since the molar 

refraction is a measure of volume occupied with an atom or 

molecule and depends on the refractive index, it was 

noticed that the molar refractions of the studied binary 

mixtures increases as the molar volume and refractive index 

increase and the same is noticed from Table 6 and 2. 

Similar results have been reported by Farid for selected 

binary protic-protic, aprotic-aprotic, and aprotic-protic 

systems at temperatures from 298.15 K to 308.15 K, in that 

study the author reported that, as the refractive index 

increases the solute-solvent interaction increases and so the 

molar volume, molar refraction, polarizabilities, solvated 
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radii and molar polarization increases. In the same study the 

author also reported that the molar refraction is a measure 

of volume occupied with an atom or molecule and depends 

on the refractive index and temperature, it was noticed that 

the molar refractions of the studied binary mixtures 

increases as the molar volume and refractive index increase. 

[13]. 

 

3.6 Excess Density, Excess Refractive Index, Excess 

Molar Polarization and Excess Molar Volume  

The estimated values of excess density excess (dE), 

excess refractive index (nE), excess molar polarization (Pm)E 

and excess molar volume (VE) of water-ethanol and water-

butanol binary systems are tabulated in Table 7. From the 

Table it is observed that, excess density values are negative 

over the entire volume fraction range of the binary mixtures 

at the studied temperature. This may be due to increase in 

molar volume of the binary mixtures. 

 
Table 7 Variation in estimated values of excess density (d)E, 

excess refractive index     (n)E, excess molar polarization 

(Pm )E and excess molar volume(VE) of water- ethanol and 

water – n-butanol binary mixture systems at 293.15 K 

temperature. 

 

Ethanol   

Volume 

(%) 

 (d)E      (n)E 

 

 (Pm )E  (VE) 

00  0.0000  0.0000  0.000 0.00 

10 -0.0003 -0.00031 -0.366 -0.71 

20 -0.0002 -0.00022 -0.645 -1.16 

30 -0.0004 -0.00043 -0.814 -1.37 

40 -0.0004 -0.00044 -0.850 -1.37 

50 -0.0003 -0.00035 -0.802 -1.20 

60 -0.0052 -0.00526 -0.484 -0.88 

70 -0.0003 -0.00037 -0.452 -0.61 

80 -0.0004 -0.00048 -0.136 -0.31 

90 -0.0005 -0.00039 -0.217 -0.08 

100  0.0000  0.00000  0.000  0.00 

n-butanol 

Volume 

(%) 

 

    

00 0.0000  0.00000 0.000 0.00 

10 -0.0008 -0.00192 -0.407 -1.17 

20 -0.0009 -0.00174 -0.644 -1.91 

30 -0.0008 -0.00156 -0.719 -2.25 

40 -0.0006 -0.00138 -0.631 -2.25 

50 -0.0005 -0.00120 -0.410 -1.99 

60 -0.0004 -0.00102 -0.100 -1.55 

70 -0.0004 -0.00084  0.270 -1.02 

80 -0.0003 -0.00076  0.591 -0.52 

90 -0.0001 -0.00058  0.690 -0.14 

100 0.0000  0.00000  0.000 0.00 

 
From Table 7, it is also observed that the excess 

refractive indices of both the binary mixture are negative 

over the entire volume fraction range at the studied 

temperature. The excess refractive indices and the binary 

mixtures interactions depend on the nature of the solvent 

and its physical properties such as the dielectric constant, 

dipole moment and the donor number. The results are in 

agreement with the earlier results of Farid, in the same 

study the author  Farid reported that the values of excess 

refractive indices indicates maximum solvent- solvent 

interaction and depends mainly on the different physical 

properties of the solvents such as the dielectric constant, 

dipole moment donor number, chemical structure. 

The estimated values of excess molar polarization of 

both the binary mixtures are given in Table 7.  From the 

data it is noticed that for water- ethanol binary mixtures the 

excess molar polarization is negative over the entire volume 

fraction range and for water- butanol binary mixture it is 

negative in water rich region and positive in n-butanol rich 

region.  

The estimated values of excess molar volume of water- 

ethanol and water - butanol binary mixtures are given in 

Table 7 and graphically illustrated in Figure 9 and 10 

respectively.  

 

 
Figure 9. Variation in estimated values of excess molar 

volume of the binary mixture of water – ethanol at 293.15K 

temperature. 

 

 
Figure 10. Variation in estimated values of excess molar 

volume of the binary mixture of water – n-butanol at 

293.15K temperature. 

 

From figures it is observed that, the values of excess 

molar volumes are negative over the entire volume fraction 

range for both the binary mixtures at the studied 

temperature. The negative behavior of excess molar volume 

over the entire concentration range may be due to the 

volume contraction after mixing.  Excess molar volume is 

generally used as a signal of non-ideal behavior of real 

mixtures. Negative values of excess molar volumes show 

strong intermolecular interaction and formation of 

hydrogen bonds, charge transfer complexes and other 

complex forming interactions including strong dipole-

dipole interactions between the component molecules in the 

mixtures. In the study of Density, Viscosity, Refractive 

Index, and Speed of Sound in Binary Mixtures of Pyridine 

and 1-Alkanols (C6, C7, C8, C10) at 303.15 K by A. Ali, 
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the authors had reported similar results. In the study the 

authors reported that, the negative deviations in VE values 

over the entire composition range for all the binary systems 

suggest the presence of strong interactions between 

pyridine and 1-alkanol molecules and that the strength of 

interaction follows the order: 1-hexanol ＞ 1-heptanol ＞ 1-

octanol ＞1-decanol. [29]. 

 

4. Conclusions 

The static dielectric constant of binary mixtures 

decreases with increase in temperature and volume fraction 

of ethanol and n-butanol in water.  

The variation in R- square values in dielectric constant 

of the studied binary mixtures show a non-linear variation 

with concentration, that shows the intermolecular 

association is taking place in the studied binary systems. 

Densities of the studied binary mixtures decrease and 

the refractive indices increase with increase in volume 

fraction of ethanol and n-butanol in water. 

Excess dielectric constant of water - ethanol binary 

mixture is positive in water rich region and negative in 

ethanol rich region. In case of water- butanol binary 

mixtures the excess dielectric constant is negative over the 

entire volume fraction range of n- butanol. 

In both the studied binary mixtures the dipole pairs are 

formed and they orient in parallel direction over the entire 

volume fraction range of ethanol and n-butanol in water 

that is confirmed from the (geff) values. 

The Bruggeman factor study of both the binary mixture 

systems shows that there is deviation from linear relations, 

which gives strong evidence of presence of molecular 

interactions and hydrogen bonding in the binary mixture 

systems. 

Molar volume, molar refraction, polarizability, solvated 

radii, molar polarization, atomic polarization, electronic 

polarization, optical permittivity values increases with 

increasing volume fraction of ethanol and n-butanol in 

water. 

Excess density, excess refractive index, and excess 

molar volume values of the binary mixtures is negative over 

the entire volume fraction range of ethanol and n-butanol. 

In water- butanol binary mixtures the excess molar 

polarization values are negative in water rich region and 

positive in butanol rich region. 

Negative values of excess molar volume over entire 

volume fraction range of the studied binary systems 

confirm the presence of intermolecular interaction and 

hydrogen bonding between the binary systems. 
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Nomenclature 

 

Symbol Variable 

D Density 

dE excess density 

fBM Bruggeman factor 

geff effective Kirkwood correlation factor 

n Refractive index 

nE excess refractive index 

PA Atomic polarization 

PE Electronic polarization 

PM molar polarization 

  

Pm 
E excess molar polarization 

R Molar refraction 

r Solvated radii 

V Molar volume 

VE excess molar volume 

Greek 

ΔR Deviation in molar refraction 

α Polarizabilty 

  ε Dielectric constant 

ε∞ Permittivity at higher frequency 

εE excess dielectric constant 

Superscript  

E Excess 

eff Effective 

Subscripts 

BM Bruggeman  

M Molar 

A Atomic 

E Electronic 

∞ Higher Frequency 

Abbrevations 

r2 Coefficient of determination 
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Abstract  
 

An energy system affordable plan selection using renewable energy is a significant problem for designing and 

manufacturing these systems. The fault detection and thermoeconomic diagnosis in the combined solar Rankine cycle 

and multi-stage flash (MSF) desalination system is analyzed. In the suggested energy system, the linear parabolic 

solar collector is utilized as a heat source for the organic Rankine cycle, the domestic hot water, and the multi-stage-

flash desalination system. First, the energy balances and exergy analysis are implemented in the considered system, 

the energy value and exergy parameter are calculated. The exergy cost parameters are calculated for all parts and 

streams with the thermoeconomic and exergy cost accounting investigation. Finally, the thermoeconomic diagnosis is 

performed, and the malfunction of each component is evaluated, and the effect of each component's irreversibility on 

the other part is investigated. Results show that the linear parabolic solar collector has the maximum malfunction. 

Still, the condenser in the organic Rankine cycle is the most effective component on irreversibility increment among 

its counterparts..  

 

Keywords: Desalination; exergy cost accounting; hybrid solar; malfunction; organic rankine cycle. 

 

1. Introduction  

Nowadays, a decrease in fossil-fuel consumption is one 

of the significant challenges. Consequently, the investigation 

of supplementary strategies for reaching the United Nations 

Sustainable Development Goals on energy has long been 

initiated. As the fundamental source of renewable energy 

globally, solar energy is the primary source of all available 

energy on the earth. Same other energies, it can be converted 

into different energy types (like heat and electricity). Many 

research types have been performed in recent years, 

identifying the importance of replacing fossil fuels with 

renewable energy.  

Omar et al. [1] presented a review of the solar Rankine 

cycle and its characteristics. In their research, the influence 

of different working fluids and utilizing solar energy were 

considered. The investigation of the solar energy potential 

for providing electricity and desalinated water in UK 

domestic applications was done by James et al. [2]. In the 

research, the authors presented a life-cycle analysis of the 

system and according to the total electrical power output and 

cost, the annual performance of the system was evaluated. 

They found that tracking concentrating parabolic-trough 

(PTC) collectors were to be very similar in performance to 

non-tracking non-concentrating evacuated-tube (ETC) 

collectors with an average power output of 89 W vs. 80 W. 

John et al. [3] reviewed the various solar energy 

technologies used in different water desalination systems. In 

their study, the authors compared the direct and indirect solar 

desalination technologies and selected the direct solar-

desalination systems as the best efficient system. Baltasar et 

al. [4] proposed the best solar desalination system design for 

given ranges of about 1000–5000 m3⁄day. In their proposed 

system, the reverse osmosis desalination system and the solar 

organic Rankine cycle were combined. Guanghui et al. [5] 

proposed reverse osmosis (RO) desalination system operated 

by wind energy and a solar-powered organic Rankine cycle 

(ORC). In their study, the authors presented that the 

condenser temperature and turbine inlet pressure have an 

essential role in water production. Agustin et al. [6] 

suggested the different recommendations for combined ORC 

and solar RO desalination system (SORC). In their paper, the 

authors found that the linear solar collectors (linear Fresnel 

concentrators or parabolic troughs) were suitable for 

incrementing overall thermal performance. The feasibility of 

using solar desalination in Iran was studied by Shive et al. 

[7]. In their study, the topography, climate, and water 

shortage status in Iran were considered, and some of the solar 

water desalination technology was investigated. The results 

showed that the fossil fuels used as the heat source for water 

desalination in the desalination plants centralized in the 

southern coastal regions. Ratha et al. [8] analyzed a tri-

generation system driven by solar energy. The analysis was 

done with IPSEpro software and verified with experimental 

data. The tri-generation arrangement produced about 1MW 

electricity, 234 tons⁄day of distilled water, and 194 Ton of 

refrigeration. Nafey et al. [9] performed the combined solar 

ORC and RO process's design and performance analysis. In 

their research, the effect of various working fluids on exergy 

and cost factors was studied. Diab et al. [10] studied the 

integrated Rankine cycle and solar-based multi-stage flash 

(MSF)desalination. The results showed that the significant 

part (about 75 percent) of exergy destruction was related to 

mailto:*m.babaelahi@qom.ac.ir


 
013 / Vol. 25 (No. 3)  Int. Centre for Applied Thermodynamics (ICAT) 

the MSF unit. Mohamed et al. [11] evaluated a multi-stage 

flash brine recycled distillation process (MSF-BR) driven by 

solar energy and performed the thermo-economically 

analysis. 

Exergy cost accounting was one of the important ways to 

analyze energy systems used in their manuscript. Valero et 

al. [12-13] have introduced this approach. In this method, 

Valero proposed the exergy cost accounting and the 

thermoeconomic method for energy system analysis. In [1], 

Valero showed the fundamental necessities for calculating 

the exergy costs and thermoeconomic costs of energy 

systems. In the next paper [13], Valero presented 

thermoeconomic analysis applications in energy systems. In 

the other research, Sajjad et al. [14] studied the energy 

systems malfunctions and faults and suggested an energy 

systems thermoeconomic diagnosis nominated 

Thermoeconomic Input-Output Analysis(TIOA). Alicia et 

al. [15] presented a thermoeconomic investigation for the 

cement manufacturing process. In their study, the most 

inefficient processes were identified and tried to overcome 

this problem. 

This paper proposes a new novel combined energy 

system, including the organic Rankine cycle, domestic hot 

water producer, and seawater desalination system. In this 

system, the linear parabolic solar collector is utilized as a 

heat source, and energy storage is employed to stabilize the 

system's stable operation. Therefore, in this manuscript, the 

linear parabolic solar collector is chosen as a heat source for 

power, domestic water, and desalinated water production in 

one of the proper cities in Gwadar Bay. The Pasabandar, one 

of the small regions of Chabahar in Gwadar bay, is selected 

for the installation of this proposed system. The exergy and 

energy analysis for all of the components is performed to 

evaluate the combined energy system. Exergy destruction in 

energy systems reduce the overall efficiency. In this study, 

the thermoeconomic diagnosis method is implemented to 

detect each component's inefficiencies in the proposed 

designs. Thus, the amount of inefficiencies and their location 

is present with the thermoeconomic diagnosis method. Other 

techniques zoom on each component's irreversibility and 

endeavor to reclaim it. Each component's hidden effects on 

other components' irreversibility are examined in this 

manuscript. Thus, the governing results offer a suitable 

method for identifying significant unknown inefficient 

components. 

 

2. Modelling 

2.1  System Description 

The suggested hybrid solar system schematic is shown in 

Error! Reference source not found.. The proposed system 

consists of the solar cycle, Organic Rankine cycle, Multi-

stage flash distillation cycle, and domestic heat water 

producer. In the basic solar cycle (5-6-7-8-9-10), Therminol-

66 is used as the working fluid, and thermal storage is 

forecasted for steady-state operation in different solar 

conditions. The working fluid is heated by the solar energy 

unit and then stored in the tank.  The heat from the exhaust 

gases from the combustion of the turbine inside a heat 

exchanger is added to the operating fluid, and this heat is 

used to increase the temperature of the water used in the 

residential units as well as to produce fresh water in the MSF 

units. For domestic hot water production (17-18), a heat 

exchanger uses to heat the feed water (to 60°C). In the 

Organic-Rankine cycle (1-2-3-4), the water-ammonia 

mixture is used as a working fluid, and a heat exchanger 

provided the required thermal energy. For desalination of 

seawater, the multi-stage-flash desalination system (MSF) is 

proposed. One heat exchanger provided the requires heat for 

seawater vaporization in different stages. The Pasabandar, 

one of Chabahar regions in Gwadar bay, is selected for the 

proposed cycle location. The detailed information about 

Pasabandar is presented in Table 1. The required analyses of 

each component are  

 

Table 1. The detail of Pasabandar region. 

parameter value 

Longitude 25°04′01″N 

Latitude 61°24′44″E 

population 1093  

 

 

https://tools.wmflabs.org/geohack/geohack.php?pagename=Pasabandar&params=25_04_01_N_61_24_44_E_region:IR_type:city(696)
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Figure 1. Schematic of the hybrid system

2.2 Energy Analysis 

 Therminol Cycle (Solar Circuit)  

In the Therminol-66 cycle, the linear parabolic solar 

collector is used as the heat absorber. Detailed information 

about these types of collectors can be found in [16], and in 

this section, only the required formulation is considered. In 

general, the absorbed solar heat in a linear parabolic collector 

can be calculated with Eq.(1). 

 

𝑄𝑢 = 𝐸𝑅𝐴𝑢[𝑆 −
𝐴𝑟𝑒

𝐴0
𝑈𝐿(𝑇10 − 𝑇0)]  (1) 

 

The absorbed solar radiation per unit of aperture area, the 

un-shaded area, and the area of the receiver can be calculated 

respectively, as bellow: 

 

𝑆 = 𝐼𝑎𝑝𝜏𝜌𝛼  (2) 

 

𝐴𝑢 = (𝑤 − 𝐷)𝑙  (3) 

  

𝐴𝑟𝑒 = 𝜋𝐷0𝑙  (4) 

 

The heat removal factor is calculated from the next 

equation: 

 

𝐸𝑅 =
𝑚̇𝑐𝑝𝑟

𝐴𝑟𝑈𝐿
[1 − exp (

𝐴𝑟𝑒𝑈𝐿𝐹′

𝑚̇𝑐𝑃
)]  (5) 

  

Where,  

𝐹′ =

1

𝑈𝐿
1

𝑈𝐿
+

𝐷𝑂
𝐻𝑡𝑒𝐷𝑖

+(
𝐷𝑜
2𝑘

𝑙𝑛
𝐷𝑜
𝐷𝑖

)
  

(6) 

  

The heat losses in hot storage can be presented in the unit 

area of the tank surface as below: 

 

𝑄̇ℎ𝑠 = 𝑈(𝑇11 − 𝑇0)  (7) 

  

For heat exchangers used in the organic Rankine cycle, 

domestic heat water, and desalination systems, the following 

energy balance equations can be used: 

 

𝑚̇𝑠𝑐(ℎ5 − ℎ6) = 𝑚̇𝑟𝑐(ℎ2 − ℎ1) (8) 

𝑚̇𝑠𝑐(ℎ6 − ℎ7) = 𝑚̇𝑤(ℎ18 − ℎ17)  (9) 

𝑚̇𝑠𝑐(ℎ7 − ℎ8) = 𝑚̇𝑟(ℎ12 − ℎ11) (10) 

 Organic-Rankine cycle 

In the organic Rankine cycle, the primary energy balance 

equation used in the classic steam cycle can be applied. The 

output power from the steam turbine, the input power to the 

pump, and total net power is calculated as below: 

 

𝑊̇𝑡 = 𝑚̇𝑟𝑐(ℎ2 − ℎ3)  (11) 

𝑊̇𝑝 = 𝑚̇𝑟𝑐(ℎ1 − ℎ4)  (12) 

𝑊̇𝑛𝑒𝑡,𝑟𝑐 = 𝑊̇𝑡,𝑟𝑐 − 𝑊̇𝑝,𝑟𝑐  (13) 

The isentropic turbine efficiency is defined as below: 

 

𝜂𝑡 =
(ℎ2−ℎ3)

(ℎ2−ℎ3𝑠)
  (14) 

 

The absorbed heat rate in the heat exchanger 1 and the 

rejected heat  rate in the condenser are given by: 

 

𝑄̇𝑏𝑜𝑖𝑙 = 𝑚̇𝑟𝑐(ℎ1 − ℎ2) (15) 

𝑄̇𝑐𝑜𝑛𝑑 = 𝑚̇𝑟𝑐(ℎ3 − ℎ4) (16) 

 Desalination system 

MSF is one of the thermal desalination technologies that 

used widely in the world. The brine recirculation type of this 

technology is used for seawater desalination in this 

manuscript. In brine recirculation MSF, the hot brine can 

flow freely and flash in a set of effects. The required heat for 

the brine heating of feed-water is provided from the 

Therminol cycle. The hot brine flashes in the stages, and the 

formed vapor's latent heat recovers by feed and brine recycle 

flow in the condenser. The surplus heat given to the system 

is rejected to the sea in the condenser.  

The feed to distilled water mass flow ratio can be 

examined as the function of thermal and mechanical 

parameters as below [17],  

 
𝑀𝑓

𝑀𝑑
=

𝐿𝑣

𝑐𝑃 ∆𝐹
+

𝑁−1

2𝑁
  (17) 

Where the flashing temperature range, ∆𝐹is given by: 

 

∆𝐹 = 𝑇ℎ − 𝑇𝑏𝑁 = (𝑇𝑏1 − 𝑇𝑏𝑁)
𝑁

𝑁−1
        (18) 

 

The maximum brine concentration limits the rate of 

external feed per unit of product (𝑀𝑓 𝑀𝑑⁄ ) as bellow: 

 
𝑀𝑓

𝑀𝑑
=

𝑦𝑏𝑁

𝑦𝑏𝑁−𝑦𝑓
        (19) 

 

The total required heat for water desalination can be 

calculated by: 

 
𝑄̇𝑑𝑒𝑠

𝑀𝑑
=

𝑀𝑟

𝑀𝑑
𝑐𝑃(𝑇ℎ − 𝑇0) = 𝐿𝑣

𝑇ℎ−𝑇0

Δ𝐹
        (20) 

 

Where, 

 

𝑄̇𝑑𝑒𝑠 = 𝑚̇𝑠𝑐(ℎ8 − ℎ7)  (21) 

2.3 Exergy Analysis 

The highest available work that can be obtained from the 

particular flow is named exergy. This idea is used in the 

assessment of irreversibility in any system. For the particular 

flow, the exergy can be computed as following [18]: 

 

𝑒𝑓 = (ℎ − ℎ∗) − 𝑇0(𝑠 − 𝑠∗) +

∑ 𝑦𝑖(𝜇𝑖
∗ − 𝜇𝑖

0)𝑛
𝑖=1    

(22) 

 

The first two terms show the physical exergy, and the 

next term indicates the chemical exergy. For a control 

volume, the exergy equation is represented as bellow: 

 
𝑑𝐸

𝑑𝑡
= ∑ (1 −

𝑇0

𝑇
) 𝑄 + (𝑊 − 𝑃0

𝑑𝑣

𝑑𝑡
) +

∑ 𝑚̇𝑖𝑒𝑖 − ∑ 𝑚̇𝑒𝑒𝑒 − 𝐸̇𝐷   

(23) 
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Based on fuel and product exergy, the exergy destruction 

in each component is evaluated: 

 

𝐸̇𝐷 = 𝐸̇𝑓𝑢𝑒𝑙 − 𝐸̇𝑝𝑟𝑜𝑑𝑢𝑐𝑡   (24) 

Table 2.  Exergy equations of each component in the system.  

Component  Fuel exergy (kW) Product exergy (kW) 

Solar field  𝐸̇22  𝐸̇10 − 𝐸̇9  
Hot storage tank 𝐸̇10  𝐸̇5  
Heat exchanger 1 𝐸̇5 − 𝐸̇6  𝐸̇2 − 𝐸̇1  

DWH 𝐸̇6 − 𝐸̇7  𝐸̇17 − 𝐸̇16  
Heat exchanger 2 𝐸̇7 − 𝐸̇8  𝐸̇12 − 𝐸̇11  
Solar pump 𝐸̇23  𝐸̇9 − 𝐸̇8  
Desalination unit 𝐸̇12 + 𝐸̇13  𝐸̇14 − 𝐸̇15  
Turbine  𝐸̇2 − 𝐸̇3  𝐸̇20  
Condenser  𝐸̇3 − 𝐸̇4  𝐸̇19 − 𝐸̇18  
Rankine pump 𝐸̇21  𝐸̇1 − 𝐸̇4  

The above definitions describe that each component 

exergy balance equations in steady-state condition are 

determined and mentioned in Table 2 

Exergetic efficiency is one of the essential parameters for 

irreversibility evaluation that defined based on the fuel-

product definition as bellow: 

 

𝜀 = 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑓𝑢𝑒𝑙⁄            (25) 

  

2.4 Thermoeconomic Diagnosis and Exergy Cost 

Accounting  

The thermoeconomic analysis is a fundamental idea that 

combines the irreversibility and cost principles for 

evaluating thermal systems. Thermoeconomic variables can 

be determined based on the investment costs and 

thermodynamic irreversibilities. The necessary data for 

thermoeconomic evaluation is obtained from the economic 

and thermodynamic model, physical structure, and 

productive system. The physical system defines the 

components, thermodynamic process (feed or product), 

mass, heat, and workflows. In the thermoeconomic theory, 

the economic study as the function of investment, operation, 

and fuel cost are applied to exergy and energy equations. One 

of the essential parameters in thermoeconomic evaluation is 

unit exergy consumption (k), equal to the inverse of exergetic 

efficiency. 

The exergy cost (𝐸̇𝑖
∗) is another parameter defined as the 

amount of exergy resources utilized for specific flow 

production [19]. This parameter can be employed for the 

evaluation of resource consumption in various exergy flow. 

The unit exergy cost is defined as follows, based on the 

above definition: 

 

𝑐𝑖 = 𝐸̇𝑖
∗ 𝐸̇𝑖⁄            (26) 

  

The calculations mentioned above are the primary action 

for the diagnosis of energy systems and thermoeconomic 

analysis. 

In the fuel-product (FP) table definition, the residue and 

product streams should be determined. Each element (𝐸̇𝑖𝑗) 

describes the product exergy for the component (i) and the 

fuel exergy of the component (j). After the FP table 

accounting, the product, P, and irreversibility, I, can be 

determined. The incoming flows from the environment and 

other elements are defined as the resources of this 

component. In the productive and dissipative units, 

respectively, the cost of fuel and product is calculated as 

below: 

 

𝐶𝐹,𝑖 = 𝐸̇𝑖0
∗ + ∑ 𝐸̇𝑗𝑖

∗𝑛
𝑗=1         (27) 

𝐶𝑃,𝑖 = 𝐸̇0𝑖
∗ + ∑ 𝐸̇𝑖𝑗

∗𝑛
𝑗=1               (28) 

  

𝐶𝑃,𝑖 = 𝑅𝑖0
∗                                  (29) 

  

The cost of residues related to the jth productive 

component is estimated by: 

 

𝐶𝑅,𝑗 = ∑ 𝑅𝑖𝑗
∗

𝑖         (30) 

  

Each component product cost is calculated as follows: 

 

𝐶𝑃,𝑖 = 𝐶𝐹,𝑖 + 𝐶𝑅,𝑖        (31) 

The external resources cost, 𝐶𝑒.𝑖, is determined by: 

 

𝐶𝑒,𝑖 = 𝐸̇𝑖0
∗ = 𝐸̇𝑖𝑜        (32) 

The product unit exergy cost can be decomposed as: 

 

𝑐𝑃 = 𝑐𝑃
𝑒 + 𝑐𝑃

𝑟         (33) 

  

The variety of the malfunction (MF), the unit exergy 

consumption (∆k), and the fuel impact (∆F) are the essential 

indicators for diagnosis evaluation. The parameters can be 

determined as follows: [20] 

 

∆𝑘 = 𝑘𝑜𝑝 − 𝑘𝑟𝑒𝑓         (34) 

  

𝑀𝐹 = ∆𝑘 × 𝐸̇𝑟𝑒𝑓         (35) 

  

∆𝐹 = 𝑐𝐹 × ∆𝑘 × 𝐸̇𝑟𝑒𝑓         (36) 

  

The malfunction parameter (MF) shows the exergetic 

performance variation between reference and operating 

conditions in any element and can deliver negative or 

positive values [21]: 

 

𝑀𝐹 > 0 → [(
1

𝜀
)

𝑜𝑝
− (

1

𝜀
)

𝑟𝑒𝑓
] ×

𝐸̇𝑟𝑒𝑓 > 0 → 𝜀𝑜𝑝 < 𝜀𝑟𝑒𝑓        

(37) 
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𝑀𝐹 < 0 → [(
1

𝜀
)

𝑜𝑝
− (

1

𝜀
)

𝑟𝑒𝑓
] ×

𝐸̇𝑟𝑒𝑓 < 0 → 𝜀𝑜𝑝 > 𝜀𝑟𝑒𝑓        

(38) 

  

The extra fuel consumption in each element can be 

calculated by the fuel impact (∆F) for anomaly detection in 

the various segments. In the process, dysfunction by the 

malfunction of other elements that created the consumption 

of the more local source to achieve the different generation 

required by the other elements is given by [12]: 

 

𝐷𝐹𝑖 = (𝑘𝑖 − 1)∆𝑃𝑖         (39) 

  

3. Results & Discussion 

The hybrid solar configuration consists of organic 

Rankine cycle, domestic heat water producer and multi-

stage-flash (MSF) desalination method is suggested for the 

Pasabandar area in Gwadar bay. The design variables for 

MSF are presented in Table 3. 

 

Table 3. Proposed hybrid system input parameters.  

parameter value 

Ambient pressure , bar 1.013 

Ambient temperature , ℃  15 

Feed water salinity, ppm 35000 

Top brine temperature, ℃ 82 

Sun temperature, ℃ 5505 

 

Based on the above input variables, the computation has 

been completed, and the derived conclusion is displayed in 

Table 4. The mathematical calculation has been performed 

using Matlab code and Ebsilon software based on the above 

input parameters. The compression of results is presented in 

Table 4, too. Matlab code results have a good agreement with 

Ebsilon simulation. The results show that, the proposed 

system delivered 12 𝑚3 𝑑𝑎𝑦⁄  distillated water, 338 kW 

electrical power, 0.5581 kg/s domestic hot water (60oc) and 

11.36 kg/s industrial feed hot water.  

The exergy cost investigation results for the different 

components are shown in Table 5. Results confirm that the 

MSF system has the highest unit exergy consumption and is 

the most ineffective element. Based on these conclusions, the 

elements can be arranged from efficient to the inefficient as 

condenser, thermal storage, heat exchanger 2, turbine, pump, 

heat exchanger 2, solar field, domestic heat water producer, 

solar pump and desalination system.  

The exergy cost in the various elements is displayed in 

Figure 2. The conclusions confirm that the solar field affects 

each element's exergy cost and the MSF desalination has the 

highest exergy cost. 

This preliminary investigation introduces the MSF 

desalination as the origin of irreversibility, but advanced 

evaluation should be implemented for precise ineffective 

element detection. For this precise advance analysis, the 

changes in the concentration of ammonia-water mixture in 

organic Rankine cycle should be applied. One of this changes 

that called operation condition is shown in Table 6 .  

 

 

 

 

 

Table 4. The results of energy balance equations. 

Parameter 

Value  

Code 
Ebsilon 

Simulation 
Error 

Distillated water production, 𝑚̇𝑑  (kg/s) 0.1488 0.1522 2.233 

Power production, 𝑤𝑜𝑢𝑡 (kW) 337.5 337.5081 0.002 

Domestic water heating, 𝑚̇𝐷𝑊𝐻 (kg/s) 0.5581 0.5604 0.417 

Industrial water heating, 𝑚̇𝑤 (kg/s) 11.36 11.3631 0.027 
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Figure 2. The exergy cost decomposition for different component in reference system. 

 

Table 6. Modeling result of operation system. 

Parameter  Value  

Ammonia-Water Concentration 0.5 

Distillated water production, 𝑚̇𝑑  (kg/s) 0.1488 

Power production, 𝑤𝑜𝑢𝑡 (kW) 101.6 

Domestic water heating, 𝑚̇𝐷𝑊𝐻 (kg/s) 0.5581 

Industrial water heating, 𝑚̇𝑤 (kg/s) 5.213 

 

At reference and operating conditions, the comparison of 

exergy cost parameters are collected in Table 7. Results 

present that decreasing in ammonia-water concentration in 

organic Rankine cycle decreased the irreversibility in the 

turbine, heat exchanger, Rankine pump, thermal storage and 

solar field, effectively. 

The amount and location of anomalies that produced the 

exergetic efficiency decrease are the thermoeconomic 

diagnosis's main object. Based on the definition of 

malfunction and irreversibility, these parameters can be 

determined for each element from equation (35) to assess the 

anomaly’s impacts. 

The thermoeconomic diagnosis conclusions for the 

suggested hybrid arrangement is shown in Table 8. 

Conclusions confirm that the unit exergy cost in the 

operating state is lower than the reference state, and thus, the 

variation in ammonia-water concentration decreased the 

resource consumption in the operating arrangement. For a 

better comparison between the various element's 

malfunction values, the proper diagram is displayed in 

Figure 3. Considering Table 8 and Figure 3 reveal that the 

malfunction of the heat exchanger 1, the turbine and Rankine 

cycle's pump have negative values. These negative values 

confirm that these elements have better efficiency in 

operating condition. In general, results confirm that the fuel 

impact in the operating system is decreased about -1280 kW 

compared to the reference system and fewer resources are 

utilized in the new system. 

The malfunction decomposition is the important 

parameter that specifies the effect of each component on total 

malfunction. This parameter is displayed in Figure 4. 

Conclusions displayed that the environment has the most 

effect on the positive malfunction in the solar field. With the 

same analysis, the hot storage tank has the major role on 

malfunction decrement in heat exchanger 1; the heat 

exchanger 1 has the major role in malfunction increment in 

the condenser. 

 

Table 7. The operating and reference system 

Irreversibility and unit consumption. 
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Storage 
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Solar Field 1621.4 1051.5 2.3970 3.3238 

Solar Pump 0.3 0.3 3.8299 3.8299 

Heat 

Exchanger 2 

3.0 3.0 1.0658 1.0658 

Desalination 63.2 63.2 109.8235 109.8235 

Condenser 1.1 90.2 1.0073 2.3061 

DWH 14.6 14.6 2.9815 2.9815 

 

Another necessary index that defines the detailed 

irreversibility increase in different elements (produced by 

malfunctions of another element) is dysfunction. Figure 

5 confirms that the condenser makes a 635.6 kW 

irreversibility increase in the solar unit, but the solar unit 

has adverse impacts on the other element's irreversibility. 

These issues confirm that the irreversibility in the solar 

unit can be reduced significantly by condenser 

improvement. Figure 5 reveals that 829.6 kW 

irreversibility decrease in the solar unit is produced by 

the heat exchanger 1. 
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Table 8. The thermoeconomic diagnosis result for different component. 
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Figure 3. The different components Malfunction of the proposed cycle  

 

 
Figure 4. The malfunction decomposition. 
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Figure 5. Dysfunction analysis of the system. 

 

 
 

Figure 6. Dysfunction and malfunction analysis. 

 

For a better study, the malfunction and dysfunction 

indications are connected together and are shown in Figure 

6. Conclusions confirm that, in the solar field, 635.4 kW 

irreversibility increase is generated by malfunction of the 

condenser and about 830 kW irreversibility decrement 

related to the heat exchanger 1. The adverse irreversibility in 

the solar unit, condenser, and heat exchanger 1 shows that 

the malfunction reduced the additional resource 

consumption in these elements. 

 

4. Conclusion  

In this research, one of the applicable hybrid solar 

systems consists of an organic Rankine cycle, domestic heat 

water producer and multi-stage-flash desalination system is 

proposed for Pasabandar, a region in Gwadar bay. The 

exergy cost accounting and malfunction diagnosis are 

implemented to assess different components in the suggested 

system. Unlike the exergoeconomic method that specifies 

the inefficient component based on its irreversibility; these 

indexes examine the hidden impact of each element on 

irreversibility increase and extra fuel consumption in other 

elements; thus can introduce the actual inefficient 

equipment. A large amount of the malfunction calculated in 

the solar field presents that there is some diagnosis in this 

equipment. Conclusions present that the condenser has the 

minimum unit exergy cost, but malfunction-dysfunction 

analysis shows that this component has the major impact on 

the irreversibility increment in the other equipment. Thus, 

the condenser is the main contributor for total malfunction 

increasing in the system and for the better performance, this 

component should be improved. 
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Abstract  
 

Based on the preliminary evidence of volcanoes, hot springs, and Geysers in parts of Nigeria, it is proposed that deep 

geothermal wells can be found in Nigeria. This research uses thermal anomalies zones to identify types of geothermal 

wells in Nigeria, i.e., using remote sensing and modified thermal equations. The remote sensing dataset includes the 

ground heat flux (GHF) dataset from Modern-Era Retrospective analysis for Research and Applications (MERRA) of 

28 years; sediment thickness dataset from EarthData; and surface geology from LANDSAT. The thermal transport 

model was used to narrow potential locations across Nigeria using the ground heat flux and sediment thickness, while 

the surface geology was used to confirm the deep geothermal zones. Four GHF patterns were discovered in Nigeria. 

The research shows that the deep geothermal wells might be located in Plateau, Bauchi, Gombe, Taraba, Ekiti, Kogi, 

Benue, Nassarawa, and Taraba. Also, the medium-depth geothermal wells may be located in Sokoto, Zamfara, 

Kastina, Kwara, Oyo, and Jigawa States. It was revealed that the southern parts of Nigeria have lots of shallow 

geothermal wells. The deep geothermal wells can be found in the Chad Basin and Benue trough, while the medium-

depth geothermal wells can be found in the Sokoto basin, Bida basin, and parts of the lower Benue trough. It is 

recommended that further ground trotting exploration be carried out in the identified geographical locations.  

 

Keywords: Ground heat flux; geothermal; energy; alternative energy.  

 

1. Introduction  

Based on the preliminary evidence of volcanoes, hot 

springs, and Geysers in parts of Nigeria, it is logical to agree 

with the International Geothermal Association report on 

geothermal energy potential in Nigeria [1]. There are about 

ten warm springs in Nigeria, including Rafin Rewa Warm 

Spring, Ikogosi Warm Spring, Lamurde Hot Spring, Keane-

Awe Thermal Springs, Akiri Warm Spring, Nike warm 

spring, Kerang warm spring, Ngeji warm spring, and Wikki 

Warm Spring. Also, there is a volcanic site in Plateau. Most 

of the warm spring and volcanic sites are located in the 

Cretaceous Benue Trough in the northern part of Nigeria [2]. 

In the southern parts, it has been postulated that the 

overpressured thick sediment strata are characterized by 

anomalous temperature gradients, which have influenced 

heat flow [3]. Detection of anomalous thermal zones to 

predict potential geothermal energy sites has been adopted in 

various studies [4]. Since the pioneering research on 

geothermal energy exploration using remote sensing to 

detect temperature anomalies [5], many research has 

followed the same route. The typical challenge in most 

studies using remote sensing to determine the temperature 

anomalies is the duplication of false sites due to prevailing 

climate change. This research seeks to adopt various 

techniques to streamline the false hot areas to reduce the high 

cost of unfruitful field exploration. 

The geology of geothermal well is as confusing as 

exploring hydrocarbon deposition in some geographical 

regions. Geothermal wells found in Madrid between 1985-

1990, show that it is usually a dependable reservoir in tertiary 

clastic host rocks at 1500-2000 m depths [6]. However, it 

was found that the ultra-deep geothermal horizons are within 

3500-5000 m depth. At this point, the source and condensing 

temperatures are well above 160 oC and 65 oC, respectively. 

Significant pointers to the geothermal well discovery may 

occur synonymous with hydrocarbon exploration. For 

example, the sedimentary basin is usually the first geological 

pointer to hydrocarbon reservoirs in hydrocarbon 

exploration. Likewise, the significant geological features in 

geothermal well detection are synonymous with warm 

springs' geological features [7,8]. Shallow and medium depth 

geothermal wells are most times characterized by 

hydrothermal wells. The main geothermal well is located in 

the deep and ultra-deep seated geothermal environment. The 

popular technique for detecting geothermal wells is 

considering regions near active tectonic plate boundaries 

where volcanic activity has occurred, such as in Iceland, 

New Zealand, and the Philippines [9].  

The geology of Nigeria is significant, and there are high 

prospects of discovering geothermal energy sources. 

Currently, the energy demands in Nigeria have risen high 

[10]. The primary sources of power (i.e., gas stations and 

hydroelectricity) in Nigeria may not be sufficient. The 

proposal for the nation to have main sources of energy across 

the geopolitical zones (Figure 1) would help reduce the high 

cost of transferring energy from one region to another. The 

geothermal energy source exploration is very important in 

the national energy drive because of the enormous energy 
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accruable. Geothermal energy source (GES) exploration is 

very expensive using conventional techniques. Most 

conventional techniques are plagued with fundamental 

theoretical flaws [11]. These technical flaws have led to the 

frequent modification of its techniques when applied to 

various geological terrains.  

The design, model, and optimization of ground heat 

exchangers depends on the undisturbed ground temperature 

(UGT), which is directly proportional to the subsurface 

layer's ground temperatures, which depend on the location's 

geology. Scientists believe that the thickness of the 

subsurface layer plays a vital role [12]. However, the 

geology and the components of the subsurface layer are vital 

for the thermal conservation and diffusivity of the ground. 

Over certain earth locations, the thermal inertia of the ground 

ensures the amplitude of changes in the ground temperature 

decreases with an increasing depth [13]. Several models have 

proved the relation between longwave and geothermal 

parameters. Some scientists have correlated UGT with 

meteorological parameters [14-15] and detailed models to 

show the advantage and disadvantages of UGT. Ultimately, 

the UGC is applied to projected to be essential for space 

heating via the use of heat pump systems (such as the 

ground-coupled heat pump systems (GCHPs)) to extract heat 

from the geothermal energy [16].  

 

 
Figure 1. The geopolitical regions of Nigeria. 

 

This study combines remote sensing and mathematical 

techniques for discovering geothermal wells and ground heat 

catchments. The limitation of this work is that the lithology 

is almost assumed to be equal over the same geological 

basin. The application of this work may be extended to the 

agricultural sector and planning for ground source heat pump 

systems. 

 

2. Methodology 

The different geology of Nigeria is presented in Figure 2. 

It has been discovered that the warm springs are located 

along the cretaceous rock (Figure 2). In this research, the 

satellite remote sensing technique was adopted. The satellite 

remote sensing technique (SRST) has shown high prospects 

for determining the geological features, hydrocarbon 

deposit, seepage, geothermal heat flux, ground heat flux, 

latent heat flux, etc. In this research, the ground heat flux was 

examined. Ground heat flux is an important component of 

the energy balance at the land surface, particularly over the 

relatively dry land surface and over a daily time scale. It is a 

reliable parameter that accounts for how the earth gives off 

and absorbs heat. The dataset was obtained from the NASA 

MERRA. The ground heat flux dataset for 1990-2017 was 

used for this study. Modified thermal equations were used to 

estimate geothermal temperatures in suspected GES in 

Nigeria. 

 

 

Figure 2. The geology of Nigeria. 

 

The geothermal energy well stores heat in two major 

forms. The earth's surface acts as a very large collector of 

solar energy, where the energy radiated from the sun is stored 

below the earth's surface. Secondly, there is heat transferred 

from the belly of the earth's crust to the earth's surface. 

Therefore, one of the appropriate techniques to understand 

the heat variations in the aforementioned heat sources is the 

use of ground heat flux.  

The power generation from this type of enhanced geothermal 

system is given as [17]: 

 

𝐸𝑤 = 𝜙 [
ℎ𝑤(𝜌𝑖,𝜃𝑖)

𝑣𝑤(𝜃𝑖)
−

ℎ𝑤(𝜌𝑓,𝜃𝑓)

𝑣𝑤(𝜃𝑓)
] = [

ℎ𝑤𝑖

𝑣𝑤𝑖
−

ℎ𝑤𝑓

𝑣𝑤𝑓
]                      (1)         

 

where h is the liquid enthalpy, i is the initial term, f is the 

final term, v is the liquid specific volume, p is reservoir 

pressures,  𝜙 is the porosity. The ground heat flux will give 

insight into the different enthalpy. Hence, the mathematical 

formula of ground heat flux is given as [18]: 

 

 𝐻𝐺 = −𝑘
𝜕𝑇

𝜕𝑧
=

𝜌𝑐𝜅𝐴

𝐷𝑅𝑒{1+𝑖} exp(𝑖𝜔𝑡)
= 𝜌𝑐(𝜅𝜔)0.5 𝐴𝑐𝑜𝑠(𝜔𝑡 +

𝜋

4
)                    

                                                    (2) 

where T is the temperature of the ground (◦C); k is thermal 

diffusivity of the ground (m2/s), z is the position coordinate, 

t is the time, 𝜌 is the density of the medium, A is the 

amplitude of daily average temperature of the ground 

surface, 𝜔 is the frequency of temperature fluctuations. 

The ground heat flux clearly shows the heat transfer and 

temperature distribution depends on the geological features 
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(which includes rock conductivities). The conductivity is a 

composite rock (with grains arranged in parallel orientation 

(equation 3) and layered sequence perpendicular (equation 

4) to the direction of heat flow) is given by [19] 

 

𝐾𝑝 = 𝑛1𝐾1 + 𝑛2𝐾2 + 𝑛3𝐾3 + ⋯ ….                                    (3) 

 
1

𝐾𝑠
=

𝑛1

𝐾1
+

𝑛2

𝐾2
+

𝑛3

𝐾3
+ ⋯ … ..                                        (4) 

 

Where 𝐾𝑝 is the bulk parallel rock conductivity, n is the 

fractional volumes of mineral phases and K is the 

conductivities of minerals.  

Hence, the sum of bulk series and parallel conductivities is 

given as [19]: 

 

𝐾𝑝𝑠 =
1

2
(𝐾𝑝 + 𝐾𝑠)                                                      (5) 

 

The modified geothermal temperature T(z) can be estimated 

under steady-state conditions as [20]: 

 

𝑇(𝑧) = 𝑇𝑠 +
𝑞𝑠

𝑘
𝑧 −

𝜌𝐴

2𝑘
𝑧2                                         (6) 

 

where 𝑞𝑠 is the ground heat flux, Ts is the surface 

temperature, A is the radioactive heat production, z is the 

depth, 𝜌 density of medium and k is the thermal conductivity 

(3.138 Wm-1oC-1).  

 

3. Results and Discussion 

Figure 3a shows that high ground heat flux is observed in 

the northern region of Nigeria. However, a significant 

amount of ground heat flux was domiciled in the cretaceous 

rocks with possible extension into the neighboring 

Precambrian basement. This discovery may prove that the 

ground heat flux was more from within the earth's crust than 

the heat trapped by solar energy. Also, the warm spring 

locations were found to have high ground heat flux. Figure 

3b shows a reversed ground heat flux pattern where southern 

Nigeria is found to have higher heat flux than northern 

Nigeria. This image shows the earth's crust ground heat 

signatures. 

Figure 3c shows that the ground heat flux is diffuse with 

time from the region of higher ground heat flux signatures to 

regions of lower ground heat flux. It is noted that the 

geological cross-sectional profile of Nigeria allows for heat 

transfer with high convenience. Figure 3d showed a 

combination of the two sources of ground heat flux (GHF). 

Like Figure 3a, a significant amount of ground heat flux was 

found to be domiciled in the cretaceous rocks with possible 

extension into the neighboring Precambrian basement. Like 

Figure 3b, the GHF diffuses from the northern belt to the 

southern belt (Figure 3e). The GHF trend was found to repeat 

in Figures 3f -3i. Figures 3j and 3k had the same GHF trend 

but different patterns. The area of coverage was central 

Nigeria, which is mainly cretaceous. This result is the second 

GHF pattern in Nigeria. The GHF diffusion had the same 

pattern (Figure 3i). Figures 3l-3p had different GHF patterns 

that suggest sustained storage of solar energy. However, it is 

observed that the pattern is mainly in northern Nigeria. This 

result is the third GHF pattern in Nigeria. Figure 3q reveals 

the GHF diffusion towards the southern parts, while Figure 

3r shows the higher GHF in the south. The geological 

possibility of this unique GHF pattern can be traced to the 

geological cross-section between Lagos and Port Harcourt 

(Figure 4) [21]. The profile is mainly Cenozoic, upper 

cretaceous, and lower cretaceous. This profile converges 

between Ondo and Delta states (Figure 1). Figures 3s-3x 

show the fourth GHF pattern where the GHF diffusion 

pattern is from south to northern Nigeria. Figures 3y-3ab 

show that the GHF activities are mainly in the central part of 

Nigeria. The central part includes Ekiti, Kogi, Benue, 

Nassarawa, and Taraba (Figure 1). Three of the identified 

warm spring lies in the Benue trough. 

Therefore, with the GHF analysis of Nigeria, the first 

type of deep geothermal wells may be located in the 

following states, i.e., Plateau, Bauchi, Gombe, and Taraba. 

The second type of deep geothermal wells may be located in 

the following states i.e., Ekiti, Kogi, Benue, Nassarawa, and 

Taraba. Shallow geothermal wells mainly characterize the 

southern parts of Nigeria. Medium depth geothermal wells 

may be located in Sokoto, Zamfara, Kastina, Kwara, Oyo, 

and Jigawa. 

 

 

 

Figure 3. Ground heat flux analysis over Nigeria (1990-

2017). 
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Figure 3. Ground heat flux analysis over Nigeria (1990-

2017) (continue). 

 

 
Figure 4. Geological cross-section of the lower south of 

Nigeria [21]. 

 

The geology of Nigeria is made up of four groups i.e., 

basement complex (Migmatite-Gneiss, schist belts, and pan-

African Granitoids), Younger Granites (complexes of 

Triassic), sedimentary rocks and Tertiary volcanic rocks 

[22]. In most parts, the Schist belts are in-folded into the 

older Migmatite-Gneiss Complex in the southwestern part of 

Nigeria. Though, a small extension of the schist belts can be 

found in the southeastern part of Nigeria [23]. Also, schist 

belts of Nigeria are best developed in the northwest and 

southwestern portions of the country [24]. Hence, the 

connection of Ekiti and Ogun state in the league of 

geothermal wells in Nigeria. The Ogun geological profile 

includes porphyroblastic (Augen) gneiss, hornblende-biotite 

gneiss, banded gneiss and quartz schist [25]. Zamfara state 

has quartz-grain, very coarse-grained and fine-grained 

granitic rocks [26]. Sokoto state, which sits on the Sokoto 

basin (Figure 5), is characterized by: the Gundumi formation 

in the Lower Cretaceous; limestone in Kalambaina 

formation; clay beds in the Dange formation; fine gray sand 

of the Wurno formation; dark gray clay of the Taloka 
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formations; and clay shale of the Dukamaje formation [27]. 

The Gundam formation has sedimentary rocks.  

Generally, the Cretaceous and Tertiary formations in the 

Sokoto Basin are northeasterly and dip about 20 feet per mile 

to the northwest [27]. Bauchi and Jigawa states sit on the 

Chad basin (Figure 5). It is comprised of: shale and 

sandstone in the Bima formation; sandstones and bluish-

black shale (calcareous) in the Gongila formation; 

Cretaceous sediments in the Kerri-Kerri formation [28]. The 

composition of the Kerri-Kerri formation includes coarse-

grained sandstones, clayey grits, siltstones and clay stones. 

The Gombe sandstone is mainly folded at the end of the 

Cretaceous [29]. The geological of Kogi state is made up of 

migmatite and mica schist, granitic suite (i.e. fine- medium-

grained granite, granodiorite and porphyritic granite) [28].  

 

 
Figure 5. The basins and trough in Nigeria [30]. 

 

The rock formation in Kwara includes migmatitic gneiss, 

quartzite, quartz-mica schist, talc-tremolite schist, 

porphyroblastic granite, porphyritic granite, coarse-grained 

alkali granite, medium-grained granodiorite, medium-

grained alkali granite, alkali syenite, pegmatite/aplite and 

vein quartz [21, 31]. Taraba and Benue state sits on the 

Benue Trough. It is characterized by: volcanic rocks (basalts 

suite, olivine basalt, and trachyte basalt); shallow subsurface 

structures (faults and dykes); and basaltic intrusions [32]. 

These formations support locations in the Benue trough 

(such as Benue and Taraba States) as places of potential deep 

geothermal wells. Via the connection in the Gongola sub-

basin and the Benue trough (Figure 5), it is easy to 

understand the inclusion of Gombe state as a place of 

potential deep geothermal wells. Plateau state is reported to 

have rock formations such as alkaline feldspar granites, 

rhyolites, vom microgranite,  biotite suite, shen hornblende 

– fayalite granite, minor gabbros and syenites [33, 34]. More 

so, this results from sub-volcanic intrusive complexes of ring 

dykes and related annular and cylindrical intrusions [35]. 

The basement complex in Nassarawa State has the following 

rock formations: Pelitic schist - amphibolite, granodiorite 

gneiss, plagioclase feldspar, quartz, muscovite, biotite, 

lepidolite and tourmaline [36]. 

The analysis of the geothermal temperature across the 

geological basins over Nigeria was calculated as presented 

in Figure 6. The sediment thickness was adopted in place of 

depth. 

 

 

 

 
Figure 6. Analysis of geothermal temperature in Nigerian 

basin (a) Sokoto basin, (b) Bida basin, (c) Lower basin. 

 

The sediment thicknesses over the Nigerian basin were 

obtained from the Marine Geoscience Data System. It is 

salient to note that the sediment thickness can be used to find 

the minimum geothermal temperature, not the exact 

temperature. This result is because the conductivities of the 

rock formations over the location are quite important to 

estimate the exact geothermal energies. In this calculation, 

𝑞𝑠 = 1.674, Ts =26.8oC, A =0.28, 𝜌 =0.68 kg/m3 and k = 1.24 

Wm-1oC-1. Figure 6a affirmed that States in the Chad and 

Sokoto basins would have a geothermal well. However, 

States in the Chad basins are likely to have deep geothermal 

wells, while States in the Sokoto basin may have medium-

depth geothermal wells. These results agree with the remote 

sensing results presented above. Figure 6b affirmed that 

States in the upper Benue trough and Bida basin would have 

geothermal wells. While Bida is likely to have medium-

depth geothermal wells, the upper Benue trough would 

certainly have deep geothermal wells. These results agree 

with the remote sensing results presented above. Figure 6c 
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affirmed that States in the Lower Benue trough would likely 

have deep and medium-depth geothermal wells. These 

results agree with the remote sensing results presented 

above. 

 

4. Landsat imagery of surface geology 

Ground temperature at a depth of 2 meters can be used to 

delineate relatively hot areas or thermally anomalous zones 

related to subsurface geothermal features [37]. Likewise, the 

Landsat imageries can be used to determine the hot areas or 

thermally anomalous zones as they are useful techniques in 

geology for interpretation of hydrothermal alteration, 

lithological discrimination, and tectonic setting [38-39]. The 

imagery was an integration of Landsat 7 (ETM +) and 8 

(OLI) outcomes with an accuracy of 95%. The satellite 

images were obtained from the United States Geological 

Survey (USGS). Typically, Landsat 8 has 11 image bands 

taken 250 scenes a day, whereas Landsat 7 only has 8 image 

bands. 

Five locations were considered out of the nine 

highlighted locations from the previous sections. Figure 7 is 

the LANDSAT imagery in parts of Gombe. The objective of 

this section was to determine the thermally anomalous zones 

related to subsurface geothermal features from the 

LANDSAT image slicing, as presented in Figures 7-11. In 

Gombe State, the red arrows identified the thermally 

anomalous zone at the northeast section of the map. Different 

authors postulate the various features of the thermally 

anomalous zones. Garibaldi et al. [40,41] proposed that the 

thermally anomalous zones lie along the fault and permeable 

zones. Mao and Li [42] proposed that the thermally 

anomalous zones lie along the uplift zones.  

 

 
Figure 7. Slice of LANDSAT imagery in Gombe 

 

In addition to the above, the determination of thermally 

anomalous zones in this section identifies isolated fault 

zones. Few of the isolated fault zone close to the uplift zone 

close to the uplift zone was identified as the potential 

thermally anomalous zones related to subsurface geothermal 

features. For example, the isolated fault zone was used to 

determine the thermally anomalous zone in Gombe, Bauchi, 

and Benue as presented in Figures 7-9. 

The isolated fault zones close to uplift zones were used 

to identify the thermally anomalous zone in Ikogosi (Figure 

11). This method was used to identify potential deep 

geothermal wells close to Pankshin in Plateau State. Figure 

10 shows that the location has no significant thermally 

anomalous zone. In other words, a location may have 

potential mineral deposits but not have features of 

geothermal wells. Hence, this section has corroborated the 

findings highlighted in the previous sections. 

 

 
  Figure 8. Slice of LANDSAT imagery in Bauchi 

 

 
Figure 9. Slice of LANDSAT imagery in Benue 

 

 
Figure 10. Slice of LANDSAT imagery in Ekiti 

 

 
Figure 11. Slice of LANDSAT imagery in Ikogosi 
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In summary, the twenty-eight years ground heat flux 

dataset from the MERRA gave insight into surface thermal 

variability, which is not dependent on the thickness of the 

subsurface layer alone, but on the near-surface geology of 

the location. The thicknesses of the sediments in each 

location were obtained from the NASA satellite. The model 

was used for geothermal temperature expected at the 

sediment thicknesses along several transverses of the study 

location. This procedure helped classify prospective shallow, 

medium, and deep geothermal across the study location. The 

LANDSAT imagery was used to differentiate between 

medium and deep geothermal wells over the study location. 

The results from the study corroborate existing aeromagnetic 

over selected locations in the study area, such as Ikogosi 

[43], Sokoto Basin [44], and Wikki [45]. 

 

5. Conclusion 

The research has revealed that the shallow, medium-

depth and deep geothermal wells can be obtained in various 

locations in Nigeria. The deep geothermal wells may be 

located in Plateau, Bauchi, Gombe, Taraba, Ekiti, Kogi, 

Benue, Nassarawa and Taraba using remote sensing. It was 

revealed that the southern parts of Nigeria have lots of 

shallow geothermal wells. The remote sensing results also 

showed that the medium depth geothermal wells might be 

located in Sokoto, Zamfara, Kastina, Kwara, Oyo, and 

Jigawa States. Using the modified thermal equations, it was 

observed that deep geothermal wells could be found in the 

Chad Basin and Benue trough, while the medium-depth 

geothermal wells can be found in Sokoto basin, Bida basin 

and parts of the lower Benue trough. These results agree with 

the remote sensing results. It is recommended that further 

ground trotting exploration be carried out in the identified 

geographical locations.  
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Nomenclature 
h   liquid enthalpy, 

 i    initial term, 

 f    final term,  

v   liquid specific volume, 

 p   reservoir pressures,   

𝜙   porosity. 

T   temperature of the ground (◦C) 

k   thermal diffusivity of the ground (m2/s)  

z   position coordinate 

t    time  

𝜌    density of the medium  

A    amplitude of daily average temperature of  

the ground surface 

𝜔   frequency of temperature fluctuations 

𝐾𝑝    bulk parallel rock conductivity  

n    fractional volumes of mineral phases  

K   conductivities of minerals 

T(z)  modified geothermal temperature  

𝑞𝑠   ground heat flux  

Ts   surface temperature  

A    radioactive heat production  

z    depth  

𝜌   density of medium  

k    thermal conductivity (3.138 Wm-1oC-1) 
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Abstract  

 

This work aims to investigate the thermodynamic properties of the cubic gauge nitrogen (cg-N) by calculating the 

relevant thermodynamic quantities as a functions of temperature and pressure. The thermodynamic quantities of 

volume (V), thermal expansion (αp), isothermal compressibility (κT), bulk modulus(B), and the heat capacity (Cp) are 

calculated as a function of temperature at constants pressures (0, 35, 125, 250 GPa) for the cg-N structure. Also, the 

pressure dependences of V, κT, αp, Cp and γ (macroscopic Grüneisen parameter) are predicted at T= 295 K for this 

structure. This calculation is caried out by the thermodynamic relations using some literature data. From our 

calculations, we find that the κT, αp and also B exhibit anomalous behavior as the temperature lowers below about 100 

K at constant pressures studied. This is an indication that cg-N transforms to a solid phase at low temperatures (below 

about 100 K). Experimental measurements can examine this prediction when available in the literature for the cg-N 

phase. Also, our predictions of the κT, αp, Cp and γ at various pressures (T= 295 K) can be examined experimentally 

for the cg-N phase. This calculation method can be applied to some other structures. 

 

Keywords: Thermodynamic quantities; cubic gauche nitrogen; macroscopic Grüneisen parameter.  

 

1. Introduction  

A number of molecular solids are known to undergo a 

transition to a nonmolecular phase under high compression 

[1]. Among those structures, nitrogen consists of molecules 

with the two atoms which are strongly triple-bonded [2]. 

Higher pressure transitions with the diatomic molecular state 

have been studied [3-5] as pointed out previously [6]. In 

particular, pressure-volume relations, thermal expansion 

coefficients, phase transition pressures and temperatures 

have been determined by the Monte Carlo method [3]. It has 

been indicated that in the pressure region of 10-100 GPa by 

the Raman, infrared and x-ray measurements the structural 

properties depend on the kinetics of the experiment and on 

the P_T path [5]. Pressure-induced dissociation forming a 

polymeric phase called cubic-gauche (cg-N) was found [2], 

which is a three-dimensional network structure with the  I2,3 

symmetry as predicted by the theoretical calculations[7,8] as 

reported in an earlier study [6]. Monte Carlo calculations 

have been caried out for the atomic, molecular, and 

compressed forms of the nitrogen [8] and for the calculations 

of the molecular and nonmolecular structures of nitrogen, the 

local- density- functional method has been used [9] and the 

cg-N has been observed experimentally [1,7,9-11]. At high 

pressures and temperatures, T-P phase diagram including the 

phases θ and i solid nitrogen has been obtained 

experimentally [10]. Also, experimental measurements have 

been conducted to determine the P-T path [11].  It has been 

indicated that the cg-N represents a new class of single-

bonded nitrogen material with unique properties such as 

energy capacity [2]. It has also been indicated that polymeric 

nitrogen with a cg- structure grows in single crystals if the 

pressure-temperature conditions are close to the boundary of 

molecular nitrogen cg-N [12]. As pointed out previously[13], 

the predicted [7] transition pressure ( 50±15 GPa ) for the 

formation of polymeric cg-N from molecular nitrogen falls 

within the region of metastability, cg-N will persist at low 

pressures and temperatures. Compared to the simple cubic 

(sc) structure which was found to be mechanically unstable 

over the entire pressure range considered, the cg structure 

was found to be metastable over a pressure range up to 360 

GPa [13]. Experimentally, by the x-ray diffraction of 

nitrogen at pressures up to 170 GPa it has been pointed out 

that the transformation of the diatomic phase into the single-

bonded(polymeric) phase, which is the cg-N structure 

proceeds as a first order transition with the volume change 

[4]. Also, by the x-ray diffraction, it has been shown that the 

amorphous nature of the semiconducting nonmolecular 

material transforms to the crystalline cg-N phase on  heating 

above 2000K, this indicates a sequence of transitions 

associated with the molecular to atomic transition of solid 

nitrogen [14]. 

Regarding the thermodynamic properties of the cg- N 

high-pressure phase diagram of nitrogen has been calculated 

[15]. This connects the observed molecular to cg-N polymer 

phase transition in the solid at 110GPa, to a liquid-polymer 

phase line which was obtained from the shock cooling 

measurements. For the polymeric structures of nitrogen(cg-

N), calculation of the variation of enthalpy with the pressure 

up to 90 GPa [6]and 400 GPa[16] has been reported. Also, 

the coexistence line of molecular and polymeric cg-N has 

been predicted and, the phase transition parameters, latent 

heat, volume and entropy jumps have been calculated [17].  
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Table 1. Values of the coefficients for the volume V(T) and for the bulk modulus B(T) according to Eqs.(1) and (6), which 

were fitted to the thermal expansivity V0(T) and the bulk modulus K0 (T) data [18], respectively, at P=0 for the cg-N, as also 

given in our previous study[20]. 

V(T) 

(Å3) 

V0 

(Å3) 

-αx10-6 

(Å3/K) 

βx10-7 

(Å3/K2) 

B(T) 

(GPa) 

κ0 

(GPa) 

−𝛼′𝑥10−3 

(GPa/K) 

−𝛽′𝑥10−5 

(GPa/K2) 

Eq.(1) 52.47 4.73 7.63 Eq.(6) 298.28 9.1 1.3 

 

Regarding more recent studies on the cg-N structure, 

unusual high- pressure cg-N was experimentally synthesized 

and the first-principle calculations were performed [21]. 

Molecular and polymeric cg has been predicted by the 

equations of state,  and the phase transition parameters ( 

latent heat, volume and entropy) were calculated [22]. In 

relation to the cg-N structure, another nitrogen-based solid 

of N8 molecular crystal (stable at ambient pressure) has been 

predicted [23]. Several phases of nitrogen including highly 

energetic phase, covalently bound cg-N have been studied by 

density functional theory (DFT)[24].Polymeric cg-N phase 

has been studied by the molecular dynamics and 

metadynamic simulations [25]. Also, using the first-principle 

calculations the thermodynamic and kinetic stabilities in 

polymorphs and cg-N have been investigated [26]. 

Experimentally, x-ray diffraction measurements of nitrogen 

also for the cg covalent solid have been performed [27]. 

Using DFT, single-bonded 3D nitrogen allotrope (cg-N) has 

been studied [28]. Experimentally study on the phase 

transition from cg-N to LPN ( post-layered polymeric 

nitrogen) has been reported [29]. Very recently, solid 

nitrogen and nitrogen- rich compounds [30], cg phase in 

highly compressed nitrogen solid has been studied [31]. 

Over the years, various aspects of the cg-N have been 

studied both experimentally and theoretically as stated 

above. However, the thermodynamic properties of the cg-N 

structure have been explained to some extend in some earlier 

studies as stated above, when compared to the well-known 

solid phases ( α,β,γ at low temperatures and ε, δ, ʋ, ξ at high 

pressures) of N2 in the P-T phase diagram [10]. This has 

motivated us to study the cg-N phase exhibiting interesting 

features regarding its thermodynamic quantities which differ 

from those in the solid phases of N2. From this point of view, 

by using some literature data, those thermodynamic 

quantities of interest are calculated at various temperatures 

and pressures for the cg-N structure.  Regarding some earlier 

studies [18,20], the present work gives the calculation 

method of those thermodynamic quantities at higher 

pressures as well as their temperature dependence at zero 

pressure in the cg-N structure.  Considering the  pressure 

effects which changes the critical behavior of those 

thermodynamic quantities ( mainly κT, αp and  B) at various 

temperatures in the cg-N phase,  their pressure dependence 

has not been investigated extensively in the earlier works 

[18,20]. The pressure dependence as studied here, is also the 

principal improvement and contributions to the 

thermodynamic properties of the cg-N structure. For the 

high-pressure studies, it is important to achieve the cg-N 

structure as the most stable phase which has been obtained 

experimentally [2,12]. Thus, it was obtained experimentally 

that by the existence of the stable cg-N phase, the transition 

from the molecular phase to the polymeric form of nitrogen 

was realized. This states that investigation of the 

thermodynamic properties of the cg-N phase becomes 

important, particularly, at high pressures. This is the main 

objective of the present study. In particular, due to the 

literature data available  our interest is focused on the 

calculation of the  temperature and pressure dependence of 

the volume (V), thermal expansion (αP), bulk modulus (B), 

isothermal compressibility (κT), specific heat (CP) and the 

macroscopic Grüneisen parameter () in the cg phase of 

nitrogen. For this calculation, the thermodynamic data 

obtained at constant pressures( 0,35, 125 and 250 GPa) at 

295 K [18] and for the  V-P calculation (T=295 K) the 

experimental data [12] are used. 

 

2. Calculation Methods 

 

     The temperature and pressure dependence of the volume 

for the cg-N was analyzed by using the thermodynamic data 

to calculate the thermodynamic quantities in this system. Our 

hypothesis for this calculation was to write the temperature 

and pressure dependence of the volume for the cg-N phase 

in the simplest functional form in order to explain the 

experimental measurements of V(T) and V(P). Therefore, 

they were expressed in the quadratic form. Also, our 

hypothesis was to use the quadratic form for the other 

thermodynamic quantities, namely, bulk modulus B(T) and 

heat capacity Cv(T) to describe the cg-N phase 

 

2.1 Temperature dependence of the thermodynamic 

quantities  

        The temperature dependence of the volume for  the cg-

N can be analyzed at constant pressures according to  

 

𝑉(𝑇) = 𝑉0 + 𝛼𝑇 + 𝛽𝑇2                                                        (1) 

 

where  𝑉0 , α and β are constants. In Eq.(1), those constants 

represent nonlinear variation of the volume with the 

temperature ( in the quadratic form). So that V0 is the volume 

at the absolute temperature(T=0), α and β are the linear and 

nonlinear (quadratic) variations of the volume with the 

temperature, respectively (α is the volume per degree and β 

is the volume per degree squared).  By means of the 

definition of the thermal expansion, in thermodynamics as 

𝛼𝑃 ≡ (1 𝑉) (𝜕𝑉 𝜕𝑇)⁄
𝑃

⁄  , its temperature dependence is 

obtained from Eq.(1), 

 

𝛼𝑃 =
𝛼+2𝛽𝑇

𝑉0+𝛼𝑇+𝛽𝑇2                                                                           (2) 
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Also, the temperature dependence of the isothermal 

compressibility κT can be obtained from the definition of the 

slope dP/dT of the transition line in the P-T phase diagram 

for the cg-N in the polymeric phase using the thermodynamic 

identity      

                   

𝑑𝑃 𝑑𝑇⁄ = 𝛼𝑃 𝑇⁄                                                                               (3) 

 

By knowing the V, 𝛼𝑃 and κT ,the temperature 

dependence of the heat capacity CP can be obtained through 

the thermodynamic relation, 

 

𝐶𝑃 = 𝐶𝑉 + 𝑇𝑉 (𝛼𝑃
2
𝑇)⁄                                                               (4) 

 

This gives rise to the macroscopic Grüneisen parameter by 

the definition in the thermodynamics as   

 

 = (𝑉 𝐶𝑉⁄ )(𝛼𝑃 𝑇⁄ )                                                                   (5) 

 

The temperature dependence of the 

isothermalcompressibility  KT (=1/B) which is the inverse 

bulk modulus  B and the temperature dependence of the 

specific heat CV can be analyzed by expressing 

 

𝐵(𝑇) = 0 + 𝛼′𝑇 + 𝛽′𝑇2                                                     (6) 

 

And 

 

𝐶𝑉(𝑇) = 𝑒0 + 𝑒1𝑇 + 𝑒2𝑇2                                                            (7) 

 

respectively, where  0, 𝛼′ , 𝛽′ and 𝑒0, 𝑒1, 𝑒2 are constants. In 

Eq.(6), the constants κ0 defines the bulk modulus B(T) at the 

absolute zero(T=0), the coefficients 𝛼′ and 𝛽′ represent per 

unit degree ( linear variation ) and B(T) per unit degree 

squared ( quadratic variation), respectively. Similarly, for the 

heat capacity Cv(T) in Eq.(7), 𝑒0 is the Cv at T=0, 𝑒1 and 𝑒2 

are the coefficients of the Cv per degree and per degree 

squared, respectively, as for the nonlinear terms of V(T) 

(Eq.1) and B(T) (Eq.6). On the basis of the experimental 

measurements of the V(T), αp(T), dP/dT, Cp(T) and B(T) 

through the expressions (Eq. 1,2,3,4 and 6), those constants 

and variables become significant, and they need to be 

determined. The temperature dependence of the Cp, 

isothermal bulk modulus K(T) and thermal expansion α(T) 

have been given in the polynomial form for the melting of β-

quartz previously [32]. However, their expressions for those 

thermodynamic quantities include terms such as T-1, T-2 etc., 

which characterize rather different behavior for melting. We 

have given our relations (Eqs. 1,6 and 7) with the 

thermodynamic relations (Eq.4) for the cg-N phase in our 

earlier study [20].  

 

2.2 Pressure dependence of the thermodynamic 

quantities 

Pressure dependence of the thermodynamic quantities 

can also be analyzed for the cg-N at room temperature. As 

we stated for the V(T), B(T) and Cv, the pressure dependence 

of V(P) and kT , our hypothesis was to express them in the 

simplest functional form. Thus, by writing the V(P) in 

quadratic form, the pressure dependence of the αp, Cp and γ 

were obtained in order to describe the experimental 

measurements of those quantities accordingly n the cg-N 

phase. We have also given Eqs.(8) and (11) for the cg-N 

structure in our previous study [20]. Volume can be 

expressed as a function of pressure as  

 

𝑉(𝑃) = 𝑏0 + 𝑏1𝑃 + 𝑏2𝑃2                                                  (8) 

 

       where 𝑏0, 𝑏1 and 𝑏2 are constants.  In this equation, the 

coefficient 𝑏0 is the volume at zero pressure (P=0), 𝑏1 and 𝑏2 

are the volume per unit pressure and the square of the 

pressure, respectively. Those constants (𝑏0, 𝑏1 and 𝑏2) are 

also significant as determined from the V-P measurements in 

the cg-N structure. Thus, from the V-T measurements 

through Eq.(1) and also using V(P) relation (Eq.8) the P-T 

phase diagram with the slope dP/dT (Eq.3) can be 

determined in the cg-N phase. Thus, from Eq.(8) the 
isothermal compressibility κT  can be obtained by using the 

definition 𝑇 ≡ (−1 𝑉) (𝜕𝑉 𝜕𝑃)⁄
𝑇

⁄  as 

 

3. Results 

      For the temperature dependence of the thermodynamic 

quantities, the volume was first analyzed according to Eq.(1), 

as also analyzed previously with the values given [18] at 

 

𝑇 = −
𝑏1+2𝑏2𝑃

𝑏0+𝑏1𝑃+𝑏2𝑃2                                                             (9) 

 

Also through Eq.(3), the pressure dependence of the thermal 

expansion can be written as  

 

𝛼𝑃 = −(𝑑𝑃 𝑑𝑇)(⁄
𝑏1+2𝑏2𝑃

𝑏0+𝑏1𝑃+𝑏2𝑃2)                                          (10) 

 

This provides the pressure dependence of CP-CV according 

to the thermodynamic relation (Eq.4). Finally, by knowing 

the pressure dependence of those quantities Eq.(4), 

macroscopic Grüneisen parameter () can be calculated at 

various pressures (Eq.5). 

 

 

 

Table 2. Values of the thermal expansion (αp),bulk modulus (B), the slope dP/dT in the P-T phase diagram and the 

macroscopic Grüneisen parameter  at T=295 K (P=0) for the cg-N. We also give the values of the volume V calculated from 

the equations indicated at constant pressures (T= 295 K). 

P=0 
αpx10-5 

(K-1) 

B 

(GPa) 

(dP/dT)x10-3 

(GPa/K) 
 

T= 295 

K 

V(Å3) 

P=0 

V(Å3) 

P=35 

GPa 

V(Å3) 

P=125 

GPa 

T=295 K 0.81 294.46 2.385 3.35 
Eq.(1) 7.44 6.00 5.54 

Eq.(8) 6.77 6.08 5.14 
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Table 3 Values of the coefficients 𝑒0, 𝑒1 and 𝑒2 for the 

specific heat CV(T) according to Eq.(7) which was fitted to 

the CV-T data [18] at the pressures indicated for the cg-N. 

P 

(GPa) 

-e0 

(J/mol.K) 

e1 

(J/mol.K2) 

-e2x105 

(J/mol.K3) 

0 18.72 0.16 5.77 

3

5 
18.41 0.18 7.72 

1

25 
19.06 0.21 10.3 

2

50 
16.59 0.22 11.9 
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Figure 1 Volume as a function of temperature according to 

Eq.(5) through Eq.(3) using the Cv data [18] for the cg-N. 

 

various temperatures (P=0) for the cg-N. For this analysis 

and in the simulations, we used the computer programme of 

OriginLab. Values of the coefficients of V(T)  are given in 

Table 1, as also given in our previous study [20]. The 

temperature dependence of the bulk modulus (B) (=1/T) 

was then analyzed according to Eq.(6) as also analyzed in 

our previous work [20] by using the bulk modulus K0 data 

[18] (P=0) with the coefficients determined  (Table 1) in the 

cg-N phase. This provided us to determine the slope value of 

dP/dT (Eq.3) in the P-T phase diagram of the cg-N phase by 

using the values of 𝛼𝑃 and B at P=0, T=295 K. The values of 

the thermal expansion 𝛼𝑃 ,  bulk modulus B and the dP/dT 

value at T=295 K (P=0) are given in Table 2. By analyzing 

the CV(T) data [18] at P= 0 according to Eq.(7), the 

coefficients  𝑒0, 𝑒1 and 𝑒2 , were determined, as given in 

Table 3. Also, by analyzing the V(P) data [12] at T=295 K 

according to Eq.(8) the values of  𝑏0, 𝑏1 and 𝑏2  were 

obtained. (Table 4). This enabled us to evaluate the 

macroscopic Grüneisen parameter  (Eq.5) by using the 

values of V(=b0), CV and dP/dT (Table 2) at P=0 (T=295 K), 

which we is given in Table 2.  

At constant pressures of 35, 125 and 250 GPa, the  

values were also evaluated(Eq.5) by using the V(P) [12] and 

the CV data [18] with constant dP/dT value (Table 2). For this 

calculation, the CV data were analyzed according to Eq.(7) 

for the pressures considered with the coefficients of 𝑒0, 𝑒1 

and 𝑒2 which were determined , as given in Table 3. By 

means of the   values determined, the temperature 

dependence of the volume V(T) was then calculated using 

the CV data with the constant dP/dT (Table 2) at the pressures 

of 0, 35, 125 and 250 GPa, as plotted in Figure 1. Values of 

the coefficients for V(T) for  constant pressures studied 

according to Eq.(1), are given in Table 5. From the 

temperature dependence of the volume V(T)  (Figure 1), the 

thermal expansion 𝛼𝑃 was obtained according to Eq.(2) as a 

function of temperature at the pressures of 0, 35, 125 and 250 

GPa, as plotted in Figure 2. This also gave us the temperature 

dependence of the isothermal compressibility κT (Eq.3) 

where dP/dT value (Table 2) was used, and the bulk modulus 

B(T) was obtained at constant pressures, as plotted in Figures  

3 and 4, respectively. By knowing the temperature 

dependence of V(T), 𝛼𝑃 and κT (Eq.3)  and using the CV(T) 

data , the specific heat Cp was then predicted at constant 

pressures of 0, 35, 125 and 250 GPa according to Eq.(4) for 

the cg-N, as plotted in Figure 5. 
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Figure 2 Thermal expansion P as a function of temperature  

(Eq.2) at the pressures indicated for the cg-N. 
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Figure 3 Isothermal compressibility 𝑇  as a function of 

temperature (Eq.3) at constant pressures indicated for the 

cg-N. 

 

Regarding the pressure dependence of the 

thermodynamic quantities for the isothermal compressibility 

of the cubic structure  a/a0 lattice parameter data [18] were 

used at various pressures ( at T=295 K) for  𝑇  as defined 

above with the a/a0 using 

 

    𝑇/𝜅0 = 𝑏0
′ + 𝑏1

′𝑃 + 𝑏2
′𝑃2                                     (11) 

 

where  𝑏0
′
, 𝑏1

′
 and 𝑏2

′
 are constants, the pressure 

dependence of the volume can be then calculated according  

to  

 

𝑙𝑛𝑉(𝑃) = − ∫ 𝑏0
′𝑃0

0
𝑑𝑃 − ∫ 𝑏1

′𝑃0

0
𝑃𝑑𝑃 − ∫ 𝑏2

′𝑃0

0
𝑃2𝑑𝑃   (12) 
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Table 4 Values of the coefficients 𝑏0, 𝑏1 and 𝑏2 of the volume V(P) which was fitted to the V-P data [12] at T=295 K according 

to Eq.(8). The coeffcients 𝑏0
′
, 𝑏1

′
 and 𝑏2

′
 of the isothermal compressibility 𝑇/𝜅0 (normolized) were obtained by fitting 

Eq.(11) to the lattice parameter a/a0 data  [18] at T=295 K for the cg-N.

V(P) 

(Å3) 

b0 

(Å3) 

-b1x10-2 

(Å3/GPa) 

b2x10-5 

(Å3/ GPa2) 
T/κ0 

b0
′  

 

−b1
′ x10−4 

(GPa-1) 

b2
′ x10−6 

(GPa-2) 

Eq.(8) 6.77 2.22 7.35 Eq.(11) 0.99 7.4 1.06 

where 𝑃0=250 GPa. The lattice parameter (a/a0) data were 

then analyzed for the normalized 𝑇/𝜅0 with the coefficients 

determined (Table 4), as also given in our previous work 

[20]. In Figure 6, the volume V(P) deduced from 

𝑇/𝜅0(Eq.11) is plotted according to Eq.(12) with the 

observed V-P data [12] at 295 K. With the constant dP/dT 

value (Table 2), the pressure dependence of the thermal 

expansion 𝛼𝑃 (Eq.3), and the bulk modulus B were obtained. 

 𝛼𝑃 and  κT  are plotted as a function of pressure (T=295 K) 

in Figures 7 and 8, respectively. Similarly, from the pressure 

dependence of V, 𝛼𝑃, κT and the CV data, the specific heat CP 

was calculated (Eq.4)  at constant pressures of 0,35,125 and 

250 GPa, as plotted in Figure 9. Finally, the macroscopic 

Grüneisen parameter  was calculated at those constant 

pressures according to Eq.(5) using the calculated values of 

V, 𝛼𝑃, κT and the CV data , as plotted in Figure 10. Note that 

for the analysis of the B(T) (Eq.6), Cv(T)(Eq.7), V(P) (Eq.8) 

and 𝑇/𝜅0(Eq.11), we also used the programme (OriginLab) 

in our simulations.  
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Figure 4 Bulk modulus B(T) as a function of temperature  

according to B(T)=1/𝑇  (Eq.3) at the pressures indicated for 

the cg-N. 

 

4.Discussion 

Volume V(T) which was calculated at various 

temperatures, decreases as the pressure increases for the cg-

N (Figure 1). Pressure effects considerably from 0 to 35 GPa, 

whereas its effect becomes insignificant above 125 GPa for 

the cg-N. Above the room temperature (T=295 K), the 

volume values are separated considerably as the pressure 

increases up to 125 GPa (Figure 1). The temperature 

dependence of the thermal expansion 𝛼𝑃(Figure 2) and 

isothermal compressibility κT (Figure 3)at the pressures of 

35 ,125 and 250 GPa, exhibit similar critical behavior as in 

the zero pressure  for the cg-N. They decrease as the 

temperature increases up to 1000K. An abrupt decrease in 

the 𝛼𝑃 and  κT occurs  just above about 100K in the cg-N at 

constant pressures indicated (Figures 2 and 3). Since a 

constant slope value of dP/dT (Table 2) was considered in 

the P-T phase diagram of the cg-N according to Eq.(3), the 

same critical behavior  was obtained at the pressures of 0, 35, 

125 and 250 GPa as expected. As shown in Figures 2 and 3, 

calculated 𝛼𝑃 and κT, decreasing with increasing temperature 

exhibit similar critical behavior which is independent of the 

pressures (0, 35, 125 and 250 GPa) for cg-N. This is also 

expected since the temperature increases the volume and it 

decreases the compressibility of the structure in the cg phase 

of nitrogen, as also indicated previously [18].Also, at 

ambient pressure and low temperature nitrogen freezes into 

a diatomic solid where strongly covalent (N≡N) N2 

molecules are weakly (van der Waals) bonded to each other 

as stated in an earlier study[13]. On the other hand, the bulk 

modulus B and the specific heat capacity CP increase as the 

temperature increases as shown in Figures. 4 and 5, 

respectively. An abrupt increase of B occurs at about 900 K 

(Figure 4). The pressure does not effect on the B(T) up to 

about 600 K above which the diverging behavior seems to 

occur with the larger values as the pressure increases (Figure 

4). Instead of anomalous behavior of the 𝛼𝑃 (Figure 2) and 

κT (Figure 3) and B (Figure 4), the heat capacity Cp increases 

monotonically as the temperature increases with the larger 

Cp values at higher pressures (Figure 5). 
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Figure 5 The specific heat as a function of temperature 

(Eq.4) by using  the V(T) values (in this study) and the  CV(T) 

data[18] at the pressures indicated for the cg-N.  

 

Our value of dP/dT= 2.385x10-3 GPa/K for the cg-N 

which we obtained, can be compared with the experimental 

value of dTm/dP=35K/GPa or dP/dTm=0.029 GPa/K up to 50 

GPa for the melting temperature of the solid-liquid transition 

in nitrogen [33]. We see that our calculated value of dP/dT 

for the cg-N phase is much smaller (one order of magnitude) 

than the experimental value of the melting point in nitrogen.  

Regarding the pressure dependence of the volume V 

(Figure 6), 𝑇/𝜅0(Figure 7), 𝛼𝑃(Figure 8), and  (Figure 10),  

calculations indicate that they decrease whereas CP (Figure 

9) increases with the pressure increasing from 0 to 250 GPa 

at T=295 K in the cg-N. As pointed out previously [18] under 

the compression, crystalline atomic structure develops and 
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the formation of nonmolecular single bonded polymorphs 

involves the dissociation of the extremely strong triple N≡N 

bond into three weaker single N-N bonds [12]. This is in 

accordance with the theory which predicts dissociation of the 

molecule and formation of monatomic phases similar to 

those observed in group V elements such as phosphorus and 

arsenic, as also pointed out in an earlier study [13]. At 

extremely high pressures nitrogen is predicted to occur in the  

simple cubic structure instead of cg-N structure[13]. Since 

the  𝛼𝑃, κT , CP and  were calculated  by using the CV data  

at constant pressures of  0,35,125 and 250 GPa ( T=295K),  

plots (Figures 7-10) were restricted to the four data points 

only, which still give the general trend. As seen from Figure 

6,  the volume calculated (Eq.12) as a function of pressure at 

T= 295 K agrees with the observed data [12]. In this plot, the 

curve represents the best fit to the experimental data   

according to Eq.(8) with the coefficients determined (Table 

4). Note that in Figure 7, the isothermal compressibility κT 

was normalized (𝑇/𝜅0) since the κT was analyzed by using 

the normalized lattice parameter data normalized (a/a0)[18] 

for the cg-N at 295 K. As in the case of the normalized 

isothermal compressibility (Figure 7), the pressure 

dependence of the 𝛼𝑃(Figure 8) and CP (Figure 9) can be 

compared when the measured thermodynamic data become 

available in the literature for the cg-N. This examines 

whether our calculated thermodynamic quantities  (𝑇/𝜅0, 

𝛼𝑃, and  Cp) at various pressures (T=295 K) for the cg-N 

structure are adequate which also validate our simulations 

procedure. For the calculation of 𝑇/𝜅0, 𝛼𝑃, and Cp, we 

started with the V(P) relation (Eq.12) which was fitted to the 

observed volume data [12) satisfactorily (Figure 6). On the 

basis of the experimental data as our reference, decreasing 

𝑇/𝜅0,(Figure 7) and 𝛼𝑃 (Figure 8), and increasing Cp 

(Figure 9) with the increasing pressure  ( T= 295 K) are then 

expected for the cg-N. Regarding the temperature 

dependence of the thermodynamic quantities, we started 

with the calculation of V(T) at constant pressures(0, 35,125, 

250 GPa), as plotted in Figure 1. The V(T) calculation was 

also based on the experimental V(P) data [12] which were 

fitted (Eq.8) as stated above (Figure 6). By obtaining the 

temperature dependence of the thermodynamic quantities ( 

Cv, 𝛼𝑃, 𝑇  and γ) , V(T) was calculated through Eq.(5) at 

constant pressures studied as plotted in Figure 1. The 

calculated volume V(T=295 K) at P=0, 35 and 125 GPa 

(Figure 1) can be compared with those  V(P) at T=295 K 

(Figure 6). They were deduced from Eqs. (1) and (8) with the 

values in Tables 5 and 4, respectively, as given in Table 2. 

Those volume values are comparatively close to each other  

with the errors of 0.67 (P=0), 0.08 (P= 35 GPa) and 0.39 Å3
 

(P=125 GPa). This small discrepancy between our calculated 

V(T) values at constant pressures  (0, 35,125 and 250 GPa) 

and the observed V(P) data (T=295 K) [12], as shown  

Figures. 1 and 6, respectively, indicates that our results are 

validated for the cg-N  structure. 

Regarding the temperature dependence of 𝛼𝑃, 𝑇 , B and 

Cp, as plotted in Figures 2,3,4 and 5, respectively, they were 

originally extracted from the V(T) which was calculated at 

constant pressures studied (Figure 1), as stated above. 

Because of the fact that our calculated V(T) at P=0 (Figure 

1) agrees with the observed V(P) at  T= 295 K (Figure 6), 

predicted values of those thermodynamic (𝛼𝑃, 𝑇 , B and Cp) 

should be acceptable at P=0. At higher pressures ( 35,125 

and 250 GPa), our calculated values should also be 

reasonably well as compared with the experimental 

measurements for the cg-N structure when available in the 

literature. Our predictions are therefore important in the 

sense that they give an initiative for the experimental 

measurements to describe the cg-N structure 

thermodynamically. 
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Figure 6 Volume V(P) at various pressures  (Eq.12)  using 

the (a/a0) lattice parameter data [18] for the cg-N ( T= 295 

K). Solid line represents the best fit to the observed data [12] 

as shown (Eq.8) with the coefficients determined (Table 4). 
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Figure 7 The isothermal compressibility 𝑇/𝜅0 (normalized) 

as a function of pressure (T=295 K) according to Eq.(11) for 

the  cg-N. Solid line represents the best fit to the  𝑇/𝜅0 

values with the coefficients determined ( Table 4). 
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Figure 8 Thermal expansion αp  as a function of pressure 

(T=295 K) according to Eq.(3) from the normalized 

isothermal compressibility 𝑇/𝜅0 for the  cg-N. Solid line 

represents the best fit to αp values.  
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As mentioned above for the V(P) at T=295 K (Figure 6), 

our fit (Eq.8) to the observed data [12] is reasonably good. 

Similar fit was conducted for the powder and single crystal 

of the cg-N structure by using the Birch-Murnaghan (BM) 

equation of state (EOS) [12]. This shows that our V(P) 

calculation on the basis of the P-V measurements, can be 

compared with the Birch-Murnaghan EOS for the cg-N 

structure. 

On the basis of the V(P) fit to the experimental data 

(Figure 6), the pressures dependences of 𝑇/𝜅0 (Figure 7), 

𝛼𝑃(Figure 8), CP (Figure 9) and γ (Figure 10), which we 

predicted for the cg-N structure, are expected to agree with 

the experimental measurements ( the macroscopic Grüneisen 

parameter should be calculated from the measured V, Cp, 𝛼𝑃, 

𝑇  according to Eq.5) when available in the literature, as 

stated above. 
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Figure 9 Specific heat CP calculated as a function of pressure 

at  T=295 K  (Eq.4) using the CV data [18] for the cg-N. Solid 

line represents the best fit to the CP values (Eq.4). 
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Figure 10 Macroscopic Grüneisen parameter as a function 

of pressure  (Eq.5) using the  CV-P data [18] at T=295 K for 

the cg-N. 

 

5.Conclusions 

Temperature dependence of the thermodynamic 

quantities the volume (V), thermal expansion ( 𝛼𝑃), 

isothermal compressibility  (κT) bulk modulus (B), heat 

capacity  (CP ) and the macroscopic Grüneisen parameter 

(γ) were calculated at constant pressures (0,35,125 and 250 

GPa)  for the cg-N.  The pressure dependences of the 𝑇 , 𝛼𝑃 

and  Cp and γ were also calculated at room temperature 

(T=295 K) for this structure. By assuming the polynomial 

(quadratic)  

form of V(T) and V(P), those calculations were performed 

through the thermodynamic relations using the 

thermodynamic data from the literature, in particular, for 

the V(T), B(T) at zero pressure and Cv(T) at constant 

pressures which were considered for the cg-N phase. 

Our results show that the increase in the V(T) at the 

higher pressures, tends to lower as compared to the V(T) at 

P=0. Additionally, the temperature dependence of 𝛼𝑃 and  

𝑇  decreases anomalously starting from nearly T= 100 K at 

constant pressures studied. This indicates that the cg-N 

phase undergoes to a solid phase at low temperatures 

(below~100 K). Calculated thermodynamic quantities which 

were obtained in this study can be compared with the 

measured thermodynamic data for the cg-N when available 

in the literature. 

As we started from the V(T) at zero pressure to calculate 

the temperature dependence of the thermodynamic 

quantities at constant pressures, which were presented in 

this study also by starting from the V(P) at room 

temperature, those  

thermodynamic quantities can be calculated at higher 

constant temperatures for the cg-N structure by the same 

calculation method given here. This can be considered as a 

future work for the cg-N phase. This method of calculating 

the thermodynamic quantities can be applied to some other 

structures. 

 

Nomenclature 

B      bulk modulus 

Cp     heat capacity 

Cv     specific heat capacity 

K      bulk modulus 

P      pressure 

T      temperature 

V     volume 

𝑇     isothermal compressibility 

𝛼𝑃    thermal expansion 

γ       macroscopic Grüneisen parameter 

Greek letters 

 α , β, γ, ε, δ,  ʋ,  ξ    phases of solid nitrogen 
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Abstract  
 

Thermodynamic calculations were performed to determine the optimal conditions for the growth of germanium 

epitaxial layers from a Ge-Sn solution (system) to a germanium substrate. The determination of the optimal conditions 

was based on the change in the Gibbs energy values of the system during the crystallization process and the size of 

the crystal-forming nanoclusters. Based on the results obtained, we determined the optimal conditions for obtaining 

low-dislocation, crystalline perfect germanium epitaxial layers from a liquid tin solution, and recommended starting 

the crystallization process at 923 K and finishing at 800 K. When the temperature drops below 800 K, the formation 

of Ge1-xSnx epitaxial layers from the Ge-Sn solution was observed. 

 

Keywords: Epitaxial layer; dislocation; nanoclusters; activity coefficients. 

 

1. Introduction 

It is essential to obtain low-dislocation germanium 

crystals that can be used in detectors of special devices used 

in IR spectroscopy analysis and in other electronic devices. 

Numerous studies have been conducted to obtain low-

dislocation germanium crystals. 

In Germanium single-crystals grown by the Czochralski 

method, dislocations have been studied to appear 

continuously from the front during growth and to spread to 

the crystal mass in specific crystallographic directions [1]. 

The dislocation structure of single-crystalline germanium 

crystals grown in the (211) and (110) directions by the 

Czochralski method has been studied using white light X-ray 

topography [2]. 

Obtaining solid semiconductor solutions with micro and 

nanosized based on group IV periodic systems such as SiGe, 

SiC, SiSn, GeSn, and SiGeSn is an urgent task due to their 

specific electrophysical and photoelectric properties. 

Especially, optoelectronic devices operating in the infrared 

region of the spectrum are in demand, which is built on the 

basis of photo and heat-sensitive materials with a narrow 

band gap. 

Semiconductor solid solution Ge1-xSnx is a narrow-gap 

material and has great potential for the development of 

infrared photodetectors. germanium and tin do not react 

under ambient conditions, i.e. are sustainable. And also, Ge1-

xSnx is an attractive semiconductor material for Photonics, 

but the low solubility of tin in germanium limits its growth. 

To obtain a high Sn content in Ge1-xSnx, it is usually grown 

at a low temperature, which would lead to inevitable 

dislocations. Ge1-xSnx was laterally grown by the fast melting 

method and the lattice parameter matched the size of the 

germanium lattice parameters [3]. 

The possibility of growing single-crystal Ge1-xSnx on a 

silicon substrate was shown in [4] using plasma chemical 

vapor deposition (PE-CVD). The density of dislocations in 

the substrate Si-Ge1-xSnx film heterointerface was~109 cm-2 

due to the lattice mismatch between them. 

A Ge1-xSnx alloy with a thickness of 250 nm was grown 

on a germanium (001) substrate by molecular beam epitaxy 

at low temperatures. The microstructures of Ge1-xSnx 

samples were studied by transmission and scanning electron 

microscopes. The results show that defects are mainly 

localized at the Ge1-xSnx/Ge interface [5]. 

It was experimentally established in [6] that the 

temperature required for crystallization of Ge1-xSnx is 

reduced, and the crystallinity is improved compared to the 

case of pure germanium. In Ge1-xSnx film deposition, there is 

an optimal tin composition for the best crystalline after 

relaxation at temperatures tº<500°C, when seed growth 

prevails over nucleation. Thin films of Ge1-xSnx alloys 

containing up to 8.7 at. % tin grows at low crystallization 

temperatures of 370~470°C on silicon. The direct band gap 

is significantly red limit from 0.8 eV for pure germanium to 

~0.5 eV for crystalline Ge0.913Sn0.087. The authors believe that 

the obtained highly crystalline Ge0.913Sn0.087 thin films on 

SiO2 were obtained by the crystallization of a sample of 9.5 

at. % tin is an important step towards growing a low defect 

density close to single-crystal Ge1-xSnx on amorphous 

materials [6]. 

To obtain plastically relaxed Ge1−xSnx layers using the 

technological method of molecular beam epitaxy to grow on 

silicon, without using an intermediate germanium buffer 

layer, a discrepancy was caused due to differences in the 

lattice parameters of the Si/Ge1-xSnx hetero compound 

materials [7]. 
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Given the narrow band gap of Ge1-xSnx can be adjusted 

by adding tin content, and Ge1-xSnx material can be applied 

to light-emitting devices, including laser and LED. The 

indirect band gap of Ge1-xSnx passes to the direct band gap 

due to an increase in the concentration of the substituting tin 

in the germanium lattices [8]. 

Using ion implantation and pulsed laser melting (PLM), 

Ge1-xSnx layers 0.2 µm thick with different atomic 

concentrations of 0.5 % to 3.0 % were obtained. The 

implanted germanium layer becomes amorphous due to 

bombardment with high kinetic energy tin ions. The re-

growth of the Ge1-xSnx layer after PLM and the expansion of 

the lattice were confirmed by X-ray diffraction and micro-

Raman spectroscopy. Studying morphology and chemical 

composition of Ge1-xSnx, the authors confirmed the single-

crystal structure of the alloys [9]. 

Paper [10] shows the production of Ge1-xSnx films by 

molecular beam epitaxy on germanium (001) substrates. The 

dependence of growth temperature and the effect of post-

growth annealing were studied. We also carried out 

thermodynamic calculations, during film growth from a 

solution-melt, and in solid-liquid contact. The energy change 

of the liquid-solid interface during growth is shown. 

Dissolved germanium is recrystallization from the volume of 

the Ge-Sn melts solution by the method of liquid-phase 

epitaxy. 

Increasing the Sn content in the Ge1-xSnx alloy improves 

charge carrier mobility and converts the band gap from 

indirect to direct. However, the production of Ge1-xSnx is 

limited due to the equilibrium solubility of tin in germanium 

(no more than 1 at. %). Therefore, the authors of [11] tried to 

obtain planar Ge1-xSnx nanowires catalyzed by tin 

nanoparticles to overcome this limitation, reaching a 

nonequilibrium tin concentration of 22 at. %. 

In our previous work, we reported that on the basis of 

experiments we managed to obtain epitaxial layers Ge1-xSnx 

in the temperature range 740÷450ºC [12]. 

To grow crystalline perfect germanium epitaxial layers, 

we performed thermodynamic calculations of the Ge-Sn 

solution. We aimed to determine energy-efficient growth 

regimes using Gibbs energy calculations and size analysis of 

crystal-forming nanoclusters. 

 

2. Theoretical Part 

To determine the optimal conditions for the growth of 

Ge1-xSnx crystals, calculations were performed based on 

experimental results. The application of calculations to real 

processes is of great practical importance. To do this, it is 

necessary to express the concentrations of tin and germanium 

components in terms of activity. We relied on the Clausius-

Clapeyron and Gibbs–Duhem equations to determine the 

activity of the tin and germanium components in the system 

[13, 14].  
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Where X- is the concentration (mole fraction) of the 

component in the system, γ- is the activity coefficient, Tc- 

crystal formation temperature (K), Tl- liquidus temperature 

(K), ΔHf is the heat of fusion (J/mol), R-universal gas is 

constant. 

Activity (a) values were determined based on the 

determined activity coefficients of the germanium and tin 

components in the system. Using the activity values, the 

Gibbs energies of the mixing of germanium and tin 

components in the system at different temperatures were 

calculated. This allows you to get closer to the real process 

situations in the system. The mixing of Gibbs energy was 

determined using Eq. (3). 

 

)lnln( SnSnGeGemix aXaXRTG                                      (3) 

 

Germanium nanoclusters were thought to be involved in 

crystal growth in the system. 

Germanium nanoclusters in the system are located on the 

growing surface and form a crystallization process. 

Therefore, the total Gibbs energy of the crystallization 

process on the growing surface can be expressed as follows. 

 

firstmixthenmixcrsystem GGGG ..                                     (4) 

 

Depending on the Gibbs energy of crystallization, the 

size of the 2D bulges that cause dislocations in the growing 

layer on the base surface is determined. The following 

equation was used to determine the size of the bumps. 
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Here σ- nanoclusters are the surface tension at the liquid 

tin boundary, b- 2D is the size of the bulges, Vm- is the molar 

volume, ΔGv- is the volumetric Gibbs energy of the crystal. 

Eq. (6) can be used to determine the volumetric Gibbs 

energy. 
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Using the above calculation formulas, we will be able to 

determine the optimal conditions for crystal growth. 

 

3. Experience Part 

3.1. Equipment and Materials 

Chemically pure samples of tin and germanium (Taizhou 

ATS Optical Material Co., Ltd.) were used for the 

experiment. Germanium plate in the <111> direction was 

used as the substrate. The experiments were carried out in an 

EPOS-type device (Pd-15T purifier) and in a hydrogen 

atmosphere at a temperature of 823÷1200 K. 4-Channel 

Type-K thermometer was used to check the temperature. An 

AE ADAM NBL 214e (Germany) analytical balance was 

used to measure the weight of the substances. An SEM EVO 

MA 10 (Zeiss) device was used to analyze the crystal 

surface.  

 

3.2. Obtaining Crystals of Germanium 

Experiments were carried out in an EPOS-type device 

(Pd-15T purifier) and in a hydrogen atmosphere at 

temperatures of 823÷1200 K to determine the solubility of 

germanium in the tin and to obtain germanium crystals. 

The resulting crystal sample was treated with a dilute 

solution of hydrochloric acid. The surface of the processed 
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crystal sample was examined using a scanning electron 

microscope. 

 

4. Results and Discussion 
The concentrations and activities of the components for 

the saturated state of the Ge-Sn system at temperatures 

823÷1173 K were determined. 

Activity coefficients were determined based on Eq. (1) 

and Eq. (2) based on the concentrations of the components 

corresponding to different temperatures (Table 1-2). 

 

Table 1. Activity coefficient and activity values of 

germanium component in Sn-Ge system. 

T, K XGe γGe aGe 

1173 0.960 0.924 0.887 

1123 0.850 0.882 0.750 

1073 0.613 1.016 0.623 

1023 0.386 1.317 0.509 

973 0.233 1.746 0.407 

923 0.166 1.9085 0.318 

873 0.116 2.070 0.2415 

823 0.085 2.0854 0.1773 

 

Table 2. Activity coefficient and activity values of tin 

component in Sn-Ge system. 

T, K XSn γSn aSn 

1173 0.040 2.4360 0.0974 

1123 0.150 0.7500 0.1125 

1073 0.387 0.35845 0.1386 

1023 0.614 0.30926 0.1896 

973 0.767 0.31048 0.2380 

923 0.834 0.32326 0.26937 

873 0.884 0.33417 0.2952 

823 0.915 0.3436 0.31438 

 

Based on the determined results, the Gibbs energy 

values of the mixing of the components were calculated 

using Eq. (3). 

 

 
Figure 1. Temperature dependence of the Gibbs energy 

of mixing in the Ge-Sn system. 

 

If we look at the graph in Figure 1, we can observe that the 

initial Gibbs energy values of the mixture are high when the 

temperature is high and decrease to a temperature of 1023 K. 

It is also observed that mixing the above components at 

temperatures below 1023 K increases the Gibbs energy 

values. 

At the minimum Gibbs energy value of the mixture, the 

melting process of the components in the system is observed 

to be the highest. As a result, the increase in Gibbs energy 

values above the mixing temperature above 1023 K leads to 

the conclusion that the melting capacity of the components 

decreases. However, in the experiment, conversely, as the 

temperature increases, the solubility of germanium at tin 

increases. Using the results obtained, the following 

conclusion can be drawn. The germanium and tin 

components up to the minimum value of the Gibbs energy of 

the mixture conform to the basic law. Above 1023 K, a 

chemical change may be observed in the system. 

It has been assumed that the main participants in the 

formation of germanium crystals from the Ge-Sn system are 

nano-sized particles. It is important to know the size of the 

nanoclusters that form germanium crystals. This is because 

the density of dislocations at the base-film boundary during 

the growth of Ge1-xSnx epitaxial layers on the substrate is 

directly related to the size of the crystal-forming 

nanoclusters. 

When a large nanocluster is located on the crystal 

growing surface, it causes various defects to appear on the 

crystal surface. As a result, the density of dislocations on the 

surface increases. It is therefore advisable to grow crystals in 

the presence of small-sized nanoclusters. 

Based on data from the literature [15], the sizes of crystal-

forming nanoclusters were determined using the following 

Eq. (7). 
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Figure 2. Temperature dependence of the size of germanium 

nanoclusters. 

 

At low temperatures, the size of germanium nanoclusters 

involved in crystallization decreases. 

The analysis of the results showed that the differences in 

the size (radius) of the germanium nanoclusters forming 

crystals below the temperature of 923 K were reduced 

(Figure 2). Small germanium nanoclusters form low-

dislocation and crystalline perfect epitaxial layers. 

The formation of germanium nanoclusters involved in 

the crystallization process is the basis for determining the 

optimal state of crystal formation in the system by 

determining the critical Gibbs energies. The critical Gibbs 
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energies of crystal-forming nanoclusters were determined at 

different temperatures. 

 

 
Figure 3. Critical Gibbs energies of germanium 

nanoclusters. 

 

As can be seen from the graph, the differences 

between the critical Gibbs energy values of the crystal-

forming germanium nanoclusters decrease sharply below 

a temperature of 923K (Figure 3). That is, the change of 

critical Gibbs energy values of nanoclusters is linear. It is 

significant that at temperatures below 923 K the values 

of the critical Gibbs energy are low and the differences 

between the values are small. A low value of Gibbs 

energy means that less work is done to form nanoclusters 

under the same conditions. 

It is very important that the sizes of the nanoclusters 

involved in the crystal formation are close to each other 

in the temperature range of the critical Gibbs energy. 

 

 
Figure 4. Temperature dependence of the Gibbs energy 

of a system during crystallization (With the participation 

of nanoclusters). 

 

 
Figure 5. Temperature dependence of the size of the 2D 

bulges of the germanium crystal growing from the liquid 

tin solution to the germanium substrate. 

 

As the initial crystallization temperature of the growing 

germanium crystal in the substrate decreases, the size of the 

2D bumps on the growing surface decreases due to the small 

size of the germanium nanoclusters involved in 

crystallization. The dimensions of the 2D bumps were 

calculated using Eq. (5). In the high-temperature ranges of 

crystallization, the difference between the bulge sizes is 

large, and the difference between the values decreases with 

decreasing temperature. As the temperature began to 

decrease from 923 K, the differences between the values of 

the 2D bulge sizes decreased sharply (Figure 5). It is 

desirable that the initial growth temperature be less than 923 

K to obtain perfectly crystalline, low-dislocation germanium 

crystals. If germanium crystals are grown from tin solution 

at temperatures below 800 K, a solid mixture with an 

epitaxial layer of Ge1-xSnx is formed [12]. The following are 

images of the Ge1-xSnx epitaxial layers formed under these 

conditions obtained using a scanning electron microscope 

(SEM) (Figure 6-7). 

 

 
Figure 6. SEM image of the surface of epitaxial layers of Ge1-

xSnx solid mixture. 

 

 
Figure 7. Quantitative composition of elements in the 

epitaxial layers of Ge1-xSnx solid mixture. 

 

The analysis process was performed at SEM EVO MA 

10 (Zeiss). The sample obtained for analysis was treated 

using a hydrochloric acid solution. The purpose of 

processing is to remove tin particles that are mechanically 

located on the surface. If we look at the results of the 

analysis, we can see the data indicating the formation of 

epitaxial layers of Ge1-xSnx solid mixture on the growing 

surface below a temperature of 800 K. It was found to 

contain 92.75 % germanium and 7.25 % tin in terms of mass. 
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5. Conclusion 
Based on the results obtained, the optimal conditions for 

obtaining low-dislocation, crystalline perfect germanium 

epitaxial layers from a liquid tin solution were determined. 

The determination of the optimal conditions was based on 

the change in the Gibbs energy values of the system during 

the crystallization process and the size of the crystal-forming 

nanoclusters. 

We found that one of the reasons for the relatively high 

density of dislocations in crystals grown at high temperatures 

was related to the size of the nanoclusters. 

We recommend starting the crystallization process 

from 923 K and ending at 800 K. At temperatures below 

800 K, the formation of Ge1-xSnx epitaxial layers is 

observed. 

 

Nomenclature 

 a Activity 

 γ Activity coefficient 

 ΔGmix The Gibbs energy of mixing, J/mol 

 ΔGv Volumetric Gibbs energy 

 ΔGcr  Critical Gibbs energy, J/mol 

 R  Universal gas constant, 8.314 J⋅K−1⋅mol−1 

 T  Temperature, K 

 X  Mole fraction 

 σ  solid-liquid surface tension, J/m2 

 Vm  Molar volume, m3/mol 

 ΔHf  Heat of fusion, J/mol 

 b  2D is the size of the bulges, m 

 r nanocluster radius, m 
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Abstract 

 

Energy budget of open system is a critical aspect of its existence. Traditionally, at applying of energy continuity 

equation (ECE) for description of a system, ECE is considered as a declaration of local balance in the mathematical 

(infinitesimal) vicinity for the only point of interest and as such it does not contribute to entropy. In this paper, we 

consider transformation of ECE to account the effects in the physical (finite) vicinity with infinite number of energy 

links with environment. We define parameters of appropriate phase space and calculate Shannon’s, differential, and 

thermodynamic entropy. Shannon’s and differential entropies look sufficiently close while thermodynamic entropy 

demonstrates close character of variation in its functionality being different in its mathematical form. Physical 

applications to confirm contribution of a new concept to the real-world processes are also discussed.  

 

Keywords: Information uncertainty; Shannon’s entropy; thermodynamic entropy, continuity equation; energy 

exchange.  

 

1. Introduction  

1.1 Entropy 

Information theory was established by Shannon in 

1948 [1]. It allowed to introduce a remarkable measure of 

information – Shannon’s (information) entropy [2]. Since 

that, entropy plays a central role in statistical mechanics, and, 

as a result, in physics.  

A fundamental meaning of new concept was shortly 

confirmed by existence for a given probability distribution of 

notable complementary interpretation - quantity of 

information (after measurement) or uncertainty (before 

measurement) [3]. Within this way of thinking, Jaynes has 

seen a statistical mechanics as an application of 

informational theory, and thermodynamics as a special case 

of entropy maximization procedure [4]. 

In recent years, a concept of information entropy was 

being intensively developed within the framework of both, 

classic and quantum physics.  

These days, we can think of an entropy as a key concept 

of quantum information theory [5]. In this sense, an entropy 

of a quantum system is a measure of its randomness and has 

many applications in quantum communication protocols, 

quantum coherence, and so on [6-8]. 

Important role in above development belongs to the so 

called Bialynicki-Birula and Mycielski (BBM) inequality 

 

     1  nx npS S d ln                                (1) 

 

which can be considered as a new uncertainty relation in 

quantum mechanics, where Sx and Sp are entropy for position 

and momentum. This new relation has a clear interpretation 

in information theory as a formalism that relates the position 

and momentum uncertainties, where d denotes the dimension 

of the position and momentum space [9]. 

The study of Shannon entropy for a spinless non-

Hermitian particle in the presence of a magnetic field was 

conducted in [10]. Numerical analysis demonstrates that 

Shannon’s entropy satisfies the BBM relationship for ground 

and excited states independent of the value of the magnetic 

field. It was also shown that the magnetic field has an ability 

to modify the Shannon entropy which satisfies the BBM 

relationship of the model. 

Modification of Shannon's entropy and thermodynamic 

properties under the linear potential action was studied in 

[11]. It was noted that Shannon’s entropy of Majorana 

fermions satisfies BBM for fundamental and excited states. 

At this, an external force that acts on the Majorana fermions 

alters Shannon’s entropy, however, this alteration still obeys 

BBM relation of the model.  

Simulation of a Shannon entropy at abrupt 

heterojunctions in semiconductor materials in approximation 

of the soliton-like mass distribution (position-dependent 

mass) was investigated in [12]. It was shown that for the 

Hamiltonian operator to be Hermitian, Zhu-Kroemer 

ordering for the stationary Schrodinger equation can be 

employed. 

Numerical calculation of the Shannon entropies for a 

rectangular asymmetric multiple quantum well system with 

a constant total length was fulfilled in [13]. It is demonstrated 

that the Sx and Sp do not always decrease or increase 

monotonically with the confined potential depth, but their 

sum always satisfies BBM. 

A spherically confined hydrogen atom has been 

considered using two different confined potentials such as 

modified Kratzer and non-spherical oscillator potentials. 

BBM has been also tested. It was found that its validity 

depends on non-extensive parameter [14]. 

On the other hand, in classic physics, an entropy concept 

has taken important and prominently deserved place since 
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recognition of its remarkable meaning. However, the new 

results and fresh views to the well-known facts related to 

entropy are still being appeared regularly.  

As an example, indicate to the recent research which 

demonstrates that information content and its uncertainty as 

measured from the file compression procedure can 

unexpectedly provide new insights like quantifying of hidden 

order in non-equilibrium physics [15].  

Some uses of Shannon's entropy formula in information 

theory that have confirmed the functionality of this paradigm 

were considered in [16].  

Advent of nanostructures that straddle the border 

between the molecular and the macroscopic levels of 

physical understanding, has opened new applications for 

informational entropy [17].  

Analysis of entropy for obtaining of an uncertainty 

principle by utilizing of fundamental physical paradigm of 

continuity in the nanoscale level was conducted in [18-20].  

New reading of the far from equilibrium 

thermodynamical concepts was recently achieved due to 

using of entropic relations [21,22].  

Alternative approach to thermodynamic uncertainty 

relation as well as limitation to entropy variations for non-

equilibrium thermodynamical states was considered in [23]. 

Above results confirm existence of the deep-laid 

connection between entropy and behavior of physical 

system. Further, we will be presenting transformation of 

energy continuity equation (ECE) and, on this basis, 

evaluation of entropy for open system with infinite number 

of conserved links with environment. 

 

1.2 Extension of energy continuity equation 

In this research, we will be using a physical model of the 

conserved link between system and its environment. By its 

definition, this link calls for the conserved quantities (CQ) 

that meet generic requirement of conservation [24]. This 

requirement in differential shape represents balance in the 

local form and in the non-relativistic approximation for 

energy is given by an ECE  
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J                                                       (2.a) 

 

where J is flux of energy, ε is energy volume density, t is 

time, and  is Nabla operator [25, 26]. 

So, considered approach contains such exchange 

scenarios that include an energy dimension. Hence, we only 

deal with the scenarios in which the change in system state 

can be described in energy terms irrelevant of the nature of 

the exchange processes themselves. Further discussion about 

employed approach can be found in [24]. 

By default, notation (2.a) appeals to a mathematical 

(infinitesimal) space-time vicinity (STV) for the only point 

of interest. As a result, (2.a) assumes a predetermined 

description of an energy exchange process in the only point 

and eliminates any chance for uncertainty in definition of 

parameters (2.a). Therefore, (2.a) brings no contribution to 

entropy. 

However, validity of (2.a) becomes questionable if we do 

step aside from the mathematical to the physical (finite) STV, 

further PSTV. Obvious reason of that lies in breaking of the 

space-time predetermination which inevitably brings 

randomness, uncertainty, and missing information, i.e., 

Shannon’s entropy.  

To reflect emergence of PSTV uncertainty, (2.a) can be 

extended to the system of infinite number of ECE 
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where n → ∞ [25]. 

Below, it is assumed that PSTV is surrounded by a 

permeable boundary that supports the non-zero mass flow, 

then PSTV can be considered as an open thermodynamic 

system. For description of this system, we combine three 

kinds of energy flux under common symbol J: (a) default 

heat transfer, (b) work transfer by the transport of CQ like 

charge, momentum, angular momentum, and mass, (c) 

enthalpy flow via the mass transfer across permeable 

boundary.  

So, we make step from STV (2.a) to PSTV (2.b), and our 

aim is to estimate an appropriate increment in entropy that 

this step can cause.  

 

2. Transformation of ECE  

In ECE (2.a), conduct equivalent mathematical 

transformation.  

So, let STV be the closed manifold oriented by inward-

pointing normal n at each point of the boundary S. Suppose 

the direction of dJ is determined by the unit vector m, m = 

(cos φx, cos φy, cos φz), where φ =  (dJ, n), 

 

,cos i
i

dJ

dJ
                                            (3) 

 

dJi is i-th component of dJ, dS is a shorthand for ndS, i = {x, 

y, z} in the Cartesian system.  

Multiply both sides of (2.a) by elementary volume dV and 

use (3), so we have 

 

( ) ( )
dU

dJ d dJ dS
dt

     m S m n                          (4) 

 

where m·n = cos φ, dU = ε·dV. 

Divide (4) by J·dS and observe Q = J·dS dt, so 

 

(ln )
dU

d y
Q

x                                                (5.a) 

 

or, equivalently, 

 

dU

Q
x


                       (5.b) 

 

where δQ = dJ·dS dt, random x = cos φ, deterministic y 

(energy exchange rate) = J/J0, normalizing constant J0 > 0. 
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Note that relations (5) explicitly include factor x. At 

variable nature of x, it naturally accounts an infinite n in 

PSTV approximation (2.b). 

 

3. Factor x as indicator of uncertainty 

Physically, factor x determines the instantaneous status 

of an energy exchange pattern between PSTV and its 

environment. 

It should be noted that violation of (2.a) leads to widening 

of the uncertainty interval for quantity (dU/Q) in (5). In this 

sense, emergence of uncertainty in (5) could be considered 

as a natural adjustment to get to the higher confidence for the 

observed results. 

Note that in alignment with above, generally, (5) cannot 

be considered as a continuity equation in its conventional 

meaning anymore. 

So, at fixed x, we deal the mathematical STV with, and 

(5) is a regular ECE asserting the predefined energy transfer 

in dependence on y and certain match between the amount of 

energy brought to the STV boundary and that of finally 

acquired by STV, i.e., dU = Q. 

In contrast to that, in PSTV approximation, random x is 

taken from some range, hence uncertainty is being emerged, 

and it is no longer mandatory for dU and Q to be the same. 

In this sense, the set of x controls the set of possible scenarios 

of energy exchange at every given y, when the particular 

scenario is realized on the random basis. 

We see from above that simple reformulation of x allows 

us to easily switch between the mathematical (2.a) and the 

physical (2.b) method of description. In turn, the latter 

provides a natural way to switch from the only possible 

scenario of energy exchange to many of them. This 

switching can be done by just changing of type and value of 

x. 

 

4. Function ϒ as measure of phase volume 

By definition, in this model variables x and y are 

independent, so from (5.a) 

 

( , ) lnx y
dU

dy x y
Q

                          (6) 

 

where δϒ(x,y) is an instantaneous efficiency of energy 

exchange with suitable phase space M ⊆ R2 for all possible 

states (Figure 1). 

 

 
Figure 1. Phase space M for all possible microstates of 

instantaneous efficiency of energy exchange δϒ between 

PSTV and its surroundings. In the plot, by an abscissa axis 

a energy rate y = J/J0 is indicated, by an ordinate axis an 

instantaneous efficiency δϒ. Space M is marked by a light-

grey area (taken from [24]). 

 

Now, introduce function 

 

1

1 0

( , ) ln dy

y

M

x y dx y



                       (7) 

 

which after integration can be expressed as 

 

lny y y                         (8) 

 

By its appearance, ϒ describes the phase volume for random 

variations of δϒ. 

Function ϒ is of maximum in the stationarity point y = 1, 

while its minimum is at the bounds of y-range for energy 

exchange (Figure 2). In the considered case, these bounds are 

[0, e], where e is the base of natural logarithm. 

Eq. (7) can be rewritten as an identity 

 
1 1 1

0 1 1 1

( , ) ( , ) 1| |
e

dy x y dx dy x y dx 

 

                          (9) 

 

where |a| denotes a modulus of a. Identity (9) can be also 

written as 

 

(1) –  (0)  1

(1) –  ( )  1e

  

  





             (10) 

 

which assumes that the y-ranges [0,1] and [1,e] mandatorily 

contain the full bunch of PSTV exchange scenarios no matter 

which variations x (δϒ) happen. At this, the range 0 ≤ y ≤ 1 

deals with the preferable transportation of energy inwards 

PSTV, while the range 1 ≤ y ≤ e with the opposite 

transportation of energy outwards PSTV [26]. 

In other words, (7) means that at arbitrary y, the existing 

phase volume ϒ does not guarantee dU = Q, however it can 

guarantee the maximum possible proximity of dU and Q at 

bidirectional transmission between PSTV and environment 

on the confidence interval [0, y]. Generally, this transmission 

is not the error-free (ϒ ≠ 1). 

Remind that Shannon-Hartley theorem [27] states that 

theoretically it is possible to provide an error-free 

transmission through the noisy channel if channel capacity C 

exceeds the information transmission rate R, i.e., if 

 

C R                       (11) 

 

If (11) does not hold, then transmission should include 

the more or less percentage of errors. 

In our case, function ϒ can be considered as equivalent 

of C while y as equivalent of R. Therefore, rewrite (11) as 

 

y                        (12) 

 

Using (8), it assumes that theoretically (12) holds in the  

range 0 ≤ y ≤ 1, and violates in the range 1 < y ≤ e.  As a 

result, in the real-world application the probability to observe 

the error-free energy exchange process is higher in the range 

0 ≤ y ≤ 1 compared the range 1 < y ≤ e. 

In above way, (7,9) directly refers to the context of the 

theorem [27] as it determines the measure of error 

occurrence for energy exchange process in the noisy channel 

(PSTV ↔ environment) in terms of volume ϒ and bandwidth 

y. At this, (9) provides conditions to guarantee the lossless 

(dU = Q) bidirectional transportation of energy through 
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PSTV boundary, whereas (7) indicates to the minimum 

portion of errors we should expect in the best case possible. 

For example, given y = 1/e, then from (8) ϒ = 2/e ≈ 0.73. 

As 1 – 0.73 = 0.27, we should expect that about 27% of 

transmitted energy is dissipated as a useless heat. 

All abovesaid prompts us to use the framework of 

information theory. So, now we are in a good position to 

calculate an entropy caused by the STV → PSTV jump. 

 

 
Figure 2. Phase volume ϒ for all possible microstates of 

instantaneous efficiency of energy exchange δϒ. In the plot, 

designation of the horizontal axis is the same as in the Figure 

1, by an ordinate axis the phase volume ϒ is indicated. Phase 

volume at arbitrary y = yf is marked by a light-grey area. 

 

5. Calculation of entropy 

5.1 Shannon’s entropy 

As it was mentioned above, ϒ can be interpreted as a  

phase volume for space M (Figure 2). Then in M, the 

maximum number of possible microstates W at given rate y 

is (dϒ/dy)dy [28, 29]. Therefore, from (8) and using Gibbs’ 

definition [28], Shannon’s entropy up to a constant additive 

A0 is 

 

0ln ln | ln |S W y A                 (13)   

 

It is important that (13) fully coincides with the main part 

of differential entropy (16) discussed below.  

 

5.2 Differential entropy 

Although differential entropy cannot be considered as the 

mathematically rigorous extension of information entropy 

because of the known limitation 
0

limln( )


   [30], we 

consider dynamics of its main part yet believing that it may 

provide useful auxiliary information, where ∆ is the size of 

discretizing for probability density function (PDF). 

Moreover, we are only interested in the difference of 

differential entropy ∆Sx between adjacent states which 

obviously lacks above shortcoming. Also, we will consider 

dynamics of ∆Sx, taking value of Sx at y = 0 as the anchor 

one. 

So, let g(x) be the PDF for random x, i.e.       

 

[ 1, 1]( ) 0 forg x x                                                  (14.a) 

 

[ 1, 1]( ) 0 atg x x                              (14.b)  

  

then from (6) at each y, PDF is  
 

( )
( ) , [ 1,1]

| ln |

g xy
f x x

y
                                           (15) 

 

[31], where |lny| is taken to keep f y(x) ≥ 0, y is a parameter. 

Calculation of f y(x) is done in assumption that x is the 

random at each given deterministic y. 

Now, introduce an entropy probability distribution for  

instantaneous random δƳ as 

 
1

1

( ) ln( ( ))
y yxS f x f x dx



                                         (16)    

           

Insert (15) to (16) and simplify, then Shannon’s entropy is 

 

ln | ln | x
xS y H                                               (17) 

 

with the plot shown in Figure 3, where Hx is an entropy 

probability distribution in the range [0,ln2] for x on the 

compact support [-1, 1] 

 

 

1

1

( )ln( ( ))xH g x g x dx



                                     (18) 

 

Now, we can observe meaning of the constant A0 in (13), i.e., 

A0 = Hx. 

 

  
Figure 3. Shannon’s entropy ΔSx for PSTV. In the plot, 

designation of the horizontal axis is the same as in the Figure 

1, by an ordinate axis Shannon’s entropy ΔSx is indicated. 

The spectrum nodes y1
± and y2

± match the roots of entropy 

ΔSx. Allowable ΔSx is located within two dashed area (taken 

from [24]).  

 

6. Physical applications of calculated entropy  

6.1 Bunch of evolutionary scenarios 

As shown in [24], spectrum of ϒ at 1/e ≤ y ≤ e becomes 

discrete 

 

1
exp[ ]ny

n
                                        (19) 

 

where n = 1,2… . 

Then, from (17), using (19)  

 

lnS H n
n x

                                  (20) 

 

and solution for entropy is localized within the area restricted 

by the roots of ΔSn (20) for bounds of Hx that, at the same 

time, are the first and second harmonic of the spectrum (19) 

as shown in Figure 3 [24].  

As the peak of ΔSx fits to the peak of Hx (18), then  

according to the principle of maximum entropy production 

[32], such scenario deals with the most probable and the 

fastest path of PSTV evolution. In Figure 3 appropriate curve 
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crosses the points of the first harmonic of the discrete 

spectrum, i.e., y1
- and y1

+ (Figure 3).  

In the same way, minimum ΔSx fits to the minimum Hx.  

Then, using [32] one more time, it accommodates 

requirements for the least probable and the slowest path of 

evolution. In Figure 3, curve addressing the least probable 

evolutionary scenario crosses the points of the second 

harmonic i.e., y2
- and y2

+.  

The other scenarios fall in the y-range [y1, y2] so that the  

probability of realization decreases from y1 to y2.  

The more thorough investigation [24] shows that at y =  

y2
±, the probability of evolutionary scenario (assumes quality 

changes in energy structure of PSTV) matches the probability 

of non-evolutionary scenario (plain mode of receiving and 

losing of energy). At |ln y1| ≥ |ln y| ≥ |ln y2|, probability of the 

evolutionary scenario is higher, at all other y the non-

evolutionary scenario predominates (Figure 3). 

 

6.2 Thermodynamic uncertainty relation 

Ratio 

 

1
( ) BE
T

k                          (21) 

 

is known as a thermodynamic uncertainty relation (TUR), 

where kB denotes the Boltzmann constant, T is temperature, 

E is energy, and arguments ∆E and ∆(1/T) could be, 

generally, replaced with some functions of these arguments 

[33]. 

Write ΔU = (ΔU/ΔT)ΔT, then (5.b) can be expressed as 

 

( / )U T T
=

Q
x

  
                                   (22) 

 

Apply to (22) Clausius inequality for entropy [34] 

 

  Q T S                                                (23) 

 

then it is possible to determine the physical conditions when 

TUR is valid.  

 

6.3 Lower limit for thermodynamic entropy 

Recently, the new limiting condition was shaped in 

nonequilibrium thermodynamics for total entropy rate in 

Markov jump processes [17,18] dealing with the state 

arbitrary far from an equilibrium, which could be written as 

 

2

2

2 B

t J

Jk

S





 


                                (24) 

 

where Ṡt is total entropy rate, <J> is an average flux, <δJ> 

is variance of flux fluctuations.  

Show that (18) can be stemmed from (2.a,b). So, combine  

(5.b) with (23), then we obtain 

 

2

22

dS J

Jk
B




                         (25) 

 

Having (25) averaged on the time interval τ ~ Δt, and 

denoting Ṡt =ΔS/Δt, we have solution that up to a constant 

multiple coincides with 24). 

So, we see that presented approach (2.b) allows to predict 

possible way of PSTV energy development (section 6.1), 

provide useful information for working conditions of TUR 

(section 6.2), derive lower entropy constraint in the non-

equilibrium thermodynamics (section 6.3). Hence, (2.b) can 

be considered as a common basis for several physical 

applications. 

  

7. Discussion 

Generalization of physical uncertainties was considered  

in a number of articles. As shown in [35], in approximation 

of the highest energies it is possible to bring in to the classic 

TUR an extra term related to the internal energy that causes 

appearance of the lower boundary for inverse temperature. 

Technically, eq. (2.b) could be also thought as the 

consequence of applying to (2.a) some additional uncertainty 

(energy) which transforms (2.a) to (2.b) and, ultimately, 

emerges as constraint for Shannon’s entropy. 

In [36], authors examine collection in which energy E, 

temperature T and multiplicity N can vary. Then, with the 

support of non-extensive statistics they suggest 

interconnection for all varying factors that formalizes the 

known Lindhard’s TUR [37]. As it is known, the non-

extensive statistics does not use conventional Boltzmann-

Gibbs statistical mechanics. The latter seems interesting first 

of all for study of the objects with complicate structure like 

nanostructures.  

Results [38] presume that an indefinity in the 

fundamental pattern allows use of the framework of 

information concept. In this way, it seems acceptable to seek 

confirmation of uncertainty links using the methods of 

information concept. We think that it aligned with our 

analysis in the sections 1.2, 2 where we discussed the 

“uncertainty” value of (2.b) unlike quite deterministic (2.a).  

Presence of resembling entropy limitation was discussed  

in [17-19,39]. Existence of an uncertainty bound for the 

small-scale fluctuations in equilibrium thermodynamics, and 

for the large-scale fluctuations arbitrary far from equilibrium 

for Markovian processes in non-equilibrium 

thermodynamics was demonstrated in [17]. In [18], at the 

nonequilibrium steady states of Markovian processes, a few 

universal bounds valid beyond the Gaussian regime was 

derived. Authors [39] declared existence of a new class of 

thermodynamic uncertainty inequalities, which have 

revealed that dissipation constrains fluctuations in steady 

states arbitrarily far from equilibrium. A possible way to 

come to the identical constraint for the thermodynamic 

entropy based on (2.b) and Clausius inequality for PSTV was 

demonstrated in [19]. 

Generalizing the said above in [17-19,39], an entropy 

constraint for PSTV could be given as 

 

2

1

2
Bd

k
S

y
                                      (26) 

 

where y = < ∆J >/< J >. 

Integrating (26) on y, we obtain  

 

1

| |2
B

SC
y

S
k

                                (27) 

 

where CS is an integration constant. 

Assuming CS is bounded like Hx in (18), we obtain that  

solution (27) could also have the quasi-continuous y-
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spectrum that in its form (shown in Figure 4) is close to the 

depicted in Figure 3. 

Of course, (17) and (27) are parametrically different  

equations, however, our purpose is to demonstrate similarity 

in behavior of these two dissimilar methods. 

Novelty of considered approach, primarily, lies in  

analytic solution of (2.b) and finding of reasonable physical 

applications for the found solution. Discovered ϒ-solution 

deals with average measure for uncertainty of energy 

exchange process in open system with infinite number of 

conserved energy channels with environment, and as such, 

has natural connection with an entropy. This foundation 

permits to calculate an increment in Shannon’s and 

differential entropy, as well as study conditions to constrain 

thermodynamic entropy. Follow this way, it is possible to 

forecast possible scenarios of energy development in open 

system, to draw existence of the lower threshold of entropy 

in the non-equilibrium thermodynamics, and obtain 

conditions for validity of TUR, i.e., describe sufficiently 

unrelated physical phenomena. 

 

 
Figure 4. Lower threshold for thermodynamic entropy ΔSy in 

PSTV. In the plot, designation of the horizontal axis is the 

same as in the Figure 1, by the ordinate axis the lower 

threshold for thermodynamic entropy ∆Sy is indicated. 

Meaning of the points y1
± and y2

± is identical to the y-points 

in the Figure 3. 
 

8. Conclusions 

This report presents a nontraditional formalism to  

Estimate alteration of Shannon’s, differential, and 

thermodynamic entropy in PSTV approximation. Found 

entropy provides a new look at the process of energy 

exchange in open system with unlimited number of 

conserved energy links. Generalizing, PSTV approximation 

(2.b) acts as a common basis that demonstrates its value in 

several dissimilar physical applications.  

 

Nomenclature 
ε : volume energy density[ J/m]3  

J : energy flux [J/m2·s] 

kB : Boltzmann constant [J/K] 

Q : energy transfer [J] 

t : time [s] 

T : absolute temperature [K] 

U : internal energy [J] 

All other variables are dimensionless. 
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Abstract  
 

Temperature dependences of the free energy (F), entropy (S) and the heat capacity (𝐶𝑣) are calculated (P=0) for the 

organic compounds (solid benzene, naphthalene and anthracene) by using the quasiharmonic approximation. 

Contributions to those thermodynamic functions due to the Raman frequencies of lattice modes (solid benzene), 

librational modes (naphthalene), phonons and vibrons (anthracene) are taken into account in our calculations. We 

obtain that similar linear increase of F and nonlinear increase of S and 𝐶𝑣, occur with the increasing temperature in 

benzene and naphthalene. This linear (F) and nonlinear (S, 𝐶𝑣) increase is rather different for anthracene as the 

molecular structure becomes complex (benzene-naphthalene-anthracene), as expected. Our calculations by the 

quasiharmonic approximation can be compared with the experiments for those organic compounds.  

 

Keywords: Quasiharmonic approach; free energy; entropy; heat capacity.  

 

1. Introduction  

Hydrocarbons are the simple organic compounds with 

the H and C atoms [1] as good fuels occuring naturally. In 

particular, benzene (C6H6) is categorized as the first 

(elementary) example of the hydrocarbon compounds and 

in the same family naphthalene (C10H8) and anthracene 

(C14H10) have similar molecular structure as benzene. A 

number of studies on those hydrocarbons have been 

published over the years. In particular, for benzene near the 

phase transitions its thermodynamic properties such as the 

volume [2-4], specific heat [5-7], thermal expansivity [8] 

and T-P phase diagrams [3,4,9-11] have been investigated 

experimentally. We have calculated various thermodynamic 

functions near the phase changes in benzene as reported 

previously [12-14]. Spectroscopically, a number of works 

on the mechanism of phase changes in benzene have been 

given in the literature. Among those studies, X-ray [3, 4, 

15], infrared [4,16-19], fluorescence [20] and Raman [3, 11, 

21] spectra of benzene have been obtained experimentally. 

Raman frequencies near the phase transition in benzene 

have been evaluated in our earlier studies [22, 23]. Some 

other theoretical studies and model systems for benzene 

have been reported [24-28]. More recently, structural 

properties of solid benzene have been studied 

experimentally in neutron and x-ray diffraction under high 

pressure-high temperature conditions and the phase diagram 

of benzene has been obtained [29]. Also, the solid state 

structural properties and phase transition (order-disorder) 

behaviour of benzene derivatives have been studied [30]. 

Phase diagrams of mixtures of benzene and acetonitrite 

have been obtained [31]. Very recently, the P-T phase 

diagram has been constructed to determine the solid, liquid 

and gaseous states for benzene [32]. Phase transitions in 

liquid benzene (solid-liquid transition) has been studied by 

using high-resolution time-resolved Raman spectroscopic 

technique [33]. 

Regarding some earlier studies for compounds 

(naphthalene and anthracene) near the phase changes, 

measurements of the heat capacity [6, 34, 35] and also 

Raman [36], neutron scattering [37], X-ray and neutron 

diffraction [38] studies for naphthalene, have been 

performed. Using quasi-harmonic approximation, lattice 

dynamics calculation for naphthalene [39] and the heat 

capacity prediction using vibration spectra for benzene, 

naphthalene and anthracene [7] have been made. 

For anthracene, some of experimental studies are the 

following: measurements of thermal conductivity of 

specific heat [6], pressure dependence of the lattice 

frequencies [36], wave velocities [40] and determination of 

the crystalline structure by the high pressure X-ray 

diffraction [41].  

Theoretically, structure and dynamics of anthracene 

have been studied [42] and using the DFT (density-

functional theory) ab initio calculations have been reported 

[43]. Crystallographic phase transition in anthracene with a 

large hysteresis has been studied under high pressure [44]. 

A study on a solid mixture of naphthalene and anthracene at 

room temperature has also been reported [45]. By 

differential scanning calorimetry (DSE), a depression of the 

phase transition temperature was observed [46]. An entropy 

change in anthracene has been studied [47]. Regarding gas 

phase of naphthalene, it has been studied at low 

temperatures [48]. Another study on naphthalene was on its 

elastic properties, mainly by using the Vinet equation for 

the P-V phase diagram to obtaine its thermal coefficient 

[49]. A numerical simulation of naphthalene for the melting 

and solidification process has been performed [50]. 

Calculations for the Raman frequencies of naphthalene [51] 

and anthracene [52] have been reported in our earlier 
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studies. Experimentally, the decomposition of naphthalene, 

anthracene, pyrene and coronene at high pressures and 

temperatures have been examined [53]. Ab initio study of 

the crystal structure, mechanical and acoustic properties of 

naphthalene and anthracene has been performed [54]. Very 

recently, anthracene’s molecular structure, optical 

properties and phase transitions have been reviewed [55]. 

Thermal properties of anthracene-manganese complex have 

been studied [56]. Also phase transitions in the aromatic 

naphthalene have been investigated [57]. 

The three organic compounds (benzene, naphthalene 

and anthracene) have similar molecular structures and the 

unit cell parameters which show some differences, can be 

considered with the differences appearing in the sizes of the 

molecular units [9]. Structurally, benzene contains Raman 

active lattice modes and vibrons [3], naphthalene has six 

librational modes (Ag and Bg) with some other phonon 

modes [39], similarly anthracene exhibits six phonon 

modes (Ag and Bg) [36] and nine vibrons [58]. Benzene, 

naphthalene and anthracene are in the monoclinic phase 

which changes to another phase as the pressure varies [9]. 

In both naphthalene and anthracene, decomposition occurs 

below the triple point whereas in benzene it occurs above 

that point where the liquid phase meets with the two solid 

(II and III) phases [2]. Regarding our calculations of the 

Raman frequencies in our earlier works [51,52], we 

consiederd the librational modes of 3Ag+3Bg as functions of 

temperature (P=0) and pressure (T=300K) in naphthalene 

[51]. Also we considered six (Ag+Bg) phonon modes and 

nine vibrons at various temperatures (P=0) and pressures 

(T=300K) in anthracene [52]. By means of the mode 

Grüneisen parameter which relates the vibrational 

frequencies to the volume changes (with the temperature 

and pressure), the Raman frequencies of those Raman 

modes were calculated for both molecular solids 

(naphthalene and anthracene). By analyzing the observed 

Raman frequency and volume data from the literature 

according to the 𝜗(𝑇, 𝑃) in the quadratic form, values of the 

coefficients were first determined. This allowed us to 

determine the mode Grüneisen parameter for each mode 

and then the Raman frequencies of those modes were 

predicted for naphthalene [51] and anthracene [52]. For the 

solid I-II transition in benzene, similar analysis for the 

Raman frequencies of the six lattice modes (A,B,C and 

X,Y,Z) and the volume data from the literature, was 

conducted to calculate the specific heat 𝐶𝑃 of this molecular 

solid [59]. This calculation of 𝐶𝑃  as functions of 

temperature and pressure was performed by using the 

thermodynamic relations for benzene. Differently from our 

earlier studies for the calculation of the Raman frequencies 

in the naphthalene [51] and anthracene [52], and also the 

calculation of the specific heat 𝐶𝑃 from the Raman 

frequencies in benzene [59], in the present work by the 

quasi-harmonic approximation, the vibrational free energy, 

entropy and the heat capacity are predicted as a function of 

temperature for those three hydrocarbons (benzene, 

naphthalene and anthracene). The analysis of the observed 

Raman frequencies 𝜗(𝑇) from the literature data is 

performed by using the same functional form (quadratic) 

with those coefficients determined as given in our earlier 

publications [51,52 and 59].  

This work presents calculation of the thermodynamic 

quantities (entropy and heat capacity) from the vibrational 

frequencies of benzene, naphthalene and anthracene by 

means of the quasi-harmonic approximation. The observed 

Raman frequencies of those solid systems from the 

literature, are used to calculate the temperature dependence 

of the heat capacity as derived from the quasi-harmonic free 

energy. 

Our motivation in this study is to investigate whether 

those three solid systems (benzene, naphthalene and 

anthracene) exhibit similar molecular structures 

thermodynamically. This is of interest for those molecular 

solids due to increasing complexity of their molecular 

structures (benzene-naphthalene-anthracene). Our 

calculations show that the temperature dependence of the 

free energy, entropy and the heat capacity for benzene and 

naphthalene behave almost the same, whereas this 

behaviour is comparatively different for  anthracene. 

This calculation of S and 𝐶𝑉 from the free energy is 

carried out by using the Raman frequency of the (A,B,C 

and X,Y,Z) external modes (benzene), six translational Ag 

and Bg modes (naphthalene) and Ag, Bg modes with the 

vibrons (anthracene). 

Derivation of the entropy and the heat capacity from the 

free energy is given. By analyzing the experimental Raman 

data from the literature, entropy and the heat capacity are 

evaluated at various temperatures for those three 

substances. 

Below, in Section 2, we derive the thermodynamic 

functions from the free energy by using the Raman 

frequency shifts. Section 3 gives our calculations. We 

present discussion in Section 4.  Section 5 gives our 

conclusions. 

 

2. Theory 

The method of study is to use the quasi-harmonic 

approximation for the three hydrocarbons (benzene, 

naphthalene and anthracene). By considering the vibrational 

energy which is mainly the frequency dependence of the 

thermal energy, the temperature dependence of the entropy 

and the heat capacity can be predicted in those 

hydrocarbons. Contributions to the free energy due to the 

vibrational frequencies (Raman frequencies) of various 

modes in benzene, naphthalene and anthracene are taken 

into account in the quasiharmonic approximation and those 

thermodynamic quantities (entropy and heat capacity) can 

be deduced. Predictions of the free energy, entropy and the 

heat capacity can be examined by the experimental 

measurements in those three hydrocarbons. 

By using the quasi-harmonic free energy, entropy (S) 

and heat capacity (𝐶𝑉) of solid can be obtained at various 

temperatures Raman frequency shifts of the external modes 

(benzene), (3Ag+3Bg) modes (naphthalene) and, (Ag, Bg) 

(anthracene) are considered for this calculation. 

In general, quasi-harmonic (QH) description of crystals 

neglects the population driven anharmonic shifts [34]. In 

particular, we assumed that those three hydrocarbons are 

harmonic ossilators with the Helmholtz free energy, 

 

𝐹 = 𝑈 + ∑
ℎ𝜗𝑖

2𝑖 + 𝑘𝐵𝑇 ∑ 𝑙𝑛 [1 − 𝑒𝑥𝑝 (−
ℎ𝜗𝑖

𝑘𝐵𝑇
)]𝑖                 (1) 

 

In Eq. (1), i denotes their modes, kB Boltzmann 

constant, h is the Planck constant. U is the total potential 

energy and the second term in Eq. (1) is zero point energy. 

We represent the frequency dependence of the  thermal 

energy as the third term in Eq. (1), which is the vibrational 

energy of the crystal.  

Thus, the vibrational free energy is defined a 
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𝐹𝑣𝑖𝑏 =
1

2
∑ ℎ𝜗𝑖 + 𝑘𝐵𝑇 ∑ 𝑙𝑛 (1 − 𝑒𝑥𝑝 (−

ℎ𝜗𝑖

𝑘𝐵𝑇
))𝑖𝑖               (2) 

 

This energy gives rise to the entropy using the definition   

 

𝑆 = − (
𝜕𝐹

𝜕𝑇
)

𝑉
 , as 

𝑆𝑣𝑖𝑏 = −(ℎ
2⁄ ) ∑ (

𝜕𝜗𝑖
𝜕𝑇

⁄ ) +𝑖

∑
ℎ𝑒𝑥𝑝(−

ℎ𝜗𝑖
𝑘𝐵𝑇⁄ )[

𝜗𝑖
𝑇⁄ −(

𝜕𝜗𝑖
𝜕𝑇

⁄ )]

1−𝑒𝑥𝑝(−
ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )
− 𝑘𝐵 ∑ ln[1 −𝑖𝑖

𝑒𝑥𝑝(−ℎ𝜗𝑖/𝑘𝐵𝑇)]                                                             (3) 

 

Also, the 𝐶𝑉 (heat capacity) calculated by means of the 

vibrational entropy 𝑆𝑣𝑖𝑏  (Eq. 3) using the definition  

   

𝐶𝑉 = 𝑇 (
𝜕𝑆

𝜕𝑇
)

𝑉
 , as 

𝐶𝑉 = −ℎ𝑐 +

∑

ℎ𝑒𝑥𝑝(
−ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )[−(
2ℎ𝜗𝑖

𝑇2⁄ )+
2(

𝜕𝜗𝑖
𝜕𝑇

⁄ )
𝑇

⁄ −(
𝜕2𝜗𝑖

𝜕𝑇2⁄ )]

1−𝑒𝑥𝑝(
−ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )
+𝑖

∑

2ℎ𝑒𝑥𝑝(
−ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )[
−(

𝜕𝜗𝑖
𝜕𝑇

⁄ )
𝑇

⁄ +(
𝜗𝑖

𝑇2⁄ )]

1−𝑒𝑥𝑝(
−ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )
+𝑖

𝑒𝑥𝑝(
−2ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )(ℎ2

𝑘𝐵𝑇⁄ )[
𝜗𝑖

𝑇⁄ −(
𝜕𝜗𝑖

𝜕𝑇
⁄ )]

[1−𝑒𝑥𝑝(
−ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )]
2 +

𝑒𝑥𝑝(
−ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )(ℎ2

𝑘𝐵𝑇⁄ )[
𝜗𝑖

𝑇⁄ −(
𝜕𝜗𝑖

𝜕𝑇
⁄ )]

1−𝑒𝑥𝑝(
−ℎ𝜗𝑖

𝑘𝐵𝑇⁄ )
                                  (4) 

 

3. Calculations and Results 

We calculated the temperature dependence of the 

vibrational free energy (Fvib), entropy (S) and the heat 

capacity (𝐶𝑉) due to the contributions of the vibrational 

frequencies (𝜗𝑖) of benzene, naphthalene and anthracene. 

For this calculation, we assumed the temperature 

dependence of the vibrational frequency in the functional 

form of  

 

  𝜗𝑝(𝑇) = 𝑑0(𝑃) + 𝑑1(𝑃)𝑇 + 𝑑2(𝑃)𝑇2                            (5) 

 

where the coefficients 𝑑0, 𝑑1 and 𝑑2 are the pressure 

dependent in general. By taking those coefficients constant 

at P=0, they were determined by fitting Eq. (5) to the 

temperature dependence of the experimental Raman 

frequencies for benzene, naphthalene and anthracene. This 

was done for the six lattice modes (A,B,C and X,Y,Z) of 

benzene by using their observed Raman frequencies [3].  

The values of the coefficients 𝑑0, 𝑑1 and 𝑑2 were then 

determined which we give in Table 1, as also presented in 

our previous study [59]. By taking 𝜗𝑖(𝑇) dependence of the 

six phonon modes of benzene as a sum (𝑖 = 6) in Eq. (2), 

we calculated the free energy (F) as a function of 

temperature as plotted in Figure 1. Similarly, this 

calculation of the free energy was performed for the six 

librational modes (3Ag+3Bg) of naphthalene. By fitting Eq. 

(5) to the observed Raman frequencies [39] of those modes 

of naphthalene, we determined the coefficients 𝑑0, 𝑑1 and 

𝑑2 as given in Table 2, which we have reported in our 

earlier study [51]. The vibrational free energy (Fvib) was 

then calculated from the Raman frequencies of the six 

librational modes of naphthalene as a function of 

temperature (Eq. 2), which we plot in Figure 1. Also, by 

determining the coefficients 𝑑0, 𝑑1 and 𝑑2 (Eq. 5) for the 

six intermolecular (Ag and Bg) and nine intramolecular 

vibrational modes of anthracene  using the observed Raman 

frequency data [58], which we tabulate in Table 3, as we 

have given previously [52], we were able to calculate Fvib at 

various temperatures (Figure 1).  

 

 
Figure 1. Vibrational free energies calculated as a function 

of temperature due to of six lattice modes (A,B,C and 

X,Y,Z) of solid benzene, six librational modes (3Ag+3Bg)  of 

naphthalene and, six intermolecular (Ag and Bg) and nine 

intramolecular vibrational modes of anthracene according 

to Eq. (2). 
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Figure 2. Vibrational entropies calculated as a function of 

temperature due to of six lattice modes (A,B,C and X,Y,Z) 

of solid benzene, six librational modes (3Ag+3Bg)  of 

naphthalene and, six intermolecular (Ag and Bg) and nine 

intramolecular vibrational modes of anthracene according 

to Eq. (3). 

 

4. Discussion 

Temperature dependences of the vibrational free energy 

(F), entropy (S) and the heat capacity (𝐶𝑉)  were calculated, 

as plotted in Figures 1-3, respectively, for the three 

hydrocarbons studied. We find that the vibrational free 

energies (𝐹𝑣𝑖𝑏) of three hydrocarbons increase linearly and 

the values of 𝐹𝑣𝑖𝑏 for the anthracene are considerably larger 
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than those of benzene and naphthalene as the temperature 

increases (Figure 1). 

 

 
Figure 3. Vibrational heat capacities calculated as a 

function of temperature due to of six lattice modes (A,B,C 

and X,Y,Z) of solid benzene, six librational modes 

(3Ag+3Bg)  of naphthalene and, six intermolecular (Ag and 

Bg) and nine intramolecular vibrational modes of 

anthracene according to Eq. (4). 

 

Table 1. Values of the coefficients 𝑑0, 𝑑1 and 𝑑2, which 

were determined by fitting Eq. (8) to the observed Raman 

frequencies [3] of the modes (A,B,C and X,Y,Z) indicated 

for the phases I-II of solid benzene (P=0). 

Benzene 𝑑0 

(𝑐𝑚−1/
𝑚𝑜𝑙𝑒) 

−𝑑1 

(𝑐𝑚−1/
𝑚𝑜𝑙𝑒.K) 

−𝑑2 

(𝑐𝑚−1/
𝑚𝑜𝑙𝑒.𝐾2) 

Mode A 61.42 1.16 2.12 

Mode B 70.44 6.46 0.87 

Mode C 139.28 6.58 0.23 

Mode X 68.79 3.15 0.28 

Mode Y 100.30 3.45 2.66 

Mode Z 110.91 3.40 2.89 

 

Table 2. Values of the coefficients 𝑑0, 𝑑1 and 𝑑2, which 

were determined by fitting Eq. (8) to the observed Raman 

frequencies [39] of the 𝐴𝑔 and 𝐵𝑔 modes indicated for solid 

naphthalene (P=0). 

Naphthalene 𝑑0 

(𝑐𝑚−1) 

−𝑑1

× 10−2 

(𝑐𝑚−1/𝐾) 

−𝑑2

× 10−4 

(𝑐𝑚−1/𝐾2) 

    

Mode 𝐴𝑔1 69.35 2.82 1.19 

Mode 𝐴𝑔2 88.75 1.37 2.64 

Mode 𝐴𝑔3 121.64 1.24 1.14 

Mode 𝐵𝑔1 57.36 2.26 0.59 

Mode 𝐵𝑔2 84.18 1.79 1.05 

Mode 𝐵𝑔3 142.35 2.65 1.19 

 

Although the 𝐹𝑣𝑖𝑏 increases monotonically, variations of 

𝐹𝑣𝑖𝑏 namely, entropy (S) and the heat capacity (𝐶𝑣) increase 

non-linearly for the three compounds (benzene, naphthalene 

and anthracene), with the increasing temperature (Figures 2 

and 3). As a result of the larger values of 𝐹𝑣𝑖𝑏 for 

anthracene compared to those of benzene and naphthalene 

(Figure 1), the vibrational entropy (S) and the heat capacity 

(𝐶𝑣) become significantly larger in magnitude with 

increasing temperature for anthracene (Figures 2 and 3). 

Notice that the curves we obtained for benzene and 

naphthalene in fact overlap for 𝐹𝑣𝑖𝑏, S and 𝐶𝑣 with the 

lower values in comparison to the anthracene as stated 

above (Figures 1-3).  Thus, the higher values of 𝐹𝑣𝑖𝑏, S and 

𝐶𝑣 in anthracene can be considered as in the sequence from 

benzene and naphthalene towards anthracene in terms of the 

impact of the increased complexity of molecular structure. 

This would imply an increase in the number of 

intramolecular modes of vibration, as also pointed out 

previously [6], which occurs in anthracene. Changes in the 

sequence from benzene and naphthalene to anthracene, are 

large in terms of mass and relatively simple in terms of 

molecular structure [6]. Depending on the number of atoms 

(N) per unit cell (N=24, 36 and 48 for benzene II, 

naphthalene and anthracene, respectively), we considered in 

our treatment the contributions to the 𝐹𝑣𝑖𝑏, S and 𝐶𝑣 due to 

the six lattice modes (A,B,C and X,Y,Z) of solid benzene, 

six librational modes (3𝐴𝑔+3𝐵𝑔) of naphthalene and, six 

intermolecular (𝐴𝑔 𝑎𝑛𝑑 𝐵𝑔) and nine intramolecular 

vibrational modes of anthracene, as stated above. As shown 

in Figures (1-3), solid benzene II, naphthalene and 

anthracene exhibit similar behavior with their simple 

molecular structures involving one, two and three carbon 

rings, respectively [6]. 
 
Table 3. Values of the coefficients 𝑑0, 𝑑1 and 𝑑2, which 

were determined by fitting Eq. (8) to the observed Raman 

frequencies [58] of the intermolecular (𝐴𝑔 𝑎𝑛𝑑 𝐵𝑔) and 

intramolecular vibrational modes indicated for solid 

anthracene (P=0). 

Anthracene 𝑑0 

(𝑐𝑚−1) 

−𝑑1

× 10−2 

(𝑐𝑚−1/𝐾) 

−𝑑2

× 10−5 

(𝑐𝑚−1/𝐾2) 

Intermolecular 

Vibrational 

Modes 

   

𝐴𝑔 46.26 1.76 2.35 

𝐵𝑔 53.63 1.83 2.57 

𝐵𝑔 81.15 2.93 4.01 

𝐴𝑔 86.76 3.35 4.43 

𝐴𝑔 138.52 4.39 6.37 

𝐵𝑔 149.10 5.04 7.11 

Intramolecular 

Vibrational 

Modes 

   

12𝐴𝑔 399.64 0.77 0.50 

10𝐵3𝑔 523.17 0.24 0.50 

10𝐴𝑔 756.61 0.54 1.16 

9𝐴𝑔 1011.26 0.48 0.98 

8𝐴𝑔 1166.13 0.22 0.56 

7𝐵3𝑔 1190.35 0.45 1.20 

7𝐴𝑔 1265.75 0.97 2.19 

6𝐴𝑔 1407.31 0.92 1.84 

4𝐴𝑔 1560.26 0.47 1.02 
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For the calculation of the vibrational F, S and 𝐶𝑣 , the 

quasi-harmonic approximation was used due to the Raman 

frequency shifts of the vibrational modes of solid benzene, 

naphthalene and anthracene. The quasiharmonic shifts may 

be related to the deformation of the lattice known as the 

deformation shifts and the anharmonicity can also be 

caused by the phonon-phonon interactions [37]. The 

anharmonic shift can be determined from the temperature 

dependence of phonon frequencies at a fixed volume [60], 

as stated above. It has been obtained experimentally that at 

ambient pressure and for temperatures up to 300 K, the 

shifts for most low-frequency modes are dominated by 

quasi-harmonic effects [37]. 

In our earlier study [52], we have compared the 

variation of the Raman frequencies of intramolecular 

(internal) modes with the intermolecular (external modes) 

as functions of temperature and pressure in anthracene. This 

is accompanied with the mode Grüneisen parameter which 

measures the anharmonicity in a crystalline system, as 

indicated previously. We have found that the values of the 

mode Grüneisen parameter for the six intermolecular modes 

are much larger than those of nine intramolecular 

vibrational modes of the solid anthracene (between 3 and 4 

for the intermolecular modes and between 0.03 and 0.2 for 

the intramolecular modes) [52]. Thus, the anharmonicity 

which occurs as the relation between the thermal expansion 

(isothermal compressibility) and the variation in frequency 

with temperature (pressure) in anthracene, is dominated by 

the lower-frequency modes (external modes) as in the 

benzene and naphthalene. 

The heat capacity 𝐶𝑣 which we calculated as a function 

of temperature overlaps for benzene and naphthalene 

whereas the calculated 𝐶𝑣 of anthracene exhibits completely 

different behaviour although all 𝐶𝑣’s increase nonlinearly 

with the temperature (Figure 3) as stated above. On the 

other hand, we found that the heat capacity 𝐶𝑝 which we 

calculated [59] for the I-II transition in benzene and 

naphthalene (P=0) differed from the 𝐶𝑣  for those two 

compounds (Figure 3). For both calculations of 𝐶𝑝 and 𝐶𝑣, 

we used the observed Raman frequencies of six lattice 

modes (A,B,C and X,Y,Z) of solid benzene [3] and six 

librational modes (3𝐴𝑔+3𝐵𝑔) of naphthaline [39] at various 

temperatures. For the calculation of 𝐶𝑝, by means of the 

temperature-induced Raman frequency shifts of those 

modes and the volume 𝑉𝑝(𝑇), the isobaric mode Grüneisen 

parameter (𝛾𝑝) at P=0 was determined for the Raman modes 

studied in benzene and naphthalene [59]. Similarly, the 

pressure-induced Raman frequency shifts of the modes 

which were studied and the volume 𝑉𝑇(P), were employed 

by extracting the isothermal mode Grüneisen parameter 

(𝛾𝑇) to calculate the 𝐶𝑝 at various pressures (T=300K) for 

the I-II transition in benzene and naphthalene [59]. Those 

pressure-induced frequency shifts are directly related to the 

large initial compressibility 𝜅𝑇 of benzene as a typical 

molecular crystal [4]. This also applies to the solid 

naphthalene and anthracene. It has also been pointed out 

that under the pressure applied to molecular solids such as 

benzene, the intermolecular interactions can be compared in 

magnitude to intramolecular ones [3]. Due to the fact that 

for the calculation of 𝐶𝑝 the change in the slopes of the 𝜗-P 

curves of the modes I,II and III as lattice modes, is 

significant compared to the internal modes in benzene, 

which we have reported [61] as also pointed out previously 

[4], we expect similar behaviour of the 𝐶𝑣 for the solid 

benzene and naphthalene. This is because of the fact that 

we used in our 𝐶𝑣  calculation also the Raman frequencies 

of six lattice modes (benzene) and six librational modes 

(naphthalene) as stated above. For the 𝐶𝑣 calculation of 

anthracene since we used the Raman frequencies of six 

intermolecular (external) and nine intramolecular (internal) 

vibrational modes, we expect rather different behaviour of 

𝐶𝑣 as a function of the temperature (Figure 3). 

Consequently, decrease in the Raman frequencies with the 

increasing temperature can be attributed to the thermal 

expansion (𝛼𝑝) increasing. Also, increase in the Raman 

frequencies decreases the isothermal compressibility (𝜅𝑇) 

with the increasing pressure by means of the isothermal 

mode Grüneisen parameter (𝛾𝑇). This results in the heat 

capacity 𝐶𝑝 which becomes larger than 𝐶𝑉 according to the 

thermodynamic relation 

 

  𝐶𝑝 = 𝐶𝑣 + 𝑇𝑉 (
𝛼𝑝

2

𝜅𝑇
⁄ )                                              (6) 

 

for the molecular solids, in particular, benzene and 

naphthalene. 

As we calculated the temperature dependence of the free 

energy (F), entropy (S) and the heat capacity (𝐶𝑉) for solid 

benzene, naphthalene and anthracene from the temperature-

induced Raman frequency shifts, the pressure dependence 

of those thermodynamic functions can also be calculated 

using the pressure-induced Raman frequency shifts in the 

three hydrocarbon substances by means of the 

quasiharmonic approximation. As we calculated F, S and 

𝐶𝑉 due to the Raman frequency shifts of intermolecular and 

intramolecular vibrational modes as a function of 

temperature (P=0), those thermodynamic quantities can also 

be calculated at various pressures (T=300K). They can then 

be compared with the measurements for solid benzene, 

naphthalene and anthracene. 

 

5. Conclusion 

Vibrational energy (𝐹𝑣𝑖𝑏), entropy (S) and heat capacity 

(𝐶𝑣) were evaluated at various temperatures using the 

Raman data for the external modes (benzene), (3Ag+3Bg) 

modes (naphthalene) and, (Ag and Bg) modes and vibrons 

(anthracene) by means of the quasiharmonic approximation.  

We find that the vibrational free energy increases linearly, 

whereas its variation (entropy and heat capacity) increases 

non-linearly with increasing temperature (P=0) in the 

sequence of benzene to naphthalene to anthracene. 

Our calculated values for the free energy, entropy and the 

heat capacity by using the quasiharmonic approximation, 

can be compared with the experimental measurements for 

solid benzene, naphthalene and anthracene. The 

quasiharmonic approximation can also be applied to some 

other hydrocarbons such as the phenanthrene, a more stable 

isomer of the anthracene. 

Using the experimental Raman frequencies, the pressure 

dependence of the 𝐹𝑣𝑖𝑏, S and 𝐶𝑣 can also be calculated 

using quasiharmonic approximation for those organic 

compounds. The quasiharmonic approximation can be 

applied to some other organic compounds.  

 

Nomenclature 

𝐶𝑣      Heat capacity at constant volume [J/mol.cm3.K]  

F        Free energy [J] 

𝐹𝑣𝑖𝑏    Vibrational free energy [J] 
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h        Planck constant [J.s] 

𝑘𝐵      Boltzman constant [J/K] 

P        Pressure [Pascal] 

S        Entropy [J/K] 

T        Temperature [K] 

U       Potential energy [J] 

𝜗         Frequency [𝑠−1] 

𝜗𝑝      Frequency at constant pressure [𝑠−1] 

𝛾𝑇      Grüneisen parameter [-] 

𝜅𝑇      Isothermal compressibility [J/K] 

𝛼𝑝      Thermal expansion [𝐾−1] 

 
Subscript 

Ag and Bg                 Librational modes  

A,B,C and X,Y,Z    Lattice modes 

QH                           Quasi-harmonic 

C                              Carbon 

H                              Hydrogen 
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Abstract 

 
In the literature longevity and comfort are evaluated in terms of entropy generation and export rates. When people 

cannot export entropy, they experience discomfort. Effect of bedding, pajamas and levels of body coverage have been 

assessed in 270 cases by referring to body weight and height of 25 years old women. By 160 cm tall and 50 kg women, 

at 0 °C of room temperature, entropy export rates were 6.0x10--3 and 7.4x10--3 W/kg K, while they were sleeping on 

their back and on the side, respectively. The results showed that entropy export became more difficult as the body 

temperature approached the room temperature. Textile properties, including heat transfer and wicking rates of sweat 

removal were also important while exporting the entropy. The results of this study may be employed while designing 

beds or beddings, pajamas and comforters to achieve a more comfortable sleeping environment.  

 

Keywords: Sleeping preferences; metabolic heat generation rate; entropy generation rate; sweating, heat transfer 

rate; woolen and cotton pajamas. 

 

1. Introduction 

1.1. Physiology of sleeping 

Adult humans need approximately 7-8 hours of night 

sleep to be active during the day and to avoid illness such as 

cardiovascular diseases, diabetes, stroke and dementia [1]. 

Organisms live at far-from-equilibrium with their 

surroundings while maintaining homeostasis, importing 

exergy and exporting entropy [2]. Homeostatic mechanisms 

(mechanisms, which keep the internal conditions of the body 

constant) generate switching impulses to initiate sleep when 

a person is awake for a long time. In 24 hours of daily cycle, 

wakefulness and sleep stages are kept in balance with 

homeostatic effects [3]. Autonomic nervous system (ANS), 

somatomotor system that control the movements of the body 

and neuroendocrine systems, e.g., the hormonal system that 

operate under the effect of the neurons, work in co-

ordination to maintain homeostasis. The sleep process 

consists of the deep sleep (non-rapid eye movement, NREM) 

and the rapid eye movement (REM) phases [4]. ANS activity 

regulates switches from the awake to sleep and NREM to 

REM sleep stages. During the NREM sleep, metabolic needs 

decrease in connection with the decrease in the biological 

activity and the ANS reflexes; hence, physiological 

functions (such as heart rate, respiratory frequency, body 

temperature and metabolic parameters) fall to the lowest 

level [5]. In NREM sleep, parasympathetic system is more 

active than sympathetic system. In the REM sleep, phasic 

cardiovascular events develop and thermoregulation is 

suppressed, the ANS becomes unstable because of the phasic 

changes in sympathetic and parasympathetic discharges. 

Circadian regulation of sleep and other body functions is 

processed by neurons located in the hypothalamic 

suprachiasmatic nucleus (SCN) [5]. Signals from the 

thermoreceptors are transmitted to the brain that collateralize 

to the lateral parabrachial nucleus (LPB) in the brain stem 

and thalamus [6]. Thermal information received in the 

thalamus is relayed to the somatosensory cortex, where it 

mediates the perception and discrimination of temperature 

[7]. Thermal input to the LPB is projected to the neurons in 

the hypothalamic preoptic area (POA) where 

thermoregulation is processed to maintain a stable core body 

temperature [8]. 

The sleep-wake cycle is associated with heat loss and 

heat generation during the circadian cycle. In the first half of 

the night's sleep, energy expenditure and body temperature 

decrease gradually and then remain constant in the other half. 

Energy expenditure decreases during sleep, but when the 

sleep phases are evaluated within themselves, more energy 

is spent during REM compared to NREM, since the brain 

activity is higher during REM [5]. Sleep and wakefulness are 

regulated by different brain regions. The brain-stream-

neurotransmitter systems such as noradrenaline, 

acetylcholine, serotonin and dopamine project to various 

parts of the brain to support wakefulness [9]. The 

hypothalamus plays important roles in three basic processes 

related to sleep. The first includes the SCN and controls the 

circadian cycle. Secondly, it is the chief regulator of the ANS 

that controls several vegetative functions including the body 

temperature [10]. The third role involves production of 

histamine and orexin neuromodulators that promote 

wakefulness. 

All sensory information is transmitted through thalamus 

then projects to the brain cortex (except a part of the 

olfactory sensation that directly feeds to the sensory cortex) 
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[11, 12]. Continuous flow of sensory input to the brain cortex 

is important to maintain consciousness. During sleep, 

transmission of sensory information to the brain cortex is 

reduced.  

Changes in the body temperature follow a sinusoidal 

rhythm, and the core body temperature reaches a minimum 

value between 04:00-06:00 am under physiological 

conditions. The transition to sleep is closely related to the 

core body temperature, and the minimum decrease in core 

body temperature begins 5-6 hours before falling sleep. 

Reduction of the core temperature overlaps with maximum 

sleepiness in circadian rhythm. Wakefulness occurs 1-3 

hours after the minimum body temperature begins to rise 

within the physiological range [13]. 

Melatonin is an indolamine hormone produced by the 

pineal gland and released into blood circulation [14]. It has a 

circadian rhythm and released during the dark phase of the 

day, reaching a peak between 02:00-04:00am. Serum 

melatonin levels start to increase 2-3 hours prior to sleep and 

reaches its maximum level during the middle of sleep. 

Melatonin secretion decreases after waking up (i.e., when 

light falls on the retina) and reaches to its minimum levels 

during the middle of the day [15]. 

 

1.2. What is the resting energy expenditure? 
More than half of the daily-consumed energy is the 

resting energy expenditure. In the resting state, energy is 

used for the maintenance of vital functions. While 20-30% 

of the energy expenditure is for voluntary activity, 5-10% is 

spent for thermogenesis. The main methods used in energy 

expenditure measurement are direct calorimetry, indirect 

calorimetry and predictive equations. Indirect calorimetry is 

based on the energy consumed by measuring the amount of 

oxygen consumed and the amount of carbon dioxide 

produced. The resting energy expenditure constitutes about 

60-75% of the total daily energy expenditure. Energy 

expended during the rest is spent on basal metabolic 

processes. The key indicator is the lean mass. For this reason, 

it is less in women than men are and in the elderly compared 

to young people. The thermal effect of food and physical 

activity increase resting energy expenditure [16]. Lean mass 

consists of bones, skeletal muscles, active organs such as the 

brain, heart, liver, kidney, and digestive organs. High cardio-

pulmonary work increases resting energy expenditure [17]. 

The time spent in the initiation and in the following stages of 

sleep affects the metabolism. Energy expenditure and RQ 

increase during slow wave sleep, NREM's first and second 

stages, REM and wake after sleep onset. While RQ and 

carbohydrate oxidation decreases in the first half of sleep, it 

increases in the second half of sleep [18]. 

  

1.3. What is thermoregulation? 

Thermoregulation involves both behavioral and 

autonomic processes. Tremor and sweating are behavioral 

responses superimposed on the autonomic responses [19]. In 

order to maintain the core body temperature, heat gain and 

heat loss must be in balance. During removal of heat from 

the body, blood flow from the core to the peripheral areas 

increases. Therefore, heat transfer per unit time increases and 

a positive thermal gradient occurs. Heart rate and heat 

production are directly proportional in active state [3]. Prior 

to sleeping, the core-body temperature declines and heat is 

dissipated out. Vasodilation (enlargement of the veins) 

occurs in the arteriovenous anastomoses and blood flow 

increases and heat is removed from the body. Arteriovenous 

anastomoses are available intensely in the distal areas of the 

body, such as hands, feet, nose, ears and lips [15]. They 

maintain the core body temperature. They are affected by 

environmental temperature and behavioral factors. While 

thermoregulation is active in the NREM process, it gradually 

decreases during the REM process. Responses such as 

sweating or shivering are generated against environmental 

conditions. The need to sleep and the first stage of NREM is 

associated with a decrease in core body temperature and an 

increase in peripheral body temperature. While awake, 

proximal temperature is higher than distal temperature. As 

desire to sleep increases, core temperature declines, distal 

temperature increases, and the two of them become almost 

equal and sleep begins at the point where they are equal. 

Melatonin hormone plays a role in the occurrence of these 

changes and as a result induces hypothermia (decrease of the 

body temperature) [20]. It is known that hypothermia occurs 

also during anesthesia [21].  

 

1.4. Sensory perception of thermal stimulation and 

central control 

Thermoreceptors transform cold and warmth stimuli into 

action potentials that are transported to the central nervous 

system [8, 12]. The thermal signals are first transmitted to 

the spinal cord and projected to the sensory cortex through 

thalamus. The hypothalamus receives input from the LPB 

and functions as the brain center that integrates peripheral 

and visceral thermal signals and maintains the body 

temperature [3]. Neurons in the POA of the hypothalamus 

serve as the thermostat that process, regulate heat loss, and 

heat gain mechanisms. 

 

1.5. Efferent responses 

When POA receives an unusual heat input, it generates 

an error signal and initiates homeostatic responses [3]. Input 

coming to POA is transmitted to physiological and 

behavioral effectors via rostral medulla. Neurons originating 

from the medulla activate peripheral sympathetic and 

parasympathetic responses. Physiological effectors affected 

by neurons are brown adipose tissue thermogenesis, control 

of skin blood flow, tremors and evaporation [8]. 

 

1.6. Respiration  

At the beginning of sleep, air volume, inspired / exhaled 

per minute rate (minute ventilation) and tidal volume 

decrease. During NREM, ventilation is regular, there are no 

obvious changes, and minute ventilation is gradually 

reduced. During REM, the respiratory rhythm is irregular 

[5]. 

 

1.7. The effect of ambient temperature on sleep? 

Warm environments negatively affect sleep quality [1]. 

Thermal comfort depends primarily on the microclimate of 

the bed and secondly on the ambient temperature. Warm 

environment affects sleep worse than cold environment. The 

sleeping set reduces the temperature change of the bedding 

environment and improves the sleep quality [4]. Sleep 

quality depends on the thermal insulation of the bedding 

microclimate rather than the ambient temperature. Bedding 

microclimate with good thermal insulation protects sleep 

quality [22]. 
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1.8. Effects of cold environment 

When the thermal insulation of the bedding environment 

is insufficient, the cold ambient temperature negatively 

affects the sleep quality [22]. 

 

1.9. Effects of warm environment 

High ambient temperature decreases the sleep, the REM, 

and the slow wave sleep (SWS) times, and increases falling 

asleep time and awareness. Additionally, adaptation to sleep 

is low at high temperatures [23]. 

 

1.10. Bedding Environment 

The sheets used, the clothes worn and the percentage of 

the body covered by these covers change the total insulation 

of the bedding system. Therefore, the insulation of the sheets 

affects the indoor thermal neutral temperature for the 

sleeping person [23]. Thermal properties of bedding and 

sleeping clothes should be steady state and permeable to 

ambient temperature. The microclimate of naked sleeping 

persons consists of skin and sheet. In the case of wearing 

sleepwear, there are two microclimates; one is between the 

skin and the sleepwear and the other is between the 

sleepwear and the sheet [4]. The human body needs to 

maintain its core temperature between 36.0 and 37.5 °C for 

physiological functioning. When the core exceeds this range, 

eccrine sweat glands begin to produce sweat. When the skin 

is not clothed, evaporation of the sweat absorbs 2.4 kJ of heat 

per gram and cools the body. However, when the body is 

clothed, the sweat may wick into the clothing. In such a case, 

evaporation slows done, and the cooling efficiency is 

reduced [24]. 

 

1.11. Heat and entropy generation while sleeping  

Heat is generated within the body in association with 

metabolism [25]. The “entropic age” concept suggests that 

ageing related changes in the body, such as loss of molecular 

functions and overwhelming of the maintenance systems, 

may be explained in terms of entropy generation [26, 27]. 

Silva and Annamalai [28] and Annamalai and Silva [29] 

made significant contribution to this area of research by 

quantifying the entropy generation related ageing stress on 

individual organs. Maintaining easy release of 𝑞̇ has been an 

active research topic to evaluate human comfort at different 

temperature and humidity levels [30, 31] by each gender 

(Molliet and Mady 2021) [32]. Most of the body heat is 

dispersed into the universe, and the fraction of it, which 

causes the cellular damage, reveals itself as entropy 

accumulation [33, 34]. Entropy, which is generated this way 

throughout the life span is called “life span entropy” and 

associated with life expectancy. 

 

1.12. Sweating 

Sweating is controlled by the hypothalamus. It allows the 

body to release excessive heat via evaporative cooling at the 

skin. Heat absorbed by the blood at the core of the body is 

transported to the skin and then removed via evaporation. 

While the body attempts to cool down with evaporative 

cooling, its response to high temperature is similar to its 

response to fever [35], where vasodilation and increased 

heart rate and contractility to support the heat transfer. It has 

been reported that sweating is less in REM process. In 

NREM process, the higher the ambient temperature, the 

higher the skin temperature and the sweating rate [4]. In the 

present study, effect of sleeping preferences on the caloric 

expense and entropy generation of 25-year-old women will 

be evaluated by referring to 270 different cases. The height 

and the weight of the women will be referred as the 

biological parameters, sleeping on the back or on the side, 

room temperature, coverage of the body with woolen or 

cotton pajamas or comforter and the heat transmission 

properties of the bed as the sleeping preferences. 

 

2. Methods 

Calculations were carried out for 25 years old women, 

who were 1.60, 1.70 and 1.80 m tall and 50, 55 and 60 kg, 

respectively. They were covering 30, 50 or 70% of their 

bodies with 0.8 mm thick woolen pajamas and comforters at 

0 and 10 °C and 0.8 mm thick cotton pajamas and comforters 

at 20 °C. They were wearing cotton pajamas but not using 

comforters at 30 and 40°C while sleeping. The pajamas had 

a thickness of 0.80 mm; thermal conductivity of wool was 

50.4 mW/m K, heat transfer coefficient 60 W/m2 K. The 

thick wool comforter had a thickness of 37.3 mm, thermal 

conductivity of 39.9 mW/m K, and heat transfer coefficient 

10.7 W/m2 K. Thin cotton comforter had a thickness of 0.8 

mm. Temperature of the room, where they slept was 0, 10, 

20, 30 or 40 °C and there was no moisture accumulation in 

the rooms. Heat transfer coefficients of the fabrics were 

adapted from Holcombe and Hoschke [36]. Natural heat 

transfer coefficients of different parts of the body were 

obtained from De Dear et al [37].  

At 0, 10, 20 and 30 ℃ Eq 1 was employed to describe 

heat transfer from the body, under these conditions 

temperature difference between the body and the 

environment was the driving force for the heat release from 

the body and sweating was not an effective heat transfer 

mechanism at these temperatures. At 40 ℃ environmental 

temperature was above the body temperature; therefore, 

evaporative cooling was considered as the dominant 

mechanism at this temperature. First law of thermodynamics 

has been employed to describe the energy balance around the 

sleeping women in (Figure 1): 

 

 

Figure 1. Schematic description of the sleeping woman as a 

thermodynamic system. In Bed1, Bed2 and Bed3 𝑄̇ pertinent 

to lower part of the bed is 10%, 20% and 30% of those of the 

upper parts, respectively. 

  

∑[ṁ(h + ep + ek)] − ∑[ṁ(h + ep + ek)]

out

+

in

∑ Q̇ + Ẇ

=
d[m(u + ep + ek)]

system

dt
                 (1) 
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In Figure 1, 𝑚𝑖𝑛̇ = 𝑚𝑜𝑢𝑡̇  and ep and ek are negligibly 

small when compared to u; therefore, equation (1) reduces 

to the following form:  

 

∑ Q̇ + Ẇ =
d[m(u)]system

dt
                                                    (2)                                   

 

When temperature is 30 ℃ or less, Eq 3 describes the heat removal 

rate from the body: 

 

Q̇ =  U(A)(∆T)                                                                  (3) 

 

Where, U = Total heat transfer coefficient. 

A= heat transfer area  

∆T= difference between ambient temperature and body 

temperature. 

Since the surface area, heat transfer coefficients and 

thermal conductivity of different parts of the body are 

different, the U values for each part are calculated as: 

 
1

U(
W

Km2)
=

1

h(
W

Km2)
+

x1(mm)

k1(
mW

Km
)

+
x2(mm)

k2(
mW

Km
)
                                   (4)                           

 

At temperatures 0, 10, 20 and 30 °C equation (1) 

describes heat loss from the body, and sleeping related 

entropy transfer rate due to heat transfer through the surface 

at these temperatures may be described as 

 

𝑠̇ =
𝑄̇

𝑚 𝑇
                                                                                 (5) 

 

when temperature is 40 ℃, heat released from the body was adapted 

from McMurray et al [38], after assuming that all the heat generated 

in the metabolism is released through sweating. McMurray et al 

[38] after making a complete review of literature concluded 

that the mean value for resting metabolic rate was 4.85 W/kg, 

with 95% confidence limits of 4.79 – 4.91 W/kg. We 

employed the mean value of the heat released from the body 

in our calculations. 

 

3. Results and Discussion 

Being subject to extremely cold and wet environment 

causes hypothermia. Shivering is a natural response of the 

body to hypothermia. When the core body temperature 

decreases to less than 35 ℃ shivering heats up the body and 

relaxes the muscles. Basal metabolic rate of the body may 

increase to compensate the energy loss. Results presented in 

this study are valid for the cases that the core body 

temperature do not fall below 35 ℃. The rate of a multi-step 

cascade-like process would be the same as that of its slowest 

step [39]. The body temperature is constant, as maintained 

by the hypothalamus. Height and weight of the women and 

the apparent heat transfer coefficient U, as described by 

equation (4), would be influential in determining the heat 

transfer rates from the body, when conduction and 

convection are the dominant heat transfer mechanisms. In 

equation (2)  𝑊̇ is the internal work performance rate. In the 

biological systems, work is needed to be done within the 

system to maintain the essential activities to keep the system 

living. Work performed by the heart for pumping of the 

blood or by the lungs for respiration or by the liver for the 

chemical activities or by the kidneys for re-absorption and 

secretion processes, along with the electrical work of the 

nervous system are all regarded as the internal work. In 

addition, the synthesis of the entire mass of muscles and the 

bones are some examples to the “internal work”. At 

environmental temperatures between 0 to 30 °C the body 

may be able to perform more internal work than that of 40°C 

in addition to exporting heat. At 40°C, the body may 

experience a heat shock. The body responds to heat shock by 

expressing heat shock proteins, to help prevent or reverse 

protein misfolding and provide an environment for proper 

folding [40]. At 0, 10, 20 and 30 oC there was heat transfer 

between the body and the room, however at 40 oC there was 

mass (sweat) transfer from the body to the room through the 

pajamas and the bedding, evaporation of the sweat cooled the 

body. 

In the present study, heat removal rate from the surface 

of the body was regarded as the rate-limiting step. Figures 

2-4 include two different modes of heat transfer from the 

body. At 0, 10, 20 and 30°C heat removal from the body was 

achieved via conduction and convection from the skin; 

whereas at 40°C heat removal was achieved with evaporative 

cooling from the skin. There was no sweating at 0, 10, 20 

and 30°C. Heat transfer with conduction and convection 

from the skin is a passive process, where the body does not 

need to perform extra work. However, evaporative cooling 

is an active process; at 40 °C, heat is transported from the 

core to the surface with increased rate of blood circulation, 

which require an additional work performance by the body 

[41]. 

Figures 1-4 show that at 40°C substantially higher heat is 

removed from the body and substantially higher entropy is 

generated. Pajamas and the beddings considered in this study 

were made of natural fibers with wicking ability [24]. Those 

fabrics transport sweat to the surface with wicking and were 

assumed not to interfere with the heat removal process. The 

mechanism of the heat transfer would be substantially more 

complicated and the results of this study would be 

substantially different, if synthetic fibers, with no wicking 

ability were employed in this study. At 40 °C, heat release 

by 25-year-old 160 cm tall, 50 kg women is 242.5 W; by 170 

cm tall, 55 kg women is 266.75 W and by 180 cm tall, 60 kg 

women is 291 W. Specific entropy generation rates by all of 

these women is constant and 15.57x10-3 W/kg K.  

People generally prefer sleeping on the side [42]. 

Schrödinger [43], Prigogine and Wiame [44] and Demirel 

[45], Yildiz et al [2] among many others, argued that 

organisms live at far-from-equilibrium by up taking energy 

or exergy, and exporting entropy. Entropy may be regarded 

as the unusable energy dissipated through molecular 

vibrations [46] and exporting entropy may be considered as 

a type of pollution [47]. Both exergy analyses and entropy 

generation are based on the second law of thermodynamics. 

Özilgen [48] evaluated the comfort related studies in detail 

in his review on biothermodynamics and indicated that the 

pioneers of these studies were air-conditioning engineers. 

Aoki [49, 50] focused on entropy removal from the 

environment as the purpose of comfort studies. This 

approach has been followed by many others. Lucia and 

Grisolia [51] described in detail that exergy destruction in a 

process could be calculated as the product of the 

environmental temperature and the irreversibility related 

entropy generation. In the present study, we preferred 

following the Aoki’s approach. 

Figures 1-4 show that more entropy is exported from the 

body, when people sleep on their sides. Entropy generation 

rates by 160 cm tall, 50 kg and 25 years old women are 

compared in Figure 2. At 0℃ of room temperature, entropy 

generation rate is less in the case of sleeping on the back 

(Figure 2a) than that of the case of sleeping on the side 



 
Int. J. of Thermodynamics (IJoT)  Vol. 25 (No. 3) / 068 

(Figure 2b). At 0 degree of room temperature, entropy 

generation rate is 6.0x10--3 W/kg K while the woman is 

sleeping on her back and 7.4x10--3 W/kg K while sleeping on 

the side. Difference between both sleeping positions is not 

negligible. As the room temperature increases, entropy 

generation rates decreased. When the room temperature is 

reached 30℃, entropy generation rates are nearly same for 

both sleeping positions and the difference is negligible. At 

30℃ of room temperature, entropy generation rate is 1.2x10-

3 W/kg K while she is sleeping on her back and 1.4x10-3 

W/kg K while sleeping on her side. As the room temperature 

increases, entropy generation rates increase for both sleeping 

positions. When the room temperature reaches to 40℃, 

entropy generation rates are same in both sleeping positions. 

At 40℃ room temperature, entropy generation rates are 

15.57x10-3 W/kg K for both sleep positions.  

In Figure 3, comparison is made for different sleeping 

position and bed preferences for a 170 cm tall, 55 kg, 25-

years-old women. In Figure 3a, while she is sleeping on her 

back, entropy generation rate increased as the heat 

permeability of the bed increased at 0℃ of room temperature. 

For bed1 with the heat permeability of 0.1, the entropy 

generation rate is 5.4x10-3 W/kg K, and the entropy 

generation is 6.3x10-3 W/kg K in bed3 while heat transfer 

rate from the bed is 30% of that from the upper sides of the 

body. Entropy generation rate is 6.3x10-3 W/kg K for bed1 

while heat transfer rate from the bed is 10% of that from the 

upper sides of the body and 7.4x10-3 W/kg K with bed3. For 

both sleeping positions, as the room temperature increased, 

the entropy generation rates decreased, regardless of the bed 

preferred. When the room temperature is 30℃, entropy 

generation rates are almost the same, when different beds are 

preferred in both sleeping positions. At 40℃ of room 

temperature, entropy generation rate is the same and 

15.57x10-3 W/kg K for both sleeping positions in all types of 

beds. 
 

 
Figure 2. Specific entropy generation rate versus the room temperature, when 160 cm tall, 50 kg and 25-year-old women 

sleep on their back (a) and on their side (b) in bed1 when =0.30. 
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Figure 3. Specific entropy generation rate versus the room temperature when 170 cm tall, 55 kg and 25-year-old women 

sleep on their back (a) and on the side (b), in bed1, bed2and bed3 when =0.50. 
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Figure 4. Specific entropy generation rate versus the room temperature, when 25-year-old 160 cm tall, 50 kg, 170 cm tall 55 

kg and 180 cm tall 60 kg women sleep on their back (a) and on their side (b) in bed3 when =0.70 (fraction of the body 

covered). 

 

Entropy generation rates for 25 years old sleeping women 

with different body compositions and sleeping positions are 

compared in Figure 4. At 0℃ of room temperature, entropy 

generation rates decreased as the height and weight of the 

women increased.  For a 160 cm tall and 50 kg sleeping 

women, entropy generation rate is 6.1x10-3 W/kg K and for 

a 180 cm, 60 kg sleeping women, entropy generation rate is 

4.8x10-3 W/kg K. The same conditions are valid for sleeping 

on her side (Figure 4b). As the room temperature increases 

gradually, entropy generation rates decrease for every body 

type and sleep positions. Women with higher height and 

weight have a lower entropy generation rate for both sleeping 

positions at 30℃ of room temperature, but the difference 

between them is quite small and may be ignored. When the 

room temperature increased from 30℃ to 40℃, entropy 

generation rate increases. At 40℃ room temperature, entropy 

generation rate is the same, 15.57x10-3 W/kg K, for both 

sleeping positions and all body types. 

 

4. Conclusion 

By 160 cm tall old 50 kg old women, at 0 °C of room 

temperature, entropy exporting rate was 6.0x10--3 and 

7.4x10--3 W/kg K, while the women were sleeping on the 

back and on the side, respectively. As the room temperature 

increased, entropy export rates decreased. When the room 

temperature reached to 30℃, entropy export rates were 
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nearly the same for both sleeping positions. At 30℃ of room 

temperature, entropy export rates were 1.2x10-3 and 1.4x10-

3 W/kg K while sleeping on the back and on the side, 

respectively. At 40℃ room temperature, entropy export rates 

were 15.57x10-3 W/kg K for both sleep positions. For a 170 

cm tall, 55 kg, 25-years-old women, while she was sleeping 

on her back, entropy export rate increased with the heat 

permeability of the bed. For both sleeping positions, as the 

room temperature increased, the entropy export rates 

decreased, regardless of the bed preferred. At 40℃ of room 

temperature, entropy generation rate was the same and 

15.57x10-3 W/kg K for both sleeping positions in all types of 

beds. The results of this study may be employed while 

designing better comforting beds, sleepwear comforters and 

bed sheets. 

 

Nomenclature 

ep  potential energy entering in to the system or leaving out 

with 𝑚𝑖𝑛̇ or 𝑚𝑜𝑢𝑡̇  

ek  kinetic energy entering in to the system or leaving out with 

𝑚𝑖𝑛̇ or 𝑚𝑜𝑢𝑡̇  

h  enthalpies entering in to the system or leaving out with 

𝑚𝑖𝑛̇ or 𝑚𝑜𝑢𝑡̇  

h heat transfer coefficient of the naked body (
W

Km2)  

k1 heat transfer coefficient of the pajamas (W/mm  

𝑘2 heat transfer coefficient of the comforter (W7mm)  

𝑚𝑖𝑛̇   input rate of the mass through the system boundaries 

𝑚𝑜𝑢𝑡̇  output rate of the mass through the system boundaries 

(kg) 

m weight of the woman (kg) 

𝑄̇ = Rate of heat released by the body to the environment 

(W/m2) 

u  chemical energy of the woman (J/kg) 

U total heat transfer coefficient from the body (
W

m2)  

𝑊̇  Rate of work performance by the body, since the woman 

is asleep, the work done equals to the resting metabolic 

rate. 
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Abstract 

 

Water scarcity is an issue that stems from the overconsumption and misuse of fresh water supplies, which leads to 

shortages and decreased quality of life. It most affects developing countries that do not have the infrastructure in place 

to mitigate these factors. Solar still become most suitable method for water purification in these types of places due 

to its cheapness and easily made from locally available materials. Current paper concentrate on a detailed techno-

economic and enviroeconomic analysis of distinct configurations of active and passive solar distillation stills. Distilled 

water production, cost per litres, environmental cost comparison has been done between different types of passive and 

active solar still.  Active solar still has a higher system cost compared to passive solar due to the addition of thermal 

energy by different components and mechanisms. Based on the results, minimum cost per litre is obtained for passive 

conventional solar still with the spherical ball as heat storage material and in case of active solar still, with PV module, 

reflectors, air-cooling technique are 0.0136 $/l and 0.0092 $/l, respectively. On the basis of energy, the highest 

environmental cost was found for AMSSFS air-cooled with evacuated mode (1456.38 $), while the lowest was found 

for active solar stills with N - Flat Plate Collectors (44 $). 

 

Keywords: Active solar still; passive solar still; economic and enviroeconomic analysis. 

 

1. Introduction 

As the developing countries moving forward to 

becoming a developed country and wanted to decrease their 

dependency on the developed countries, lots of 

industrialization and urbanization needed and happing in the 

developing countries. Water act as a one of the main sources 

for any type of industry (for the production of product) and 

urban areas (for living and other daily use), due to which 

demand of clean water increases by 600% over the past 100 

years  [1]. At present, 47% of the world population living in 

those areas (among which 73% living in Asia), which suffer 

water scarcity for a month in a year and it will increase up to 

57% by 2050 [2].  

Improper irrigation system in agriculture act as a primary 

driver for the depletion of groundwater worldwide. 

Presently, more than 30% of world groundwater systems are 

in trouble [3]. In the last decades, water pollution become 

worse because of untreated water discharge from industries 

and lack of sanitation. Over 90% of sewage water discharged 

untreated in developing countries [4].  

For treating or purify wastewater, lots of technologies 

classified as physical, chemical and energy-intensive 

methods used [5]. Over the last few decades, the cost of 

treatment goes significantly down due to improved 

membrane life (in case of membrane use), enhanced 

construction materials and low energy consumption [6]. 

Wastewater treatment is not only important for human health 

regulations but also for the environmental effects on plants 

and water bodies on earth.  

As the water source and drinkable water availability are 

depleting in lots of areas of the world, the availability of 

seawater becomes hope due to which desalination 

technologies have an emerged market option for providing 

usable water. This technology continuously growing with a 

cumulative global capacity of 99.8 million m3/d and register 

growth in productivity of almost 25 million m3/d since 2010 

IDA (International Desalination Association) and GWI 

(Global Water Intelligence). Cost of this technology was 

quoted around $0.64 for 0.8/m3 in mid of 1990 [7] and in the 

recent decade, it decreases to around $0.50/m3 for similar 

large-scale RO plants [8]. 

Solar still is an environment-friendly attractive option to 

obtain fresh water from saline/contaminated water and can 

be successfully used domestically. Solar still comprises of a 

water basin, a transparent glass roof and a collecting trough 

in which water evaporates from the basin due to absorption 

of sunlight and condenses on the glass cover wall and finally 

collected in the collecting trough which is discharged in a 

measuring flask. Further, it can be categorised as passive and 

active solar still. Passive solar still uses direct sunlight and 

further categorised as Single basin solar still (wick type, 

hemispherical, pyramid, triangular, spherical, stepped, 

tubular, inclined, plastic), multi basin solar still (double 

basin, pyramid, portable type [9]–[26]. Active solar uses 

direct and indirect sunlight by integrated it with different 

solar energy collectors like flat plate collector, evacuated 

tube collector, hybrid PV/T system, solar pond, Inverted 
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absorber solar concentrators (parabolic trough collector and 

heat exchanger) and use for Waste heat recovery (Basin 

stills, Tubular stills) [27]–[43]. In India, for generating 1 

kWh of electricity from a coal-based plant, it is expected that, 

amount of CO2 rejected to the environment is approximately 

1.58 kg [44]. Recently, some of the reviews were conducted 

on economic analysis of solar stills, including tubular-shaped 

solar stills [45], hybrid solar still economics analysis [46], as 

well as thermal analyses of various solar still filled with 

nanofluid [47], [48]. However, the recent reviews to the best 

of our knowledge. The current review of solar still systems 

deals with the techno-economic and enviro-economic 

analysis of several configurations of passive and active solar 

still systems chronologically and help in selecting suitable 

economic and sustainable designs of solar still systems.  

  
2. Techno-Economic Analysis of the Different Types of 

Passive Solar Still 

Now days, Techno-economic analysis (TEA) is one of 

the important factors for industries. Based on technological 

and monetary input variables, most industries perform these 

kinds of analyses to estimate the economic behaviour of their 

products and services. Comparative technical detail for 

different passive solar still provided in Table 1. 

V.K. Dwivedi et al. [49] evaluated CO2 emission, 

mitigation, and credits earned based on water depth (0.01 m, 

0.02 m, and 0.03 m) and life of a double slope passive solar 

still (DSPSS), using energy and exergy analysis as shown in 

the Figure 1. In terms of energy, for 20 years of the lifetime 

of the solar still, the CO2 emission is 952.31 kg for all water 

depths. Carbon credit earned based on energy for a water 

depth of 0.01 m is Rs. 9,885.9 and Rs. 26,229.16 for a solar 

still that lasts for 20 years and 50 years, respectively. 

 

 
Figure 1. Photograph of DSPSS [49]. 

 

Z.M. Omara et.al. [50] investigated finned and 

corrugated absorbers solar stills and compared them with 

conventional stills as shown in Figure 2. It is found that, at 

the same quantity of saline water (30 l) and water depth (50 

mm), productivity increased by 40% for finned plate and 

21% for corrugated plate compared to conventional ones. 

Although finned, corrugated and conventional solar stills 

have about 47.5%, 41%, and 35% daily efficiency 

respectively, when operated 340 days per year.  

T. Arunkumar et.al. [51] done an experimental study on 

hemispherical solar still with and without the flowing water 

over the cover as shown in Fig. 3. The efficiency of this still 

is increased from 34% to 42%. With an output of 4.2 

kg/m2/day, cost per litre (CPL) becomes approximately 

$0.017/kg water if we include its life of 15 years and an 

interest rate of 6%. T. Rajaseenivasan et. al. [52] investigates 

a double slope double basin solar still and also its effect on 

productivity by varying the water level in both lower and 

upper basin as shown in Figure 4. From theoretical and 

experimental results (deviation of 10%), not only the 

productivity increases by 85% but also fabrication cost of 

double basin solar still increases by 32% as compared to 

conventional double slope solar still the results were 

compared with the single basin still (with same basin area.  

The performance of a “V” type solar still with a Cotton 

Gauze Top Cover Cooling (CGTCC) with and without air 

flow over the condensation surface (glass cover) are 

experimentally evaluated by P.U. Suneesh et. al. [53] as 

shown in Figure 5. The rate at which production increase is 

less as compared to the increase in cost of still with GCTCC 

and air flow. 

 

 
Figure 2. Photograph of conventional, corrugated and 

finned solar still [50]. 

 

 
Figure 3. Hemispherical solar still with cooling system [10]. 

 

Z.M. Omara et. al. [54] investigate the performance 

parameters of a solar still with corrugated basin liner (CrSS), 

using internal reflectors and double wick layer by comparing 

it with conventional solar still (CSS) as shown in Figure 6. 

Results shows that, at 1 cm brine depth, productivities 

increase about 145.5% of CrSS with reflectors and wick as 

compare to CSS. Whereas, the daily efficiency of CrSS and 

CSS are 59% and 33% approximately, respectively. 
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Figure 4. Schematic diagram of double slope double basin 

solar still [52]. 

 

 
Figure 5. Photographic view of “V” type solar still with 

CGTCC [53]. 

 

 
Figure 6. Corrugated solar still [54]. 

 

Experimental and theoretical analysis are conducted by 

D.G. Harris Samuel et. al. [55] to find out the performance 

of CSS using different energy storage material (spherical salt 

ball and sponge) as shown in Figure 7. Results revealed, 

payback time of CSS is 4.3 months more as compare to 

present still. Hence, CSS with spherical ball as heat storage 

gives us lowest cost of water. Later, Experimental and 

theoretical performance of a solar still with square (hollow 

pipe 0.019 × 0.07) and circular fins (circular pipe 0.03 m dia 

× 0.07) integrated at the base of the conventional solar still 

(CSS) basin was investigated by T. Rajaseenivasan et. al. 

[56] with CO2 mitigation and economic analysis. Daily 

productivity of the still increases by 26.3 and 36.7% for 

circular and square finned stills and it changes to 36 and 

45.8% for fins covered with wick materials at 1cm water 

depth.  

 

 
Figure 7. Photograph of CSS with spherical ball (left) salt 

heat storage and sponge (right)[55]. 

 

A modified double slope basin type multi–wick 

MBDSMWSS (black cotton and jute) solar still have been 

fabricated and designed to analyse its performance by Piyush 

Pal et. al. [57]. Maximum daily yield (at 2 cm water depth) 

and overall thermal efficiency of modified still is 9012 ml; 

23.03% for black cotton wick and 7040 ml; 20.94% for the 

jute wick. In this study, exergy, economic and thermal 

performance investigated by Samir M. Elshamy et. al. [58] 

of a tubular solar still (TSS) with two different water basin 

shapes; semi-circular corrugated (TSS-SC) and flat plate 

(TSS-FP) as shown in Figure 8. The distilled production 

enhancement of TSS-SC was about 26.47 % rather than TSS-

FP with increment in exergy and thermal efficiencies about 

23.7% and 25.9 % respectively. 

  

 
Figure 8. Photo of TSS with different water basin shapes 

(left) and different troughs in TSS (right) [58]. 

 

Piyush Pal et. al. [59] investigated both experimentally 

and theoretically a modified multi–wick basin type double 

slope solar still (MMWBDSSS) with jute and black cotton 

wicks as show in Figure 9. For jute cotton and black cotton 

wicks, the CO2 mitigated per annum has been found to be 

7.23 and 0.198 tons at 2cm water depth on the basis of 

energy; and 0.155 and 0.141 tons at 1 cm water depth, 

respectively on the basis of exergy; and 0.198 and 0.167 tons 

at 2cm water depth, respectively on the basis of exergy for 

year around operations. Tilted wick type and stepped solar 

stills are well known for increased distillate yield in the day 

and night conditions due to maximum exposure of solar 

radiation and sensible heat storage as in case of deep basin 

stills as compared to conventional solar still. 
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Figure 9. Photograph of MMWBDSSS [59]. 

 

 

K.S. Reddy et. al. [60] proposed a tilted solar distillation 

system with wick for treatment of RO reject and domestic 

sewage water as shown in Figure 10. Heavy metals removing 

efficiency for RO reject water and sewage water is in the 

range of 32.9–82.1% and 51.1–70.6%, respectively.  

 

 

 
 

Figure 10. Schematic diagram of tilted solar still [60]. 

 

 

Kalpesh V. Modi et. al. [61] investigate the performance 

of two similar single-slope double-basin solar stills with the 

use of two diff erent wick materials namely jute cloth and 

black cotton cloth in the form of small pile in the lower basin 

(Figure 11a). The distilled yield for small pile of jute cloth 

and black cotton was obtained 0.91 L/m2 and 0.771 L/m2 

respectively at a water depth of 0.01 m, and 0.8287 L/m2 and 

0.6823 L/m2 respectively for the 0.02 m water depth. Total 

capital cost per square meter was ₹ 5680 with payback time 

of 15 months for 250 sunny days in a year. Wen-Long Cheng 

et. al. [62] carried out experiment with a shape-stabilized 

phase change material (SSPCM) having solar absorption 

0.94 and thermal conductivity 1.50 W/m K by, to replace the 

metal absorber plate used in CSS (Figure 11b). The 

experimental and simulation results revealed that, as the 

thermal conductivity of SSPCM increases from 0.2 to 4 

W/mK, the daily productivity of CSS with SSPCM is 42% 

to 53% higher than that of CSS. 

Mohamed S. Yousef et. al. [63] investigated single slope 

solar still using different absorbing material for analysing 

(4E) the energetic, exergetic, economic and enviroeconomic. 

The performance of the three cases, case 1) Traditional solar 

still (TRD), case 2) with hollow cylindrical pin fins, case 3) 

with steel wool fibers (Figure 12). In comparison with case 

1, the daily cumulative yield of distillate water and average 

daily exergy efficiency in cases 2 and 3 enhanced by 16% 

and 25%; and 14% and 23%, respectively. The maximum 

energy efficiencies of all three cases 1-3 are 42%, 45.5%, and 

52.5% respectively.  

 

 
 

 
 

Figure 11. (a) 3D Model of single-slope double-basin solar 

stills (above) [61] (b) Schematic diagram of pyramid solar 

still with SSPCM (below) [62]. 

 

 

 
Figure 12. Photographic view of steel wool fibers and hollow 

cylindrical pin fins [63]. 
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Table 1. Comparative detail for different passive solar still. 

Paper  Type of still 
system 

cost ($) 

Daily yield 

(l/m2) 

Basin area 

(m2) 

Solar 

radiation 

W/m2 

place  

[50] Z.M. 

Omara et. 

al. (2011) 

CSS                            

CSS with finned                  

CSS with 

corrugated 

412                

490                

480  

2.5          

3.5             

3  

1   1100  

Kafrelsheikh 

University 

(31.07°N, 

30.57°E), Egypt 

[10] T. 

Arunkuma

r et. al. 

(2012) 

Hemispherical 

without cooling     

with cooling 

165                

165 

3.66       

4.2  
0.71   732  

Coimbatore (11° 

North, 77° East), 

India 

[52] T. 

Rajaseeniv

asan et. al. 

(2013) 

Double slope          

with Single basin            

with double basin  

93.63       

137.27 

2.56     

4.75   
0.63   750  

Kovilpatti (9° 

11′N, 77° 52′E) 

Tamil Nadu, India 

[53] P.U. 

Suneesh et. 

al. (2014) 

V type solar still   

with CGTCC            

with CGTCC and 

air flow 

200                

220                

520 

3.3          

4.3          

4.6   

1.5   732  

Coimbatore (11° 

North, 77° East), 

India 

[54] Z.M. 

Omara 

(2016) 

                                 

CrSS with wick       

CrSS with wick and 

reflecting mirrors 

488                

520 

5                

6  
1  1100  

Kafrelsheikh 

University 

(31.07°N, 

30.57°E), Egypt 

[55] D.G. 

Harris 

Samuel et. 

al. (2016) 

CSS                            

CSS with spherical 

ball heat storage                

CSS with sponge 

68.18          

68.18           

68.18 

2.4          

3.7          

2.6 

1  627  

(IITD), New 

Delhi, India ( 

28°350 N, 77°120 

E, 

[57] 

Piyush Pal 

et. al. 

(2017) 

Double slope          

with jute wick             

with black cotton 

wick 

201.08       

203.4 

4.5           

3.52  
2   935  

Allahabad (U.P.) 

(25°27′ N) 

[58] Samir 

M. 

Elshamy 

et. 

al.(2018) 

Tubulor solar still 

with SC                     

with FP 

100                

100 

4.3          

3.4 
0.4   1040  

Giza, Egypt 

(29.9381° N, 

30.9140° E) 

[61] 

Kalpesh V. 

Modi 

(2019) 

Single-slope 

double-basin solar 

still                       

with jute cloth       

with black cotton 

cloth  

81.14           

81.14 

0.91   

0.771  
0.25   870  

Valsad, Gujarat, 

India (20.61°N, 

72.91°E) 

[49] 

V.K.Dwiv

edi et. al. 

(2010) 

Double solar still 

with water depth 

0.01                     

0.02                      

0.03 

-                  

-                  

- 

1.66     

1.57     

1.45 

1  627  

Greater Noida 

28.4572° N, 

77.4984° E, India 

[56] T. 

Rajaseeniv

asan et. al. 

(2016) 

CSS                        

CSS with Square 

finned still           

CSS with Circular 

finned still 

121.66 

156.67 

154.17 

3.11     

4.25     

3.99  

1  850  
Madurai, Tamil 

Nadu, India 
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[59] 

Piyush Pal 

et.al. 

(2018)  

Double slope          

with jute wick             

with black cotton 

wick 

215.82 

218.32 

3.52      

3.53 
- 935  

Allahabad (U.P.) 

(25°27′ N) 

[60] K.S. 

Reddy et. 

al. (2018) 

Tilted solar 

distillation          

with RO reject          

with sewage water 

 277      

277 

4.79     

4.48  
- 867  

Chennai (30.08 N 

80.27 E) Tamil 

Nadu, India. 

[63] 

Mohamed 

S. Yousef 

et. al.  

(2019) 

TRD                       

TRD with pin fins 

TRD with steel 

fibers 

 190      

220       

192 

3.96     

4.65     

4.98 

1 932  
New Borg El-

Arab City, Egypt 

[64] 

Pankaj 

Dumka et. 

al. (2020) 

CSS 

CSS with ultrasonic 

fogger & cotton 

cloth 

75.16 

83.37 

2.7 

4.3 
1 1050 

Guna, Madhya 

Pradesh,  India 

[65] 

H.Sharon 

(2021) 

novel hybrid solar 

still 
520.02 4.59 

1 & 

vertical 

basin area 

3 m2 

860 Chennai, India 

[66] 

Belkheir 

Benoudina 

et. al. 

(2021) 

CSS 

CSS with micro-

particle of Al2O3 

CSS with Nano-

particle of Al2O3 

105.87 

107.84 

109.82 

3.02 

4.96 

6.12 

0.25 1010 El Oued, Algeria 

 

The performance of conventional solar still with and 

without using an ultrasonic atomiser and a cotton cloth was 

studied and compared experimentally and theoretically by 

Pankaj Dumka et. al. [64]. Modified solar still (CSS with 

ultrasonic atomiser and cotton cloth) introduced with the aim 

of decreasing the excessive fogging issue at low radiation 

hours, enhance evaporation area and reduce distinctive 

length of solar still. H.Sharon [65] introduced a novel hybrid 

solar still (as shown in Figure 13) by combining the effects 

of conventional solar still with vertical diffusion under 

reduced ground area under the climatic conditions of 

Chennai, India. The model is thermodynamically 

investigated for basin to vertical diffusion area ratio, water 

depth in basin, shade, vertical still diffusion gap and inlet 

water flow rate. Belkheir Benoudina et. al. [66] utilizes 

various concentration of micro-particle and Nano-particle of 

aluminium oxide in the production of condensate for three 

types of solar still. In comparison, the first solar still is 

conventional (CSS), the second one contains micro-particles 

of aluminium oxide with a concentration ranges of 0.1-0.3%, 

while the third solar still contains Nano-particles of 

aluminium oxide with a concentration range of 0.1-0.3%.  

 

3. Techno-Economic Analysis of Different Type of Active 

Solar Still 

A small size portable thermoelectric solar still is 

proposed by J. A. Esfahani et. al. [67] as shown in Figure 14. 

All four walls are made up of Plexiglas to make it durable. 

To evaluate the average daily yield output, experiments were 

conducted for nine winter days under climate condition of 

Semnan, Iran. Results show that average annual productivity 

of fresh water was 620 L/m2 which is less when compared to 

portable still and CPL of portable still is calculated on 12% 

interest rate for 10 year of life. 

An evacuated tubular collector integrated solar still 

(EISS) introduced, not only for getting hot water but also 

distilled water. Rahul Dev [68] evaluated its performance 

annually in 2008 as shown in Figure 15. 

 

 
Figure 13. Schematic diagram of hybrid solar still [65.]  

 

 



 
Int. J. of Thermodynamics (IJoT)  Vol. 25 (No. 3) / 081 

 
Figure 14. Photograph of portable thermoelectric solar still 

[67]. 

 

Here, heat loss from ETC’s (evacuated tubular collector) 

hot water is used by solar still during the off-sunshine hours 

and also develop a thermal model to compare it with 

experimental results. Yearly yield output of EISS and SS 

system is 630 and 327 kg/m2, respectively. 

 

 
Figure 15. Schematic diagram of EISS [68]. 

 

Z.M. Omara et. al. [69] presented a hybrid solar 

desalination system using wicks/solar still and evacuated 

tubular collector. Various case is studied (Figure16): Single 

layer plane wick (SLPW), Single- and double-layer lined 

wick (SLLW/DLLW), Single- and double-layer square wick 

(SLSW/DLSW) layers; hot water feeding during night and 

two wick base slope angles of still (20 and 30°). Also verified 

theoretical analysis through experiments. Yield output for 

DLSW is increased by 114% as compared to CSS 

(conventional solar still). 

Mohamed A. Eltawil et. al. [70] enhanced the 

productivity of conventional single slope solar still (CSS) by 

equipping it with a flat plate solar collector, spraying unit, 

perforated tubes, external condenser and solar air collector 

(Figure 17). 

 
Figure 16. Schematic diagram of a) Conventional still b) 

Double layers wick still c) Single layer wick still [69]. 

 

The water either sprayed into developed solar still (DSS) 

or making upwards fountain by pumping from bottom and a 

hot air also forced at the bottom of DSS. Results shows that 

the productivity of DSS (depending upon the type of 

modification) was 51–148% more in comparison to CSS. 

 

 
Figure 17. Photograph of Developed solar still [70]. 

 

For the first time M.R. Karimi Estahbanati et. al. [71] 

conducted indoor experiment on 4 similar solar stills with 

different stages (1–4 stages) effect on the productivity of a 

multi-effect active solar still (Figure 18). Moreover, 

compared all four system performances for continuous and 

non-continuous modes. The experimental result revealed that 

as the number stage increases, water production also 

increases in continuous mode compared to non-continuous 

mode. PPT (payback time) of a four-stage still are 237 and 

199 days in non-continuous and continuous modes. 

A hybrid (partially covered) photovoltaic thermal (PV/T) 

flat plat collector (FPC) active solar still has been 

experimentally studied by D.B. Singh et. al. as shown in 

Figure 19 [72]. Along with the design and fabrication of the 

system, a thermal model also developed. Annual water 

productivity and water production cost of the system have 

been varying between 120.29% and 883.55%; Rs. 0.19 per 
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kg to Rs. 4.08 per kg, respectively with varying rate of 

interest between 2% to 10% and life between 30yr. to 50yr. 

Later B. Praveen kumar et. al. [73] fabricated and 

experimental studied PV/T solar still with NiCr heater at 

different water depths of 0.05 m, 0.10 m, and 0.15 m for three 

consecutive days (Figure 20). Proposed solar still uses saline 

water for cooling purpose of PV module also which increases 

its thermal efficiency by 25 % and daily yield by 6 times 

more as compared to conventional passive still. 

 

 
Figure 18. Schema of the 4-stage experimental set-up [71]. 

 

 
Figure 19. Sectional top view of PV/T-FPC active solar still 

[72]. 

 

Omar Bait et. al. [74] developed a numerical simulation 

and an economic analysis of a multi-stage desalination 

system and are seeking to promote it as a startup for Batna 

city. Initially, a general model is involved in the study just to 

know the global thermal and mass quantities. Investigate the 

effect of radiation term on temperature as well as yield 

production in the next step. As a consequence of the 

variations in the trays, the distillate output for each stage was 

determined to be: 5.02 kg/day for the first stage, 8.29 kg/day 

for the three stages, and 8.88 kg/day for all stages. 

Multi effect and multistage solar distillation system are 

widely known for their high rate of distilled water 

productivity and also capable to fulfil the water requirements 

in remote and rural areas. In the same scenario, K.S. Reddy 

et. al. [75] studied the role of number of effects, gap between 

condensing and evaporating surface, feed water mass flow 

rate, feed water salinity (0, 5 & 10%), operating pressure of 

system (normal and evacuated mode) and climatic conditions 

on distilled water increment of AMEVSS (active multi-effect 

vertical solar still) by developing mathematical model. 

Results shows that interest rate (5% to 12%) and salinity of 

feed water play an important. Later on, Reddy et. al. [76] 

worked upon AMSSFS (active multiple stage series flow 

solar distillation unit), which is an improved version of tray 

type distillation unit with series flow. 

 

 
Figure 20. Photograph of proposed hybrid (PV/T) active 

solar still [73]. 

 

Anil Kr. Tiwari et. al. [77] presented an economic 

analysis of two small single slope solar still plant (FRP single 

slope solar still and FRP multiple wick solar still) coupled 

with fountain reservoir to meet 300l/day requirements. The 

performance of both the plants was analysed theoretically, 

with the flow of cooled water stored in fountain reservoir 

over glass cover and compared with CSS plant (without 

flow). CPL of distilled water for proposed plant-1and plant-

2 is 29.2% to 32.5% less than the CSS plant. Annual yield 

increases for proposed plant-1and plant-2 is 56.4% to 61.4% 

for, with flow of cooled water over the glass cover. 

 

 
Figure 21. Photographic view of hybrid solar still [78]. 

 

Present studies more focused on hybrid use of solar still with 

PV panel which not only overcome the cleaning problem of 

PV panel (increases electricity production) but  also increase 

the output of solar still. In the same scenario A.E. Kabeel et. 

al. [78], proposed a hybrid system (PV panel using reflectors,  
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cooling and air injection) with five operating cases (Figure 

21). Only two cases C and E uses cooling air out from PV 

module into the developed solar still for improving the fresh 

water productivity (increasing evaporation rate inside the 

still) by 40.98% and 21.96%, respectively compared to the 

cases without air injection. 

 Poonam Joshi et. al. [79] presents an analysis of enviro-

economic, energy matrices and exergo-economic of three 

cases of single slope solar still (same basin area of 2 m2) 

integrated with helical coiled copper heat exchanger (Figure 

22): (i) and (ii) having N – partially and fully covered 

Photovoltaic Thermal (PV/T) Flat Plate Collectors, and (iii) 

N – Flat Plate Collector. Results report that the cost of water 

is lowest for case (i) followed by case (iii) and then case (ii) 

at the interest rate of 2% and 5%.  

 

 
Figure 22. Photographic view of PV/T flat plate collector 

[79]. 

 

Theoretical analysis of double slope solar still (DSSS) 

integrated with N number of series of identical evacuated 

tubular collectors (N-ETCs) has been presented by 

D.B.Singh [80] as shown in Figure 23. Also, the proposed 

system (N-ETC-DSSS case (i)) has been compared with the 

different DSSS systems incorporated with case (ii) N 

identical PV/T flat plate collectors (FPCs), (iii) N identical 

PVT compound parabolic concentrator collectors (CPCs) 

and (iv) conventional DSSS on the basis of productivity and 

enviro- economics parameters. Later on, Omar Bait [81], 

presented a comprehensive mathematical model of DSSS 

integrated with a tubular solar collector (TSC) (Figure 24) 

and also compared it with Conventional DSSS on the basis 

of economic and enviro-economic parameters. It was 

revealed from the results that payback time of passive and 

active solar still was around 7.7 yrs and 21 yrs, respectively. 

Emad M.S. El-Said et. al. [82] presented a novel work for 

increasing the performance and productivity (by heat 

absorbing capacity) of tubular solar still (Figure 25) by  

utilizing steel wire mesh porous packing with vibratory 

excitation system (for transvers harmonic forced vibration to 

destroy the surface tension and boundary layer of salty 

water). Yield increment of tubular modified solar still 

(TMSS) is 34% as compare to tubular conventional solar still 

(TCSS). CPL of TMSS reduced by 14.39% as compare to 

TCSS. 

 

Figure 23. Schematic representation of N-ETC-DS [80].  

 

 
Figure 24. Schematic view of DSSS-TSC [81]. 

 

 
Figure 25. Schematic sketch of TMSS [82]. 

 

Hamdy Hassan et. al. [83] investigated single solar slope 

still in six different ways using parabolic through collectors 

(PTC), wire mesh (WM) and sand (SD) in the basin (as show 

in Figure 26). Results revealed that CSS+ SD + PTC in the 

summer has a higher maximum yield production compared 

with CSS and CSS+ SD + PTC in the winter by 1.21% and 

102.1%, respectively. The maximum increase in energy and 

exergy in CSS+ SD + PTC as compared to CSS is found to 

be 216.6% and 325%, respectively. 
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Figure 26. photograph of Solar still with PTC, WM and SD  

[83]. 

 

Rasoul Fallahzadeh et. al. [84] modified a conventional 

pyramid solar still (MPSS) by incorporating an evacuated 

tube collector (ETC) containing heat pipes, utilizing two 

types of fluids, ethanol and water, in three different 

combinations (as show in Figure 27). When using water as 

the working fluid at a filling ratio (FR) of 40%, MPSS 

produces the maximum yield of 6.97 l/m2. Shahin Shoeibi 

et. al. [85] investigates a double slope still with 

thermoelectric cooling of the glass cover and heating of basin 

water simultaneously in order to improve condensation and 

heating in the climatic conditions of Tehran, Iran. 

 

 
Figure 27. photograph of modified pyramid solar still 

(bottom) [84]. 

 

Water from the cold side of thermoelectric system flows 

over the glass, while the hot side passes through a heat 

exchanger within the basin water of the solar still and on the 

other hand utilizes wind velocity for cooling of glass cover. 

Denise Mevada et. al. [86] compares the performance of CSS 

and modified solar stills (MSS) with fins, evacuated tube 

collectors (ETC), and a novel air-cooled condenser in the 

climatic conditions of Gandhinagar, India. The results 

revealed a 73.45% increase in yield productivity in MSS 

compared to CSS. Comparative technical detail for different 

active solar still provided in Table 2. 

 

Table 2. Comparative detail of different active solar still. 

Paper  Type of still 
Component Incorporated and 

cost ($) 

system 

cost ($) 

Daily yield 

(l/m2) 
place  

[67] Javad 

Abolfazli 

Esfahani 

(2011) 

Thermoelectric 

solar stills 

Thermoelectric cooler   12.5 

DC fan                           8      

DC pump                       4 

290.5 1.2 winter 

Semnan (35° 33′ 

N, 53° 23′ E), 

Iran 

 [68] Rahul 

Dev (2012) 
Single slope 

 

ETC                               436.8                          

Water pump (AC)         24.96 
694.53 2.5  

(IITD), New 

Delhi, India ( 

28°350 N, 

77°120 E 

 [69] Z.M. 

Omara 

(2013) 

CSS,                                 

DLSW,                             

DLSW with feeding 

hot brackish water 

during night 

Evacuated solar water     

heater                             450 

412                 

520               

1070 

2.87            

6.29          

13.40  

Kafrelsheikh 

University 

(31.07°N, 

30.57°E), Egypt 

 [70] 

Mohamed 

A. Eltawil 

(2014) 

CSS,                                    

DSS with 

condenser,          

DSS with water 

solar collector and 

condenser 

Condenser and fan         57 

Photovoltaic system      180 

Pump                             10                     

Spraying unit                 5              

Water solar collector     70 

Compressor                   7                      

Air solar collector         5 

412                 

760               

1348  

2.5                    

4                       

6   

Kafrelsheikh 

University 

(31.07°N, 

30.57°E), Egypt 

 [71] M.R. 

Karimi 

Estahbanat

i (2015) 

Multi-effect active 

solar still with 4 

stages                     

with non-

continuous and 

continuous modes 

Solar collector               500 

Circulating pump          50        

Heat exchanger             40 

1030 

5.95, 8.5, 

10.3, 11.45  

and 6.2, 

8.85, 

11.35, 

13.55  

Sharif 

University of 

Technology,Teh

ran, Iran 
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[72] D.B. 

Singh 

(2016) 

Single slope 

2PV module                  253.24           

Flat Plate collector        395.69   

Motor and pump           15.82  

807.21 4.25 

(IITD), New 

Delhi, India ( 

28°350 N, 

77°120 E, 

[74] Omar 

Bait et. al. 

(2016) 

multi-stage 

distillation system 

solar panel                    30.767 

Steel and aluminum     44.637  

metallic structures 

867.33 5.02 

Batna city 

(35330 

N, 6110 

E), Algeria 

[73] B. 

Praveen 

kumar 

(2017) 

CSS                                      

CSS with PV/T  

nickel-chromium               

(NiCr) heater                 

powered by solar   

photovoltaic (PV)         126.62 

90.54        

145.02 

 2.9        

7.2 

KCET, 

Virudhunagar, 

Tamilnadu, 

India 

(9.5680°N,  

77.9624°E) 

[77] Anil 

Kr. Tiwari 

(2018) 

CSS  (177 m2)                                 

plant-1 (110 m2)                               

plant-2 (107 m2)  

fountain reservoir              

Plant installation cost   

1089.23                                                         

676.92                              

658.56 

11637 

8086.1    

7888.8 

2.98            

4.66            

4.82  

Jodhpur (India) 

[78] A.E. 

Kabeel 

(2019) 

CSS with Case C                

CSS with Case E 

photovoltaic (PV)               

panel with reflectors            

and cooling system                  

- 

75.42           

75.42 

6.034           

5.22 
Tanta, Egypt 

[82] Emad 

M.S. El-

Said 

(2020) 

TCSS                                 

TMSS 
vibratory excitations      38                                           

Wire mesh with        

aluminium frame            17 

-       

295 

3.25       

4.2  

Fayoum 

University, 

Fayoum, Egypt 

[75] K.S. 

Reddy 

(2016) 

AMEVSS             

with normal        

with evacuated 

mode 

Flat plate collector         138 

DC pump (50 W)           58.11 

748.27 

870.16 

9.75      

27.80  

Chennai (30.08 

N 80.27 E) 

Tamil Nadu, 

India. 

[76] K.S. 

Reddy 

(2017) 

AMSSFS with Air 

cooled                

with Non-evacuated 

and evacuated                       

AMSSFS with 

Wetted wick cooled 

with Non-evacuated 

and evacuated   

Flat plate collector        307.03 

Capillary wick              15.13 

Vacuum pump              110.53    

pump                             97.48 

1638      

1799 

1666 

1828  

10.95              

21.13              

12.63              

44.07 

Chennai (30.08 

N 80.27 E) 

Tamil Nadu, 

India. 

[79] 

Poonam 

Joshi 

(2018) 

Active single slope 

solar still with  

cases (i)              

case (ii)                             

case (iii)  

heat exchanger            28.57 

Photovoltaic                   

Thermal FPC each      78.57             

Motor                          14.28   

2192.8 

2192.8 

1214.2 

5.52     

3.68           

6 

(IITD), New 

Delhi, India ( 

28°350 N, 

77°120 E, 

[80] D. B. 

Singh 

(2019) 

Double slope solar 

still (DSSS)   

ETC                            161.53 

Motor and pump         15.38 
295.12 16.71 

Greater Noida 

28.4572° N, 

77.4984° E, 

India 

[81] Omar 

Bait (2019) 

DSSS                         

Modified solar still 

tubular solar–water       

heating system (TSC)    - 

63.831 

175.62 

1.31     

1.82 

Batna city 

(35330 

N, 6110 

E), Algeria 
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[83] 

Hamdy 

Hassan et. 

al. (2020) 

CSS 

CSS + SD + PTC 

CSS + WM + PTC 

parabolic trough          103.255 

collector 

steel wire mesh            14.473 

143.79 

248.97 

261.52 

3.96 

8.77 

8.15 

Alexandria, 

Egypt 

[84] 

Rasoul 

Fallahzade

h et. al. 

(2020) 

CSS 

MPSS 

heat pipe solar              65    

collector      

82.5 

169 

3.3 

6.97 
Mashhad, Iran 

[85] 

Shahin 

Shoeibi et. 

al. (2021) 

DSSS with  

air cooled 

water cooled 

Modified water-

cooled 

5 thermoelectric          25     

modules   

PV module                  75 

2 DC Pumps                30 

267 

300 

425 

1.41 

2.57 

3.12 

Tehran, Iran 

[86] 

Denise 

Mevada et. 

al. (2021) 

CSS 

MSS 

Evacuated tubes          55 

(6 nos.)   

Condenser                   3 

Fins                             3 

75 

136 

2.26 

3.92 

 

 Gujarat, India 

 

 

 

4. Comparison of all Active Solar Still on the Basis of 

Different Components Incorporated 

Till before this sections, different types of active and 

passive solar still are compared on the basis of their system 

cost, daily yield and incorporated component cost (in case of 

active solar still). By the help of tables, it is easier to calculate 

most yield productive solar still with lowest cost. Further, 

economic analysis and enviroeconomic is going to be present 

in next sections for more details. In addition to this, how 

solar still have been improved with the addition of different 

organs like reflectors, PV modules, etc in some performance 

indexes such as water productivity and efficiency as show in 

the below Figure 28 & 29.  

 

 

 

 
Figure 28. Comparative analysis of active solar still on the basis of yield productivity. 
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Figure 29. Comparative analysis of active solar still on the basis of efficiency. 

 

5. Economic Analysis of Different Passive and Active 

Solar Still 

In Solar desalination still, the Cost per litre (CPL) of 

distilled water is calculated in economic analysis. Economic 

analysis of Solar still initially carried out by Govind and 

Tiwari [87]. Later Kabeel et al. [88] presented the economic 

analysis of different configuration passive and active solar 

still. In this analysis, values of n (number of life years), i 

(interest per year), sunny days per year and x is assumed as 

10, 12%, 260 and 20% respectively and an excel programme 

was prepared for the calculation. Economic analysis 

parameters are represented in Table 3 [89]: 

 

Table 3. Economic analysis formulas applied for most of the still system. 

Economic Method      Formulas 

Present capital Investment (P) 

Capital recovery factor (CRF) 

Annual first cost (AFC) 

The sinking fund factor (SFF) 

The annual salvage value (ASV) 

Annual maintenance cost (AMC) = 15% of AFC 

Annual cost (AC)/m2 

The annual cost per liter (AC/L) 

Annual useful energy (AUE) 

Annual Cost/kWh 

Percentage of degradation rate (x) 

Cost per litres (CPL) 

     CRF  = i(1+i)n/[(1+i)n-1] 

     AFC  = P(CRF) 

     SFF  = (i)/[(1+i)n-1] 

     ASV = (SFF) ×S (Salvage value) 

     AC = AFC + AMC –ASV  

     AC/L = AC/M (Annual Yield) 

     AUE = M × 0.65 

     AC/kWh=(AC/m2)×AUE 

     S = (x × P)  

 

Table 4. Economic analysis for passive solar still. 

Sr. No.  
M 

(L/m2) 
CRF FAC SSF S ASV AMC AC CPL 

[50] 

[50] 

[50] 

650 0.177 72.917 0.057 82.4 4.6955 10.938 79.16 0.1217 

910 0.177 86.722 0.057 98 5.5844 13.008 94.146 0.1034 

780 0.177 84.952 0.057 96 5.4705 12.743 92.225 0.1182 

[10] 

[10] 

951.6 0.177 29.202 0.057 33 1.8805 4.3804 31.702 0.0333 

1092 0.177 29.202 0.057 33 1.8805 4.3804 31.702 0.0290 

[52] 

[52] 

665.6 0.177 16.571 0.057 18.726 1.0671 2.4857 17.99 0.0270 

1235 0.177 24.295 0.057 27.454 1.5644 3.6442 26.374 0.0213 

[53] 

[53] 

[53] 

858 0.177 35.397 0.057 40 2.2794 5.3095 38.427 0.0447 

1118 0.177 38.937 0.057 44 2.5073 5.8405 42.27 0.0378 

1196 0.177 92.032 0.057 104 5.9264 13.805 99.91 0.0835 

[54] 

[54] 

1300 0.177 86.368 0.057 97.6 5.5617 12.955 93.762 0.0721 

1560 0.177 92.032 0.057 104 5.9264 13.805 99.91 0.0640 

[55] 

[55] 

[55] 

624 0.177 12.035 0.057 900 0.775 1.8052 13.065 0.0209 

962 0.177 12.035 0.057 900 0.775 1.8052 13.065 0.0136 

676 0.177 12.035 0.057 900 0.775 1.8052 13.065 0.0193 

0
10
20
30
40
50
60
70
80

Efficiency
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[57] 

[57] 

1170 0.177 35.591 0.057 40.216 2.292 5.3386 38.637 0.0330 

915.2 0.177 36.00 0.057 40.68 2.318 5.4002 39.083 0.0427 

[58] 

[58] 

1118 0.177 17.698 0.057 20 1.1397 2.6548 19.213 0.0171 

884 0.177 17.698 0.057 20 1.1397 2.6548 19.213 0.0217 

[61] 

[61] 

236.6 0.177 14.36 0.057 16.228 0.9247 2.1541 15.59 0.0658 

200.46 0.177 14.36 0.057 16.228 0.9247 2.1541 15.59 0.0777 

[64] 702 0.177 13.30332 0.057 15.032 0.856824 1.995498 14.44199 0.020573 

[64] 1118 0.177 14.75649 0.057 16.674 0.950418 2.213474 16.01955 0.014329 

[65] 1193.4 0.177 92.04354 0.057 104.004 5.928228 13.80653 99.92184 0.083729 

[66] 785.2 0.177 18.73899 0.057 21.174 1.206918 2.810849 20.34292 0.025908 

[66] 1289.6 0.177 19.08768 0.057 21.568 1.229376 2.863152 20.72146 0.016068 

[66] 1591.2 0.177 19.43814 0.057 21.964 1.251948 2.915721 21.10191 0.013262 

 

 

Table 4 presenting the comparative analysis of distinct 

passive type solar still on the basis of cost of a liter. This 

study found that the highest cost per liter (CPL) of distilled 

water production is 0.1217 $/L in traditional solar stills at 

Kafrelsheikh University, Egypt, and the lowest production 

cost of distilled water is 0.0132 $/L in CSS with Nano-

particles of Al2O3 at El Oued, Algeria. Additionally, it is 

observed that the production price of distilled water is 

directly proportional to the total price of the still and 

indirectly proportional to the distilled water produced rate. 

Furthermore, the choice of material utilized during the 

construction of the solar still system, while considering 

overall cost reduction and increased longevity, will result in 

lower water costs. 

 

Table 5. Economic analysis for active solar still. 

Sr. No.  M (L/m2) CRF FAC SSF S ASV AMC AC CPL 

[67] 312 0.17698 51.4139 0.057 58.1 3.3108 7.712085 55.815 0.1789 

[68] 650 0.17698 122.921 0.057 138.906 7.9154 18.43812 133.44 0.2053 

[69] 

[69] 

[69] 

746.2 0.17698 72.9175 0.057 82.4 4.6955 10.93762 79.16 0.1061 

1635.4 0.17698 92.0318 0.057 104 5.9264 13.80476 99.91 0.0611 

3484 0.17698 189.373 0.057 214 12.195 28.40596 205.58 0.059 

[70] 

[70] 

[70] 

650 0.17698 72.9175 0.057 82.4 4.6955 10.93762 79.16 0.1218 

1040 0.17698 134.508 0.057 152 8.6616 20.17619 146.02 0.1404 

1560 0.17698 238.575 0.057 269.6 15.363 35.7862 259 0.166 

[71] 5954 0.17698 182.294 0.057 206 11.739 27.34405 197.9 0.0332 

[72] 1105 0.17698 142.863 0.057 161.442 9.1996 21.42951 155.09 0.1404 

[73] 

[73] 

754 0.17698 16.0241 0.057 18.108 1.0319 2.403622 17.396 0.0231 

1872 0.17698 25.6662 0.057 29.004 1.6528 3.849937 27.863 0.0149 

[77] 

[77] 

[77] 

774.8 0.17698 2059.62 0.057 2327.466 132.63 205.9623 2133 2.7529 

1211.6 0.17698 1431.11 0.057 1617.22 92.156 143.1112 1482.1 1.2232 

1253.2 0.17698 1396.2 0.057 1577.768 89.908 209.43 1515.7 1.2095 

[78] 1568.8 0.17698 13.3481 0.057 15.084 0.8595 2.002222 14.491 0.0092 

[82] 1092 0.17698 52.2103 0.057 59 3.3621 7.831549 56.68 0.0519 

[83] 1029.6 0.17698 25.45083 0.057 28.758 1.639206 3.817625 27.62925 0.026835 

[83] 2280.2 0.17698 44.06769 0.057 49.794 2.838258 6.610154 47.83959 0.02098 

[83] 2119 0.17698 46.28904 0.057 52.304 2.981328 6.943356 50.25107 0.023715 

[84] 858 0.17698 14.6025 0.057 16.5 0.9405 2.190375 15.85238 0.018476 

[84] 1812.2 0.17698 29.913 0.057 33.8 1.9266 4.48695 32.47335 0.017919 

[85] 366.6 0.17698 47.259 0.057 53.4 3.0438 7.08885 51.30405 0.139946 

[85] 668.2 0.17698 53.1 0.057 60 3.42 7.965 57.645 0.086269 

[85] 811.2 0.17698 75.225 0.057 85 4.845 11.28375 81.66375 0.10067 

[86] 587.6 0.17698 13.275 0.057 15 0.855 1.99125 14.41125 0.024526 

[86] 1019.2 0.17698 24.072 0.057 27.2 1.5504 3.6108 26.1324 0.02564 
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Table 5 shows comparative economic analysis of distinct 

active type solar stills. In the study, the highest cost for a litre 

of water was 2.75 $/l when using a solar still with a fountain 

reservoir plant, while the lowest cost per liter was 0.0092 $/l 

when using a hybrid solar system with photovoltaics, 

reflectors and air-cooling systems. Moreover, it is important 

to use different ways to reduce the cost of construction, to 

enhance the lifespan of the system and the productivity of the 

water, with a low-interest rate to lower the price of water 

production. In addition, solar stills comprising 

photovoltaic/thermal panels, solar collectors and condenser 

have a substantial impact on both distillation production and 

system construction prices. 

 

6. Enviro-Economic Analysis of Different Passive and 

Active Solar Still 

It is a way of providing economic incentives against the 

reduction amount of emission pollutants and also controlling 

the quantity of harmful pollutants in the environment. It 

promotes in developing renewable technologies for better 

future. It is analysed on the basis of enviro-economic 

parameter which included the price of CO2 (Carbon Dioxide) 

emission and quantity of emitted carbon. From a coal plant, 

generation of 1 KWh of electricity emitted 980 g CO2 as per 

B.K. Sovacool [90]. Therefore, Value of CO2 mitigates/ 

annum for solar distillation still on the energy and exergy 

bases as follow: 

Φ𝐶𝑂2energy   = 
ψenergy ×Eout

1000
; Φ𝐶𝑂2exergy  = 

ψexergy ×Gex

1000
        (1) 

Where, ΦCO2 is CO2 mitigated/ annum (tones CO2/annum), 

ΨCO2 is average CO2 emitted from coal power generation 

plant (2.08 kg CO2/kWh), Eout and Gex is the annual energy 

and overall thermal exergy obtained from the solar 

distillation unit. 

In international market, price range of CO2 mitigated [91] 

is varies from 3 to 16 $/ton of CO2. Thus, CO2 average value 

taken for the calculation is $14.5/ton CO2 [92]. So, the 

environmental cost ZCO2 ($/annum) on the bases of energy 

and exergy expressed as: 

Z𝐶𝑂2energy
 = PCO2  ×Φ𝐶𝑂2energy  ;                      Z𝐶𝑂2exergy

 = PCO2  

×Φ𝐶𝑂2exergy                      (2) 

Where, PCO2 is carbon dioxide price/ton CO2. The enviro-

economic cost for different passive and active solar still 

have been shown in Table 6.

 

Table 6. Enviro-economic analysis of passive and active solar still. 

Paper  Type of still 

Embodied 

energy 

(kWh) 

Environmental cost ($) 

energy and exergy  

CO2 

mitigates  

energy 

(Tones)  

Energy 

payback 

time 

Passive solar still 

 [49] 

V.K.Dwivedi 

(2010) 

Double solar still 

with water depth 

0.01                     

0.02                      

0.03 

602.73 

602.73 

602.73 

219.68 

206.39 

188.66 

-                      

-                         

- 

9.33         

8.76         

8.01 

1.85  

[59] Piyush Pal 

(2018)  

Double slope          

with jute wick             

with black cotton 

wick 

1009.99 

1032.91 

106.86 

118.78  

2.12        

2.71 

7.82            

8.69 

0.692 

0.637  

[56] T. 

Rajaseenivasan 

(2016) 

CSS                        

CSS with Square 

finned still                        

CSS with Circular 

finned still 

320.59 

379.62 

390.03 

280.81 

359.42 

384.58 

- 

- 

-                           

16.13    

20.62    

22.06 

0.65     

0.62     

0.57 

 [60] K.S. 

Reddy (2018) 

Tilted solar 

distillation           

with RO reject          

with sewage water 

1397.13 

1397.13 

344.08 

319.72 

- 

-  

23.73     

22.05 

1.70     

1.82 

[63] Mohamed 

S. Yousef 

(2019) 

TRD                       

TRD with pin fins 

TRD with steel 

fibers 

235          

318          

250 

179.5    

208.9    

226.6 

- 

- 

-  

12.38       

14.4        

15.63 

- 

- 

- 
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[65] H.Sharon 

(2021) 

novel hybrid solar 

still 
1915.67 - - 49.83 1.17 

Active solar still 

[75] K.S. Reddy 

(2016) 

AMEVSS                   

with normal             

with evacuated 

mode 

1228.5 

1228.5 

344.23 

1186.24 

 - 

- 

23.74      

81.81 

4.00            

1.37  

[76] K.S. Reddy 

(2017) 

AMSSFS with Air 

cooled with Non-

evacuated and 

evacuated                       

AMSSFS with 

Wetted wick cooled 

with Non-evacuated 

and evacuated   

6785.12 

6698.02 

6824.94 

6737.84 

682.95 

1456.38 

813.59    

3229 

- 

- 

- 

- 

 

47.1     

100.44   

56.11   

222.69  

3.66           

1.92           

3.19           

0.93  

[79] Poonam 

Joshi (2018) 

Active single slope 

solar still with  

cases (i)              

case (ii)                      

case (iii)  

14154  

14154    

7824 

103           

249             

44  

26.82    

86.56       

3.33  

7.14         

17.20         

3.08  

4                      

2                      

5  

[80] D. B. Singh 

(2019) 

double slope solar 

still (DSSS)   
2824.34 5814.35  561.73  400.99 -  

[81] Omar Bait 

(2019) 

DSSS                   

modified solar still 

1152.605 

1584.9 out 

33.42556 

45.96206  

2.552197 

4.41875  

2.305211 

3.169797 

7.7                 

21 

[83] Hamdy 

Hassan et. al. 

(2020) 

CSS 

CSS + SD + PTC 

CSS + WM + PTC 

603.8 

875 

930.6 

231.42 

501.35 

464.67 

26.37 

85.67 

76.72 

15.96 

34.57 

32.05 

0.756 

0.506 

0.58 

[85] Shahin 

Shoeibi et. al. 

(2021) 

DSSS with  

air cooled & 

water cooled 

 

202.8 

843.5 

 

189.79 

235.92 

1.03 

6.51 

13.09 

16.27 

1.49 

3.42 

 

Table 6 provides the Embodied energy (kWh), CO2 

mitigated energy (Tones/year) and environmental benefits of 

various types of solar stills. On the basis of this table, the 

AMSSFS with wetted wick cooled with evacuated tube 

collector mitigated the most CO2 by around 222.69 tons per 

year. While the DSSS attained the lowest mitigation of CO2 

per year, which was approximately 2.30 tons/year. The 

lifetime of solar still seems to have a significant impact on 

environmental cost (enviroeconomic parameters). From the 

results, the highest environmental cost ($) incurred by double 

slope solar still with N-identical evacuated tubular collectors 

during a lifetime of 50 years equalled 5814.35, while the 

lowest environmental cost ($) incurred by passive double 

slope solar stills during 30 years was 33.42. Additionally, the 

embodied energy of the solar still has been inversely 

impacted on CO2 mitigates value during stills life time. 

According to the results, the N-type photovoltaic thermal flat 
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plate collectors’ single slope solar stills had the highest 

embodied energy value in comparison to the other solar stills. 

 

7. Conclusion 

The current work effort seeks to analyse the passive and 

active solar distillation unit on a techno-economic and 

enviro-economic analysis basis. These analyses play an 

important role in selecting the suitable solar still based on 

capital cost, construction material and CPL, environmental 

cost, and CO2 mitigates. Based on finding in this work, the 

following conclusion is as follow: 

 Active solar still has a higher system cost compared to 

passive solar due to the addition of thermal energy by 

different components and mechanisms. 

 CSS with spherical balls of heat storage shows a 

minimum CPL of 0.0136 $/l due to the lower initial 

investment cost of 68.18 $.  

 On the basis of energy, value of environmental cost of 

CSS with circular finned still is found to be highest 

(384.58 $) whereas passive double slope with jute wick 

solar still having the lowest (106.86 $) among analysed 

passive solar stills.                

 Active solar still with PV modules, reflectors, and 

forced air cooling has the lowest CPL of 0.0092 $/l, but 

the active solar still using a fountain reservoir plant has 

the highest CPL of 2.7529 $/l. 

 On the basis of energy, the highest environmental cost 

was found for AMSSFS air-cooled with evacuated mode 

(1456.38 $), while the lowest was found for active solar 

stills with N - Flat Plate Collectors (44 $). 

 The study found that CPL increases by decreasing 

lifetimes and increasing interest rates, and vice versa. 

 There are no studies and analyses of cleaning and 

conservation mechanisms for the particular solar stills as 

it lacks numerous performing hurdles and automatic 

maintenances options for whole life functions in the 

previous literature. 

 Several studies have used nanofluids in solar stills in 

order to increase the temperature of basin water and the 

evaporation rate of distilled water. Nanofluids could 

serve as cooling fluids for glass, which would 

significantly impact distillate production as well as CO2 

mitigates. 

 All previous studies considered nominal interest rate in 

the calculation of cost per liters (CPL). It is necessary to 

take into account compounded interest rate, effective 

interest rate, and inflation rate to make the CPL close to 

reality. 

 

Nomenclature 

n 

i 

x 

S 

E 

G 

Z 

CO2  

CSS 

Number of life years 

Interest per year 

Percentage of degradation rate 

Salvage Value 

Annual energy 

Overall thermal exergy 

Environmental cost 

Carbon Dioxide 

Conventional solar still 

DSSS 

PV/T 

Double slope solar still 

Photovoltaic thermal 

ETC Evacuated tube collector 

FPC Flat plate collector 

CPCS Compound parabolic concentrator 

collectors  

CPL 

Nu 

Cost per liter 

CGTCC Cotton Gauze Top Cover Cooling 

TSS 

TISS 

Tubular solar still 

Evacuated tubular collector Solar still 

Subscript  

ex 

en 

Exergy 

Energy 
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