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Abstract— Türkiye is located on a fault line; earthquakes often 

occur on a large and small scale. There is a need for effective 

solutions for gathering current information during disasters. 

We can use social media to get insight into public opinion. This 

insight can be used in public relations and disaster 

management. In this study, Twitter posts on İzmir Earthquake 

that took place on October 2020 are analyzed. We question if 

this analysis can be used to make social inferences on time. 

Data mining and natural language processing (NLP) methods 

are used for this analysis. NLP is used for sentiment analysis 

and topic modelling. The latent Dirichlet Allocation (LDA) 

algorithm is used for topic modelling. We used the 

Bidirectional Encoder Representations from Transformers 

(BERT) model working with Transformers architecture for 

sentiment analysis. It is shown that the users shared their 

goodwill wishes and aimed to contribute to the initiated aid 

activities after the earthquake. The users desired to make their 

voices heard by competent institutions and organizations. The 

proposed methods work effectively. Future studies are also 

discussed. 

Keywords: Exploratory Data Analysis, Text Pre-Processing, 

Disaster Management, Natural Language Processing, Social 

Media Analysis. 

I. INTRODUCTION 

An earthquake occurred with its epicenter off the 

Aegean Sea on October the 30th 2020, around 14:51, and the 

magnitude of the earthquake was 6.9 [1]. After the 

earthquake, aftershocks continued in the region. The Izmir 

earthquake had an impact on many people, both local and in 

general immediately after it occurred. Great destructions 

occurred and many people lost their lives. The impact was 

huge as it is seen in Figure 1. 

FIG. 1. AN IMAGE OBTAINED ON THE FIRST DAY OF THE 

EARTHQUAKE [21] 

The public shared their views, especially through 

social media platforms. Information about people who have 

relatives in the region or those who may be under the rubble 

was also shared quite frequently. For this reason, the shares 

made on Twitter have gained a kind of notification feature. It 

has also been a guide for those who carry out search and 

rescue activities. 

It is very difficult to directly process and understand 

the data received from social media platforms that contain 

different types of data such as Twitter. Social media data is 

complex and includes a wide variety of data. Making more 

detailed data analysis on large datasets and using artificial 

intelligence technologies in decision making for the future 

can offer effective solutions. The usage can yield effective 

results. In order to analyze the obtained data correctly, some 

operations should be applied on the data. These processes are 

data manipulation, text pre-processing, and feature 

extraction. In addition, machine learning and artificial 

intelligence algorithms can be applied depending on the 

originality of the dataset. In this way, different estimations 

and analyzes can be performed. In addition, two of the most 

widely used classification methods in NLP are used: LDA for 

topic modeling and BERT model for sentiment analysis. 

This study includes an exploratory analysis of the 

posts about the Izmir earthquake. In this context, total of 

626,384 tweets were collected. The following operations 

were performed on these collected tweets: singularization, 

text preprocessing, feature extraction, sentiment analysis, 

topic modeling, and visualization. Analyzes were made with 

the help of these processes. 

II. RELATED WORKS

Recently, the processing and analysis of social media 

data is a topic of great interest. Twitter is one of the most 

studied social media platforms. E.g; For the analysis of the 

2016 US elections [2] and for the air pollution of the 3 big 

cities of the USA in 2019 [3] Twitter data were studied. In 

these studies, inferences were obtained by making, machine 

learning methods and visualizations for analysis. 

In this study, about the disasters that occurred in the 

past years [4], it has been revealed that using the geographical 

location in the social media posts can be used to identify the 

people affected by the disaster. In a recent study [5]; It was 

emphasized that social media sharing during the disaster 

would be important. In addition, it was stated that aid 
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organizations and support teams could contribute in the 

process. 

In various studies [6]–[11], sentiment analysis was 

carried out on social media posts and it was aimed to 

determine people’s attitudes towards events. In the current 

study in which sentiment analysis was performed in Turkish, 

classical statistical machine learning methods were used [12]. 

In another recent study, English sentiment analysis was 

conducted with the word and rule-based Afinn model, as well 

as unsupervised learning models such as Textblob and Vader 

[13]. In these studies, the analysis was carried out with more 

grouping and classification processes on the posts. 

In our study, it is aimed to analyze the data of the posts 

made during the disaster and to determine the social impact 

of the inferences obtained from this analysis. It is aimed to 

reveal the inferences by evaluating the aims, thoughts and 

starting points of the post owners. 

III. MATERIALS AND METHODS

The methods used in the study are shown in the 

workflow diagram in Figure 2. General methods in the study; 

Obtaining Twitter data, pre-processing, analyzing and 

visualizing. These procedures are explained in the relevant 

subsection. 

FIG. 2. DATA ANALYSIS FLOW DIAGRAM 

A. Dataset and Extraction of Data 

There are many web mining methods available to 

extract data from Twitter. Many free python libraries are 

available, such as the Twitter API, twitter-scraper, Twint, 

snscrape and Selenium tools. There are 5 columns on the 

Twitter dataset. The columns and their descriptions are 

shown in Table I. Also features or attributes that can be pulled 

from Twitter are detailed in Table I. 

TABLE I. DATASET FEATURES 

Feature 

Name 

Description Data Type 

Hashtag With which tag it was taken String 

Datetime Posted date and time Datetime 

Tweet Id Unique value identifying Float 

Text Content of the post String 

Username Name of the sharing account String 

B. Data Pre-Processing 

The data generated by social media users are 

unstructured data. This data can also be qualified as “dirty 

data”. Users may not follow the rules of the language while 

sharing, they may have expanded their sharing with emoji, or 

the text may be corrupted due to a software problem. For 

these and similar reasons, the texts must go through text pre-

processing, which is the first step of exploratory data 

analysis. The pre-processing steps are listed below. 

Step 1- Singularization: It is the deletion of duplicate 

content. The ”Tweet Id” field in the dataset will be checked 

and deleted. 

Step 2- Deletion of Unnecessary Data: It is the removal 

of unnecessary data and personal data from the dataset. No 

row loss should occur at the end of this process. 

Step 3- Deleting the lost data: There must be text in the 

”Text” attribute, so this is the process of deleting the records 

where this field is empty. 

Step 4- Formatting the date and time field: The 

”Datetime” field in the dataset is formatted as ”YY-MM-DD 

HH:mm:ss” in accordance with the analysis. 

Step 5- Cleaning/editing the text area: The following 

corrections are made in the text: 
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• Deletion of all dirty data types in the share text: 

link, emoji, special characters, 

• Making all characters lowercase, 

• Cleaning punctuation marks, 

• Removing stop words, 

• Deletion of suffixes of words that have suffixes. 

C. Feature Extraction 

Exploratory data analysis should be done to derive 

inferences about shared tweets. The most important stage of 

exploratory data analysis is feature extraction. For this 

reason, the feature extraction approach is applied. 

Technically, this stage is also called Feature Engineering. At 

this stage, new fields are created by grouping, aggregation 

and statistical operations on the data. 

D. Data Analysis 

Data analysis is carried out in order to obtain 

significant results on the collected tweets. In this case, data 

analysis methods are implemented. First of all, what are the 

most used words and sentences in the sharing and their 

semantic evaluation are examined. Then, the information 

about how often and in what time period the shares are made 

is examined. Finally, the user accounts that share the most 

and are tagged the most are compared. In this way, significant 

inferences based on data will be obtained. 

In addition, text analysis should be done to obtain 

analyzes such as for what purpose the shares are made and 

which topics are most mentioned. Text analysis is one of the 

most basic purposes of NLP methods. On the other hand, it 

will be aimed to obtain inferences from numerical and 

probabilistic analyzes by examining statistical values. Data 

mining will be used to explain and make sense of the 

relationships between text and numerical data. On the other 

hand, the topic modeling method will be applied to evaluate 

these shares according to their topic headings. Finally, 

sentiment analysis will be conducted to show in which 

emotions these shares are made.  

E. Data Visualization 

As a result of the analysis, new numerical and text data 

types are obtained. Different queries are made on these data. 

Different types of visualizations are made for each data type. 

It will be aimed to provide earthquake-related determinations 

by using these visualizations. Another important part is the 

tags. Tags are the core value in the creation of the dataset. At 

this stage; Numerical analysis of tags is important. 

IV. IMPLEMENTATION 

In this study the Python programming language was 

used and Google Colab was chosen for development. Web 

mining tool Snscrape and various machine learning software 

libraries were used. 

The shares on Twitter for the Izmir earthquake were 

examined and it was evaluated that these shares were made 

through some tags. For this reason, the most used tags were 

collected manually. These tags are; ’#deprem’, 

’#depremizmir’, ’#enkazaltında’, ’#egededeprem’, 

’#egedepremi’, ’#enkaz’, ’#bayraklı’, ’#bayraklıdeprem’, 

’#enkazaltinda’, ’#EnkazIhbarIzmir’, ’#gecmisolsunizmir’, 

’#izmirdepremi’, ’#yanındayızimir’, ’#gecmisolsunizmirim’, 

’#izmirdeprem’, ’#izmiryanindayiz’, ’#˙IzmirDepreminde’, 

’#izmirdepremi’, ’#izmiryanindayiz’, ’#izmirgecmisolsun’ 

has been selected.  

The data were extracted with the Snscrape library 

using the specified tag list. The date ranges determined for 

the collection of data is between October the 30th 2020 and 

November the 23rd 2020. The day of the earthquake is 

November the 30th 2020. The date range from which data 

will be pulled could have been extended further. However, 

since this study was carried out only on the Izmir earthquake, 

it was limited to 25 days in order not to deviate from the 

context. 

TABLE II. THE FEATURES OBTAINED AFTER FEATURE 

EXTRACTION 

Feature Description 
Mentioned users list  List of people involved in the share. 

List and number of tags  List and number of tags used. 

Internet address  Web address list/number in 

content. 

Raw text word count  Word count used in raw text. 

Text word count  Post pre-processing word count. 

Number of singular words  Number of singular used words. 

Number of stop words  Number of stop words used. 

Word length  Avg. word length in pre-processed 

text. 

Raw text character count  Number of characters in the raw 

text. 

Number of text characters Number of characters in the 

preprocessed text. 

Difference in word count Difference in word count between 

text 

In total, 626,384 tweet lines and 5 feature columns were 

collected. These data were obtained with 20 different tags that 

were shared within 24 days after the earthquake occurred. 

The pre-processing steps described in the method section 

were applied step by step on the obtained data set. As a result 

of the operations, the number of data set records is 390,500 

and the number of columns is 6. At this point, it is considered 

that there are repetitive data on the available data set. 

Attribute extraction was performed to make inferences about 

the shares made. The extracted attributes and their 

descriptions are listed in the Table II. After the feature 

extraction steps, the number of features in the dataset was 19. 

The dataset was also run on Orange, which is an open source 

data mining tool. Table analyzes were performed using more 

than 2 features. 

When it was examined how often the users preferred the tags 

in the study, it was determined that they mostly used the 

”#deprem” tag. The hashtag ”#deprem”, where 

approximately 250 thousand shares were made, is followed 
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by ”#izmirdepremi” and ”#izmirdeprem”. It is considered 

that the posts made mainly focus on these three tags. 

 
FIG. 3. WORD CLOUD OF THE MOST COMMON BINARY WORDS 

For this reason, an analysis was made about which 

words were used the most in the data set. It has been observed 

that the most used singular words are “geçmiş”, ”olsun”, 

“izmir”. The word cloud in the Figure 3 shows the most 

commonly used binary words. Accordingly, expressions of 

wish such as “geçmiş olsun” come first. When the triple word 

groups containing more understandable sentence expressions 

are examined, the most used triple word group is “geçmiş 

olsun izmir”. The most used triple word groups, like other 

word groups, show the atmosphere created by the earthquake. 

In this case, it can be thought that the requests and 

wishes of the users dominate the sharing. After these 

processes, it is aimed to obtain inferences by making 

visualizations on the cleaned dataset. In the review of user 

accounts that shared the most, “TumDepremler” has been the 

user with more than 2000 shares. The other accounts that 

share the most are “zelzeleler” and “EMSC”. As a result of 

the research, it has been understood that these accounts are 

mostly corporate news sites that give instant earthquake news 

and accounts that share personal news. It is seen that these 

users are among the users who tweet the most because they 

post very frequently and regularly. 

In the data set, there are shares starting from the date 

of the Izmir earthquake on October the 30th 2020, until 

November the 23rd 2020. 67% of these tweets were posted in 

October. This reveals that in the first moments of the 

earthquake, more information flow has been created by users 

on Twitter.  

When the analysis of the month in which the tweets 

were posted is analyzed, it has been observed that a very high 

amount of sharing was made between October the 30th and 

31st. In the following days, the interest decreased and the 

number of tweets decreased day by day. As of November the 

3rd, it is seen that much fewer posts have been made. In this 

context, when the dataset is evaluated as a scope, it is 

concluded that the most shared time is in the first 5 days. 

When examining whether a web address is shared or 

not in the posts about the Izmir earthquake, 51% of the posts 

do not contain a link, while 45% of them contain 1 web link. 

This indicates that users did not include any web address in 

nearly half of the shares. 

 

FIG. 4. MOST MENTIONED USERNAMES 

In the tweets, the user names mentioned were 

examined. In this review, it was observed that in most of the 

shares, users did not tag any users. This explains that users 

share more to express their feelings. 

The most mentioned people in the shared posts are 

listed in Figure 4. Accordingly, it is seen that users have 

tagged user accounts that are competent, institutional, and 

able to contribute to the process, such as ”AFADBaskanlik”, 

”izmirbld”, and ”RTErdogan”. When we look at the contents 

of these posts, it is understood that this was done with the 

desire to reach the authorities and convey information. 

 

FIG. 5. MOST MENTIONED TOPICS 

As it is known, after cleaning tweet texts (removing; 

stopwords, emojis, punctuation marks, etc.), a smoother text 

is obtained. To make a more detailed analysis of the shares, 

these cleaned texts are topic modeling work. Topic Modeling 

is one of the most used text classification and analysis 

methods in NLP. In this way, the main theme of the texts is 

reached in general. 

In this study, LDA model was applied to the text 

contents for the topic modeling analysis. LDA performs word 

and document analysis using Bayesian theory. It is an 

unsupervised classification model that tries to predict which 

word represents which topic in which document by 

evaluating the words and documents as a whole and 

separately. The model output made as words and documents 
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for this study is shown in Figure 5. Accordingly, a 

classification was made as 15 titles. Although similar results 

were obtained with the results in the word cloud, it shows that 

”yardım” and ”bebek” topics are covered a lot. 

Finally, sentiment analysis of the shares was made. 

Sentiment analysis is a classification problem. As it is known, 

BERT has achieved great success in the field of NLP, 

especially for text classification. The Turkish NLP 

community contributed to the Turkish classification study by 

developing the BERTurk model. BERTurk is a community-

driven BERT model for Turkish. 

Two models (pre-trained and fine-tuned) are used in 

this study. Comparative details of these models are given in 

Table III. 

TABLE III. PRE-TRAINED AND FINE-TUNED MODEL 

INFORMATION 

Model Class Epoch Dataset Min. 

Loss 

Accuracy 

Pre-trained 2 3 48.290 0.16 95% 

Fine-tuned 3 3 492.782 0.25 94% 

A pre-trained ”bert-base-turkish-sentiment-cased” 

model was used for BERTurk-based sensitivity analysis [14]. 

This model is trained with only two classes (negative and 

positive) data. In this study, a new sentiment analysis 

classification model that can fine-tune this pre-trained model 

and make three-class predictions is trained. For the new 

model obtained, a data set with three class labels (negative, 

neutral, positive) was used [15]. This dataset contains content 

where people openly express their feelings, such as 

Wikipedia and online product reviews. In this case, 90% of 

this data set is used as training data and 10% as test data in 

the model. In addition to this, the model trained by Pytorch is 

set to eval step: 50, learning rate: 5e-7 and batch size: 4. In 

addition, experiments have observed that hyperparameters 

affect the success of this model. Accordingly, the fine-tuned 

model provided a 94% success rate in the test data. 

The fine-tuned model had almost the same accuracy as 

the pre-train with only binary classification. Comparative 

details of the models are given in Table III. After several 

trials, it was observed that these values were optimal. 

Subsequently, cleaned tweet texts are given as input to 

this model. It provided dual sentiment classification as 

positive, neutral and negative as output. It can be seen in 

Figure 6 that the great majority of these shares are made 

negative. In addition, it is seen that the most tweeted days are 

the first five days after the earthquake. On the first day of the 

earthquake, this 8-floor Rıza Bey apartment, which has more 

than 40 flats and many workplaces in the Bayraklı district of 

˙Izmir, was completely destroyed [16]. For this reason, search 

and rescue efforts continued for days, especially in this 

apartment. However, these searches were suspended on 

November the 1st, 2020. As a result, there was a decrease in 

the number of tweets posted on November the 1st [17]. In this 

case, there was a significant increase in the number of 

positive tweets, equal to the number of negative tweets. This 

is because 14-year-old İdil was rescued from the wreckage 

(58 hours after the earthquake) [18]. 

 
FIG. 6. NUMBER OF TWEETS AND SENTIMENT ANALYSIS FROM 

DAY TO DAY 

On November the 3rd (91 hours after the earthquake), 

3-year-old baby Ayda was pulled from the rubble [19]. With 

this news, there is no decrease in the number of tweets, and it 

is seen that positive tweets are more than in the first days. For 

the first time, the number of positive tweets in a day exceeded 

the number of negative tweets. 

Search and rescue efforts ended on November the 4th, 

2020 [20], and in the following days, the number of tweets 

gradually decreased, and the number of negative and neutral 

tweets increased. 

V. DISCUSSION 

Most of the posts about the earthquake were made in 

the first five days. While people conveyed their wishes in the 

first days, they shared more news and aid issues in the 

following days. The classification is made based on the topic 

modelling results. It shows that the people affected by the 

earthquake wish well, share aid and follow the earthquake 

news upto-date. The results of the sentiment analysis show 

that the comments mainly express their sadness about the 

rescued or harmed people. It is understood that everyone 

expresses their sadness when bad news is shared during the 

earthquake, and everyone shares their joy when good news is 

shared. Without any good or bad developments, neutral 

content tweets were shared. 

The reason why more than half of the shares in the data 

set do not include any web address is that the vast majority of 

them are not shared for advertising and news purposes. It is 

observed that users mostly share using the ”#deprem” tag, 

and the posts are made especially during lunch hours. The 

users mainly prefer the most straightforward words to 

describe the event. Mostly good wishes are made. 

The users mainly mention corporate accounts in their 

posts. Such tweets are analyzed, and it is seen that these 

institutions are in an effort to contribute to the process and 

primarily respond to the demands. The most mentioned state 

officials’ accounts were examined, and it is seen that these 

institutions share very little when compared to aid 
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institutions. This situation shows that aid organizations are in 

two-way communication while state officials are in one-way 

communication regarding the requests and aid posts on social 

media. 

VI. CONCLUSION 

We showed that social media posts could be analyzed 

to understand the effects of disasters on society and be used 

to produce solutions. This preliminary study demonstrates the 

benefits of using artificial intelligence techniques in this 

process. Similar systems can be deployed to foresee people’s 

feelings and opinions in another possible disaster. 

Government officials and aid organizations can use these to 

make instant inferences. They will be able to respond to 

people’s needs more quickly and systematically. 

This study is about a current and local event. Creative 

and practical results have emerged as the applied methods 

and analyzes are very diverse. It is aimed to get more valuable 

and multi-class data by conducting more joint studies with 

social sciences to obtain more comprehensive results in 

future studies. Comprehensive and specific statistical 

inferences can be made with these data. Pre-trained BERT 

models, deep learning, and NLP techniques can be used to 

perform more than three sentiment classifications and more 

precise analyses for sentiment analysis. 
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Abstract— The healthcare industry is looking for ways on using 

artificial intelligence effectively. Decision support systems use 

AI (Artificial Intelligence) models that diagnose cancer from 

radiology images. These models in such implementations are not 

perfect, and the attackers can use techniques to make the models 

give wrong predictions. It is necessary to measure the robustness 

of these models after an adversarial attack. The studies in the 

literature focus on models trained with images obtained from 

different regions (lung x-ray and skin dermoscopy images) and 

shooting techniques. This study focuses on thyroid ultrasound 

images as a use case. We trained these images with VGG19, 

Xception, ResNet50V2, and EfficientNetB2 CNN models. The 

aim is to make these models make false predictions. We used 

FGSM, BIM, and PGD techniques to generate adversarial 

images. The attack resulted in misprediction with 99%. Future 

work will focus on making these models more robust with 

adversarial training. 

Keywords— Adversarial Attack, CNN Models, Thyroid 

Ultrasound Images, Machine Learning, Deep Learning 

I. INTRODUCTION

Today, applications of artificial intelligence such as 

object detection, voice recognition, recommendation 

systems, credit risk estimations, and disease diagnosis are 

widely used in many sectors such as health, finance, robotics, 

agriculture, marketing, and education.  AI is increasingly 

used in the healthcare industry, especially in radiology (1). 

Applications developed using artificial intelligence in cancer 

diagnosis allow radiologists to make faster and more reliable 

diagnoses. Several models are used for different diseases and 

cancer types of the brain (2), skin (3), breast (4), lung (3) and 

thyroid (5) using different types of medical images. Models 

trained with these images usually have successful results. 

Researchers continue to try new techniques with new data 

and new models. 

Artificial intelligence is a black box application that 

can predict a situation by learning from structured or 

unstructured data. In cases where mathematics and statistics 

cannot conclude, they can catch patterns in the data and reach 

the correct result with high accuracy rates. Classical machine 

learning algorithms have been used successfully and continue 

to be used for a long time. However, classical machine 

learning algorithms cannot achieve the desired success in 

some areas like image recognition or natural language 

processing. We can use deep learning to overcome this 

problem. Learning has become better by adding multiple 

hidden layers to artificial neural networks. We can achieve 

deeper learning with this method and capture the patterns 

between the inputs better. CNN models, which are different 

versions of neural networks, are used for image recognition 

and classification, but these models are open to adversarial 

attacks. The attackers can use several attack methods to fool 

artificial intelligence models.  These can cause the models to 

give false results. This can have unacceptable outcomes in the 

healthcare industry.  

In this study, we applied attack techniques to 

evaluate thyroid ultrasound images. This data type was 

chosen as the literature lacked using attack techniques 

against a model trained with thyroid ultrasound images. We 

are using a two-output model developed for the diagnosis 

of thyroid cancer. This model returns whether the patient 

has cancer based on the input image. In this study, we tested 

VGG19, Xception, ResNet50V2, and EfficientNetB2 CNN 

models against the adversarial images generated using 

FGSM, BIM, and PGD techniques on an ultrasound image 

dataset. The major contribution of this paper is to show that 

artificial intelligence models trained for thyroid diagnosis 

using thyroid ultrasound images have a vulnerability to 

adversarial images. 

We give a literature survey and present a brief 

background on Convolutional Neural Networks models for 

medical diagnosis and Adversarial Attacks to these models in 

section 2.   In section 3, the method is given. The 

implementation is presented in section 4. The discussion is 

given in section 5. Finally, we conclude in section 6 with a 

hint of future works. 

II. FUNDAMENTALS

A. Literature Survey 

Finlayson et. al trained three models with three 

different datasets in their study (3). These are fundoscopy 

images for diabetes disease, x-ray images for pneumothorax 

disease, and dermoscopy images for skin cancer. They have 

performed successful white-box PGD attacks on the trained 

models. Bortsova et al. conducted black box attacks on 

diabetes, pneumothorax, and pathology data and achieved 

successful results (6). Alexandra et al. used FGSM, and 

JSMA techniques on a model developed for brain and lung 

cancer diagnosis and achieved successful results (7). 

Goodfellow et al. demonstrated that artificial 

intelligence models can be fooled by perturbing the input 

image with noise calculated by the FGSM algorithm (8). This 
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attack tries to calculate the noise in the direction of the 

gradient, which will increase the loss of the model in one step. 

After calculating the gradient, the minimum amount is added 

to the input image that makes the model cross the decision 

boundary. This amount of addition is adjusted with epsilon. 

In another study published in 2017 by Goodfellow et al., they 

introduced the BIM algorithm, which is the iterative version 

of the FGSM attack (9). This algorithm calculates minimum 

perturbation more effectively using multiple steps. At each 

step, the algorithm tries to find the minimum perturbation by 

gradually increasing the epsilon value. Madry et al. used the 

PGD method similar to the BIM algorithm in 2017 (10). 

Different algorithms in the literature will perturb the input 

data to make it wrongly guessed. Among them, Jacobian-

based Saliency Map Attack (11), DeepFool (12), Carlini & 

Wagner Attack (13), One Pixel Attack (14), and Adversarial 

Patch (15) are the leading effective attack techniques. Most 

of these studies have been tried on Image-Net (16), MNIST 

(17), and CIFAR (18) datasets and have shown successful 

results. 

B. Convolutional Neural Networks 

Convolutional neural network (CNN) is the most well-

established method among the numerous deep learning 

models (19). CNN can be applied to different fields such as 

image classification, object detection, time series, and natural 

language processing. In simple terms, the properties of the 

input data are extracted in the convolutional and pooling 

layers. These extracted features are turned into a vector, and 

the weights of the deep neural network are trained. The most 

important part here is the feature extraction part. The better 

the feature extraction part, the more accurately the parameters 

of dense layers can be calculated. Various techniques have 

been developed since the first feature extraction applications 

such as LeNet and AlexNet, VGG19, Resnet50V2, Xception, 

and EfficientNetB2 are the most widely used models.  

VGG19 (20) is a classic CNN model. Since the LeNet 

model, more convolution and pooling layers have always 

been added to the feature extraction part to achieve better 

results. VGG19 is a continuation of this tradition and consists 

of 16 convolution and 5 pooling layers in total. It has too 

many parameters and a high volume because the parameter 

feature mitigation layer is not applied. 

ResNet (21) architecture is a model developed as an 

alternative to traditional feature extraction architecture. 

Adding more convolution and pooling layers does not 

increase the accuracy values after a certain level. Adding 

more of these layers causes the gradient to vanish or explode 

after a while. A strategy called residual nets has been 

developed to prevent this and to get more efficient results in 

fewer layers. 

Xception (22), is a model based on the Inception 

model. It uses an approach called depthwise separable 

convolutions. It consists of blocks that try to capture different 

features with different filters. The model is formed from the 

combination of these blocks. 

EfficientNet (23), one of the most recently developed 

models, and its derivatives can be considered the best in its 

field now.  EfficientNet model versions are among the most 

successful feature extraction algorithms. It scales the model 

in depth, width, and resolution to get a better model. 

C.  Adversarial Attacks 

Adversarial attacks are attempts to fool artificial 

intelligence models. Barreno et al. listed these attacks and 

their types comprehensively for the first time in their study 

"Can Machine Learning be Secure" (24). Artificial 

intelligence security is discussed more comprehensively in 

the study called “The Security of Machine Learning” 

(25).  Attacks can be classified into different sub-categories 

such as the attacker's impact, knowledge, and specificity (26). 

1) Attacks based on the influence of the attacker :These

attacks are: causative attacks, evasion attacks and

exploratory attacks.

Causative attacks occur in the training part of the 

model. These attacks are also called poisoning attacks. Data 

is added to the dataset, which will cause the model parameters 

to be miscalculated during training. Data poisoning can be the 

swapping of labels of training data or specially crafted data. 

It is used in attacks against models that are constantly trained 

with new data coming from outside in real-world scenarios. 

Evasion attacks are performed on a trained model. The 

attacker makes an attempt to fool the model with perturbed 

data, that is, with adversarial examples. The attack occurs by 

adding noise to the data. Incorrect predictions are targeted by 

adding various noises. However, the important point here is 

that adversarial examples cannot be noticed by the human 

eye. Gradient-based adversarial example generation 

algorithms are the most successful noise addition methods. 

The study of Goodfellow et al. (8) can be considered a 

pioneer in applying this attack to images. Adversarial 

examples can be formed quickly and cheaply with their 

FGSM algorithm. 

Exploratory attacks are based on a trained model such 

as evasion. The purpose here is to gather information about 

the model. It can be used to launch another attack in the future 

based on the gathered information. 

2) Attacks based on the attacker knowledge: These

attacks are white box and black box attacks. In white

box attacks, the attacker knows the model and its

parameters. In black box attacks, the attacker does not

know the model and parameters.

3) Attacks based on attacker specificity: These attacks

are targeted and untargeted. In targeted attacks, the

perturbed data is asked to correctly predict a selected

class instead of the actual class. In untargeted attacks,

the aim is simply to misclassify the model.

III. METHOD

Thyroid ultrasound images were used as a dataset. 

These images are inherently noisy data (27). Therefore, more 

complex and deep models are more successful for feature 

extraction. Convolutional neural networks are used to train 

the data. Then Adversarial attack algorithms are used to 

attack the model. 
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A. Dataset 

We used a dataset of Thyroid Ultrasound images like 

Fig 1 from Kaggle for the training application (29). There are 

3282 cancer-free images and 4006 cancer-containing images 

in the dataset. The dataset is formed of training, testing, and 

validation sections. These sections are preprocessed for each 

model for training. 

B. Preprocessinn and Training 

Convolutional Neural Networks (CNN) are used in 

this study. CNN model is used in different architectures for 

training. Four different models (VGG19, Resnet50V2, 

Xception, and EfficientNetB2) are used. The 

characteristics of the models are given in Table 1. 

EfficientNetB2 expects each input pixel to be in the normal 

value range of 0-255 (23). Other models scale from 0-1 (20-

22). Data is fitted to each model during this preprocessing. 

TABLE I.  THE FEATURES OF THE MODELS 
Model Size 

(MB) 

Top-1 

Acc. 

Top-5 

Acc. 

Param. Depth 

VGG 19 549 71.3% 90% 90M 19 

ResNet50V2 98 76% 93% 93M 103 

Xception 88 79% 94.5% 94.5M 81 

EfficientNetB2 36 80.1% 94.9% 94.9M 186 

C. Attack Algorithms 

Three different attack algorithms were used for the 

attack. These are respectively FGSM, BIM, and PGD 

algorithms. The purpose of these attack algorithms is to 

perturb the input image. But the important thing here is that 

the perturbed image cannot be distinguished by the human 

eye. False estimates can also be given by adding noises like 

Gaussian noise (28), but the human eye can detect these 

images. Gradient-based algorithms are the most suitable 

algorithms for calculating minimum noise. 

The working principle is briefly as follows. During the 

training phase, many images are given to the model. A loss is 

calculated for each input. In backpropagation, the weights of 

the model are optimized with this calculated loss. The aim is 

to reduce the loss value of the model to the minimum value. 

Optimization is done with the gradient of the loss function. 

We try to reach the slope of the loss function close to zero. 

The aim is to maximize the loss function in the attack 

algorithms. For this, the gradient value is taken for each 

image pixel, and the mark function is used. Gradient values 

are the direction vector that shows how close they are to the 

correct class. A certain amount of these gradient values is 

added to the input image so that it crosses the correct class 

boundary. 

In the FGSM algorithm (1) shown in Equation (1), the 

amount of perturbation is found in one step. The signed 

gradient is multiplied by a certain epsilon value and added to 

the input image. It is an untargeted attack. The goal is to make 

another class guess. 

𝑋𝑎𝑑𝑣 = 𝑋 +  𝜖𝑠𝑖𝑔𝑛(𝛻𝑋 𝐽(𝜃, 𝑋, 𝑦))      (1) 

X is the image sent to the model for prediction. y is 

the correct label of the image. J is the loss function that 

calculates the loss of the input. ∇ calculates the gradients of 

the input according to the loss function. Gradients extracted 

with the Sign function are signed. The values obtained with 

the sign function are added to the input image by a certain 

amount of ϵ. Even if the image seems unchanged when 

viewed with the human eye, the image has changed 

mathematically. When the model is asked to predict with the 

adversarial example produced by the added noise, it 

maximizes the loss function, and the model predicts the input 

incorrectly. 

In the BIM algorithm shown in Equation (2), the 

amount of perturbation is found by increasing the epsilon 

value in each iteration. It is slower than FGSM, but more 

stable adversarial images can be obtained.  

𝑋0
𝑎𝑑𝑣 = 𝑋,   𝑋0

𝑎𝑑𝑣 = 𝐶𝑙𝑖𝑝𝑥, 𝜖{𝑋𝑁
𝑎𝑑𝑣 +  𝛼𝑠𝑖𝑔𝑛(𝛻𝑋 𝐽(𝜃, 𝑋𝑁

𝑎𝑑𝑣, 𝑦))}(2)

The PGD algorithm is the iterative version of the 

FGSM algorithm. It is a different version of the BIM 

algorithm. Unlike BIM, it uses random values at each 

iteration to find the best perturbation. 

IV. IMPLEMENTATION

The implementation steps are as in Fig 2 and each step 

is explained one by one.  

TABLE II. TRAINING PARAMETERS 
Training Parameters Selected Parameters 

Loss Function: Categorical Cross-Entropy 

Optimizer: Adamax 

Learning Rate: 0.001 

Batch-size: 30 

We selected four different CNN models for model training. 

The selected models were VGG19, ResNet50V2, Xception, 

and EfficientNetB2, respectively. Keras library is used. We 

used transfer learning with models whose weights were pre-

trained with image-net. We fine-tuned the dense layer 

according to the new model. The output layer is set to its new 

two classes. The model is trained with new data. Training 

parameters are as in the Table 2. 

FIG 1. THYROID ULTRASOUND IMAGE 
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As a result of the training, the test accuracy values 

were 0.93 for EfficientNetB2, 0.89 for Xception, 0.83 for 

Resnet50v2, and 0.72 for VGG19. The EfficientNetB2 model 

with the highest depth achieved the best accuracy. The 

Xception and ResNet50V2 model have similar parameter 

numbers and depth values. Although ResNet50V2 is slightly 

deeper than the Xception model in depth, it did not give a 

better result. This may be due to different model 

architectures. ResNetV2 uses deep residual networks and 

Xception uses depth-wise separable convolutions. VGG19 is 

the oldest model of all. It has traditional architecture and a 

large number of parameters. It is also heavy in size, but it is 

a shallow model. Therefore, we cannot say that it is very 

successful in complex images. 

FIG 2. IMPLEMENTATION STEPS 

We used the IBM Adversarial Robustness Toolbox 

library for implementing attacks (30). White-box targeted 

and white-box untargeted evasion attacks were performed on 

the trained models. These attacks are FGSM, BIM, and PGD 

attacks, respectively. The FGSM white box is an untargeted 

attack. BIM and PGD are white-box targeted attacks. The 

results are shown in Figs 3-6 and Table 3 and discussed in the 

next section. 

V. RESULT AND DISCUSSION 

In the graphs shown in Fig 3-4-5, each line represents 

the prediction accuracy of a model at different epsilon values. 

The positive part of the y-axis of the graph indicates that the 

model is classifying correctly. The corresponding values are 

the accuracy rate. The negative part of the y-axis of the graph 

is the false class prediction accuracy of the model deceived 

by the Adversarial image. 

The incorrect prediction accuracy rates of the models 

at different epsilon values with the FGSM technique are 

shown in Fig 3. Applying the FGSM attack to 

EfficientNetB2, Xception, and ResNet50V2 models added 

0.01 epsilon-generated noise to the input image. The 

adversarial images created with the added noise caused the 

models to predict incorrectly with an accuracy of 99%. 

Epsilon 0.01 was sufficient for BIM and PGD iterative 

attacks against these models. 

FIG 3. MISCLASSIFICATION ACCURACY RATES OF 100 

DIFFERENT EPSILON VALUES BETWEEN 0-0.2 ON FOUR 

DIFFERENT CNN MODELS USING THE FGSM TECHNIQUE. 

As can be seen in Fig. 3, different outputs were 

obtained in the ResNet50V2 model as a result of the 

perturbation made by the FGSM technique. The model 

predicted incorrectly with the epsilon values mentioned 

earlier and passed the decision boundary. However, we saw 

that it again came to the correct prediction region in some 

intervals. The model, which made an incorrect prediction at 

epsilon values between 0.04 and 0.06, started to make an 

accurate prediction between 0.06 and 0.08 epsilon values 

again. It continued to predict incorrectly at 0.08 and higher 

values. Images were perturbed with epsilon values between 0 

and 16 to examine whether models at higher epsilon values 

obtained a similar result. 

As shown in Fig 4, the situation seen for ResNet50V2 

was also seen for EfficientNetB2 in the examination with 

epsilon values of 0-16. In Xception and VGG19, it was 

observed that the accuracy of false predictions increased in 

direct proportion to the increase in epsilon. 

FIG 4. MISCLASSIFICATION ACCURACY RATES OF 100 

DIFFERENT EPSILON VALUES BETWEEN 0-16 ON FOUR 

DIFFERENT CNN MODELS USING THE FGSM TECHNIQUE. (THE

BLUE AND ORANGE LINES ARE BELOW THE RED LINE, AS THEY 

HAVE SIMILAR VALUES.) 

As seen in Fig 5, these deviations in FGSM do not 

exist in BIM and PGD, which are the iterative methods of 

obtaining adversarial images. The accuracy rate of incorrect 

estimation increased with the increase in the epsilon value of 

iterative methods. This experiment proves that iterative 

methods are more powerful and stable techniques. 
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FIG 5. MISCLASSIFICATION ACCURACY RATES OF 100 

DIFFERENT EPSILON VALUES BETWEEN 0-0.2 ON FOUR 

DIFFERENT CNN MODELS USING THE PGD TECHNIQUE. (THE 

ORANGE LINE IS BELOW THE RED LINE, AS THEY HAVE SIMILAR

VALUES.) 

Another interesting result is that the VGG19 model, 

which has the highest number of parameters but the lowest 

depth, is more difficult to fool than other models. 

EfficientNetB2 was the second strongest model, which was 

hard to fool. Xception and ResNet50V2 were the most easily 

fooled models. These may have different causes, such as 

depth and model architecture. As depth increases and model 

architectures change, it can cause blind spots on models to 

increase. 

The images mostly gave good results with different 

epsilon values. There can always be exceptions. Some of the 

images can fool different models with different amounts of 

perturbation. 

The creation process of adversarial images is shown 

in Fig 6, and all the hostile images generated are shown in 

Table 3. The original image in the table has thyroid disease. 

When the prediction is made with trained models, cancer can 

be detected. After adding noise with attack algorithms, %99 

percent of non-cancerous prediction was provided. The 

remarkable point is that the added noises cannot be 

distinguished by the human eye. 

TABLE III. ADVERSARIAL IMAGES PRODUCED WITH DIFFERENT MODELS AND ATTACK ALGORITHMS 
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FIG 6. ADVERSARIAL IMAGE GENERATION FROM THE 

EFFICIENTNETB2 MODEL WITH THE FGSM ALGORITHM. 

(FORMULA 1) 

VI. CONCLUSION 

In the study, we tried attack algorithms on thyroid 

ultrasound images on the widely used models. The models 

incorrectly predicted with early every perturbed image. 

Artificial intelligence models trained from thyroid ultrasound 

images are successfully fooled. The possibility of cheating 

each model with different amounts of perturbation values is 

shown. These weaknesses form a problem that needs to be 

fixed. Artificial intelligence models developed for diagnosis 

need to be made stronger against attacks. In the continuation 

of the study, we aim to work on more robust models against 

these attacks with adversarial learning. 
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Abstract— In this paper, we proposed a deep learning model to 

classify children as healthy or with autism, accurately (MAP = 

88%). Autistic children suffer from social skills and repetitive 

behaviors in communicating with people or the outside world, 

although autism is often classified as hereditary, autistic patients 

have facial features, allowing researchers to analyze children's 

photos to determine whether they have the disease or not. Where 

the image is translated into words and numbers using YOLO v3, 

v4. YOLO is one of the modern methods used in detecting 

things, especially by using convolutional neural networks, which 

are considered the basis of work especially because of its high 

speed and accuracy. In this paper, we worked on a data set 

containing pictures of children with and without autism. This 

data set contains 2936 number of pictures. After dividing and 

processing them in terms of intensity of lighting and dimensions, 

which allows the model to distinguish between images. After 

training for several times and using the data set, we got good 

results. were MAP = 88% as an accuracy and current average 

loss=0.91% and recall=0.85 and F1=0.77. 

Keywords— Autism Spectrum Disorder, YOLO, YOLO v3, v4, 

CNN, Deep learning, Machine learning 

I. INTRODUCTION  

Communication disorders that occur in the nervous 

system are called autism spectrum disorders (ASD). It causes 

many problems, including difficulty in social and intellectual 

communication, and repetitive behaviours, all of which affect 

the overall performance of the patient [1][2]. It can also be 

classified as a developmental disorder, so most symptoms 

appear in the first or second year of a child's life [3]. 

Therefore, early detection is an essential and important part 

of reducing symptoms or controlling them later [4]. There are 

a number of factors that must be taken into account when 

classifying autism, the most important of which are: 

A. Males are more likely to have autism than females 

B. Having a brother or sister with autism 

C. Parents may be elderly (mother over 35 years old) 

or (father over 40 years old) 

Genetics are also important in the risk of developing 

autism [5]. 

Machine learning and deep learning are used to 

diagnose disorders not only autism, but also ADHD. This 

rapid development of algorithms saves a lot of time to obtain 

the required services. 

Here, a model of the convolutional neural network of 

deep learning CNN will be implemented, especially because 

this algorithm has the possibility of classifying neurological 

diseases [6]. We will use the object detection technology 

called YOLO. This technique detects objects through images 

or video clips. This algorithm depends in the nature of its 

work on the principle of regression, that is, it analyzes and 

predicts the categories in the entire image [7]. YOLO is 

characterized by the speed of detecting objects or objects, in 

order to bypass the work of R-CNN in terms of artwork [8]. 

The classification of the autism spectrum was based on 

questionnaires previously, and this may be incorrect in most 

cases, so here we suggest using a set of images of children 

with and without autism, using CNN deep learning 

algorithms, and applying object detection technology, which 

is the best in detecting autism[9][10]. We now have a set of 

pictures of children with and without autism. There are many 

features that we have to consider when applying the 

algorithm, especially with regard to facial features. A child 

with autism has a wide upper face and wide eyes, and also the 

middle area is shorter than the face to include the cheeks and 

nose [11]. 

II. THEORY 

A. Object Detection 

A scientific field that contains many disciplines, the 

main work of which is the processing and understanding of 

computers, i.e. images and video clips, the possibility of 

facial recognition, as well as image retrieval [12]. It not only 

detects the object, but also determines its location. It is used 

in many areas, including facial recognition systems in mobile 

phones, as well as traffic lights and car movement, etc. [13]. 

B. Convolutional Neural Networks (CNN) 

One of the deep learning techniques that are used to 

build models to solve a specific problem similar in its 

operation to the human brain, it is fed from the front and 

contains one input and one output layer, and also contains 

many layers such as the bypass layer, the assembly layer and 

other connected layers [14]. The convolutional neural 

network is the important part of the CNN that is used in the 

model to extract the required features and train the layer on 

basic features such as edges and lines to then extract squares 

and features to include the face, eyes and nose [15]. Below, 

as shown in Figure 1 there is a simple architecture of CNN 

and its structures. 
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FIG.1. BASIC STRUCTURE OF A CNN MODEL[14] 

C. You Only Look Once 

This algorithm is used in the field of computer vision, 

where it can classify objects within the image  ) dogs, cats, 

cars, etc.) and also determine the location of the object within 

the image[7] YOLO. You are only looking at once. A 

convolutional network is making predictions many times at 

the same time. 

YOLO trains on the full image so that the object is 

detected directly. The most important characteristic of this 

algorithm is the speed and accuracy in detecting objects[16]. 

Figure 2 is a simple architecture of the YOLO structure. 

FIG.2. THE ARCHITECTURE OF YOLO[17] 

D. Yolov4 

This model is used to detect objects. It was developed 

in 2020 to become more rapid and accurate in its work. Its 

work depends on the CNN convolutional neural network, 

where the network divides the image into a number of regions 

and then predicts the boundary boxes for each region. 

YOLO v4, what happens here is the fragmentation of 

the model that is used in the research into three parts. 

• The part of the spine, which is responsible for extracting 

the features in the input images 

• The part of the neck that generates the pyramid of 

discrimination 

• The header part, which is the last and gets its features 

from the previous part. It also predicts the bounding box 

area and the category associated with it [10][18]. 

 
FIG.3. YOLOV4 NETWORK STRUCTURE [19] 

III. DESIGN 

Children with autism are characterized by special 

facial features and also the difference between the distance 

between the features of the face. 

Here, we propose a model based on extracting autism 

through the precise features of the face. The basis of this 

study is the CNN convolutional neural network and the 

YOLO algorithm, i.e. object detection. 

The most important characteristic of a convolutional 

neural network is its ability to extract features through CNN 

layers [20]. 

 
FIG.4. SAMPLE INPUT DATA SET 

A. Dataset 

• Image Collecting 

In this research, we have used a data set that everyone 

can use. We obtained it from the Git Hub website. This data 

consists of 2936 images divided into children with autism and 

children without autism. 

TABLE I.  DATASET SPECIFICATION 

SPECIFICATION VALUE 

Resolution 1920*1080  

Extension .JPG 

Number of Images 2936 

Number of class 2 

Image size 900-1000 kb 

• Image labelling 

We give each image or category a user name or a so-

called) label image (through the (Labelling) program Who 

draws a square around the object to be discovered and gives 

five values for this object divided into A value or number for 

the class and two values X and Y represent the location of the 

object and the rest of the values are for the size of the object 

https://github.com/0525hhgus/Detect-Autism-from-Facial-Images
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These values will then be saved to the (XML) folder. As in 

the Figure 3, this process continues for each image used and 

for all class. 

 
FIG 5. IMAGE LABELLING USING LABELIMG 

B. Model Training and Results 

• Platform 

In the presented study, it is used Windows 11 system, 

and PyCharm environment, also python 3.7. is used under the 

Darknet framework, the YOLOv4 algorithm is applied. 

NVIDIA RTX 3070 graphic card is used to accelerate 

training and the processor is Ryzen 7 5800H. 

• Training 

The form is used a number of times to get the best 

results. The model is trained on 2000 times of repetition. 

More steps of iteration does not mean better results. In the 

beginning, the training was done directly on the data, but this 

was not good, so we made some adjustments to the data set 

In the first training for 1000 times. Of the repetitions, the 

accuracy was 19% to reach 85%, with a lower loss rate, as 

shown in the figure below. 

 
FIG.6. FIRST TRAINING 

Then we used Yolo 4 and with the same number of 

repetitions 2000 times, we will notice an increase in accuracy 

and a decrease in the average where the accuracy reached 

89% and the percentage of the average loss 0.915 as shown 

in the figure below. 

 
FIG.7. SECOND TRAINING 

C. Result 

We can say that we have obtained satisfactory results, 

and the classifier that we trained can be used in diagnosing 

children with autism, meaning that it was able to identify 

children's faces and determine the possibility of autism or not. 

As in the pictures below, which shows the affected 

child and the child without autism. 

 

FIG.8. AUTISM CHILD 
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FIG. 9. NON-AUTISM CHILD 

We can summarize the results that appeared to us in 

the first and second training and display them here through 

the Table II. 

TABLE II.  Last Trainings Results 
Results  

 

First training Second training 

precision 0.69 0.70 

recall 0.88 0.85 

F1-Score 0.77 0.77 

TP 234 214 

FP 106 32 

FN 31 39 

Average IOU  56.85% 63.90% 

MAP 85.19% 85.49% 

IV. CONCLUSION 

In this research, a model was made to identify children 

with autism by using a data set of facial images using Yolo 

v4. The model got 89% MAP As a very good accuracy and 

average loss 0.91% In the future, we will work on using more 

data set, and we will also use video clips, and we will also be 

keen to increase the accuracy of the images used in the data 

set. 
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Abstract— Supplier selection and evaluation processes are the 

companies’ most critical decision-making processes. To achieve 

the desired customer satisfaction, selecting the most suitable 

supplier and evaluating the suppliers with objective criteria and 

scientific methods is essential. Supplier Selection (SS) is a 

strategic decision that a company implements when searching 

for a new supplier. In contrast, Supplier Evaluation (SE) refers 

to selecting suppliers among their existing suppliers. As criteria 

and weights are different in the supplier decision of the 

companies, a flexible and extensible model called the Dynamic 

Supplier Analysis Model (DSAM) is developed. This model 

enables the creation of criteria groups under SS and SE 

templates, assigning weights to criteria, and applying Multi-

Criteria Decision-Making (MCDM) methods. A software 

program, Dynamic Application for Supplier Analysis Model 

(DAppSAM), is developed to implement the DSAM model in one 

of the world’s leading chemical companies using an Enterprise 

Resource Planning System (ERP) as a case study. Decision-

Making Trial and Evaluation Laboratory (DEMATEL) method 

is applied to calculate criterion weight using dependencies and 

relationships between criteria. The Analytical Hierarchy 

Process (AHP) and Technique for Order of Preference by 

Similarity to Ideal Solution (TOPSIS) MCDM methods were 

applied using a quality advantage SE template to select 

materials. The confirmed results by experts show that this 

model allows companies to analyze their suppliers efficiently. 

Keywords— Supplier Selection, Supplier Evaluation, MCDM, 

AHP, TOPSIS 

I. INTRODUCTION  

Supplier defines any person, business, institution, or 

organization that supplies goods or services to companies. 

The term “supplier identification” is the process of 

determining which suppliers will supply goods and services 

to companies according to their fields of activity. Since 

customer satisfaction is at the center of business decisions, 

companies are trying to cooperate with suppliers to satisfy 

their customers. In today’s competitive business 

environment, finding suitable suppliers has become more 

critical due to the increasing costs and low-profit figures. For 

this reason, businesses need a supplier determination system 

that enables them to establish long-term relationships with 

their suppliers by selecting the most suitable suppliers 

according to their expectations and goals, reviewing these 

relationships in specific periods, and managing their 

suppliers [1]. 

A purchasing expert is an individual who has a critical 

role during the supplier decision process. Purchasing experts 

manage all the purchasing processes of a business, 

negotiating with vendors to get the best price for goods and 

services. And also, it is important to communicate with other 

departments and company employees and take care not to 

exceed the budget limits while making their purchases.  

Since a supplier can be chosen among new candidates or 

existing suppliers, the supplier determination can be 

classified into two processes: Supplier Selection (SS) and 

Supplier Evaluation (SE). The SS process is the process of 

identifying a supplier among candidate suppliers. Therefore, 

SS is the cornerstone for strategic sourcing and procurement 

advantage, and the decision-making process during this 

selection is accepted as strategic. In SS, data is obtained from 

suppliers through surveys and interviews, so collected data is 

unstructured. However, these unstructured data must be 

converted into structured data to be used in the evaluation 

process. And also, if the collected data format is unstructured, 

then the ability of the decision-maker to decide quickly with 

the required precision is hampered [2]. 

In contradistinction to the SS, the SE process is carried 

out on the current suppliers of the company. This process 

helps companies to evaluate their existing suppliers in order 

to decrease the purchasing risk and maximize the overall 

value to the buyer. The SE process is intended to guarantee 

that the best supplier is available. In the SE process, both the 

data obtained from the ERP of the company and the data 

collected from purchasing experts are used. Therefore, the SS 

process is accepted as a strategic decision-making process, 

the SE process is recognized as a tactical and operational 

decision process [3]. 

Criteria are the plural form of the word criterion, which 

describes a standard, rule, or test on which a judgment is 

based. In the past, companies used to make supplier decisions 

by considering price criteria, but with the increasing 

competition, different criteria, such as quality control 

certificates, customer complaints, capacity, and capability, 

were considered for evaluating alternatives. However, the 

companies may evaluate suppliers for different material and 

service purchases by defining the criteria and criterion 

weights according to their requirements. In this way, 

companies operating in different industry areas can evaluate 
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existing suppliers and choose new suppliers according to their 

objectives. 

In this study, a new model and software are developed to 

provide a solution to supplier decisions of companies in 

different industry areas by applying MCDM methods with a 

dynamic system structure. The supplier selection and 

evaluation processes can be distinguished by defining criteria 

and templates based on the requirements of a company. 

Decision-makers can define criteria and the calculation 

method to determine the criterion values of suppliers in this 

software. Moreover, criteria can be selected, and weights of 

criteria are assigned under template structures according to 

the requirements of the company. The weights of the criteria 

can be calculated after defining the effects and importance of 

the criteria. It is intended to integrate existing supplier data 

with an ERP system for the SE process. The suppliers are 

evaluated with more realistic data with this integration. 

Additionally, a structure is essential where different MCDM 

methods can be included and applied to supplier decisions. 

Therefore, a dynamic model should be established to identify 

and classify SS and SE criteria for selecting a supplier and to 

apply appropriate MCDM methods based on the industry 

domain. 

II. LITERATURE REVIEW

Due to the importance and widespread use of Supplier 

Selection (SS) and Supplier Evaluation (SE) processes in 

many fields, numerous studies have been found in the 

literature.  A novel grey decision model to evaluate suppliers 

for the process industry [4]. Analytic Network Process- 

Technique for Order of Preference by Similarity to Ideal 

Solution (ANP-TOPSIS) method is applied in the automotive 

industry for evaluating suppliers [5]. 

A multi-criteria intuitionistic fuzzy TOPSIS method 

sustainable supplier selection and determine the rank of 

suppliers through a real-world case study [6]. A model is 

constructed for integrated supplier selection by applying the 

ANP, Taguchi loss function, and PROMETHEE methods. In 

this study, various criteria were determined, such as price, 

delivery, financial status, and management capabilities. They 

used the ANP methods to determine criterion weights and 

relationships, Taguchi Loss Function, and PROMETHEE 

approaches to find the best supplier, rank the suppliers and 

apply in Tire Company. In conclusion, precise solutions were 

determined for complicated selection problems with 

traditional and non-traditional methods comparatively [7]. 

The generalized Choquet integral and the fuzzy TOPSIS 

approaches are applied to select the best supplier for 

purchasing steering gearbox products for the automotive 

industry in Turkey. The results showed that the fuzzy MCDM 

methods provided more reliable solutions instead of 

traditional MCDM methods [8]. 

Supplier decisions are made using the SS and SE criteria 

in conjunction with MCDM methods. The criteria are set by 

the companies based on their goals in selecting a product or 

service and applying MCDM methods [9]. Moreover, in the 

study of a company producing corrugated cardboard boxes in 

Turkey, the most frequently used criteria for supplier 

selection were price, quality, delivery, service, and sub-

criteria. The weights of the criterion are determined by the 

Analytical Hierarchy Process (AHP) method, and alternative 

suppliers were selected with the TOPSIS method [10]. A 

literature review of supplier criteria selection and the research 

trends on criterion selection based on a review of related 

studies for selecting suppliers is presented. Also, the AHP 

method is applied in the business sector to gain optimal 

results [11]. The suppliers are selected, and supplier 

development status is found with the TOPSIS method [12].  

The AHP and TOPSIS methods were used for housing 

selection [13], the measurement of corporate sustainability in 

the bank sector [14], and the evaluation of polyclinics [15]. A 

comprehensive evaluation model based on VIKOR and 

TOPSIS models is proposed to determine the security status 

of urban water supplies. The results indicate that Tianjin 

should develop water resources and focus on the construction 

of a water-saving society [16].  

In a study, the rankings obtained by the TOPSIS and 

VIKOR methods, which are multi-criteria decision-making 

techniques, were compared in order to make the financial 

performance rankings of the enterprises. They examined 

whether there is a relationship between their financial 

performance and stock market performance by sequential 

correlation analysis [17]. 

The Grey Relational Analysis (GRA)-Best Worst Method 

(BWM-TOPSIS methods are integrated to propose a 

framework for resilient supplier selection with the presence 

of uncertain and incomplete data [18]. 

 The decision-making trial and evaluation laboratory 

(DEMATEL) and Analytical Network Process (ANP) 

methods were used together for supplier selection in the 

health sector. The criteria are ranked as price, quality, 

sustainability, OHS, technique, and logistics with these 

methods. It is indicated that the proposed method may help 

managers with purchasing decisions [19]. They propose a 

methodology by using PROMETHEE II that identifies the 

best criteria first and calculates the preference indices 

according to these criteria. The PROMETHEE II algorithm is 

customized, and statistical analysis indicates that the 

proposed approach might be applied instead of 

PROMETHEE II and TOPSIS methods [20]. 

The effect of the criteria on supplier selection for 

bottleneck and strategic product groups is discussed. The 

bottleneck products have a particular design, while strategic 

product producers are limited. There are three candidate 

suppliers for each group. Criteria and sub-criteria with their 

weights were defined according to product groups. In this 

study, it was given that the criteria and weights used in 

supplier selection varied depending on the product group. 

Furthermore, it was noted that there might be dependencies 

between the criteria used for supplier selection, and ignoring 

these dependencies which would lead to erroneous results 

[21]. Additionally, the criterion “cost” is critical, but the 

criteria of “performance” and “ease of use” are also 

determined as essential when selecting a machine in the cable 

industry. The fuzzy structure enables the decision-makers to 

evaluate statements and create an objective decision structure 

[22]. In addition, Fuzzy logic is used to evaluate marble 

extraction methods [23]. MCDM methods combined with the 

fuzzy logic to deal with uncertainties by the Fuzzy TOPSIS 
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method [8] and [24]. Also, Fuzzy TOPSIS and Fuzzy 

DEMATEL were used by [25] to select the most suitable 

supplier. Similarly, the criteria weights and relationships are 

determined by using the Fuzzy DEMATEL technique [26] 

and [27]. Besides, the fuzzy AHP method is applied to 

determine the best alternative and the most suitable machine 

suppliers [28].  

Also, another MCDM algorithm, namely Data 

Envelopment Analysis (DEA) is used to calculate relative 

importance and to monitor market performance by using 

many inputs and outputs without calculating weights [29]. 

The Analytical Network Process (ANP) to determine the 

weight in supplier selection criteria and the DEA method to 

handle hundreds of suppliers Reference [30]. Besides, 

supplier selection in the cable industry by employing the 

DEMATEL method for determining criteria relations, the 

ANP method for determining criteria weights, and the 

VIKOR method for supplier selection. In the cable industry, 

DEMATEL, Analytic Network Process, and VIKOR method 

are used to select polyethene suppliers [31,32]. As a result, 

“the suitability of the product price” is found as an essential 

criterion, and two companies are identified as the best 

suppliers. Additionally, the Delphi technique may also be 

used when individuals and groups need to solve complex 

problems without face-to-face meetings [33]. A 

comprehensive solution model is developed to select supplier 

in the Oil and Gas (O&G) industry to prevent delay problems 

during O&G operations resource extraction. They applied a 

Delphi technique to filter unnecessary factors and rank 

factors. Moreover, the best-worst method (BWM) is applied 

to calculate the weights of criteria and reduce pairwise 

comparisons. TOPSIS method is implemented to rank the 

suppliers. The applicability of this integrated MCDM model 

in the O&G industry reveals that this model can be used in 

other industrial sectors for SS [34]. 

Besides, Principal Component Analysis (PCA) is used to 

reduce the dimensionality of large datasets by computing 

low-dimensional representations of multivariate data [35] 

and [36]. Medium-sized bottling machine companies have 

used this method to evaluate the relative performance of 

suppliers with multiple outputs and inputs [37].  

The fuzzy TOPSIS approach is applied to select hospital 

suppliers for ten main and twenty-four sub-criteria to evaluate 

three hospital supplies. Supplier one is selected as the best 

sustainable supplier but supplier two has the best 

performance based on economic criteria in the study. They 

indicate that this work can help hospital managers make 

decisions on candidate suppliers [38]. 

III. PROBLEM DEFINITION 

Many other studies can be found which are carried out for 

different sectors in supplier decisions. The studies are sector-

specific and inflexible with fixed criteria and methods. In the 

previous studies, it was seen that the concepts of SS and SE 

are intertwined. Besides, to the best of the authors' 

knowledge, no study exists that defines SS and SE processes 

separately and also has a flexible and extensible model 

depending on the company. Thus, companies can meet their 

expectations by defining their criteria within a model that 

provides e.g. financial, operational, and cost benefits. Also, 

another significant problem in evaluating criteria for SS and 

SE process is data collection methods. The companies are 

unclear about the required data, its format, the methods for 

collecting the data and collected data is unstructured form. In 

this model, an unstructured data should be converted into 

structured data. Regarding the mentioned problems, 

companies should determine the nature, definition, and use of 

data in the supplier selection and evaluation process. 

IV. METHODOLOGY 

A. Model Definition 

In this paper, a novel, flexible and extensible model for 

both SS and SE called Dynamic Supplier Analysis Model 

(DSAM) is developed. DSAM model consists of four phases 

which are Data Collection and Preparation, Method 

Development, Evaluation, and Analysis shown in Fig. I. 

 
FIG I. DSAM MODEL 

Data Collection and Preparation phase is the most 

important phase of this model. In the criteria creation step of 

this phase, literature analysis and workflow analysis of 

different firms were carried out, and criteria found after this 

research was analyzed by experts.  

The criteria “Quality Control”, “Product Control”, 

“Delivery Performance”, “Customer Complaints “, “Price 

and Payment Terms Control”, “Accuracy” and “Quantity 

Control” were defined as follows;  

Quality Control; Accepted ratio and Rejected products 

ratio 

Product Control; the ratio of correct and incorrect product 

gives the result value of this criteria. 

Delivery Performance; the performance of supplier for 

Order Delay Date, Packaging Capability and distance 

Customer Complaint; the count of complaints gives the 

score for a supplier.  

Price and Payment Terms Control; Ratio of Correct Price, 

correct payment term and Out of Tolerance criteria are used 

to calculate supplier value. 
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Accuracy; criteria value is calculated by the ratio of 

ontime delivery, correct product and amount of a material that 

is purchased 

Quantity Control; the ratio of correct and out of tolerance 

gives the value of the criteria for a supplier. 

For each of the criteria, KPI’s value definition methods 

were determined. After this step, different templates were 

defined to give flexibility and manageability to the user, and 

a hierarchical criteria tree, including weights for each 

criterion. In the Supplier Data step, different approaches were 

applied to the existing supplier or candidate supplier. For 

existing suppliers, data, criteria, and KPI values that exist in 

the ERP System of the company are imported. For candidate 

suppliers, their required data, criteria, and KPI values are 

obtained in digital form if possible or the required data is 

entered into the system manually.  

The well-known and most used methods, AHP and 

TOPSIS, are developed in the Method Development phase. 

And also, depending on the requirements of the company, 

new methods can easily be applied and integrated into the 

system. Moreover, in the Evaluation phase of the model, the 

requirements of the company are determined, the materials 

and services are selected to be purchased, and SS and SE 

processes are carried out. In this phase, the user can select the 

suitable template for any desired situation, such as quality 

advantage, cost advantage, minimum price, and delivery 

time. The user also can define new templates according to 

their requirements. The Analysis is the last phase of the 

presented model, in which the results obtained from the 

applied methods are combined to make the final decision 

after the necessary analyses by the experts.  

B. Data Collection and Analysis 

The most important step in the data collection is 

determining the criteria. First, the criteria list is populated 

from the previous studies carried out by the different authors 

in the literature and the analysis carried out on different firms. 

Then each criterion was discussed with the purchasing 

experts, and then final criteria list was created. Values of the 

criteria can be determined by using two different ways 

depending on the situation of the current suppliers and 

candidates. For current suppliers, criteria values are 

determined depending on the data in the ERP system of the 

company. For candidates, the data used for the value 

determination is collected from surveys and interviews with 

the suppliers. Then, three data preparation techniques are 

performed together to extract meaningful information from 

the raw data, including (i) Criteria Determination Processes: 

New Criterion Adding Processes, Criterion Splitting 

Processes, Criteria Merging Processes, and Criterion 

Removal Processes. (ii) Segmentation: Criteria 

Characteristics Definition. (iii) Feature Extraction: Grouping 

Criteria as SS/SE and defining a related scale. Finally, the 

experts in the company finalize the criteria values and 

weights to be used during SS and SE processes. 

C. The Relation between Criteria and KPI 

KPI structure provides to define the method of obtaining 

the criteria values of the suppliers and the criterion scale 

ranges. The working methods of the criteria are determined 

by the KPI type and the calculation method. Also, KPI scales 

determine the actual value of the interval for scores and the 

direct effect of a criterion value. Some detailed examples of 

the KPI with scale and its intervals are given in Table I. 

TABLE I. KPI DETAILS 

KPI ID KPI Name 
Criterion 

Name 
Method Data Scale Unit The effect Interval Score 

69 
Order 

Delay Time 

Order 

Delay Time 
Function 

Transaction 

Values 
15 Day 

The negative 

effect 

 Max 

Day=Min 

Score 

-30 day 

-30/-10 

-10/0 

0/5 

5/ 

5-Perfects 

4-Good 

3-Normal 

2-Acceptabl 

1-Bad 

448 Distance Distance 
Objective Data 

Method 
Data 95 Km 

Negative 

Effect 

Max 

Distance=Min 

Score 

Distance Min/Max 

Interval  

1-Good, 

2-Normal 

0-Bad 

3-Perfect 

449 
Packaging 

Capability 

Packaging 

Capability 

Subjective Data 

Method 
Data 94 Bool 

Exists Max 

Score 

1-Exist 

0-NotExist 

1 

0 

D. Templates 

Templates are criteria groups created to select or evaluate 
a supplier for a product or service. A template also gives the 
ability to users to define their requirements by using KPI and 
KPI weights in the system. While creating the templates, the 
Year, the Type (SE/SS), and the features of the template are 
selected. The features include "Cost", "Delivery", "Quality", 
and "Quantity", as given in Table II. These features enable 
to distinguish templates easily without reviewing KPI 
details. The user may also select one or more of these 
features depending on the requirements. 

TABLE II. QUALITY ADVANTAGE TEMPLATE PROPERTIES 
Year Type Cost Delivery Quality Quantity 

Quality 

Advantage 

2012 SE    

Each template has layers in which a sub-criteria is defined 

for each main criterion in a top layer. After adding criteria to 

the templates, weights are assigned to each criterion. These 

weights can be determined by experts or can be calculated 

using a method. In Table III, the Quality Advantage Template 

was created by experts; the first two layers of this template are 

given. As can be seen in Table III, the overall sum of the 
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weights defined in each layer is 100%, while each criterion 

has its weight. The weight of the criterion can be assigned 

under the template based on requirements. Besides, the weight 

of the criterion can be calculated by Decision-Making Trial 

and Evaluation Laboratory (DEMATEL) method in this 

model. The DEMATEL method determines the type of 

relations, the importance of the criteria, and their effects on 

each other [39] and is applied to determine criteria and criteria 

weights by using evaluation scales. These scales are linguistic 

terms as No influence, low influence, Medium influence, high 

influence and very high influence [40].  

TABLE III. SE RESULTS OF THE AHP METHOD FOR QUALITY 

ADVANTAGE TEMPLATE OF TWO LAYERS 
QUALITY ADVANTAGE TEMPLATE  

MAIN/SUB CRITERIA (LAYER I, LAYER II) 

LAYER I LAYER II 

Criterion W% Criterion W% 

Quality Control 30% 

Accepted Ratio 30% 

Condional Accepted Ratio 30% 

Environment Related Cerificates 20% 

QDMS System 20% 

Product Control 15% 
Ratio of Correct Product 40% 

Quality Control 60% 

Delivery Performance 10% 

Order Delay Date 50% 

Packaging Capability 20% 

Distance 30% 

Price and Payment 

Terms Control 
15% 

Payment Control 50% 

Price Control 50% 

Customer Complaints 5% 

Quality Complaints 50% 

Delivery Complaints 10% 

Packaging Complaints 10% 

Handling of Complaints 20% 

Price Complaints 10% 

Accuracy 10% 

Ratio of Correct Price 13% 

Delivery On-Time Ratio 15% 

Delivery Correct Product 50% 

Delivery Amount Accuracy 12% 

Proper Packaging 10% 

Quantity Control 15% 
Ratio of Correct Quantity 80% 

Waste Rate 20% 

Sum (Layer I) 100% 

The criteria to be used in the evaluation process are selected 

among the existing criteria in the system. In this selection 

process, the opinions of experts are taken, and the decision-

makers can compare the relationships among the criteria by 

using criterion evaluation scales. Moreover, the DEMATEL 

method is applied to calculate criterion weight by using 

dependencies of criteria [41, 42]. In this study, Quality 

Control, Product Control, Delivery Performance, Price and 

Payment Terms Control, Customer Complaints, Accuracy, 

and Quantity Control criteria weights are calculated as 

0.17814, 0.16888, 0.08867, 0.18084, 0.16676, 0.13601, 

0.08071. These values indicate that price and payment terms 

control criteria are very important criteria. This template is 

created as a quality advantage, so the quality control criterion 

weight is assigned as 30%. However, the prerequisite of 100% 

total should always be preserved. 

E. MCDM Methods 

It is determined that different MCDM methods are used in 
supplier decision-making in the literature examined within the 
scope of this study. In this work, the Analytical Hierarchy 
Process (AHP) and Technique for Order of Preference by 
Similarity to Ideal Solution (TOPSIS) methods are used to 
calculate supplier score values. AHP method is a 
mathematical theory that is the most popular and widely used 
multicriteria method in decision-making developed by [38]. 
The criteria are compared according to their priorities, and 
criteria weights and supplier scores are calculated using the 
AHP method. On the other hand, the TOPSIS method is one 
of the MCDM methods frequently used in the selection of 
suppliers in literature [43]. The scores of the alternatives are 
considered by calculating the distances between the positive 
and negative ideal solutions in the TOPSIS method. The 
selected alternative is expected to be close to the positive ideal 
solution and away from the negative ideal solution [44]. 

An algorithm is developed using the analytic hierarchy 
process (AHP) method to evaluate suppliers. Supplier scores 
are calculated with the procedures developed for the 
application of this method. Moreover, the TOPSIS evaluation 
method is used in this study based on supplier data to evaluate 
suppliers.  In this study, a flexible data structure was created, 
AHP and TOPSIS methods were applied by the prepared 
procedures, and the dependency on any ready-made library 
was eliminated with the development of the procedures within 
the scope of the study. These procedures allow flexible 
application of methods for different criteria and alternatives. 
The AHP method allows the evaluation of alternatives with 
paired comparison matrices created for the determined 
criteria. Simple mathematical operations are used in this 
evaluation process. In this study, the AHP method was used 
effectively by creating a dynamic data structure and pairwise 
comparison matrices for both criteria and alternatives. For the 
application of the method, the procedures developed in the 
study and the alternatives were evaluated by solving 
mathematical operations and pairwise comparison matrices. 
In addition, since the effect direction of the criteria can be 
positive or negative, the effect aspect of the criteria should 
also be taken into account in the evaluation of alternatives. If 
the cost criterion value of an alternative is large, this 
alternative should be evaluated negatively, and an alternative 
with minimal cost should be chosen as the best solution. If we 
consider another criterion, the quality criterion, it will have a 
positive effect if an alternative has a quality certificate. In 
other words, the cost criterion has a negative effect, but the 
quality certificate criterion has a positive effect. The TOPSIS 
method was used in this study because it calculates the 
distance of the alternatives from the positive and negative 
ideal solutions by taking into account the positive and negative 
effects of the criteria. In addition, to apply the TOPSIS 
method, a procedure was developed using the flexible data 
structure used in the AHP method, and mathematical 
operations were applied with matrix operations. In this way, 
the evaluation of alternatives was ensured by taking into 
account the positive and negative effects of the criteria. 

In order to calculate supplier score values, the DAppSAM 
software user interface is shown in Fig. II. Industry field, 
template, material, and method are selected as parameters, 
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supplier evaluation and selection are selected, and scores are 
calculated. 

FIG II. DAPPSAM SOFTWARE USER INTERFACE 

F. Supplier Score Calculation 

AHP and TOPSIS methods are applied using a template, 

the supplier’s data, and KPI value of each supplier is 

calculated. In order to calculate the supplier score, the criteria 

score values of suppliers are multiplied by criteria weights 

depending on the selected template, and a total score is 

calculated. In each layer, the score of a criterion and the total 

score of criteria are calculated by using formulas 1 and 2: 

𝑆𝑐𝑜𝑟𝑒 𝑜𝑓 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 𝑘 = 𝑊%(𝑘) ∗ AR  (1) 

𝑇𝑜𝑡𝑎𝑙 𝑆𝑐𝑜𝑟𝑒 = ∑ 𝑊%(𝑖) ∗ 𝐴𝑅(
𝑛

𝑖=0
i)    (2) 

Where k= kth criterion 

• n: Count of a SS/SE template’s main criteria

• W% (k): Weight of the kth criterion on a selected

layer 

• AR: Result value of a selected algorithm for kth

criterion 

Score: Multiplication of AR and W% values on a selected 

layer for kth criterion. 

V. RESULTS AND DISCUSSION 

The case study was carried out on the data of a chemical 

company that is among the top five companies worldwide and 

located in Turkey. The developed software DAppSAM was 

also integrated with the ERP system of the mentioned 

company to implement the DSAM model. As given above, the 

AHP and TOPSIS methods were selected and implemented in 

this study. Since the processes carried out for both SS and SE 

are similar, in order to see the effectiveness of the model and 

to compare with it the real-world data, only the SE was carried 

out. Also, the ERP data used in this study was related to the 

last five years. Depending on the purchase orders of the 

company in these years, 20 current and candidate suppliers 

were selected from the historical purchase order data at the 

same time for a product group. In this case study, the Quality 

Advantage Template was selected for SE. The name of the 

materials and the name of suppliers were coded to maintain 

data security. The suppliers have the ability to provide the 

materials coded as RE201A that were selected and used in the 

comparisons. The score of each supplier was calculated as 

given in formulas 1 and 2. The overall scores of the supplier 

evaluation process carried out by the AHP and TOPSIS 

methods are given in Tables IV and VI, respectively. 

TABLE IV. SE RESULTS OF THE AHP METHOD 

Supplier Code 
Total Score 

Quality 

Control 

Quantity 

Control 
Product Control 

Price and 

Payment 

Terms 

Control 

Delivery 

Performance 
Accuracy 

Customer 

Complaints 

100% 30% 15% 15% 15% 10% 10% 5% 

S02 6.4489 1.7658 1.1251 1.1107 0.7399 0.5457 0.6724 0.4893 

S12 6.2040 1.7658 1.1251 1.1107 0.9885 0.3624 0.7536 0.0979 

S14 6.1900 1.5351 1.1251 1.1107 0.6992 0.5582 0.6724 0.4893 

S05 5.6099 1.6482 1.1251 0.8494 0.8663 0.3523 0.5993 0.1693 

S11 5.2508 1.5204 1.1251 0.6888 0.6181 0.4912 0.6788 0.1284 

S20 5.2366 1.1250 1.0313 0.7943 0.6915 0.5573 0.5968 0.4404 

S03 5.1884 1.9966 0.2812 0.6888 1.0910 0.4412 0.3176 0.3720 

S10 5.1866 0.9412 1.1251 0.8494 0.7371 0.6694 0.6462 0.2182 

S07 5.1678 1.2528 1.0313 0.8494 0.7346 0.5726 0.6507 0.0764 

S13 5.0671 1.7658 1.1251 0.6888 0.6026 0.5629 0.1720 0.1499 

S01 5.0040 0.7913 1.0313 0.5330 1.0868 0.4912 0.9011 0.1693 

S09 4.9499 1.5204 0.1875 1.1107 0.6181 0.5499 0.5149 0.4484 

S18 4.6704 1.2896 0.2812 1.1107 0.7821 0.4495 0.5880 0.1693 

S04 4.6364 1.9966 0.2812 0.7943 0.6178 0.3652 0.4529 0.1284 

S15 4.4398 1.5204 1.0313 0.3723 0.5521 0.3513 0.1720 0.4404 

S06 4.4119 1.5204 0.1875 0.3723 0.9460 0.8110 0.4463 0.1284 

S17 4.3101 1.5204 0.2812 0.7943 0.5405 0.5652 0.4392 0.1693 

S08 4.1648 1.7511 0.2812 0.6888 0.6630 0.3944 0.2364 0.1499 

S19 3.9802 1.7511 0.1875 0.3723 0.5566 0.5610 0.1633 0.3884 

S16 3.8849 1.0220 1.0313 0.1110 0.8684 0.3485 0.3264 0.1773 

Max. Score 6.4489 1.9966 1.1251 1.1107 1.0910 0.8110 0.9011 0.4893 
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Depending on the results obtained, it is observed that supplier 

S02 has the highest score while supplier S16 has the lowest. 

When details of the evaluation are examined, it is seen that the 

order of the suppliers is generally different. For example, 

suppliers S03 and S04 have the highest scores of 1.9966 from 

the Quality Control perspective. However, their scores are 

extremely low when compared to Quantity Control. Supplier 

S03 has the highest score from the "Price and Payment 

Control" perspective, but from other perspectives, it is located 

in the bottom section of the comparison list. Although supplier 

S02 was detected as the best in overall score, it was not the 

best in the "Price and Payment Control". In order to show the 

layer structure, the details of S02 are given in Table V. 

After the TOPSIS implementation, it was revealed that 

supplier S02 is also the most advantageous supplier when the 

overall score is calculated. Although the supplier "S03" has 

the highest "Quality Control" score, other criteria scores are 

lower than it. By considering the overall results for both 

cases, it is observed that supplier S02 is the first and selected 

as the final supplier for the material RE201A. 

TABLE V. DETAILED RESULTS OF "PRICE & PAYMENT 

CONTROL" CRITERION FOR SUPPLIER "S02"E RESULTS OF THE 

AHP METHOD 
LAYER 

1 2 3 

Criterion W% Criterion W% Criterion W % AR WA% (*) Score 

P
r
ic

e
 a

n
d

 P
a
y
m

e
n

t 
T

e
r
m

s 
C

o
n

tr
o

l 

15 

Payment 

Control 
50  

Supplier Payment 

Term 
30 3.592 2.25 0.0808 

Correct Payment 

Term 
40 4.167 3.00 0.1250 

Payment Delay  

Day 
30 3.448 2.25 0.0776 

Total 100 7.50 0.2834 

Price 

Control 
50 

Ratio of Correct 

Price 
40 6.25 3.00 0.1875 

Discount 

percentage by the 

Amount 

40 5.556 3.00 0.1667 

Sectorial Price 

behavior 

Adjustment 

20 6.818 1.50 0.1023 

Total 100 7.50 0.4565 

Total 100 0.7399 

TABLE VI. SE RESULTS OF THE TOPSIS METHOD 

Supplier 

Code 

Total TOPSIS 

Score 

Quality 

Control 

Quantity 

Control 
Product Control 

Price and 

Payment 

Terms 

Control 

Delivery 

Performance 
Accuracy 

Customer 

Complaints 

100% 30% 15% 15% 15% 10% 10% 5% 

S02 24.6167 7.1024 4.2544 4.1810 2.9249 2.1157 2.4021 1.6362 

S12 23.7252 7.0579 4.2544 4.1810 3.7676 1.4812 2.6616 0.3215 

S14 23.5554 6.1589 4.2544 4.1810 2.7561 2.1667 2.4021 1.6362 

S05 21.8870 6.6983 4.2544 3.1371 3.5359 1.4570 2.1686 0.6357 

S11 20.2273 6.2084 4.2544 2.6273 2.6340 2.0236 1.9855 0.4941 

S03 20.0508 8.0459 1.1470 2.6273 4.1306 1.8196 1.0561 1.2243 

S20 19.9726 4.6352 3.8535 3.0158 2.7124 2.1455 2.1319 1.4783 

S10 19.9369 3.9174 4.2544 3.1371 3.0002 2.6199 2.2143 0.7936 

S13 19.8117 7.1468 4.2544 2.6273 2.4718 2.1682 0.6036 0.5396 

S07 19.6309 5.0363 3.8535 3.1371 2.8941 2.2079 2.2260 0.2760 

S09 19.3435 6.2972 0.7461 4.1810 2.6340 2.1327 1.8579 1.4946 

S01 18.7184 3.1049 3.8535 1.9718 4.0870 2.0236 3.0419 0.6357 

S04 18.3535 8.0459 1.1470 3.0158 2.5355 1.4925 1.6227 0.4941 

S18 18.2954 5.3093 1.1470 4.1810 3.0774 1.8536 2.0914 0.6357 

S15 17.4086 6.2528 3.8535 1.4621 2.3225 1.4358 0.6036 1.4783 

S06 17.1779 6.2084 0.7461 1.4621 3.6436 3.3112 1.3124 0.4941 

S17 17.1397 6.2528 1.1470 3.0158 2.3058 2.1950 1.5876 0.6357 

S08 16.5210 7.1963 1.1470 2.6273 2.6027 1.6115 0.7966 0.5396 

S19 15.7532 7.1963 0.7461 1.4621 2.3474 2.1780 0.5631 1.2602 

S16 14.8529 4.0928 3.8535 0.4181 3.3154 1.4245 1.0966 0.6520 

Max. Score 24.6167 8.0459 4.2544 4.1810 4.1306 3.3112 3.0419 1.6362 

VI. CONCLUSION

In this study, for Supplier Selection and Supplier 

Evaluation processes a flexible and extensible model named 

Dynamic Supplier Analysis Model (DSAM) is developed. 

Moreover, in order to implement the DSAM Model to enable 

changes in templates and criteria, and to find the optimum 

solution with commonly used multi-criteria decision-making 

method TOPSIS and AHP algorithms, an application named 

Dynamic Supplier Analysis Model (DAppSAM) is also 

developed. The weights of criteria were calculated by the 

DEMATEL method and defined under a SE template for the 

product group in this chemical company. However, the criteria 

and their weights may differ based on the product group and 

requirements of a company. The templates structure is used to 

define the criteria group based on these requirements and 

revise the weights of crtieria. DSAM model is applied in one 

of the world’s leading chemical companies to determine best 

supplier for a product group among twenty suppliers.  In the 

DAppSAM software, the scores of these suppliers are 

calculated for AHP and TOPSIS method. Besides, the impact 

directions of the criteria is also investigated and it is seen that 
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the TOPSIS algorithm is also enabled to find the solutions 

closest to the positive solution and the farthest from the 

negative solution. Also, by changing the scales’ sensitivity, 

the model can provide more effective solutions. The scores of 

these methods are consistent for Supplier Evaluation. The 

supplier S02 is the best supplier with AHP and TOPSIS score 

values with 6.4489, 24.6167 respectively. 

The results are evaluated by experts, and the purchase 

amount of this product group is analyzed for the years 

between 2005 and 2011. The supplier “S02” purchase 

quantity is greater than other suppliers that are evaluated 

based on quality advantage. Finally, it was seen that DSAM 

allows companies to analyze their suppliers efficiently. The 

purchase quantity from all of these suppliers is compared and 

validated with the scores of suppliers. 
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Abstract— Due to the rapid increase in the use of internet and 

electronic devices in our age, forensic informatics is becoming a 

very important field. A good understanding of forensic 

processes is necessary for the protection of states, institutions 

and personal information. In addition, when a crime is 

committed, it is a great precaution to make the right decision 

when making decisions about this crime. In the article study, 

researches on the importance of forensic science, its areas of use 

and the tools used in these areas were made. The study consists 

of three main stages. In the first stage of the study, the general 

definition of forensics, its precautions, common areas of use and 

recent studies on forensics were examined in detail. networks 

are offered. In the second stage, the process of collecting, 

analyzing and reporting, which is a process of forensic 

informatics, was made and the types of evidence were 

mentioned. In the third part of the study, information about 

legal informatics law is given. In the final stages of the 

conclusion and suggestion section, suggestions were made about 

the importance of forensic science, the lack of academic 

understanding of forensic sciences in our country and how these 

deficiencies can be eliminated. 

Keywords— Forensic computing, hardware tools, software tools, 

mobile forensic computing, cloud computing 

I. INTRODUCTION  

In today’s world, with the spread of electronic devices, a 

large number of digital forensics crimes are being faced with 

every passing day. In order to cope with these crimes, it is 

necessary to know well the new methods of investigation. 

Thus, before working in the field of digital forensics, it is also 

necessary to know the steps of the digital forensics process 

well and to obtain the evidence used in this field without any 

problems. When incorrect methods are applied to the 

evidence, the evidence may be damaged, and irreparable 

consequences may occur. 

In the second part of this study, researches made in recent 

years about forensics were discussed, in the third part, 

forensic computing (definition of forensics, its current 

importance and usage areas) were discussed. In the last part 

of the study, the conclusion obtained with forensic 

informatics and discussion in detail. 

II. LITERATURE REVIEW 

In recent years, there has been an increase in studies 

related to digital forensics, and the importance of this issue is 

increasing every day. The information obtained in some 

previous studies related to the issue of digital forensics is 

briefly mentioned below. In Table 1, studies related to 

forensic informatics in the literature are given in detail. 

 

 

TABLE I. CURRENT STUDIES IN THE LITERATURE 
Source Method 

Robbins [1] 
Judd Robbins, a digital forensics expert, revealed that digital forensics was based on analysis techniques applicable to 
investigation and legal evidence [1]. 

Hand and Lin [2] 

Hand, Lin, and their colleagues mentioned Bin-Carver, which was the first system of its kind for automatically recovering deleted 

or corrupted metadata and executable files. In the study conducted with thousands of binary code files, accurate results were 
obtained with a recovery rate of 93.1% without files being corrupted [2]. 

Narayanan and 

Ashik [3] 

In their study, Narayanan and Ashik discussed digital forensics analysis tools and their usage in an application. In this study, basic 

research concepts and how to use a specific tool were explained for beginners in the field of digital forensics [3]. 

Pal and Memon [4] 
In a study conducted in 2009, Pal and Memon touched on file carving (that is, works such as restoring deleted files or recovering 
data on a corrupted device). While the study was successful in recovering text and images, the same success could not be achieved 

for video, audio, executable, and other file formats. Therefore, they talked about the creation of new techniques [4]. 

Ballenthin [5] 

It isconducted a study on commercial open source tools, and mentioned the index structure and the contents of index entries. For 

example; EnCase, FTK and TSK etc. they have recently released INDXParser.py, an open source tool that parses NTFS index 
files into Excel and CSV file formats, as well as a search for free fields [5]. 

Mutawa and Baggili 

[6] 

It is focused on conducting forensic analyses in three social networking applications (Facebook, Twitter, and MySpace) that are 

commonly used on smartphones. The tests were conducted on three popular smartphones (BlackBerry, iPhone and Android). The 
tests were carried out in the form of installing social networking applications on each device, conducting common user activities 

through each application, obtaining a forensically healthy image of each device, and performing manual forensic analysis on each 

resulting image. The results showed that no traces were found in BlackBerry devices, while a significant amount of data that can 
be recovered and used by forensic investigators was obtained from iPhone and Android phones [6]. 

Krishnun [7] 

In another study, it was mentioned different approaches for digital forensics investigations of flash drives. Three different data 

collection methods were discussed for creating complete memory copies of flash memory devices. While doing this, 45 different 
brands and models of USB flash drives were used. Which steps were needed to convert the extracted data in an understandable 

form by the common forensic media analysis tools was shown. However, it was emphasized that further research was necessary 

for flash memory data that could not be converted directly to the file system level [7]. 

Arthur and Venter 

[8] 

In the study, the common points of digital forensics tools and their main differences were discussed, and what features should be 
developed in these tools to make them achieve effective results on storage devices was mentioned. In addition, some digital 

forensics tools were used in this study and the authors focused on the missing features of these tools [8]. 
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Source Method 

Guo, Jin, and Shang 
[9] 

In their studies, it was presented the definition and various models of cloud computing. In addition, they compared classic forensic 
investigations with forensic investigations in the cloud and analyzed the challenges of forensic investigation in cloud 

environments. For this reason, the necessity of a broader range of technical knowledge on a wide variety of hardware platforms 

and operating systems, as well as a deep understanding of a wide variety of technologies, applications, networks, has been 
mentioned with forensics [9]. 

Van Houten et al 

[10] 

In a study conducted by Van Houten et al., the difficulty of identifying the video source from low-quality videos was deeply 

examined [10]. 

Garfinkel [11] 

Garfinkel mentioned the design and use of DFXML. As discussed in this study, digital forensics XML (DFXML) is an XML 
language that allows the exchange of structured forensic information. In digital forensics, DFXML represents the origin of data. 

DFXML also documents the specific tools used to produce the results and their processing techniques. The automatic reprocessing 

of forensic information when tools were developed was also discussed in this study [11]. 

Tang [12] 
In another study, the current state of digital forensics investigations, their future trends, and a typical platform of the software 
system commonly used in Linux were mentioned. In addition, the problems caused by the fact that many of the current works 

were based on manual applications were discussed [12]. 

Milani et.al. [13] 

Milani et.al. presented an overview of current video processing techniques. They also mentioned the possibility of identifying all 
possible terms that could be operated on a single signal and footprints that could reveal important information about its origin 

and use. They showed that this was possible on the assumption that each processing step does not create an excessive amount of 

distortion on the signal. It did not give good results as a serious deterioration in signal quality would render it useless [13]. 

Yin Pan et al [14] 

Yin Pan et al. conducted a study on games related to digital forensics. They focused on designing and developing game-based 

digital forensics work in a real computing environment by using the game-based learning (GBL) approach. In this study, 

interactive visualization was used to help students understand intangible and inaccessible abstract concepts such as deleted, 
hidden, over-written, or encrypted digital evidence [14]. 

Yinghua [15] 

Yinghua, Slay, and Beckett focused on the topic of verification and validation of tools used in digital forensics. Thus, they 

conducted some tests and applied these tests to some real tools such as EnCase and FTK, which are widely used in the market. In 

addition, they mentioned a quantitative model for evaluating the results of verification and validation. In this study, how to 
evaluate whether a tool was validated was also discussed [15]. 

Cho [16] 

In the study conducted by Gyu Sang Cho, a digital forensics analysis method for a directory on the NTFS file system was 

presented. In the study, especially if there are a large number of files in the directory, digital forensics methods were used. From 
a digital forensics perspective, information was provided about how the directory entries and traces on the directory entry record 

remain when the files are deleted [16]. 

[17,18] 
In this study, fuzzy logic and genetic algorithms were used for intrusion detection systems on server computers. First of all, 

abnormal behaviors were detected by examining user behaviors over log records [17, 18]. 

Kobayashi [19] 
In their study, Kobayashi and colleagues aimed to detect suspicious areas in a video recorded from a static scene by using noise 

characteristics to detect changes made on cameras [19]. 

[21] 

Data recovery technology on a computer is one of the most important technologies in the field of digital forensics. Data can be 

recovered using professional digital forensics tools such as Encase [20] and Easy recovery [21], even in cases where the data has 
been completely deleted on a computer and even the disk has been formatted more than once. 

[22] 
Considering the spread of cybercrimes on portable devices, Joe Grand introduced some software for digital forensics works on 

portable devices with operating systems [22]. 

Ronghua Shi et al 

[25] 

Ronghua Shi et al. discussed their studies on the design of a matrix-based visualization system for digital forensics in network 
traffic. They stated that because users’ information on the network could be easily obtained from the interface, this system could 

provide a comprehensive analysis of network traffic and it had certain advantages for efficiently revealing clues related to digital 

forensics [23]. 

[24,25] 
Forensic network traffic tools, such as TCPDump [24] and Snort [25], capture network traffic in different formats at different 

levels and analyze them by matching rules and creating event logs. 

Ghafarian [26] 

In his research, Ahmad Ghafarian focused on the analysis of cloud storage services in digital forensics and he carried out his 
study on a copy of Dropbox. He analyzed the traffic log files by using the Wireshark forensic network tool. In this way, much 

more information such as the suspect’s file access history, the identity of the person who accessed the file, and the operations 

performed on the file, was revealed [26]. 

Khan et al. [27] 

Khan et al. compared the conventional network forensics and SDN (Software-Defined Networking) forensics to highlight the 
fundamental differences between them. They presented a brief motivation for SDN forensics in order to emphasize its 

significance. Moreover, they discussed challenges faced in SDN forensics by highlighting potential research areas for 

academicians, researchers, and investigators [27]. 
 

Easwaramoorthy et 

al [28] 

Easwaramoorthy et al. used Microsoft One Drive and Amazon Cloud Drive, which are two popular open cloud service providers, 

to carry out forensic evidence collection procedures through the browser and service provider on a Windows 7 computer [28].  

Quick [29,30] 

In their research, Darren Quick and his colleagues focused on the collection of data related to users in multiple cloud storage, 
which is one of the main difficulties in cloud storage [29]. They obtained various types of evidence data that are located on the 

end-user machine in cloud storage and are access points of forensic investigators for examining and collecting evidence in the 

time period [30]. 

 

III. FORENSIC COMPUTING 

Digital forensics is also described as the process of 

examining electronic devices for the purpose of collecting 

evidence related to a crime on all types of electronic devices 

by using special examination and analysis techniques [31]. 

James Barek likens forensic informatics to the process of 

examining the crime scene or performing an autopsy on a 

victim. The purpose of digital forensics can be defined as the 

collection, examination, analysis, and reporting of evidence, 

respectively [32]. 

Nowadays, the potential for harm caused by an ever-

increasing number of digital forensics crimes due to the 

widespread use of electronic devices continues to enter and 

occupy our lives. The Federal Bureau of Investigation (FBI) 

estimates that the cost of cybercrime in the world is more than 

100 billion dollars a year. In order to cope with these crimes, 

it is necessary to know well the new and previous methods of 

investigation. Due to improper intervention, evidence can be 

damaged, destroyed, or changed [33]. 
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Digital forensics investigation techniques help to solve 

cases related to not only the crimes, such as cyber hacking or 

child pornography, but also other crimes such as murder, 

terrorism, organized crime, tax evasion, drug trafficking, and 

extortion. In the digital age in which we live, it is practically 

not possible to obtain the types of evidence needed to solve 

many of the cases brought into the court system. Therefore, 

nowadays, digital forensic science is an extremely reliable and 

useful resource that is necessary for many cases. 

Modern digital forensics has a wide range of applications. 

With the rapid development of informatics in the world, 

digital forensic science is also developing in parallel, and new 

ones are being added to its application areas every day. 

Common application areas are given below:  

• Storage and recovery of data 

• Conversion of data safely 

• Transportation of data safely 

• Encryption and decryption 

• Detecting and preventing abuses 

• Search for hidden files 

• Control works in financial audits 

• Investigation and analysis of all types of commercial 

disputes 

• Reviews related to legal proceedings and trials 

In the literature, Digital Forensics is divided into different 

types with very different names. In fact, although they are 

divided into different types, the functioning of the processes 

in each branch of digital forensics is the same. Within the 

scope of this study, we examine the types of digital forensics 

as four different sub-branches in general: Computer Forensics, 

Network Forensics, Mobile Forensics, and Social Network 

Forensics. 

Nowadays, forensic investigations performed on 

computers and their components are known as the most 

commonly used digital forensics type. In the field of computer 

forensic science (computer forensics), it is necessary to ensure 

the safety and examination of all types of computers and their 

components, used by the offender or located in the 

environment where the crime was committed, by the forensic 

units in accordance with the rules of procedure [34]. 

One of the issues that should be considered at the first 

stage for all types of computers and their components found 

at the crime scene is to take the “Write Blocker” precaution. 

That is, first of all, it is necessary to take images of computer 

components that are at the crime scene. 

Network Forensics refers to the forensic examination 

carried out as a result of criminals infiltrating the network 

systems of any institution or persons and damaging these 

systems for financial gain or personal entertainment, as well 

as monitoring carried out by forensic units to prevent or detect 

such incidents. In such cases, it is necessary to examine the 

packets outgoing over the network when performing network 

forensic analysis. The most important evidence that can be 

analyzed is packet data captured over the network. 

Thanks to network forensics, transmitted packets are 

examined instantaneously or at certain time intervals. The 

important data obtained as a result of the examinations are 

used in early warning systems when it is considered necessary. 

Network forensics is usually used in two conditions. The 

first is related to security. This includes monitoring a network 

for abnormal traffic and identifying interventions. For 

example, suppose that through a network, the security 

mechanism has been breached, and after obtaining important 

information on a computer, all log files have been deleted. In 

this case, only network-based data and signs can be used as 

evidence [35]. The second case is more related to law 

enforcement agencies. This may include tasks such as 

analyzing network traffic, reassembling transferred files, and 

ensuring the security of communications. 

Mobile Forensics (or mobile device forensics) is the 

acquisition of criminal devices for all types of crimes 

committed using different brands of mobile devices, the 

identification, analysis, and reporting of information that may 

be a criminal element in such devices by using the necessary 

software, and transmission of them to the judicial authorities. 

The term mobile device usually refers to mobile phones; 

however, it may also refer to any digital device with both 

internal memory and communication capabilities, including 

PDA devices, GPS devices, and tablet computers. 

Mobile devices can be used to save various personal 

information, such as photos, calendars, notes, and SMS/MMS 

messages. Smartphones can also contain video, email, web 

browsing information, location information, social sharing 

messages, and contacts. 

The important reasons why mobile devices have been used 

a lot in digital forensics in recent years are as follows [36]: 

• The fact that they store personal and corporate 

information  

• Increased use of mobile phones for communication 

• The use of mobile phones in online transactions 

• The fact that many of the recent crimes have been 

committed using mobile phone devices 

The biggest disadvantage encountered when conducting a 

digital forensics investigation on mobile devices is that 

because many different brands and models of smartphones are 

used today, the investigations to be conducted are model-

dependent in some cases. 

Social Network Forensics has been accepted as a new type 

of digital forensics in recent years due to the increasing 

number of social networking sites in parallel with the spread 

of the internet and, accordingly, the increasing number of 

criminal acts [37]. Due to the widespread use of social 

networking sites, the spread of malware has become easier and 

some acts such as human trafficking, drugs, prostitution, and 

fraud have increased. At the stage of detecting these actions 

and evaluating electronic evidence, social network forensics 

is used. 

Important social networking applications such as 

Facebook, Twitter, and Linkedin can cause misuses such as 

copyright infringement, data protection violations, libel, 
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identity theft, harassment, and the dissemination of 

confidential information. The means used to prove an incident 

that has occurred are called evidence [38]. Digital forensic 

evidence is all types of information or digital objects that can 

record data and perform all kinds of automated operations on 

this data and that can be accepted at the stage of clarification 

of a committed crime. 

Based on the above description, it can be said that all 

digital devices that have the ability to store data during the 

intervention at the initial stage of the incident are potential 

evidence and must be examined. Any information and data 

that can be transmitted or stored by digital devices are called 

digital evidence. 

When digital forensics evidence is compared with 

classical evidence, it can be said that they are much more 

sensitive than classical evidence. This is because it is very 

difficult to notice by looking from the outside when changes 

are made to digital forensics evidence. However, the changes 

made to the classical evidence can be noticed very easily [39]. 

Digital forensics evidence should have all the characteristics 

such as acceptability, reality, integrity, and reliability that 

should be present in classical evidence. 

Nowadays, due to the rapid development of technology, 

new types of forensic evidence are emerging every day. Some 

of the most important types of digital forensics evidence are 

as follows: 

• Computers systems (desktop, laptop, server) and 

their data files 

• Computer system components (HDD, Memory) and 

their data files 

• Memory cards, external hard drives and removable 

backup tools 

• Digital cameras and their data 

• Mobile devices and their data 

• Network devices and their data 

• Printers, scanners, and their data 

• Biometric tools and their data 

• All types of credit cards and their data 

• Electronic watches and their data 

Digital forensics investigations usually follow the standard 

stages of the forensic process. To understand and address the 

legal framework of digital forensics evidence, the stages of the 

process model are shown in Fig 1. These stages are evidence 

acquisition, examination, analysis, and reporting. 

 

FIG I. FORENSIC COMPUTING PROCESSES 

When an accident, crime, or any bad event occurs, the 

need for an investigation arises. The origins and causes of the 

incident can be investigated with the help of digital media 

[40, 41].  

It is clear that digital media is useful in investigating the 

roots and causes of a crime. As already mentioned, most of 

the crimes have digital links in some way. The digital 

forensics investigation is a difficult process; evidence may be 

lost due to reasons such as incorrect shutdown of the system, 

manipulation or modification of digital evidence, and access 

to evidence several times [42]. Therefore, finding digital 

evidence to combat a crime is a reliable, popular, and 

effective measure. Since digital evidence helps to explain the 

sequence of the crime [43, 44], it also helps to catch the 

criminal. 

When conducting a digital forensics investigation, many 

options and techniques can be used to obtain evidence from 

the environment in which the crime has been committed. 

Digital forensics investigation teams have certain authorities 

to collect evidence from the criminal environment [45, 46]. 

Digital evidence can be obtained from various sources such 

as mobile phones, digital cameras, pen drives, hard drives, 

and memory devices. Special attention should be paid to 

digital evidence since they are vulnerable to interference or 

can be destroyed. 

In addition, log files containing very important 

information such as remote access, date, time, who is 

connected to the computer, and who is using it when the 

connection is lost can also be a great source of evidence. 

Collecting evidence and catching a criminal who has 

committed a crime on flash memory or the internet are 

equally difficult. This is due to the fact that the tools that can 

be used to collect evidence are either of poor quality or are 

not sufficient in terms of revealing the identity of the criminal 

[47]. 

After the evidence acquisition stage, the obtained data is 

processed. Each part of the evidence is matched to form the 

whole event sequence and to reshape the crime scene [48, 49]. 

Before proceeding to the examination process, investigation 

methods related to the committed crime should be determined 

and an examination plan should be put forward. The purpose 

of the examination plan is to find out what types of data 

related to crime should be investigated. At this stage, relevant 

information is identified and extracted from the collected data 

using appropriate tools and techniques by experts. In the 

world, software such as EnCase, FTK, and X-Wasy, which 

are digital evidence examination software accepted by 

international standards, are often used by digital forensics 

authorities [50].  

The analysis, which is the third stage in the digital 

forensics process, is the stage where the necessary technical 

analyzes are performed on the evidence. When the data 

obtained at this stage were compared with the original data, 

there should be integrity and content verification between the 

evidence. The purpose of the analysis is to put forth the 

correct data revealing the crime as evidence and to make it 

ready for the reporting stage in a good way. 

In the reporting, which is the final stage of digital 

forensics, the evidence obtained and analyzed must be 

reported in an explanatory and understandable language for 

use by the judicial authorities. In relation to the report to be 

prepared, the following issues should be considered. 
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• The report must be being completed. 

• The report should also be understandable for people 

without technical knowledge. 

• There should be concrete information in the report. 

• The digital forensics methods used in the report 

should be explained in detail. 

• In the report, it should be proved that the integrity of 

the evidence is not destroyed. 

• The report should help to uncover the crime and 

catch the criminal. 

IV. CONCLUSION AND DISCUSSION 

Due to the widespread use of information technologies in 

our country, as in the whole world, it also brings security 

problems. It is not enough to fight cyber crimes committed 

through information technologies only with law enforcement. 

In the fight against cyber crimes, both forensic laboratories 

and expert personnel are needed. 

The principle of protection of personal data and the right 

to privacy, which are important issues to be considered during 

the collection of electronic evidence in international law, have 

also been regulated and secured. The United Nations (UN) 

Universal Declaration of Human Rights, especially article 12, 

and article 17 of the UN International Covenant on Civil and 

Political Rights, in the UN's policy decisions on the protection 

of personal data issued on various dates, the OECD at different 

times. The privacy of private life and the protection of 

personal data are guaranteed in its decisions and many other 

international texts [51]. 

Forensic software generally includes many functions, but 

some tools come to the fore for certain functions [52, 53]. 

These functions can be grouped as e-mail review, message 

review, internet history review, data acquisition and location 

information acquisition. We can group forensic tools 

according to certain characteristics. As we can group 

hardware-based and software-based, it can be grouped in 

various ways according to whether it is open source or not, 

and finally, according to its functions. In this study, we 

divided the forensic tools into two as hardware and software 

tools. 

Before doing research, a forensic expert should have a 

good knowledge of the internal and external structure of the 

system and the settings of the hard disks. Today, there are 

many forensic hardware tools such as FRED, Image MASSter 

Solo, Tableau from the field of forensics. Each hardware tool 

has different functions according to the research scenario. In 

addition, these tools include necessary write blockers to 

prevent tampering with evidence [54]. 

Today, new forensic software is constantly being 

developed. The software tools used in this field often vary 

according to the type of investigation being performed. 

Forensic software tools can be characterized by data recovery 

tools, partition tools, disk colonization tools, recovery tools, 

test tools, RAM test utility, system speed test, hard disk tools, 

system information tools, DOS tools, and other tools. 

Encase, ftk, X-ways are the most used software in the field 

of forensic informatics. We cannot reach definite conclusions 

about which of these softwares are better because each 

software is better in a certain area. For example, while 

indexing and search methods are more advanced in ftk 

software, this feature may not be available in all versions of 

other software. In addition, while the scripts used in Encase 

software are frequently used by users, this is not the case in 

other software. Apart from these, it is more logical for a 

forensic software user to choose which software is more 

comfortable to use [55]. 

Digital forensics science is a discipline that is changing 

and developing every day. Individuals, institutions, or states 

engaged in scientific studies in this field should adapt to 

innovations in a short time. Today, with using digital devices 

by many people, cybercrime is also increasing day by day; in 

parallel, the analysis of digital evidence is becoming an 

important element at many crime scenes. The principle of 

personal data protection and ensuring the confidentiality of 

private life take place among the important issues to be 

considered during the collection of evidence in digital 

forensics investigations. To be able to cope with these crimes, 

the new and previous methods of investigation should be 

known well. Due to improper intervention, evidence can be 

damaged, destroyed, or changed. Digital forensics 

investigations techniques help not only to solve cybercrime, 

such as hacking or child pornography, but also to solve other 

crimes, such as murder, terrorism, organized crime, tax 

evasion, drug trafficking, and extortion. In the digital age in 

which we live today, it is practically impossible to obtain the 

types of evidence needed to solve many of the cases brought 

into the court system. Although digital forensics has been an 

exciting popular profession that pays attention to the human 

element in recent years, it also contains various difficulties 

due to the need to uncover digital evidence in an ever-

changing environment. Due to technological advances and 

situations where anti-forensics methods can easily come into 

play, experts working in this field need to comply with current 

standards and constantly review standard stages of work. 

Within the scope of this study, national and international 

books, theses, articles, papers published in recent years related 

to digital forensics and internet sites that are good in this field 

were examined in detail. In the first part of this research, the 

literature studies conducted in recent years related to digital 

forensics were included generally. In the literature review, 

digital forensics tools and methods used to automatically 

recover deleted or corrupted metadata and files by using 

different methods were mentioned, and a comparison of these 

methods was made. In the second part of the research, the 

general definitions used in the digital forensics literature were 

mentioned, and taking into account the fact that in today’s 

world the cost of cybercrime is more than 100 billion dollars 

a year, the importance of digital forensics was discussed. In 

addition, the application areas of digital forensics were briefly 

mentioned. In terms of the types of digital forensics, 

computer, network, mobile, and social network forensics 

sciences were touched upon in general terms. While studying 

the digital forensics processes, the standard stages of the 

forensic process and the evidence acquisition, examination, 

analysis, and reporting stages were discussed in detail, and the 
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legislation of digital forensics was touched on shortly. In 

addition, the general characteristics of hardware and software 

tools used in digital forensics investigations were mentioned 

in detail. A comparison of the most popular of these tools was 

made. This research was prepared as a preliminary study on 

what kind of path should be followed when conducting a study 

on digital forensics. Although there are studies related to 

digital forensics conducted by private companies in our 

country, any study at the doctoral dissertation level has not 

been conducted in this field in academic terms. In this context, 

it is believed that both the provision of high-quality 

undergraduate education related to digital forensics and the 

organization of good certificate programs related to this issue 

will make a positive contribution to this field in our country. 
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