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An Approach Towards the Least-Squares Method for Simple Linear 

Regression  
 

Hasan Halit Tali 1, , Ceren Çelti 2,*,   
 

1 Matematik Bölümü, Fen Edebiyat Fakültesi, Haliç Üniversitesi, İstanbul, Türkiye; 
2 Matematik Bölümü, Lisansüstü Eğitim Enstitüsü, Haliç Üniversitesi, İstanbul, Türkiye;  

 

Abstract 
 

This study approaches the least-squares method for simple linear regression model. The least-squares 

line does not comply with the data when there are outliers that have deceptive effects on the results in 

the dataset. The study aims to develop a method for obtaining a line that complies more with the data 

when there are outliers in the dataset.  

 

Keywords: Applied mathematics, machine learning, simple linear regression, least-squares method, 

outliers.  

 

1. Introduction 

Simple Linear Regression is a linear regression model that consists of one independent variable and one 

dependent variable. This model describes the linear relationship between the dependent and independent 

variables. In other words, the purpose of the model is to find a linear function between the dependent and 

independent variable. There are different regression methods for determining this function, and the least 

squares method, which aims to find a linear function that is as compatible as possible with the data, will be 

used in this study. For the Simple Linear Regression equation: 

 
𝑦 = 𝛽0 + 𝛽1𝑥 + 𝑒 (1) 

 

the Least Squares Method is used and by finding �̂�0 and �̂�1 values that minimize the equation: 

 

𝑞 = ∑ 𝑒𝑖
2

𝑛

𝑖=1

= ∑[𝑦𝑖 − (�̂�0 + �̂�1𝑥𝑖)]2

𝑛

𝑖=1

  
(2) 

 
 
and the following simple linear regression model is obtained: 
 

�̂� = �̂�0 + �̂�1𝑥 (3) 

 
[1,2]. However, datasets may contain observations that may have misleading effects on the results. Such 

observations are called outliers. Outliers can be found in one or more datasets. Outliers are observations that 

are incorrectly recorded or belong to another group. Therefore, they are not in accordance with the model. 

Thus, when there are outliers in the data set, the line �̂� is incompatible with the data. Therefore, in case of 

outliers in the data set, the line �̂� is incompatible with the data.  

In Figure 1, a least squares line is drawn for the points (1,1.9), (2,1.8), (3,1.6), (4,1.5) and (5,1.3). The least 

squares line is congruent with the points since the points are almost on a straight line. 
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Figure 1.  The least squares line for (x,y) points [3-6] 

 

However, in Figure 2, it is seen that the Least Squares Line obtained as a result of entering the point (4,1.5) as 

(4,5) due to the transfer error is incompatible with the points. 
 

 
Figure 2.  The least squares line for (x2, y2) points [3-6] 

 

Outliers may be present in one or more of the datasets and have a large impact on the least squares line, as 

shown in Figure 2. This situation poses a serious danger to least squares analysis and has attracted attention in 

the literature. There are basically two ways to eliminate this problem. The first of these is to perform a least 

square analysis of the remaining observations as a result of detecting outliers and deleting or correcting these 

values. Many methods are used to detect outliers. Most of these methods rely on the interpretation of 𝑒𝑖 

residues. Least squares by definition select points with small residuals, but the outlier need not always have a 

large residual. Sometimes it has small residual and is included in the estimator by least squares. So least squares 

estimates fail. Another method used to detect outliers is to delete a different point from the dataset each time. 

The extent to which they affect the regression coefficients is examined by deleting individual data points. This 

method can be generalized to multiple outlier detection to highlight the simultaneous effect of several outliers 

by calculating for each case. At first glance it seems like a logical method, but it is not clear which subset of 

the data should be deleted. Some points may be effective when combined, but not individually. Calculation 

may not be possible due to the large number of subsets to consider. Another method used for the detection of 

outliers is the hat matrix. Linear model for 𝑝 −independent variables and (𝑛 × 1) dependent variable vector 

𝑦 = (𝑦1 , … , 𝑦𝑛)𝑇 Eqn. It is expressed as 4 [3]. 

 

𝑦 = 𝑋𝛽 + 𝑒 (4) 

𝑋 is an 𝑛 × 𝑝 matrix, 
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𝑋 = [

𝑥11
𝑥21

⋮
𝑥𝑛1

𝑥12
𝑥22

⋮
𝑥𝑛2

… … 
⋮ 

… 

𝑥1𝑝

𝑥2𝑝

⋮
𝑥𝑛𝑝

] (5) 

 

𝛽 is the unknown vector and 𝑒 = (𝑒1, … , 𝑒𝑛)𝑇 is the error vector. The matrix 𝐻, called the hat matrix, is Eqn. 

It is defined as 6. 

 

𝐻 = 𝑋(𝑋′𝑋)−1𝑋′ (6) 

 

This matrix pairs the observed values vector to the predicted values vector. The difference between 

the observed values and the predicted values gives the residuals. Using these residuals, outliers are detected. 

Many authors such as Hoaglin and Welsch (1978), Henderson and Vellemann (1981), Cook and Weisberg 

(1982), Hocking (1983), Paul (1983), Stevens (1984) have identified potential hotspots by looking at 𝐻. 

Another approach to solving the problem of outliers for least squares analysis is Robust regression, 

which tries to design predictors that are not affected much by outliers. The Detection and Robust regression 

methods have the same goal, but the path they follow for outliers is a little bit different. In detection methods, 

outliers are detected first. Afterwards, the least squares method is applied to the clean data remaining as a result 

of deleting or editing these values. In robust regression, first, a correct line is found for most of the data. Points 

with large residuals on this line are determined as outliers. The next step is to think about the resulting model. 

The original dataset can be returned to, or the causes of outliers can be investigated using expert knowledge on 

the subject. Thus, it can be determined whether the deviations are a model error that can be repaired by adding 

terms or performing some transformations. There are many Robust estimators (Rousseeuw and Leroy, 1987). 

Edgeworth (1887) noticed that because of squaring the residuals, the least squares method becomes vulnerable 

to outliers. To deal with this, he proposed a method of minimizing the sum of the absolute values of the 

residuals rather than the sum of the squares of the residuals. This first 𝐿 −estimation method, which is more 

robust than least squares, is Eqn. It is the smallest absolute value regression defined as 7. 

 

𝜃𝐿𝐴�̂� = argmin
𝜃

∑|𝑟𝑖(𝜃)|

𝑛

𝑖=1

 (7) 

 

This estimator protects against outliers on the 𝑦 −axis, but is useless at bad leverage points. This 

method, which has an efficiency of 64%, is called 𝐿1 or Median Regression. Huber (1964) Median Regression, 

Eqn. Considering functions other than absolute value in 7, he generalized to a larger class of estimators called 

𝑀 −Estimators. 𝑀 −Estimators protect Robustness against outliers in the 𝑦 −axis while increasing 

productivity. With ρ(∙) being a symmetrical and less lossy function than the square function, 

 

𝜃�̂� = argmin
𝜃

∑ 𝜌 {
𝑟𝑖(𝜃)

𝜎
}

𝑛

𝑖=1

 
 (8) 

 

Eqn. 8 would be an 𝑀 −estimator [7]. 

 

The 𝑅 − Estimators studied by Hodges and Lehman (1963) emerged from the inferences made from the rank 

tests. 𝑅 − Estimators are based on ordering residual values. 𝑟𝑖  residuals, 𝑎𝑛(𝑖) score function and 𝑅𝑖 rank of 

residuals as  

min
�̂�

∑ 𝑎𝑛(𝑅𝑖)𝑟𝑖

𝑛

𝑖=1

 (9) 

Eqn. These expressions, defined by 9, are called 𝑅 −Estimators [8]. In Siegel's Estimator, another Robust 

method, a parameter vector ((𝑥𝑖1, 𝑦𝑖1), … , (𝑥𝑖𝑝 , 𝑦𝑖𝑝)) is calculated for any 𝑝 observation. This vector’s j. 

coordinate is 𝜃𝑗(𝑖1, … , 𝑖𝑝). Siegel's estimator, called the Repeated Median, 

𝜃�̂� = med
𝑖1

(… (med
𝑖𝑝−1

(med
𝑖𝑝

𝜃𝑗(𝑖1, … , 𝑖𝑝)))) (10) 

and defined as Eqn.10. The Least Squares method is known as the least squares sum [3]. As a result of this 

name, many people have tried to make this estimator robust by changing the squaring process without touching 
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the sum operation. On the contrary, Rousseeuw developed a new method based on Hampel's idea. This method 

in Eqn. 11. is known as Least Median Squares [7]. 

min
�̂�

med
𝑖

𝑟𝑖
2 (11) 

The Least Median Squares method is considered to be a very robust method for fitting regression models to 

the data. Although the breakpoint in this estimator reaches 50%, the estimator has important shortcomings that 

limit its use. The maximum efficiency of the estimator is 37% [8]. 

In this study, this study differs from existing methods due to the availability of sections from both 

approaches, easy programming of the developed method, and calculation speed. At the same time, it has been 

tried to ensure that the developed method is less affected by outliers than the least squares method. Thus, it is 

aimed to develop a method that can obtain a more consistent accuracy with the data. 

 

II. MATERIALS AND METHODS 

 

The Least Squares estimates of the regression coefficients for a {(𝑥𝑖 , 𝑦𝑖); 𝑖 = 1, 2, … , 𝑛} dataset, the values 

minimizing the Eqn. 2. are: 

�̂�0 =
1

𝑛
∑ 𝑦𝑖

𝑛

𝑖=1

− �̂�1

1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

 (12) 

and 

�̂�1 =
∑ (𝑥𝑖 −

1
𝑛

∑ 𝑥𝑖
𝑛
İ=1 )(𝑦𝑖 −

1
𝑛

∑ 𝑦𝑖
𝑛
𝑖=1 )𝑛

𝑖=1

∑ (𝑥𝑖 −
1
𝑛

∑ 𝑥𝑖
𝑛
𝑖=1 )

2
𝑛
𝑖=1

 

(13) 

 

values [2]. By finding these values, The Simple Linear Regression model is obtained as Eqn. 3. 

In this study, first of all, �̂� least squares line is obtained for the dataset {(𝑥𝑖 , 𝑦𝑖); 𝑖 = 1, 2, … , 𝑛}. 

Afterwards, the perpendicular distance of each (𝑥𝑖 , 𝑦𝑖) data point to the line �̂� − �̂�0 − �̂�1𝑥 = 0 is calculated 

with: 

 

𝑑𝑖 =
|𝑦𝑖 − �̂�0 − �̂�1𝑥𝑖|

√�̂�0
2

+ 1

 
(14) 

 

in Eqn. 14. According to the calculated 𝑑𝑖 distances,  

 

𝐴1 = {(𝑥𝑖 , 𝑦𝑖): 𝑑𝑖 ≤ 𝑑𝑗  𝑓𝑜𝑟  𝑖 ≤ 𝑗 𝑎𝑛𝑑 𝑖, 𝑗 = 1, 2, … , 𝑛} (15) 

 

has been obtained. In fact, the purpose of creating the 𝐴1 set is to work with a certain number of data points 

that are closest to the �̂� least squares line. Accordingly, the set below is obtained with the first 𝑟 element in the 

set 𝐴1, where 𝑟 is the  
3𝑛

8
  real number rounded to an integer. 

 

𝐵 = {(𝑥𝑖 , 𝑦𝑖) ∈ 𝐴1: 𝑖 = 1, 2, … , 𝑟} (16) 

 

has been obtained. By obtaining set 𝐵, the �̂� least squares line is updated for the elements in set 𝐵. Then, by 

recalculating the perpendicular distances of the points in the data set to the �̂�  line, the dataset  

 

𝐴2 = {(𝑥𝑖 , 𝑦𝑖): 𝑑𝑖 ≤ 𝑑𝑗  for 𝑖 ≤ 𝑗 𝑎𝑛𝑑 𝑖, 𝑗 = 1, 2, … , 𝑛} (17) 

 

has been obtained. Then, 𝑣 = 𝑑𝑟 + 𝑠 value was determined, with  𝑠 being the standard deviation of the 

𝑑𝑖  distances obtained for 𝑖 = 1,2, … , 𝑛 in the 𝐴2 cluster. This value has been chosen in such a way that it can 

accept points that are at most one standard deviation away from the 𝑑𝑟 distance from the points in the B set to 
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the �̂� line. 

Afterwards, the points with a distance greater than this value from the set 𝐴2 to the �̂� line were 

subtracted and the dataset 

 

𝐶 = {(𝑥𝑖 , 𝑦𝑖):  𝑑𝑖 ≤ 𝑣} (18) 

 

has been obtained. Lastly, the �̂� least squares line created for the data points in set 𝐶 has been determined as 

the estimation line, and the results were obtained by using this line.  

 

3. Findings and Discussion 

This method has been applied to various datasets. One of these is the dataset seen in Table 1, called Pilot-

Plant and developed by Daniel and Wood (1971) and it consists of data that gives acid contents determined by 

titration and organic acid contents determined by core and weight. However, there are no outliers in this dataset. 

For this reason, let's consider that the x value of the 6th observation is recorded as 370 instead of 37 [3]. 

 

Table 1. Pilot-Plant dataset 
 

Observation    

(𝑖) 

Extraction          

(𝑥𝑖) 

Titration         

(𝑦𝑖) 

Observation    

(𝑖) 

Extraction          

(𝑥𝑖) 

Titration         

(𝑦𝑖) 

1 123 76 11 138 82 

2 109 70 12 105 68 

3 62 55 13 159 88 

4 104 71 14 75 58 

5 57 55 15 88 64 

6 37 48 16 164 88 

7 44 50 17 169 89 

8 100 66 18 167 88 

9 16 41 19 149 84 

10 28 43 20 167 88 

 

The least squares line for these distorted data was obtained as �̂� = 0.081𝑥 + 58.939, which is presented in 

Figure 1 with a dashed line [3-6]. On the other hand, if  𝑟 = 𝑟𝑜𝑢𝑛𝑑 (
20.3

8
) = 8 is selected in the new method 

and for 𝑑𝑟 value of the data whose 𝑥 value is 57 from the set 𝐵 is calculated with a standard deviation as 𝑣 =
𝑑𝑟 + 𝑠, �̂� = 1.176𝑥 − 47.493 line is obtained, which is presented in Figure 3 with a straight line [4-6]. It is 

observed in Figure 3 that the line obtained with the new method for this dataset is compatible with the data 

points. 

 
Figure 3. The least squares line (dashed line) and the new method (straight line) for the distorted Pilot-Plant 

dataset 
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Another dataset is the dataset in Table 2 and this dataset consists of the number of international phone calls 

made from Belgium by years. Due to the difference in the registration system, the data from 1964 to 1969 

contain excessive pollution [3]. 

 

Table 2. Dataset of international calls from Belgium by year 

Year                          

(𝒙𝒊) 

*Number 

of calls      

(𝒚𝒊) 

Year                          

(𝒙𝒊) 

* Number 

of calls       

(𝒚𝒊) 

50 0.44 62 1.61 

51 0.44 63 2.12 

52 047 64 11.90 

53 0.59 65 12.40 

54 0.66 66 14.20 

55 0.73 67 15.90 

56 0.81 68 18.20 

57 0.88 69 21.20 

58 1.06 70 4.30 

59 1.20 71 2.40 

60 1.35 72 2.70 

61 1.49 73 2.90 

*One million  
 

The least squares line for these data was obtained as  �̂� = 0.504𝑥 − 26.01, which is presented in Figure 4 

with a dashed line [3-6]. On the other hand, if  𝑟 = round (
24.3

8
) = 9 is selected in the new method and for 𝑑𝑟 

value of the data whose 𝑥 value is 59 from the set 𝐵 is calculated with a standard deviation as  𝑣 = 𝑑𝑟 + 𝑠, 

�̂� = 0.13𝑥 − 6.35 line is obtained, which is presented in Figure 4 with a straight line [4-6]. It is observed in 

Figure 4 that the line obtained with the new method for this dataset is compatible with the data points. 

 
Figure 4. The least squares line (dashed line) and the line obtained with the new method (straight line) for 

the dataset consisting of international calls made from Belgium by years 
 

In Figure 5, the line obtained for the 𝑟 = 15 value is shown. However, it can be observed that this line is 

less compliant with the points than the line obtained for the 𝑟 = 9 value. 
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Figure 5.  The least squares line (dashed line) for the dataset consisting of the number of international calls 

made from Belgium by years and the lines (straight lines) obtained by the new method for the values of  𝑟 =
9 , 𝑟 = 15 [4-6] 

 

4. Conclusion 

In conclusion, a method has been developed in this study, which is expected to be more compatible with 

the data compared to the least squares line when there are outliers in the data set. This method is advantageous 

due to its easy programming and computational speed and differs from existing methods. Additionally, the 

method developed in the study was applied to 2 different data sets, and obtained lines are found to be more 

compatible with the data compared to the least squares line. 
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Abstract  
 

For the sustainable development of nations and to lessen the negative environmental effects of fossil 

fuels, more clean and renewable energy sources are now required. One of the most significant energy 

sources is solar energy. To utilize solar energy more efficiently in a particular area, it is crucial to be 

aware of the solar radiation levels. Furthermore, it's critical to accurately calculate solar energy for study 

into climate change, one of the biggest global challenges. Systems that utilize solar energy are frequently 

used nowadays to address the rising global need for energy. The high geographical and temporal 

resolution, global, diffuse, and direct sunlight data needed for the design and effective operation of solar 

power plants are now provided by satellite-based solar radiation predictions. In this work, satellite-based 

forecasting models were used to estimate diffuse solar radiation for the chosen region. In this study, the 

solar radiation irradiance values of the chosen region were estimated using the curve fitting approach. 

Angstorm coefficients were determined using the Matlab program for this investigation. Various 

statistical error analysis tests were used to evaluate how well the constructed model performed. The 

findings collected unequivocally demonstrate that the provided prediction models perform well.  

 

Keywords: Solar energy; solar radiation; solar radiation models; statistical indicators.  

 

1. Introduction  

The main causes of global warming and climate change, which are one of the main problems of today's 

world, are of human origin. The activities carried out by people to meet their needs harm the nature and the 

quality of life of future generations. Rapid increase in world population, industrialization activities, 

technological innovations, rising living standards and rapidly increasing consumption expenditures lead to an 

intense energy demand. In energy production, which is carried out to meet the increasing demand day by day, 

it is more easily available and less costly traditional fossil fuels (non-renewable resources) are largely preferred. 

Resources such as coal, oil and natural gas, which are called fossil fuels, are not renewable, have great harm to 

the environment and cause air pollution, especially since they reduce the amount of oxygen in the air. Such as 

oil, gas and coal carbon dioxide from fossil fuel-based energy use and similar greenhouse gases cause an 

increase in the average surface temperature. This situation, inevitably lead to climate change and biodiversity 

reduction. For such reasons, the increasing human sensitivity towards environmental issues has drawn attention 

to renewable energy sources. Because renewable energy sources are environmentally friendly compared to 

fossil sources and they constantly renew themselves. Renewable energy is indispensable for healthy 

development and meeting basic human needs. The argument that energy is one of the basic inputs of economic 

growth and social welfare and even the foremost is accepted at the global level. It is possible to characterize 

the concept of "sustainable energy", which includes the objectives of using energy without causing irreversible 

environmental destruction, without disturbing the ecological balance, and in accordance with the understanding 

of intergenerational justice, as a common policy principle adopted by the international community. To prevent 

global warming caused by the ever-increasing energy demand and fossil fuel use international studies reveal 

that the use of renewable energy resources, which are considered to be cleaner, is mandatory. This energy 

source is free, clean and available in most places throughout the year. Fossil fuels can run out, pollutes, and 

when they decrease, energy costs increase. Therefore, today, many countries are turning to renewable energy 

sources in order to meet their increasing energy needs and to reduce the negative effects of fossil fuels. With 

the use of renewable energy sources, electricity needs will be met on the one hand, and on the other hand, it 

will be possible to help prevent climate change in a global sense. In this sense, solar energy; high potential, 

ease of use and it comes to the fore among renewable energy sources due to its environmental friendliness. The 

sun is without a doubt the world's primary energy source. Electromagnetic waves are how the sun's energy 

travels throughout space. Total solar radiation that reaches the surface of the Earth changes as a result of the 

Earth's geometry, extra-atmospheric solar radiation, and atmospheric characteristics. For the examination of 

solar systems in any place, precise determination of the sun's overall radiation and its constituent parts is 

crucial. On the surface of the planet, direct and diffuse solar radiation, which make up global solar radiation, 
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can be measured [1]. In addition to being a renewable, clean home source, solar energy technologies are also 

a key element of the generation of sustainable energy in the future. Turkey is in the medium sun belt and 

experiences roughly 2640 hours of sunshine annually. 3,6 KWh/m2 is the daily average solar energy density 

(S). The annual maximum total solar radiation in sunny hours is 299 hours and 1460 KWh/m2 with Southeast 

Anatolia, while the annual minimum total solar radiation in bright hours is 1971 hours and 1120 KWh/m2 with 

the Black Sea region [2]. Turkey's overall gross solar energy potential is 8,8 MTEP. When the number of 

weather stations is taken into account, the data on solar radiation are low. In such circumstances, it is typical 

to estimate the required data by using a solar radiation model for solar radiation application. Some parameters 

are utilized to develop a number of empirical models that are used to calculate the solar radiation on a 

worldwide scale. These variables include evaporation, cloudiness, total precipitation, extraterrestrial radiation, 

sunshine, duration, temperature, soil temperature, relative humidity, number of wet days, altitude, latitude, and 

longitude [3, 4, 5]. 

In this study; linear, quadratic and cubic polynomial approaches were used to develop a model for solar 

radiation estimation, and three different new models were developed. the polynomial approaches were 

developed by using Matlab program to obtain Angström-type equations. For this study, the city of 

Kahramanmaraş was chosen and the geographical properties of selected region were given Table 1. The hourly 

values of wind speed data were provided by the Meteorological stations of Turkey for one year. Table 1 

provides the geographical coordinates of the meteorological station. 

 

Table 1. The study area geographical coordinates. 

Variable Value 

Latitude 37,58 ° N 

Longitude 36,93 ° E 

Level of sea 568 m 

Measurement height 10 m 

 

2. The Curve Fitting Method 

The process of creating a curve or mathematical function that best fits a group of data points is known as 

curve fitting. One of the most effective and popular analysis tools for engineering problems is curve fitting. In 

order to determine the "best fit" model for the connection between one or more predictors (independent 

variables) and a response variable (dependent variable), curve fitting is used [6]. 

Most commonly, a curve of the shape y=f(x) is fitted to the data points. The first degree polynomial equation 

is a line with slope a. 

 

y=ax+b                       (1) 

 

If the order of the equation is increased to a second degree polynomial, the following results: 

 

y=ax2+bx+c                      (2) 

 

If the order of the equation is increased to a third degree polynomial, the following is obtained: 

 

y=ax3+bx2+cx+d                      (3) 

 

3. Calculation method and new model description 

Global radiation measurements are made regularly around the world, but widespread radiation 

measurements are not made. Therefore, global and widespread solar radiation estimations are obtained by 

developing experimental prediction models using the climatic parameters of the region. Solar radiation 

calculations are a subject that has been studied for years and still continues to be studied. These studies, which 

started with monthly solar radiation model calculations, were followed by daily solar radiation calculations. 

Angstrom-based solar radiation models have been applied for years to develop solar radiation irradiance 

estimates. 

The sun-shining duration function equations are the ones that are most frequently employed. The term "H" 

stands for "total solar radiation," " Ho " for "solar radiation from beyond the atmosphere," "S" for "sunshine 

duration," and "(So) " for "day length." The following is how the "Angstrom Equation" is written out [7]: 

 
𝐻

𝐻0
= 𝑎 + 𝑏

𝑆

𝑆0
                                                                                                                                                       (4) 
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Here, "a" and "b" values are referred to as regression constants by the term Angstrom coefficient. According 

to different seasons of the year associated to hour angle "s," day length in hours " So " varies [7]. 

 

𝐻0 =
24

𝜋
𝐼𝑠𝑐 (1 + 0,033𝐶𝑜𝑠

360𝑛

365
) (𝐶𝑜𝑠∅𝐶𝑜𝑠𝛿𝑆𝑖𝑛𝑤𝑠 +

𝜋𝑤𝑠

180
𝑆𝑖𝑛∅𝑆𝑖𝑛𝛿)                                                           (5) 

 

where ∅ the latitude of the site, 𝛿 the solar declination, Isc is the solar constant 1353 W/m2 and n the number 

of days of the year [7].  

 

𝛿 = 23,45𝑆𝑖𝑛 [
360(𝑛+284)

365
]                                                   (6) 

 

𝑆0 = (
2

15
) 𝑎𝑟𝑐𝐶𝑜𝑠(−𝑇𝑎𝑛𝛿𝑇𝑎𝑛∅)                                                            (7) 

 

This section uses the aforementioned formulae to calculate the Angstrom coefficients for chosen location. The 

models created were provided by; 

 

The equation for the linear model was developed as; 

 

Model 1: 
𝐻

𝐻0
=0.1105+0.6967

𝑆

𝑆0
                                 (8) 

 

Second order equation was given as; 

 

Model 2: 
𝐻

𝐻0
=-0.7035+3.1561(

𝑆

𝑆0
)-1.8023(

𝑆

𝑆0
)

2

                                         (9) 

 

Third degree of polynomial equation was obtained as;    

                                                                                     

Model 3: 
𝐻

𝐻0
=-4.0131+18.6152(

𝑆

𝑆0
)-25.4352(

𝑆

𝑆0
)

2

+11.8241(
𝑆

𝑆0
)

3

                                                                 (10) 

 

4. Calculating the total radiations and comparing the models 

The models stated above have been compared with actual solar radiation values in this section. The one-

year data on sunlight hours and monthly average daily solar radiation on a horizontal plane were used in this 

study in a particular region. The General Directorate of State Meteorology provided the data that was based on 

measurements of solar radiation. Figure 1 makes it abundantly evident that the newly constructed models 

produce results that are closer to the measured solar radiation data for the chosen region. 

 

 
Figure 1. The graph of monthly-average hourly global radiation of all developed models. 

 

5. Statistical Analysis Methods 

Numerous statistical test methods are utilized in the literature to assess the effectiveness of solar radiation 



Kaplan & Kaplan / AAIR vol 2(2022) 45-50 

 

P a g e 48 

 

estimation models. The most popular statistical techniques for comparing the results among these are the 

relative percentage error (RPE), mean percentage error (MPE), Analysis of variance (R2), mean absolute 

percentage error (MAPE), squared relative error (SSRE), total relative standard error (RSE), average bias error 

(MBE), and T-statistic (t-stat) [8, 9]. 
 

5.1. The Relative Percentage Error (RPE) 

The percentage of relative error is defined as follows [10].  

 

𝑅𝑃𝐸 = (
𝑚𝑖−𝑐𝑖

𝑚𝑖
) × 100                                                                                                                                           (11) 

 

Here, 𝑐𝑖  shows the calculated values and 𝑚𝑖 shows the measured values. The ideal value for RPE is equal to 

zero. 

 

5.2. Mean Percentage Error (MPE) 

Mean percentage error can be defined as the measured values of proposed equation and the percentage 

deviation of estimated monthly daily radiation. 

 

𝑀𝑃𝐸 =  
∑ |

𝑚𝑖−𝑐𝑖
𝑚𝑖

|𝑥100𝑛
𝑖=1

𝑛
                                                                                                                                         (12) 

 

Here n is the number of calculated and measured values [11]. 

 

5.3. The analysis of variance (R2) 

The coefficient of determination can be used to determine the linear relationship between calculated and 

measured values [12].  

 

𝑅2=
∑ (𝑐𝑖−𝑐𝑎)×(𝑚𝑖−𝑚𝑎)𝑛

𝑖=1

√[∑ (𝑐𝑖−𝑐𝑎)𝑛
𝑖=1 ]×[∑ (𝑚𝑖−𝑚𝑎)2𝑛

𝑖=1 ]
                                                                                                                      (13) 

 

Here, ca and ma are respectively average of the measured and calculated values. 

 

5.4. Mean Absolute Percentage Error (MAPE) 

Mean Absolute Percentage Error is expressed as the average absolute value of the percentage deviation 

between predicted and measured solar radiation [12]. 

 

𝑀𝐴𝑃𝐸 =
∑ |

(𝑚𝑖−𝑐𝑖)

𝑚𝑖
|𝑛

𝑖=1

𝑛
× 100                                                                                                                           (14) 

 

5.5. The Sum of Squared Relative Error (SSRE) 

The sum of the squares of the relative error is given as follows [11]. 

 

SSRE = ∑ (
𝑚𝑖−𝑐𝑖

𝑚𝑖
)

2
𝑛
𝑖=1                                                                                                                                        (15) 

SSRE must be equal to the ideal value of zero. 

 

5.6. The t-statistic Test (t-stat) 

A model performs better when the t value is smaller. Therefore, it is advantageous to employ t-statistic, or 

t, together with MBE and RMSE to evaluate the performance of models. The formula for t is given as follow 

[12, 13]; 

 

MBE =
1

𝑛
∑ (𝑚𝑖 − 𝑐𝑖)𝑛

𝑖=1                                                                                                                                     (16) 

 

RMSE = √
1

𝑛
∑ (𝑚𝑖 − 𝑐𝑖)

2𝑛
𝑖=1                                                                                                                              (17) 

 

𝑡 − 𝑠𝑡𝑎𝑡 = √
(𝑛−1)𝑀𝐵𝐸2

𝑅𝑀𝑆𝐸2−𝑀𝐵𝐸2                                                                                                                               (18) 
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The compatibility of estimated values with newly designed models and some models from the literature 

with real data was examined using the six different error analysis methods. Table 2 provides the statistical test 

results for one year for all the generated models. The outcomes of all the statistical techniques employed 

demonstrate that the proposed models' performance is satisfactory. 

 

Table 2. The statistical error test results of models. 

Model RPE MPE R2 MAPE SSRE t-stat 

Model 1 -0,36843991 -0,83217 0,982489 7,515021 0,091064 0,156706 

Model 2 -0,57817504 -0,62617 0,981403 6,263185 0,073767 0,239858 

Model 3 -0,56598179 -0,58809 0,984649 6,658054 0,072469 0,25905 

 

It can be clearly seen from the table that the performances of the developed models vary according to 

different tests. When we examine the results in general, it is seen that all the models developed show acceptable 

performance. 

 

6. Conclusions 

In order to properly examine every solar energy system, it is crucial to understand the worldwide and typical 

solar radiation. Studies on solar radiation determination mostly involve global solar radiation measurement and 

estimation. Knowledge of the incoming solar radiation in the area under study is necessary for the design and 

evaluation of solar energy systems. Based on this idea, a few models that employ empirical correlations to 

calculate the monthly average daily solar radiation on a horizontal surface were proposed. Three distinct models 

were created for this study utilizing the data on solar radiation for the chosen area. Six different statistical error 

tests were used to analyze the developed models performances. In conclusion, current findings have 

demonstrated that countrywide forecasting using precise satellite data is possible for both diffuse and global 

solar radiation. Three new models will be contributed to the literature, and the models created in this study will 

be crucial in estimating the region's potential for solar energy. This work can help future research on the solar 

energy problem because the measurement of solar radiation is currently regarded as one of the most crucial 

areas of renewable energy research. 
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Abstract  
 

Heart disease is one of the most common causes of death globally. In this study, machine learning 

algorithms and models widely used in the literature to predict heart disease have been extensively 

compared, and a hybrid feature selection based on genetic algorithm and Tabu search methods has been 

developed. The proposed system consists of three components: (1) preprocess of datasets, (2) feature 

selection with genetic and Tabu search algorithm, and (3) classification module. The models were tested 

using different datasets, and detailed comparisons and analyses were presented. The experimental 

results show that the Random Forest algorithm is more successful than Adaboost, Bagging, Logitboost, 

and Support Vector Machine using Cleveland and Statlog datasets. 

 

Keywords: Classification, optimization, heart disease, genetic algorithm, tabu search 

 

1. Introduction  

Heart disease is a common disease, accounting for 31% of all global deaths; it ranks first, especially in 

female deaths [1,2]. One study concludes that a person dies of a heart attack every 34 seconds in the United 

States [3]. Especially in recent years, the effects of changing world conditions on our lifestyle trigger heart 

disease. It is argued that viral diseases such as Covid-19 affect the whole world [4], and the drugs used in their 

treatment also increase the risk of a heart attack. Disease prevention and early diagnosis are essential to 

overcome such situations and maintain a healthy life. This study offers a model proposal that can be used in 

the early diagnosis of heart disease. 

The heart disease diagnostic system provides information technology to assist healthcare professionals. 

There is a need for information systems that produce predictions on health issues such as heart disease, where 

early diagnosis is essential. These systems make predictions based on test results predicted by experts. Making 

accurate and efficient tools/tests is critical to speed up the decision-making process in disease diagnosis. 

Accurate and efficient tools/tests are also essential to reduce data storage systems and the costs of testing used 

for diagnosis. 

There are two commonly used data in the literature for diagnosing heart disease. These Cleveland and 

Statlog are datasets. Both datasets are accessible to researchers in the UCI Repository. The Cleveland dataset 

contains five classes. However, the number of data for each class is not homogeneous. Studies suggest using 

this data set by reducing the five class features to two classes. There are two classes in the Statlog data set; 

patient and not. 

In a study [6] using the Statlog data set, the success achieved with the voting classification method using 

two classifiers was an accuracy of 87.41%. In contrast, the study [1] achieved a value of 92.59% with a new 

ReliefF and Rough Set-based classification approach. 

The study performed with the Cleveland dataset [9] lags behind the 85.48% accuracy rate obtained with 

the majority voting approach on four different classification methods, the 86.30% value obtained by the 

multivariate analysis and MLP of the study [5]. When the studies using the Cleveland data set are examined, 

the accuracy values obtained are 86.87% with SVM [6], 89.30% with clustering-based DT learning [7], and 

97.78% with genetic algorithm and recurrent fuzzy neural network [8]. In the study, which draws attention to 

its high accuracy value [9], the data set was divided into training and testing instead of cross-validation. It has 

not shown how much success changed when the selected test data was changed. 

Especially in recent studies on the Cleveland data set, optimization methods, deep learning, and fuzzy logic-

based approaches are encountered. In the study [10], 84.61% accuracy value was reached with the MLP weights 

trained method with PSO. In a different study [11], test accuracy of 93.33% was achieved using a pre-trained 

Deep Neural Network for feature extraction, Principal Component Analysis for dimensionality reduction, and 

Logistic Regression for prediction. In another study [12], which used two methods in feature selection, 

univariate feature selection, and Relief, the success of the model created with the random forest algorithm was 

94.9%. In addition, they presented the model they created in their work as a system that can be performed 

online with Apache Spark and Apache Kafka in the Twitter application. A study using Cleveland and 
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Hungarian datasets [13] proposed an IoT-Cloud-based intelligent health system. Their studies created a model 

with a fuzzy inference system and recurrent neural network bidirectional LSTM. 

One of the essential tasks in creating a recommendation system for disease diagnosis is reliability. The data 

quality used in the system is necessary while ensuring reliability. For this purpose, two data sets frequently 

used in the literature were combined and included in this study. Excess data in the data set, inconsistent data, 

and lack of data can reduce the performance of data mining techniques [16,17]. In this study, the feature 

selection process was carried out using genetic and tabu search algorithms to increase data quality and prevent 

data redundancy in the data set. Samples with missing data for missing data were excluded from the data set. 

In this study, a hybrid optimization method was used to reduce the decision-making process for diagnosing the 

disease and finding the features that have the disease symptoms. After finding the most valuable features in 

diagnosis, the classification process was applied. 

 

2. Method and Material  

The study examined two data sets for heart disease, frequently used in the literature. It was investigated 

whether the combination of datasets would positively affect success in predicting heart disease. Optimization 

algorithms were used to determine the features that can be used to predict the disease to reduce time loss and 

examination costs in diagnosing heart disease. A hybrid feature selection based on a genetic algorithm and tabu 

search methods has been developed as an optimization process. Classification results with five different 

machine learning algorithms with appropriate features are presented. The results are presented and discussed 

before and after feature selection for comparison. 

 

2.1. Dataset and Preprocessing  

The Statlog and Cleveland datasets have similar features on heart disease, which are widely used in the 

literature, and can be accessed from the UCI Repository. Both datasets contain 14 attributes, 13 attributes, and 

a class label. There are a total of 303 samples in the Cleveland data set. There are five different classes. In the 

Statlog dataset, there are 270 samples and two classes. 

The study examined and removed repetitive and null values on the data set. Since only one sample repeats 

the value in our dataset, duplicates and samples with six blank data were excluded. There are 567 pieces of 

data in total in the combined data set. Five different class information in the Cleveland data set was reduced to 

two and expressed as Cleveland (2 classes) in the study.  

 

2.2. Feature Selection Process 

Feature selection is an essential step in solving problems with many features. It can be defined as the subset 

finding process representing the original dataset with fewer data. Thanks to this process, the data size to be 

processed is reduced. This often speeds up model production and testing. Data quality is improved as the feature 

selection process removes noisy/less effective/unnecessary data. This helps to increase model quality. The 

reduction in the number of data provides advantages in data collection, data processing, and data storage. 

Sample number distributions of data sets according to classes are shown in Table 1. In the combined 

dataset, there are 567 data after clearing the invalid data. 

 

Table 1. Distribution of the number of samples found in the class labels of the data sets 

Data sets 
Diagnosis of 

healthy 
Diagnosis of Heart Disease 

Statlog 
Class 1 Class 2    

150 120    

Cleveland 
Class 0 Class 1 Class 2 Class 3 Class 4 

164 55 36 35 13 

Cleveland + Statlog 
Class 1 Class 2    

314 259    

Cleveland + Statlog (cleaned) 310 257    

 

Deterministic methods can extract the most suitable feature set from the original data set. However, this 

approach is costly as all possible clusters will be examined. For example, in the data set used in this study, the 

most suitable feature set among 13 features can be found by examining all possible sets. 

In this case, the number of clusters to be examined is: 

Let C(n,r) be the number of subsets containing r data of a set with n elements (the r combination of n) 

The formula for all possible situations: 

      C(13,1) + C(13,2) + C(13,3) +..........+ C(13,11) + C(13,12) + C(13,13) = 8191 set of pieces 
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A solution close to the successful solution can be reached by examining a much less number of examples with 

non-deterministic optimization methods. Instead of examining 8191 cases, an optimization method that will be 

prepared with a combination of Genetics and Taboo Techniques can be used. The cost of the deterministic 

approach can be observed more clearly in data sets containing more than 13 features. 

 

2.3. Genetic Algorithm 

The Genetic Algorithm is an optimization technique proposed by Holland [25] based on simulating the 

natural evolutionary process. In the algorithm, a population consists of chromosomes, each can solve the 

problem. The effect of the presence of each chromosome in the population is related to its fitness value. The 

fitness value may differ for each problem. The population is refreshed until the specified number of generations 

or termination operator is satisfied. The regeneration process involves forming a new generation by crossing 

over and then diversifying by mutation. When the regeneration process stops, the chromosome with the most 

suitable fitness value for the problem in the population is chosen as the solution. Thanks to crossover and 

mutation, the search space is not unidirectional. 

Thanks to its wide search area and its solution to intermittent and linear problems, the genetic algorithm 

has a wide range of uses. In the literature, genetic algorithm is preferred for solving many problems. Some of 

those; In solving the multi-mode multi-objective problem [18], it is used as a solution sequencing problem 

[18], in the solution of the effect maximization problem in social networks [19], in the solution of the dual-

objective routing problem in dynamic networks [21], in the solution of the multi-objective reactive power 

distribution strategy problem for wind energy integrated systems [20], shape optimization [23], biomedicine 

[24]. Genetic algorithm is frequently preferred in the feature selection process, especially in recent years [26-

30] 

 

2.4. Tabu Search Algorithm 

Tabu Search Algorithm is a local search algorithm proposed by Fred Glover [31] and developed by Hansen 

[32]. A single solution is generated when the algorithm stopping criterion is met. The algorithm starts with the 

initial solution. All possible neighbor solutions are examined, and the best neighbor solution is determined as 

the solution. The algorithm keeps all its operations in memory. One of his strengths is his memory, which 

prevents him from re-examining situations he has studied before. 

Tabu search algorithm is used in many fields such as scheduling problems [33,35] and route planning [34]. 
 

2.5. Classification Algorithm 

Five different classifiers were used in this study. These are Support Vector Machines (SVM) and ensemble 

learning algorithms. The purpose of SVM is to maximize the separation of the two hyperplanes to obtain an 

optimal hyperplane separated in space. Ensemble learning produces multiple models rather than a single model. 

It is divided into Bagging and Boosting. Each model created in the bagging method is independent of the other 

[39]. In the classification process, the result produced by each model is examined, and the value determined 

by the majority is assigned as a result. The Random Forest algorithm extends the Bagging algorithm by 

combining random selection in a subset of data. The Boosting method is an ensemble learning technique 

developed to increase the performance of a learning algorithm [39]. It weights the data set to increase the 

model's success with weak learning. The weak model is strengthened by training with weighted data sets and 

works as a single model. Logitboost is one of the boosting methods introduced by Schapire and Singer [37]. 

Adaboost, proposed by Freund and Schapire [38], is an algorithm that can work with small datasets and uses 

the Bayesian classifier to create a model that includes the optimization process.  

 

2.6. Performance Evaluation Metrics 

In the experiments conducted within the scope of this study, Accuracy, Precision, Recall, and F1 Score, 

which are traditional classification performance measures, were used. When comparing the study with other 

studies in the literature, this value was discussed because the common evaluation metric in all studies was 

Accuracy. These metrics are based on the four values (TP, FN, TN, FP) of the confusion matrix.  

The confusion matrix has positive and negative labels for the actual and predictive classes. Data with a 

positive label in the real class; Having a positive label in the prediction class is expressed as “True Positive 

(TP)”, and having a negative label in the prediction class is expressed as “False Negative (FN)”. Data with 

negative labels in the actual class; Having a positive label in the prediction class is expressed as “False Positive 

(FP)”, and having a negative label in the prediction class is expressed as “True Negative (TN)”. 

Accuracy is the ratio of the total number of samples predicted correctly by the model to the total number 

of samples tested, and its formula is given in Equation 1. Precision: the ratio of the number of positive samples 

correctly predicted by the model to the total number of positive samples predicted, and its formula is given in 
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Equation 2. Recall is the ratio of the number of positive samples predicted by the model to the total number of 

true positive samples and its formula is given in Equation 3. F1-Score is calculated by taking the harmonic 

average of the precision and sensitivity values and its formula is given in Equation 4. 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(1) 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(2) 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(3) 

F1 − Score = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

(4) 

 

2.6. Methodology 

In this study, analyses were carried out with different data sets to create a more stable structure in heart 

disease. Datasets were preprocessed on features and samples. To not affect the stable structure, samples with 

invalid data in the data sets were removed. The feature selection process was applied for the disease prediction 

process with the fewest features, which is one of the study's aims. Optimization was achieved by combining 

the Genetic algorithm and Tabu search technique in the selection process. 

A Genetic algorithm can produce good, fast, and efficient results for exploring the complex solution space 

(spherical search), but it can give ineffective results in the optimal local area. Tabu search algorithm is superior 

in local search but insufficient in global search. 

In the study, the memory capability of the Tabu search algorithm was added after the basic structures of 

the genetic algorithm, crossover, and mutation processes. Thanks to this addition, the population continues 

through more suitable solutions in local search. 

 

Table 2. Parameters used in the feature selection process 

Parameters Value 

Population size 32 

Iteration size 50 

Crossover process Two-point crossover 

Mutation probability %15 

Selection Elitism 

Initial population Opposite-based population distribution 

Population size 32 

 

One of the essential parameters in the genetic algorithm is the selection of the initial population. In this 

study, a counter-based approach was used for the initial population. Opposite-based approach: the opposite is 

generated by randomizing the generated half-solution and the other half to prevent all solutions from failing 

on one side of the search space. The created population is kept in the tabu list in memory. In this way, multiple 

examinations of the same solution are avoided. The model algorithm, which provides the highest accuracy in 

the classification process performed before the feature selection process, was used to calculate the chromosome 

fitness value. The fitness value is the accuracy value of the model produced by the algorithm. The chromosome 

with the highest accuracy value in the population obtained at the end of the determined parameters was chosen 

as the solution chromosome. The parameter values used in the experiments are shown in Table 2. 

In the standard genetic algorithm, the population size is kept constant. To avoid the classification cost in 

this study, we excluded the previously reviewed solution from the population to reevaluate. Thus, the 

population size changed. 
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3. Experimental Results 

In this study, the results of the models created before and after the feature selection process are listed to 

examine the effect of the feature selection process in detail. All data set in Tables 3 and 4 were classified using 

the 10-fold cross-validation method.  

 

Table 3. The success values of the models are created with five different algorithms of the data sets 

before the feature selection process is applied. 

Data sets Algorithm Accuracy F1-Score Precision Recall 

Cleveland (4 class) Random Forest 60.3 56.4 54.1 60.4 

 SVM 58.7 55.1 52.3 58.7 

 Adaboost 51.4 - - 51.5 

 LogitBoost 57.0 54.8 52.8 57.1 

 Bagging 57.4 52.2 49.2 57.4 

Cleveland (2 class) Random Forest 80.5 80.5 80.5 80.5 

 SVM 85.1 85.1 85.2 85.1 

 Adaboost 83.4 83.5 83.5 83.5 

 LogitBoost 81.8 81.9 81.9 81.8 

 Bagging 80.5 80.5 80.5 80.5 

Cleveland+ Statlog (2 Class) Random Forest 97.5 97.6 97.6 97.6 

 SVM 85.6 85.6 85.9 85.7 

 Adaboost 83.8 83.8 83.8 83.8 

 LogitBoost 84.6 84.6 84.6 84.6 

 Bagging 88.3 88.2 88.4 88.3 

      

 

When Table 3 is examined, the number of samples increased by the combination of the data set improved 

the model's performance by an average of 5.64%. In particular, it provided the highest difference, with 17.03%, 

between the models created with the Random Forest Algorithm.   

The feature selection process was applied to the three prepared data sets separately. The data sets created 

due to the application were trained and tested with five different classifiers. The best feature set shared in the 

study includes nine features, class information, and ten features. These; The success of sex, cp, fbd, resterg, 

exang, oldpeak, slope, ca and thal Models are shown in Table 4. 

 

Table 4. The success values of the models created with five different algorithms of the new data sets with 

the feature selection process applied. 

Data sets Algorithm Accuracy F1-Score Precision Recall 

Cleveland (4 class) Random Forest 56.5 55.0 53.8 86.6 

 SVM 57.9 53.8 51.1 57.9 

 Adaboost 50.8 - - 50.8 

 LogitBoost 59.5 56.3 53.8 59.6 

 Bagging 56.9 52.6 50.0 56.9 

Cleveland (2 class) Random Forest 80.5 80.4 80.6 80.5 

 SVM 80.5 80.4 80.6 80.5 

 Adaboost 81.5 81.5 81.5 81.5 

 LogitBoost 81.8 81.8 81.9 81.8 

 Bagging 81.1 81.2 81.2 81.2 

Cleveland+ Statlog (2 Class) Random Forest 97.1 97.2 97.2 97.2 

 SVM 86.7 86.7 86.7 86.7 

 Adaboost 83.4 83.4 83.4 83.4 

 LogitBoost 84.4 84.5 84.5 84.5 

 Bagging 88.1 88.1 88.3 88.2 

 

When the results were compared, an average improvement of 0.026% was observed in Table 4 and Table 

3 values. When each data set is compared within itself, the highest improvement was Cleveland (2 class), with 

an average increase of 0.71% between models. There was a 0.006% improvement between models in the 

Cleveland + Statlog combination. In the combined data set, the average success rate before the feature 

processing is 87.986%, and the average accuracy is 87.992%, which are very close to each other. Achieving 
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better performance with fewer features is essential for rapid diagnosis and reducing the use of data storage 

systems and testing costs. Our study has shown that a more stable structure can be achieved with fewer data. 

 

4. Conclusions and Future Work 

The study aims to assist in diagnosing heart disease by using a hybrid feature selection process based on 

genetic and Tabu search methods and an ensemble learning classification system based on heart disease 

datasets widely used in the literature. The proposed system includes three subsystems:  

1. Consolidation and cleaning of datasets 

2. Genetic algorithm - feature selection system with taboo search algorithm and Random Forest algorithm 

as the evaluation function 

3. A classification system with SVM and ensemble learning methods. 

 

Table 5. Comparison with studies in the literature 

Study Data set Method Acc. 

[1] Statlog a new ReliefF and a Rough Set- (RFRS-)-based classification 92.59 

[5] Cleveland Tiered Multivariate Analysis +MLP- NN 86.30 

[6] 
Statlog Vote with Naïve Bayes and Logistic Regression 87.41 

Cleveland SVM 86.87 

[7] Cleveland a cluster-based DT learning (CDTL)  89.30 

[8] Cleveland  a genetic algorithm (GA) based on trained recurrent fuzzy neural networks (RFNN) 97.78 

[9] Cleveland Majority vote with NB, BN, RF, and MP 85.48 

This study Statlog+Cleveland Random Forest 97.55 

 

Achievement metrics for each data set were compared with studies in the literature (see Table 5). This 

study outperformed five of the six compared studies. The study [8] separated the data as training and test set 

on the Cleveland data set. To evaluate the performance of the classifier more accurately, all data should be 

used in the testing and training phase [40]. Therefore, although there is a 0.23% difference between the study 

[8] and this study, this study is more stable and consistent. 

There are different datasets for heart attack risk in the literature. The most frequently used data sets were 

examined both separately and in combination. The feature selection process was applied to all the analyzed 

data sets. A genetic algorithm, which is frequently used in the literature, was used in the feature selection 

process. On the other hand, the capabilities of the Tabu search algorithm, which is frequently used in the 

literature, have been added to the genetic algorithm. In this way, it is thought that the most appropriate solution 

is approached the fastest. The proposed approach is not specific to the dataset used in the study. It provides a 

general recommendation that can be used in optimization methods. 
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Abstract  
 

Objective: Cardiovascular Disease (CVD) is a disease that negatively affects the blood vessel system 

due to plaque formation as a result of accumulation on the inner wall of the vessels. In the diagnostic 

phase, angiography results are evaluated by physicians. New diagnostic algorithms based on artificial 

intelligence, including new technologies, are needed for diagnosing CVD due to the time-consuming 

and high cost of diagnostic methods.  

Materials and Methods: The heart disease dataset available on the open-source sharing site Kaggle was 

used in the study. The dataset includes 14 clinical findings. In the study, after the features were selected 

with the Fischer feature selection algorithm, they were classified with Ensemble Decision Trees (EDT), 

k-Nearest Neighborhood Algorithm (kNN), and Neural Networks (NN). A hybrid artificial intelligence 

algorithm was also created using the three methods.  

Results: According to the classification results, EDT %96.19, kNN %100, NN %86.17, and hybrid 

artificial intelligence determined CVD with a %99.3 success rate.  

Conclusion: According to the obtained results, it is evaluated that the proposed CVD diagnosis hybrid 

artificial intelligence algorithms can be used in practice.  

 

Keywords: Cardiovascular disease, angiography, hybrid, artificial intelligence, neural networks.  

 

1. Introduction  

Heart disease can be generalized as disorders in the structure or functioning of the heart. Heart diseases are 

one of the leading causes of death worldwide. However, while CVD deaths decrease in high-income countries, 

more deaths occur in many low- and middle-income countries [1]. Death due to coronary heart disease ranks 

first among the causes of death in Turkey. According to the follow-up results of the TEKHARF study covering 

the years 1990-2008, deaths from coronary heart disease in the 45-74 age group are 7.64 per 1000 person-years 

in men and 3.84 in women, and it is one of the countries with the highest rate in Europe [2]. The leading causes 

of cardiovascular diseases are physical inactivity, unhealthy diet, hypertension, smoking, and alcohol 

consumption [3]. Early diagnosis of the disease and appropriate treatment are required to reduce the number 

of patients who continue due to heart disease each year and minimize the risk of death [4]. Cardiovascular 

disease detection is a complicated process that can be diagnosed by examining and evaluating the results 

obtained using various clinical diagnostic methods such as electrocardiography (ECG), echocardiography 

(heart ultrasound), exercise test, and angiography. 

Even though physicians and radiologists mostly make a correct diagnosis, new diagnostic methods with less 

error rate and more sensitivity are sought and researched for the diagnosis stage of the disease, which is created 

by today's technology. Artificial intelligence has an important place in today's technology. It is used in almost 

every field, including health, based on artificial intelligence and data mining and provides considerable 

convenience to human life [5]. As a basic definition, "Data Mining is the trivial extraction of implicit, 

previously unknown and potentially useful information about data" [6]. Artificial intelligence-based computer-

aided systems can make much faster, more precise, and more accurate detections. The literature shows that 

early disease diagnosis can be made by using many machine learning, artificial intelligence, and classification 

methods. Artificial intelligence uses many different algorithms and methods to detect the disease. When a 

literature review is done, it is seen that the hybrid method algorithm, which results by combining multiple 

different methods and algorithms, is also used. The hybrid method can be defined as an algorithm type that can 

be classified separately with more than one algorithm, the value is taken, and results are obtained according to 

the standard value [7]. Thanks to the hybrid method, it is aimed to increase the accuracy rate obtained from the 

study.  

Three different algorithms were used as hybrid method algorithms during the classification process. These 

algorithms are Neural Networks (NN), Ensemble Decision Trees (EDT), and k-Nearest Neighborhood (CNN) 

algorithms. Since the highest accuracy rate was achieved among the different classification algorithms, it was 
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deemed appropriate to use these three algorithms by aiming to increase the accuracy rate. Today, there is an 

increase in the use of artificial intelligence-based computer-aided systems in disease diagnosis. [8]. In such 

cases, it is peculiar to people; Although concepts such as talent, experience, education, daily mood, and 

distraction are not in question for artificial intelligence, they will significantly benefit physicians at the 

diagnosis stage. After processing the data set in a MATLAB environment, this study aims to develop a system 

that will help physicians diagnose CVD disease with an artificial intelligence-based hybrid method algorithm 

and to use the developed system in practice. 

 

2. Literature Review 

Classification systems make it easier for doctors to diagnose diseases. The hybrid model used for this study 

is one of the most common methods encountered in the literature. Studies in the literature have revealed that 

the features in the data set can have adverse effects, called noise features, during the diagnosis and diagnosis 

phase. In a study conducted in 2016, %92.59 classification accuracy was achieved in diagnosing heart disease 

using the hybrid classification system.  

The most important contribution of this study has been the observation that feature selection methods can 

improve the performance of classification algorithms. Using Least Squares Support Vector Machines and the 

F-score feature selection method in the study, an accuracy rate of %85.59 was obtained, while an accuracy rate 

of %83.37 was obtained in the SVM result [9]. Three machine learning algorithms are used in the study of 

professors M Kavitha, G Gnaneswar, R Dinesh, YR Sai, RS Suraj: Random Tree, Decision Trees, and Hybrid 

Model. In the study, an accuracy rate of %88.7 was achieved with the hybrid model, and it was shown that the 

hybrid model was the method that would give the best results in the diagnosis of heart disease [10]. In another 

study on the diagnosis of heart disease, the focus was on improving the classification methods used to reduce 

the number of features with feature selection. The k-nearest neighbor algorithm was used [11]. Increasing the 

accuracy rate by reducing the effects of unnecessary features is prominent in the literature. In a study in which 

Probabilistic Principal Component Analysis was used for the features to be extracted to increase the 

classification success, radial basis function-based Support Vector Machines (SVM) were used for 

classification. Thus, %82.18, %85.82, and %91.30 success rates were obtained from the three data sets used in 

the study [12]. 

In the study in which another data set was used in which the hybrid model was recommended in the 

diagnosis of coronary heart disease, it was observed that an accuracy rate of %86.3 was obtained. Obtaining 

the AUC parameter of %92.1 in this study revealed that the proposed classification system can be used to 

diagnose heart disease [13]. 

 

3. Material and Methods 

Various machine learning methods have been used to diagnose heart disease in the literature. The study 

suggests that successful results can be obtained with the hybrid model among many classification methods in 

the literature, such as Random Forest, Logistic Regression, and C4.5 decision tree. Fischer Feature Selection 

algorithm was used to reduce unnecessary features to increase the success in diagnosis and diagnosis. The 

feature values calculated with this algorithm are ordered from the largest to the smallest, and it means taking 

the number of samples that will provide the classification success in the best way. According to the Fischer 

Algorithm, the features' mean and standard deviation values are calculated, and the ranking is made according 

to the obtained scores. Neural networks, nearest neighbor algorithm (k-NN), and ensemble decision trees 

(EDT) used in the study are the most widely used algorithms in machine learning and classification studies. 

The steps followed in the study are modeled in the flow chart shown in Figure 1. 
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Figure 1. Flowchart 

 

3.1. Dataset 

In the study carried out for the diagnosis of heart disease, a ready data set consisting of 4-databases from 

Kaggle belonging to Cleveland, Switzerland, Long Beach V., and Hungary was used. The most important 

feature to be considered in selecting the data set is whether it has enough extensive data. For machine learning, 

the information used with data sets with sufficiently large data provides a more successful prediction for future 

studies. The dataset contains 14 features, age, gender, type of chest pain, resting blood pressure, cholesterol 

information, fasting blood glucose, resting electrocardiography results, highest heart rate achieved, exercise-

induced angina, exercise-induced ST depression, peak exercise ST segment slope, the number of colored veins, 

the disease and health status of the patients as labels. The characteristics of the data set are shown in Table 1. 

 
Table 1. Representations of Features 

Feature Number Features Values Explanation 

1 age Numerical value Patient's Age 

2 gender 1:Male, 0:Female Patient's Gender 

 
3 

 
cp 

1: Typical Angina, 
2: Atypical Angina, 

3: Non-anginal Pain, 

4: Asymptomatic 

 
Chest Pain Type 

4 trestbps Numerical Value 
(140mm/Hg) 

Resting Blood Pressure 
(Blood Pressure) (mm/Hg) 

5 chol Numerical Value 

(289mg/dl) 

Serum Cholesterol Amount 

in the Blood (mg/dl) 

6 fbs 1: True, 0: False Fasting Blood Sugar>120 

mg/dl 

 
7 

 
restecg 

0: Normal, 
1: Has ST-T, 

2: Hypertrophy 

 
Resting Electrocardiographic 

Results 

8 th 140,173 Max Heart Rate Reached 

9 exangial 1: yes, 0: no Exercise-Induced Angina 

10 old peak Numerical value Exercise-Induced ST 
Depression 

 

11 

 

slope 

1: Curved Up, 

2: Straight, 

3: Curved Down 

 

The slope of the Peak 

Exercise ST Segment 

12 ca 0-3 Number of Vessels Colored 
by Fluoroscopy (0-3) 

13 thal 0: Normal, 

1: Fixed Fault 

2: Reversible Defect 

 

Thalassemia 

 
14 

 
target 

0: <50% Diameter 
Reduction 

1:> 50% Diameter 

Reduction 

Diagnosis of Heart Disease 
(Angiographic Disease 

Status) 
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3.2. Feature selection 

Feature selection is a process that directly affects the accuracy and efficiency of classification. It provides 

the most valuable features for the problem being studied. Selecting the most valuable features also reduces the 

data size, reducing redundant results of the analysis. In the study, the Fisher algorithm, a feature selection 

algorithm, was used to increase the success rate of artificial intelligence. Ideally, feature selection methods 

decompose features into subsets and try to find the best among candidate subsets. This process can be costly 

and practically impossible, especially for high-volume feature vectors. The Fisher Score criterion assigns an 

indicative value for each sample. This value should be similar for instances in the same class and distinctive 

for instances in different classes. The Fisher Score equation providing this expression is given below; 

 

F(i) = (x̅ i (+) −x̅i) 2 +(x̅ i (−) −x̅i) 2 1 n+−1 ∑ (xk,i (+) −x̅ i (+) ) 2 + 1 n—1 ∑ (xk,i (−) −x̅ i (−)             (1) 

 

The number of features selected is an attribute at the researcher's discretion. In the feature selection phase, 

the aim is to rank the features that give the best results among the features from best to worst and to increase 

the accuracy rate by reducing the number of features. This algorithm involves ordering the features whose 

values are calculated from the largest to the smallest and taking the desired number of top samples. The best 

feature ranking obtained as a result of the algorithm was obtained. The table of classification results for the 

best nine features selected from all features is shown below. 

 
Table 2. Feature Selection Table 

 Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

Model 1 97,99 0,9679 0,9920 0,9798 0,9599 0,9799 

Model 2 96.09 0.9479 0,97247 0,9600 0,9215 0,9601 

Model 3 95.60 0,9791 0,9357 0.9569 0,9121 0.9574 

Model 4 95,6 0,9174 1 0,9569 0,9123 0,9587 

Model 5 94,63 0,9583 0,9357 0,9469 0,8924 0,9470 

Model 6 94,15 0,9791 0,9032 0,9423 0,8830 0,9437 

Model 7 93,17 0,9375 0,9266 0,9320 0,8630 0,9320 

Model 8 92,68 0,9375 0,9174 0,9273 0,8533 0,9274 

Model 9 90,73 0,9270 0,8899 0,9081 0,8146 0,9084 

 

3.3. Neural Networks 

Neural networks, which are encountered in many scientific and technological studies, emerged as a result 

of taking the human brain as an example; It is used in areas such as diagnosis, classification, and control. 

Artificial neural networks have been created, considering the structure of biological neural networks and the 

brain's learning process. Biological neural networks mainly consist of the nucleus, dendrite, and axon. The 

axon transmits the information collected by the dendritic ends. The basic structure of artificial neural networks 

consists of 3 parts. These sections are named the input layer, hidden layer, and output layer. The input layer 

has the same function as the dendrites in biological neural networks and is defined as the part where data entry 

is made. The hidden layer corresponds to the core of biological neural networks. Here, the relationship between 

the input and output values is learned and processed in line with the algorithm. On the other hand, the output 

layer acts as an axon and provides the output of the results. After adding the skewness of the input values with 

the weights, a bias is added and transferred to the output after the activation function. The weight value is the 

most critical parameter of the learning process of artificial neural networks. The weight value, which takes a 

random value at the beginning of the training process of artificial neural networks, is updated according to the 

input data throughout the process. 

 

3.4. Nearest Neighbor Algorithm (k-NN) 

The K Nearest Neighbor method is among the supervised learning methods that solve the classification 

problem. The important thing is that the characteristics of each class are predetermined. The method's 

performance is affected by the number of k nearest neighbors, threshold value, similarity measurement, and 

the sufficient number of expected behaviors in the learning set [14]. KNN is based on estimating the class of 

the vector formed by the independent variables of the predictable value, based on the information in which 

class the nearest neighbors are dense. The K-NN algorithm is one of the most fundamental algorithms among 

machine learning algorithms. This algorithm makes predictions on two different components: distance and 

neighborhood.  

The number of distance neighbors is several; how many neighbors closest to that value are used to determine 

which class the value to be included in a class will be included. The value whose class is the closest to which 
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class is in this number is included in this class. 

 

3.5. Ensemble Decision Trees (EDT) 
The decision tree algorithm is one of the data mining classification algorithms. Decision tree-based methods 

can quickly calculate performance value criteria such as stability, specificity, and high accuracy. Unlike linear 

models, it has the advantage of being able to map nonlinear complex models well. The decision tree algorithm, 

one of the machine learning algorithms, is a classification algorithm that helps us analyze the learned model 

by dividing it into subsets in a fast, simple, and interpretable way. A decision tree is a structure that decomposes 

a data set containing a large amount of data into smaller subsets by subjecting it to decision rules. Decision 

trees stand out among other algorithms with their visual intelligibility. The basic principle of decision trees is 

the root, node, and leaf-based model. The leaf is the last stage in the model where we reach the desired result. 

 

4. Findings and Discussion 

The study aims to analyze the relationship between blood values, chest diseases, chest pain type, minimum 

heart rate, breathing rate, resting blood pressure, age, cholesterol, fasting blood sugar, maximum heart rate, 

gender, and exercise with the diagnosis of cardiovascular diseases and cardiovascular disease. In addition, the 

study aims to diagnose the disease with an artificial intelligence-based hybrid model and to measure its usability 

in practice. The dataset, which contains 1025 data, includes 526 data with cardiovascular disease and 499 data 

without cardiovascular disease. The model includes 14 features. The feature selection algorithm is used to 

improve the performance of the machine learning algorithms. By optimizing the size of the data set with feature 

selection, the workload is removed, and performance is increased. Given this situation, the Fisher algorithm 

was used with the hybrid method to improve the study's success. After the processes, the model was evaluated 

with the hybrid model algorithm. In the study, three different classification algorithms, k-NN, NN, and 

Ensemble Decision Trees, were included in the Hybrid Model. Training and test percentages were calculated 

according to these three different classification methods, and a 'Hybrid' result was obtained. Another critical 

point after the feature selection to increase the classification success is the creation of training and test classes. 

With these correctly determined class percentages, the algorithm successfully performs the test set with the 

method it learned from the training set. The ratio of the test dataset was determined as %25 to increase the 

accuracy rate. In the study, a dataset with a specific label value was trained in the training step by simply using 

a two-class (with/without heart disease) dataset. Then the testing phase started. Accordingly, the accuracy 

values of the model were obtained. The success of the diagnosis was evaluated according to sensitivity, 

specificity, F-measurement, kappa parameter, and AUC values. According to the classification results, EDT 

has an accuracy rate of %96.192, %kNN 100, NN %86.17, and in line with these values, an accuracy rate of 

%97.99 was obtained with the hybrid model. The performance evaluation results of the hybrid algorithm are 

shown in Table 3. The performance evaluation results of the other three algorithms within the hybrid algorithm 

are given in Table 4, Table 5, and Table 6. 

As a result, CVD was detected with a high success rate. 

 

Table 3. Performance evaluation results for the hybrid model 

Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

97,99 0,9679 0,9920 0,9798 0,9599 0,9799 

 
Table 4. Performance evaluation results for the NN model 

Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

86,17 10 0,8840 0,8611 0,7234 0,8617 

 
Table 5. Performance evaluation results for the k-NN model 

Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

100 1 1 1 1 1 

 

Table 6. Performance evaluation results for the EDT model 

Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

96,1924 0,9598 0,9640 0,9619 0,9238 0,9619 
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5. Conclusion and Recommendations 
Diagnosis of diseases that negatively affect human life, such as cardiovascular disease, is crucial in terms 

of quality of life and health. It is a promising development that computer-aided systems and artificial 

intelligence have recently played an active role in the health field and are conducive to positive innovations. 

This study aims to provide ease of diagnosis to physicians and contribute positively to the literature and human 

life by accelerating the process. According to the results obtained, the high accuracy rate obtained as a result 

of the study and the method used in the study contributed to the literature, and it was proven that the proposed 

methods diagnose CVD at a high rate. Based on this, it is evaluated that hybrid artificial intelligence algorithms 

can be used in practice. 
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Abstract  
 

Data mining is the process of extracting useful information from large-scale data in an understandable 

and logical way. The main machine learning techniques of data mining are classification and regression, 

association rules and cluster analysis. Classification and regression are known as predictive models; 

clustering and association rules are known as descriptive models. In this study, the classification method 

is used. With this method, it is aimed to assign a data set to one of the previously determined different 

classes. The data set used in this study is obtained from the UCIrvine Machine Learning Repository 

database. The dataset named as “Breast cancer” consists of 699 samples and 10 features collected by 

William H. at the University of Wisconsin Hospital. The dataset content includes information about the 

characteristics of some cells analyzed in the detection of breast cancer. The goal of this study is to make 

a classification by determining whether one has cancerous or non-cancerous cells. In this study, data 

mining analyzes are performed in WEKA and Orange programs using SVM (Support Vector Machine) 

and Random Forest algorithms. According to the analysis results, a comparison is made on the data set 

regarding the previous studies. It is aimed that the conclusions obtained at the end of the study will 

guide medical professionals working in the diagnosis of breast cancer.  

 

Keywords: Data Mining; classification algorithms; breast cancer. 

 

1. Introduction 

Cancer is a general term used for all diseases that occur when cells in an organ or tissue in the human body 

begin to multiply uncontrollably. According to the researches, among the common cancer types, breast cancer 

is the second most common cancer type worldwide after lung cancer [1]. Considering the 2020 data of the 

World Health Organization, International Agency for Research on Cancer (IARC), 1 out of every 8 cancer 

types reported as breast cancer in 2020; 2.3 million breast cancer cases were diagnosed and 685.000 people 

died. Moreover; this type of cancer was in the 5th place in the world among the other types of cancer [2]. 

Correct diagnosis of diseases consists of a complex process. Medical professionals use biochemical tests 

and radiology to make a diagnosis. These methods may vary according to the diseases. Breast ultrasound is of 

great importance in the diagnosis of breast cancer. It is a preferred cancer prediction method because it is 

painless and it does not contain radiation [3]. This method, which is widely used, is performed with computer 

aided diagnostic tools. Thanks to these computer-assisted diagnostic tools, it is determined whether the mass 

in the patient is benign or malignant [4]. 

In this study, it is aimed to diagnose the disease by determining whether the mass in the patient is benign 

or malignant with the classification process - which is one of the machine learning methods. The objective of 

this study is to provide benefits to the experts by minimizing the loss of time before exceeding the vital stage. 

Because early diagnosis of breast cancer is of great importance so as to get positive treatment results.   

  

2. Literature Review 

As a result of the literature review, it has been revealed that many studies have been carried out on the 

Breast Cancer dataset since 2004. 

 Law vd. (2004) [5] suggested the use of mixture-based clustering algorithm in his study and tested it on 

the data set. The classification accuracy of the algorithm was 90.7%. Luukka and Leppälampi [2006) [6] used 

the C4.5 classification algorithm for breast cancer diagnosis. It reached a success value of 94.06%. Li and Lu 

(2010) [7] first used principal component analysis (PCA) to reduce feature sizes in the data set and then 

proposed a class probability-based kernel (CPBK) method based on Support Vector Machines (SVM). It 

reached an accuracy value of 93.26%. Lavanya and Rani (2011) [8] used the classification and regression tree 

(CART) algorithm to achieve the best success in the data set with a value of 94.84%. In the same year, 

Maldonado vd. [9] used a recursive dimension elimination (SVM-RFE) based technique. The average 

https://orcid.org/0000-0003-1567-9565
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classification accuracy of this method was 95.25%. 

Considering the historical development of data mining and developing technology, these studies are 

exemplary. However; when the studies conducted in recent years are examined, it is seen that the early 

diagnosis of the disease has more increased with the developing technology. Therefore; recent studies promise 

great hopes. 

Takci (2016) [10] conducted a study with three separate data sets, including the Wisconsin data set. He 

made various comparisons between machine learning methods and Centroid Classifiers. He also reported the 

results in terms of accuracy and time. Euclidean-based center classifier gave the highest classification accuracy 

with a value of 99.04%. Akyol (2018) [11] investigated the importance of features using the Recursive Feature 

Selection method on the data set and used Random Forest and Logistic Regression classifier algorithms. The 

learning process, which consisted of testing and training stages, was carried out by using the 5-fold cross-

validation technique. As a result of the study, it was shown that the best classification success (98% accuracy) 

was obtained with the Random Forest algorithm.  

Karaci (2019) [12] developed a DNN model (deep neural network) for breast cancer diagnosis using some 

data such as body mass index, insulin and age glucose. Data were obtained from 116 women, 52 healthy and 

64 with breast cancer. Then; machine learning was carried out with the obtained data.  This model estimated 

healthy women as a minimum of 88.2% and a maximum of 94.1%. It also estimated women with breast cancer 

as a minimum of 88.8% and a maximum of 94.4%. In the study conducted by Kor (2019) [13], it was 

determined that the SVM method had the highest rate of classifying breast cancer as benign and malignant with 

97.66%. Yavuz and Eyuboglu (2019) [14] proposed a score fusion method based on Generalized Regression 

Neural Network (GRNN) and Feed Forward Neural Network (FFNN) to classify breast cancer data samples as 

benign or malignant. The usefulness of these two main nets and the proposed method were examined; the 

performance results were presented comparatively. In another study conducted in the same year, Sevli (2019) 

[15] created confusion matrices and ROC curves after the training process with various machine learning 

methods and then compared the success of each technique. As a result of this comparison, it was revealed that 

logistic regression was the most successful method with an accuracy rate of 98.24%. 

Cengil and Cinar (2020) [16] used Keras Deep Learning Library tools for classification process. The 

application results showed that the classification performance was around 98%. Akcan and Sertbas (2021) [17] 

used these machine learning methods: Support Vector Machine (SVM), K-Nearest Neighborhood (KNN), 

Naive Bayes (NB), Decision Tree (DT), Adaboost (SVC), XGBoost and Random Forest (RF). Among them, 

Adaboost (SVC) and XGBoost had the highest success rate with the same accuracy of 97.37%. 

As a result of the literature research, it can be seen that machine learning methods has been widely used in 

the field of medicine. Therefore; there have been many publications about research on the diagnosis of breast 

cancer. In this study, like previous studies, it is hoped to be a promising study for medical professionals in the 

diagnosis of medical disease. 

 

3. Material and Method  

3.1. Materials 

In this study, breast cancer data collected by William H. at the University of Wisconsin Hospital is used. 

The dataset is obtained from the UCIrvine Machine Learning Repository database. Both two different software, 

WEKA and Orange software, and two different data mining algorithms, Support Vector Machine (SVM) and 

Random Forest (RF) algorithm, are used.  

On the data set, models are created with the algorithms of the classification methods specified by a computer 

with an Intel Core i7 processor and 12 GB RAM. Then; machine learning is carried out by using programming 

languages. The performance rates obtained from the algorithms are compared by considering the results of the 

previous studies mentioned in the literature review. At last; the performance results of the algorithms and 

software on the data set are evaluated. 

 

3.1.1. Data set 

The data set includes 699 samples. The number of attributes is 10. It does not contain any qualifications 

with incomplete information. The class distribution of these 699 data is 458 samples as benign and 241 samples 

as malignant. The data are obtained by digitizing the images of the mass seen in the chest. In Table 1, value 

ranges, means and standard deviation values of 10 features (closure thickness, size uniformity, shape 

uniformity, adhesion, epithelial size, bare nucleus, soft chromatin, normal nucleoli, mitosis and class) in the 

given data set are shown. 
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Table 1. Attribute Descriptions and Values 

Attribute Description Value Mean  Standard Deviation 

Closing Thickness 1-10 4.442 2.820 

Dimensional Isomorphism 1-10 3.150 3.065 

Figurative Isomorphism 1-10 2.840 2.988 

Adhesion 1-10 3.234 2.864 

Epithelial Dimension 1-10 3.544 2.223 

Naked Nucleus 1-10 3.445 3.449 

Soft Chromatin 1-10 2.869 3.050 

Normal Nucleoli 1-10 2.869 3.050 

Mitosis 1-10 1.603 1.732 

Class 2-4     

 

3.2. Classifiers 

The algorithms used in this study are among the popular methods in data mining. Success results are taken 

into account in the selection of these algorithms. There are many studies in the literature proving Support 

Vector Machines (SVM) success. The SVM algorithm is a classification algorithm used to separate data which 

belongs to two separate classes accordingly with each other [18]. The Random Forest (RF) algorithm, the 

second algorithm used in the study, is also a widely used method in the classification process. It is an ensemble 

learning algorithm that creates many decision trees and determines the most suitable one [19]. There is 

information about the support vector machine algorithm and random forest algorithm used in this study below. 

 

3.2.1. Support Vector Machine Algorithm 

Created by Vladimir Vapnik, Support Vector Machines (SVM) is a new forward routing network. The 

SVM’s powerful tools used to solve many common problems and drive many current developments for the 

detailed kernel are its uncomputed, predictive and low rate function. Statistical education and treatment risk 

are minimized [20]. 

In two dimensional space linear separation mechanisms, in three dimensional space planar separation and 

in multidimensional separation in hyperplane, the data can be grouped in more than one group by SVM. The 

case where the data group can be separated by a line is when the group can be separated linearly. The idea here 

is that the object separating the two classes is a corridor rather than a line; furthermore, corridor's width is 

determined by some data vector to be the largest possible width [21]. 

 

Figure 1. Support Vector Machines (SVM) [22] 

 

3.2.2. Random Forest Algorıthm 

The Random Forest algorithm was developed by Breiman in 2001. RF is a classification model that tries to 

make more accurate classification by producing more compatible models using multiple decision trees. By 

bringing together, these formed decision trees constitute the decision forest. The created decision trees are 

randomly determined subsets of the dataset in relation. It offers excellent validity. It has more precise results 

than Adaboost and Support Vector Machines for many datasets [23]. It works at four steps; 

 Random samples are selected from a given dataset.  
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 A decision tree is created for each sample and a prediction result is taken from each decision tree.  

 A vote is taken for each predicted outcome.  

 The result of the prediction is chosen by using the most votes as the final prediction. 

In Figure 2, the tree structure is shown according to the results obtained from the RF algorithm in the 

Orange application of the data set used in the study. 

 

Figure 2. Orange Classification tree viewer breast cancer dataset 

4. Results and Discussion 

The results of the analysis, which was carried out for the early diagnosis of breast cancer are given in Table 

2. The performance values (Accuracy, Precision, Recall and F-measure) obtained from the RF algorithm and 

SVM algorithm of the breast cancer dataset which are analyzed by using Weka and Orange applications are 

shown in the Table 2. 

Table 2. Application algorithm results 

 Method Accuracy Precision Recall F-Measure 

WEKA 
RF 96.7096 % 0.980 0.969 0.975 

SVM 95.7082% 0.993 0.941 0.966 

 

Orange 
RF 89.9 % 0.959 0.959 0.959 

SVM 87.2% 0.962 0.962 0.962 

 

According to the analysis results in Table 2, the accuracy values of all algorithms are above 87%. RF 

algorithm of Weka software has the highest accuracy value with 96.7096%. It is important to have high 

accuracy values. Thus; it has observed that it is appropriate to use both algorithms to obtain meaningful 

information that can be used in the data. In addition to this; the open source Weka program gives higher 

accuracy values when the software used in this study is compared. 

In Table 2, the results of the algorithm analysis performed on the data set of the Weka and Orange software 

used in the study are also given. In Figure 3, this table is shown graphically. Looking at the graph, it is seen 

that the accuracy values are high. 
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Figure 3. Results of Accuracy Rates Analysis for Data Mining Techniques 

 

5. Conclusions 

Considering the data of death in cancer, early diagnosis of the disease is vital for the medical field. For this 

reason; scientific researches play a crucial role. Data mining is, doubtlessly, very helpful for shortening the 

time during the diagnosis process.  The data in the dataset used in this study are obtained by digitizing the 

images of the mass seen in the chest. In order to get this dataset, two different machine learning algorithms in 

Weka and Orange software are used. Analysis results are shown in tables and graphics. The software which is 

used and machine learning algorithms which are applied are compared to each other. According to the 

comparison result, the highest accuracy value is obtained from the SVM algorithm used in the Weka software. 

When the previous studies in the literature review are examined, it is clear that the accuracy values of 

Adaboost and SVM are generally higher. As a result of this study, it has seen that the values of the SVM 

algorithm are high. However; RF classifier gives higher results with a success rate of around 94.11% compared 

to other methods. Therefore; RF is proposed as the most successful method for this dataset. With this study, it 

is aimed to facilitate the early diagnosis of medical professionals and to minimize the loss of time that may 

occur during the diagnosis of the disease. 
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