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ABSTRACT 

 

Organic Rankine Cycle (ORC) is a power cycle in which energy can be produced without extra 

heating. The basic logic is to generate energy with the help of special fluids that can change phase at 

low temperatures. In this study, one, two and three stage ORC sourced by waste heat was designed 

and analyzed in view point of different working fluids. In this aim, it was aimed to investigate the 

stage and fluid effects on the performance of the system. As a result of the study, it was determined 

that the efficiency increases with increase of the number of stages. It was also determined that the 

used fluid type was effective on the performance of the staged system. The energy and exergy 

efficiency of the three-staged ORC was determined as 31% and 49%, respectively. 

 

Keywords: Energy, Exergy, Staged ORC, Waste heat.  

 

1. INTRODUCTION 

 

As known, Rankine cycle is a thermodynamic cycle that converts heat energy into work, and water is 

used as the working fluid of the cycle for many years. Water is a traditional liquid in the Rankine 

cycle and is the first choice for generating electricity in large and medium power plants. Although it is 

preferred as a working fluid due to its safety, environmental protection, and high heat transfer 

properties, it also has some disadvantages. Some of the disadvantages are high abrasiveness and high 

freezing temperature [1]. In recent years, hydrocarbon-based fluids with a higher molecular weight 

and lower boiling temperature are used instead of water in the Rankine cycle called as organic 

Rankine Cycle (ORC). ORCs are sourced by low temperature resources such as waste heat, solar 

energy and geothermal energy. ORCs have become one of the most common power generation 

processes depending on the parameters such as climate change, rising oil prices and environmental 

problems. In this regard, ORC sourced by waste heat is the cleanest and most reliable way for power 

generation. 

 

In the literature, many studies were conducted about performance of ORCs [2-5], optimization of 

ORCs [6-10] and heat sources of ORCs [11-13].The waste heat is one the most preferred energy 

sources in ORC power plants. Varga et al. [13] investigated the partial replacement of an air cooler to 

mailto:oguz.arslan@bilecik.edu.tr


 

 

 

 
 

 
 

 
Ceylan, İ., and Arslan, O., Journal of Scientific Reports-A, Number 50, 1-19, September 2022. 

 

 

 

2 
 

observe the waste heat behaviour during the temperature decreasing from 140 °C to 45 °C. In this 

study, they determined that 32 MW of heat released to the environment. Chen et al. [14], developed a 

mathematical model for the integration of ORC with the circulating heat transfer fluid as an 

intermediate fluid for the waste heat recovery. In this aim, an ORC-integrated superstructure was 

proposed that considers all possible heat exchange couplings between waste heat process streams, 

circulating heat transfer fluid, and ORC. Arslan et al. [15] designed a multiple generation system 

including electricity generation, domestic hot water and H2 production for waste recovery of a 150 

MW coal-fired power plant. A high-temperature electrolyzer is integrated into the existing system to 

produce H2. The second product of O2 from the electrolyzer was used to enrich the combustion 

process. The power required for the electrolyzer was obtained from the bottom organic Rankine cycle 

(ORC). In this context, a supercritical ORC was designed using cyclopentane as the working fluid. An 

increase of 15.78%–16.53% was achieved in energy efficiency. This increase was achieved in exergy 

efficiency by 20.43-21.16%. In another study of Arslan [16], supercritical ORC with R601 was 

investigated. The ORC was sourced by waste heat. The energy and exergy efficiencies of the ORC 

were recorded as 15.59% and 32.93%, respectively. The kind of the used working fluid is also much 

important for the system performance of ORC power plants. Arslan et al. [17], investigated s1 type 

supercritical ORC power plant with an installed capacity of 64.2 MW. They used R744 as the working 

fluid in the system. They parametrically analyzed the designed system for different temperature and 

pressures. For the most profitable design, T1b, T2a and P2a were determined as 80 °C, 130 °C and 12 

MPa, respectively. Tzu-Chen Hung [18], investigated various working fluids such as Benzene 

(C6H6), Toluene (C7H8), p-Xylene (C8H10), R113, and R123. Among the studied working fluids, p-

Xylene has the highest efficiency and Benzene has the lowest efficiency. The study also showed that 

irreversibilities strongly depend on the type of heat source.  

 

Literature reviews have shown that double loop, triple loop, and multi-loop ORC has better 

performance in comparison to the single ORC for the recovery of waste heat. Studies showed that 

using multi-staged ORCs can significantly improve thermal efficiency and heat source utilization rate. 

One of the most effective ways to improve ORC's performance is to increase the ORC's cycle count. 

Double-loop ORC (DL-ORC) has shown great potential in thermodynamic and economic 

performance. In addition, DL-ORC has a low carbon footprint and high CO2 emission reduction 

[19,20]. Braimakis et al. [21] investigated the thermo-economic optimization of the ORC-ORC 

combined power system. They optimized the use of ORC-ORC for waste heat recovery. The 

researchers aimed to explore the increasing potential of the exergy efficiency for the ORC-ORC 

combined power system in comparison to a single-stage ORC. The heat source temperature ranging 

between 100 and 300 °C were investigated. They concluded that the power output and exergy 

efficiency can be increased by ORC-ORC in comparison to single-stage cycles at the same these 

operating conditions. Xia et al. [22] performed the working fluid selection for double-loop ORC (DL-

ORC) using multi-objective optimization. The targets for optimization are the payback period, annual 

emission reduction and exergy efficiency. Study results showed that cyclohexane/butane was the most 

suitable working fluid amongst the 18 candidate working fluid pairs. 

 

In this study, ORC with three loops, sourced by the waste heat of a ceramic production process was 

performed parametrically. The designed systems were thermodynamically analyzed by energy and 

exergy methods. In the analyses, EES software was used. Finally, the best designed system was 

determined in terms of turbine inlet temperature and pressure, and kind of working fluids.   
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2. MATERIAL AND METHOD 

 

In the most industrial applications, waste heat is discharged to the environment. Especially in the 

cement and iron and steel industries, a significant amount of waste heat is lost in the form of flue 

gases at temperatures of 200-300 °C. These temperature levels are not high enough to recover this 

waste heat through conventional steam Rankine cycles. For this reason, ORC applications are widely 

used in industrial waste heat recovery applications. In this study, the waste heat of stack gases of the 

ceramic production process was evaluated in an ORC with tree loops. The data of waste is given in 

Table 1 [23]. 

 

Table 1. Waste heat data used in the study [23]. 

Flow rate (𝑚3/h) 16939 

Gas velocity (m/min) 7.4 

Humidity (%) 5.2 

Pressure (kPa) 92.2 

Flow rate(N𝑚3/h) 10817 

Dry cond. Flow rate (N𝑚3/h) 10258 

 Measurement 1 Measurement 2 Measurement 3  

Gas Temp. (°C) 116.0 115.0 117.0  

Dust (kg/h)  0.0014 0.0014 0.0015  

CO (kg/h)  0.1432 0.1512 0.1751  

𝑆𝑂2 (kg/h)  0.0000 0.0000 0.0182  

NO (kg/h)  0.1364 0.1449 0.1535  

𝑁𝑂2 (kg/h)  0.2092 0.2222 0.2353  

 

The type of fluid directly affects the dryness of the steam at the turbine outlet. The slope of the 

saturated vapour curve of the fluid used in the Rankine cycle is given by ξ value. In this term, the fluid 

is classified as wet type when ξ value is less than zero. It is named as dry type when ξ value is greater 

than zero. It is classified as isentropic type when ξ value is equal to zero. In Table 2, the used fluids 

and its slopes are given.  

 

Table 2. The properties of used refrigerants [24-28]. 

Fluid 
Molecular 

Weight (g) 

Critical 

Temperature (K) 

Critical 

Pressure (kPa) 
ODP 

GW

P 
ξ Type 

R-134a 102.03 374.21 4059 0 1430 
-

0.39 
Wet 

R-13 104.46 301.88 3879 1 
1440

0 

-

3.39 
Wet 

R-22 86.47 369.3 4990 0.05 1810 
-

1.33 
Wet 

R-123 152.93 456.83 3668 0.02 77 0.26 Dry 

R-290 44.10 369.83 4200 0 3 
-

0.79 
Wet 

R-600 58.12 425.13 3796 0 4 1.03 Dry 

R- 58.12 425.17 3800 0 3 1.03 Dry 



 

 

 

 
 

 
 

 
Ceylan, İ., and Arslan, O., Journal of Scientific Reports-A, Number 50, 1-19, September 2022. 

 

 

 

4 
 

Fluid 
Molecular 

Weight (g) 

Critical 

Temperature (K) 

Critical 

Pressure (kPa) 
ODP 

GW

P 
ξ Type 

600A 

R-

245fa 
134.05 427.20 3651 0 1030 0.19 Isentropic 

 

2.1. System Discription 

In the purpose of the evaluating the waste heat, the ORC with three loops were designed. The flow 

diagram and T-s diagrams of the proposed system are given in Fig. 1 and Fig. 2, respectively.  

 

 

Figure 1. Flow diagram of designed system. 

 

According to Fig 1, the working fluid enters pump 1 (P-1) of the first loop as saturated liquid at point 

1 and leaves the pump at point 2. It enters the evaporator 1 (E-1) at the compressed liquid phase, 

where it draws heat energy from the waste heat source and becomes saturated liquid, then exits E-1. 

At point 3, the fluid entering the turbine 1 (T/G-1) leaves the T/G-1 as liquid-steam mixture, saturated 

steam or superheated steam at point 4, depending on the operating conditions. The fluid entering the 

condenser (C-1) condenses by giving its heat to the fluid in the lower loop. 

 

In the second loop, the fluid enters P-2 as a saturated liquid at point 8 and leaves P-2 at point 9. It 

enters the condenser of the 1
st
 loop, which is accepted as the pre-heater for the 2

nd
 loop, and takes the 

waste heat,  and enters the heat exchanger 1 (HE-1). In HE-1, the fluid takes the waste heat and leaves 
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the HE-1 in the saturated vapour phase at point 6. Fluid entering T/G-2 as saturated vapour leaves as 

superheated steam at point 7. The fluid entering C-2 condenses by giving its heat to the fluid in the 3
rd

 

loop, and enters P-2 again as a saturated liquid. 

 

In the third loop, the fluid enters P-3 as a saturated liquid at point 13 and leaves P-3 at point 14. It 

enters the condenser of the 2
nd

 loop, which is accepted as the pre-heater for the 3
rd

 loop, and takes the 

waste heat, and enters to HE-2. In HE-2, the fluid takes the waste heat from and leaves the HE-2 in the 

saturated vapour phase at point 11. The fluid that enters T/G-3 as saturated vapour leaves as 

superheated vapour. The fluid entering the C-3 condenses by giving its heat to the cooling water. 

 

 
a)     b) 

 
c) 

Figure 2. T-s graph of single loop (a) dual loop (b), and triple loop (c). 
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2.2. Energy Analysis 

The conservation of mass and energy is the base of energy analysis. The mass balance, energy balance 

and energy efficiency equations are given as follows [29]: 

 

∑ 𝑚̇𝑖𝑛
 
 = ∑ 𝑚̇𝑜𝑢𝑡

 
           (1) 

 

𝑄̇ + 𝑊̇ =  ∑ 𝑚̇𝑜𝑢𝑡ℎ̇𝑜𝑢𝑡
 
 − ∑ 𝑚̇𝑖𝑛ℎ̇𝑖𝑛

 
         (2) 

 

𝑛𝑡ℎ =
𝑊̇𝑛𝑒𝑡

𝑄̇𝑛𝑒𝑡
          (3) 

 

The energy balances of the components of the proposed system are given in Table 3. 

 

Table 3. The mass. energy and efficiency equations of the proposed system. 

Component Mass 

balance 

Energy balance Energy efficiency 

    

E-1 𝑚̇2

=  𝑚̇3 
𝑚̇15

=  𝑚̇16 

𝑄̇𝐸−1

=  𝑚̇(ℎ3 − ℎ2) 
𝑛𝐸−1 =

ℎ3

ℎ2

 

T/G-1 𝑚̇3

=  𝑚̇4 
𝑊̇𝑇−1

=  
𝑚̇(ℎ3 − ℎ4)

𝑛𝑇−1

 

𝑛𝑇−1 =
ℎ4

ℎ3

 

C-1 𝑚̇4

=  𝑚̇1 

𝑚̇9

=  𝑚̇5 

𝑄̇𝐶−1

=  𝑚̇(ℎ4 − ℎ1) 
𝑛𝐶−1 =

ℎ1

ℎ4

 

P-1 𝑚̇1

=  𝑚̇2 
𝑊̇𝑃−1

=  
𝑚̇(ℎ2 − ℎ1)

𝑛𝑃−1

 

𝑛𝑃−1 =
ℎ2

ℎ1

 

Loop-1 - (𝑄̇𝐸−1 − 𝑄̇𝐶−1)

− (𝑊̇𝑇−1

− 𝑊̇𝑃−1) = 0 

𝑛𝑡ℎ =
𝑊̇𝑇−1 − 𝑊̇𝑃−1

𝑚̇(ℎ3 − ℎ2)
 

HE-1 𝑚̇16

=  𝑚̇17 
𝑚̇5

=  𝑚̇6 

𝑄̇𝐻𝐸−1

=  𝑚̇(ℎ6 − ℎ5)
+ 𝑚̇(ℎ17 − ℎ16) 

𝑛𝐻𝐸−1 =
ℎ6 + ℎ17

ℎ5 + ℎ15

 

T/G-2 𝑚̇6

=  𝑚̇7 
𝑊̇𝑇−2

=  
𝑚̇(ℎ6 − ℎ7)

𝑛𝑇−2

 

𝑛𝑇−2 =
ℎ7

ℎ6

 

C-2 𝑚̇7

=  𝑚̇8 

𝑚̇14

=  𝑚̇10 

𝑄̇𝐶−2

=  𝑚̇(ℎ7 − ℎ8) 
𝑛𝐶−2 =

ℎ8

ℎ7
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P-2 𝑚̇8

=  𝑚̇9 
𝑊̇𝑃−2

=  
𝑚̇(ℎ9 − ℎ8)

𝑛𝑃−2

 

𝑛𝑃−2 =
ℎ9

ℎ8

 

Loop-2 - (𝑄̇𝐻𝐸−1 − 𝑄̇𝐶−2)

− (𝑊̇𝑇−2

− 𝑊̇𝑃−2) = 0 

𝑛𝑡ℎ =
𝑊̇𝑇−2 − 𝑊̇𝑃−2

𝑚̇(ℎ6 − ℎ5)
 

HE-2 𝑚̇17

=  𝑚̇18 
𝑚̇10

=  𝑚̇11 

𝑄̇𝐻𝐸−2

=  𝑚̇(ℎ11 − ℎ10) 
𝑛𝐻𝐸−2 =

ℎ11 + ℎ18

ℎ10 + ℎ17

 

T/G-3 𝑚̇11

=  𝑚̇12 
𝑊̇𝑇−3

=  
𝑚̇(ℎ11 − ℎ12)

𝑛𝑇−3

 

𝑛𝑇−3 =
ℎ12

ℎ11

 

C-3 𝑚̇13

=  𝑚̇12 

𝑚̇19

=  𝑚̇20 

𝑄̇𝐶−3

=  𝑚̇(ℎ13 − ℎ12) 
𝑛𝐶−3 =

ℎ13

ℎ12

 

P-3 𝑚̇13

=  𝑚̇14 
𝑊̇𝑃−3

=  
𝑚̇(ℎ14 − ℎ13)

𝑛𝑃−3

 

𝑛𝑃−3 =
ℎ14

ℎ13

 

Loop-3 - (𝑄̇𝐻𝐸−2 − 𝑄̇𝐶−3)

− (𝑊̇𝑇−3

− 𝑊̇𝑃−3) = 0 

𝑛𝑡ℎ =
𝑊̇𝑇−3 − 𝑊̇𝑃−3

𝑚̇(ℎ11 − ℎ10)
 

Overall - [(𝑄̇𝐸−1 + 𝑄̇𝐻𝐸−2

+ 𝑄̇𝐻𝐸−3) − (𝑄̇𝐶−1

+ 𝑄̇𝐶−2 + 𝑄̇𝐶−3)] 

−[(𝑊̇𝑇−1 + 𝑊̇𝑇−2

+ 𝑊̇𝑇−3) − (𝑊̇𝑃−1

+ 𝑊̇𝑃−2 + 𝑊̇𝑃−3)]
= 0 

𝑛𝑡ℎ

=
(𝑊̇𝑇−1 + 𝑊̇𝑇−2 + 𝑊̇𝑇−3) − (𝑊̇𝑃−1 + 𝑊̇𝑃−2+𝑊̇𝑃−3)

𝑚̇(ℎ15 − ℎ18)
 

 

In the analysis % is the efficiencies of the pumps, turbines and all heat exchangers were included in to 

calculations as 85%, 85% and 98%, respectively [11]. 

 

2.3. Exergy Analysis 

Where the first law deals with energy balance, second law deals with irreversibility, entropy 

generation, and further exergy analysis. The exergy balance and exergy efficiency of the k
th

 

component is given as follows [29]: 

 

𝐸𝑥̇𝑑.𝑘 = 𝐸𝑥̇𝑘
𝑄 + 𝐸𝑥̇𝑘

𝑊 + ∑ 𝑚̇𝑘𝜓𝑖 − ∑ 𝑚̇𝑘𝜓𝑜𝑢𝑡                                                  (4) 

 

where 𝐸𝑥̇𝑘
𝑄

. 𝐸𝑥̇𝑘
𝑊 and 𝜓𝑖  respectively indicate the exergy of heat exergy. exergy of work and specific 

flow exergy. They are given as follows [29]: 
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𝐸𝑥̇𝑘
𝑄 = ∑(1 −

𝑇0

𝑇
)𝑄̇        (5) 

 

𝐸𝑥̇𝑘
𝑊 = ∑ 𝑊̇        (6) 

 

𝜓𝑖 = (ℎ𝑖 − ℎ0) − 𝑇0(𝑠𝑖 − 𝑠0)        (7) 

 

𝜀𝑘 = 1 −
𝐸𝑥̇𝑑.𝑘

𝐸𝑥̇𝑖𝑛.𝑘
        (8) 

 

The exergy balances of the components of the proposed system are given in Table 4. 

 

Table 4. The exergy balance equations of the proposed system. 

Component Exergy balance Exergy efficiency 

   

E-1 𝐸𝑥̇𝑑.𝐸−1 =  (𝑚̇2𝜓2 + 𝑚̇15𝜓15) − (𝑚̇3𝜓3 + 𝑚̇16𝜓16

+ ∑ 𝑄̇𝐸−1 (1 −
𝑇0

𝑇
)) 

𝑛𝐸−1 =
Ė3 − Ė2

Ė15 − Ė16

 

T/G-1 𝐸𝑥̇𝑑.𝑇/𝐺−1 = (𝑚̇3𝜓3) − (𝑚̇4𝜓4 + ∑ 𝑊̇𝑘,𝑇/𝐺−1) 𝑛𝑇/𝐺−1 =
Ẇ𝑇/𝐺−1

Ė3 − Ė4

 

C-1 𝐸𝑥̇𝑑.𝐶−1 = (𝑚̇4𝜓4 + 𝑚̇9𝜓9) − (𝑚̇5𝜓5 + 𝑚̇1𝜓1) 
𝑛𝐶−1 =

Ė1 − Ė4

Ė9 − Ė5

 

P-1 𝐸𝑥̇𝑑.𝑃−1 = 𝑚̇1𝜓1 − 𝑚̇2𝜓2 + ∑ 𝑊̇𝑘,𝑃−1 𝑛𝑃−1 =
Ė1 − Ė2

Ẇ𝑃−1

 

Loop-1 𝐸𝑥̇𝑑.𝐸−1 + 𝐸𝑥̇𝑑.𝑇/𝐺−1 + 𝐸𝑥̇𝑑.𝐶−1 + 𝐸𝑥̇𝑑.𝑃−1 
𝑛𝑡ℎ =

Ẇ𝑇/𝐺−1 − Ẇ𝑃−1

Ė15 − Ė16

 

   

HE-1 𝐸𝑥̇𝑑.𝐻𝐸−1 = (𝑚̇16𝜓16 + 𝑚̇5𝜓5) − (𝑚̇17𝜓17 + 𝑚̇6𝜓6)

+ ∑ 𝑄̇𝐻𝐸−1 (1 −
𝑇0

𝑇
) 

𝑛𝐻𝐸−1 =
Ė6 − Ė5

Ė17 − Ė16

 

T/G-2 𝐸𝑥̇𝑑.𝑇/𝐺−2 = (𝑚̇6𝜓6) − (𝑚̇7𝜓7 + ∑ 𝑊̇𝑘,𝑇/𝐺−2) 𝑛𝑇/𝐺−2 =
Ẇ𝑇/𝐺−2

Ė6 − Ė7

 

C-2 𝐸𝑥̇𝑑.𝐶−2 = (𝑚̇14𝜓14 + 𝑚̇7𝜓7) − (𝑚̇8𝜓8 + 𝑚̇10𝜓10) 
𝑛𝐶−2 =

Ė8 − Ė7

Ė14 − Ė10

 

P-2 𝐸𝑥̇𝑑.𝑃−2 = 𝑚̇8𝜓8 − 𝑚̇9𝜓9 + ∑ 𝑊̇𝑘,𝑃−2 𝑛𝑃−2 =
Ė8 − Ė9

Ẇ𝑃−2

 

Loop-2 𝐸𝑥̇𝑑.𝐻𝐸−2 + 𝐸𝑥̇𝑑.𝑇/𝐺−2 + 𝐸𝑥̇𝑑.𝐶−2 + 𝐸𝑥̇𝑑.𝑃−2 
𝑛𝑡ℎ =

Ẇ𝑇/𝐺−2 − Ẇ𝑃−2

Ė16 − Ė17

 

   

HE-2 𝐸𝑥̇𝑑.𝐻𝐸−2 = (𝑚̇17𝜓17 + 𝑚̇10𝜓10) − (𝑚̇18𝜓18 + 𝑚̇11𝜓11)

+ ∑ 𝑄̇𝐻𝐸−1 (1 −
𝑇0

𝑇
) 

𝑛𝐻𝐸−2 =
Ė11 − Ė10

Ė18 − Ė17

 



 

 

 

 
 

 
 

 
Ceylan, İ., and Arslan, O., Journal of Scientific Reports-A, Number 50, 1-19, September 2022. 

 

 

 

9 
 

T/G-3 𝐸𝑥̇𝑑.𝑇/𝐺−3 = (𝑚̇11𝜓11) − (𝑚̇12𝜓12 + ∑ 𝑊̇𝑘,𝑇/𝐺−3) 𝑛𝑇/𝐺−3 =
Ẇ𝑇/𝐺−3

Ė11 − Ė12

 

C-3 𝐸𝑥̇𝑑.𝐶−3 = (𝑚̇19𝜓19 + 𝑚̇12𝜓12) − (𝑚̇13𝜓13 + 𝑚̇20𝜓20) 
𝑛𝐶−3 =

Ė13 − Ė12

Ė19 − Ė20

 

P-3 𝐸𝑥̇𝑑.𝑃−3 = 𝑚̇13𝜓13 − 𝑚̇14𝜓14 + ∑ 𝑊̇𝑘,𝑃−3 𝑛𝑃−3 =
Ė13 − Ė14

Ẇ𝑃−3

 

Loop-3 𝐸𝑥̇𝑑.𝐻𝐸−3 + 𝐸𝑥̇𝑑.𝑇/𝐺−3 + 𝐸𝑥̇𝑑.𝐶−3 + 𝐸𝑥̇𝑑.𝑃−3 
𝑛𝑡ℎ =

Ẇ𝑇/𝐺−3 − Ẇ𝑃−3

Ė17 − Ė18

 

Overall 𝐸𝑥̇𝑑 = ∑ 𝐸𝑥̇𝑑,𝑘 𝑛𝑡ℎ =
∑ Ẇ𝑇/𝐺 − ∑ Ẇ𝑃

Ė15 − Ė18

 

 

3. RESULT  

 

The parametric analyses were conducted to evaluate the performance of the proposed system. The 

used parameters are given in Table 5. 

 

Table 5. The design parameters of the proposed system.  

Fixed values Temperature of waste heat 185 °C – 207 °C 

Coolant Temperature 27 °C 

Condenser Inlet Pressure 900 kPa 

Independent 

variables 

Organic Fluids R290, R22, 

R123,R134a,R13,R245fa;R600,R600a 

Turbine Inlet Pressure 

Range 

1200 kPa to 2500kPa 

Turbine Inlet Temperature 

Range 

 65°C to 80 °C 

 

3.1. The Results of Energy Analysis 

The selected fluids were analyzed by energy method. The obtained results are given in Table 6. In 

Table 6, the fluids were evaluated to determine the available selections as the first decision. 

 

Table 6. Energy efficiency values of the proposed system for the first decision stage. 

Temp. R134A R13 R22 R123 R245FA R290 R600 R600a 

65 °C 21.45% 0.83% 12.51% 19.97% 19.39% 14.48% 19.62% 19.60% 

67 °C 23.06% 0.86% 14.35% 20.04% 19.45% 18.70% 19.70% 19.69% 

68 °C 24.46% 0.89% 18.49% 20.12% 19.51% 20.44% 19.78% 19.77% 

70 °C 25.69% 0.92% 20.10% 20.19% 19.57% 21.98% 19.86% 19.85% 

72 °C 26.67% 0.95% 21.54% 20.26% 19.64% 23.35% 19.93% 19.93% 

73 °C 27.73% 0.98% 22.85% 20.33% 19.70% 24.58% 20.01% 20.01% 

75 °C 28.57% 1.91% 24.03% 20.40% 19.76% 25.69% 20.09% 20.09% 

77 °C 29.32% 3.34% 25.11% 20.48% 19.82% 26.68% 20.16% 20.17% 
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Temp. R134A R13 R22 R123 R245FA R290 R600 R600a 

78 °C 28.95% 4.66% 26.10% 20.55% 19.88% 27.57% 20.24% 20.25% 

80 °C 20.34% 5.89% 27.00% 20.62% 19.94% 28.38% 20.32% 20.33% 

 

According to Table 6, the calculations were made for various organic fluids and the three most 

efficient were selected for analysis of looped system. These fluids were determined as R290, R13, and 

R123. 

 

3.2. The Case of R290 Use in Each Cycle 

In the first stage of the analysis, the calculations were made by using the most efficient fluid of R290 

in single, dual, and triple looped cases. First, the ORC with single loop is evaluated. Then, dual and 

triple looped cases were handled. For the turbine inlet temperature, a temperature difference of 5 
o
C 

was taken into account for each loop. The inlet pressure was taken as 2500 kPa. Fig. 3 shows the cycle 

efficiencies according to the variation of the turbine inlet temperature (T3). 

 

 

Figure. 3. Variation the energy efficiency versus Turbine-1 inlet temperature for R290. 

 

According to Fig. 3, the efficiency ranges between 6% and 11% for the single looped system. It ranges 

between 13.5% and 18% for dual looped system where it ranges between 23% and 28% for triple 

looped system. According to the obtained results, the optimum configuration was determined for 66.5 
o
C where a sharp breaking point was observed considering the economical factors. Fig. 4 shows the 

cycle efficiencies according to the variation of the turbine inlet pressure (P3). 
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Figure. 4. Variation the energy efficiency versus P3 for R290 (T3=80 
o
C). 

 

According to Fig. 4, the efficiency ranges between 6.5% and 11% for the single looped system. It 

ranges between 10.5% and 17.0% for dual looped system where it ranges between 14.5% and 28.4% 

for triple looped system. According to the obtained results, the optimum configuration was determined 

for 2500 kPa which is the available maximum. 

 

3.3. The Case of Using R290 in the First Cycle and R22 in the Second and Third Cycles 

In the second stage of the analysis, the calculations were made by using the most efficient fluid of 

R290 in single, and R22 dual and triple looped cases. First, the ORC with single loop is evaluated. 

Then, dual and triple looped cases were handled. For the turbine inlet temperature of the loops, a 

temperature difference of 5 
o
C was taken into account. The inlet pressure was taken as 2500 kPa. Fig. 

5 shows the cycle efficiencies according to the variation of the turbine inlet temperature (T3). 
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Figure 5. Variation the energy efficiency versus T3 for fluid of R290 single loop and fluid of R22 dual 

and triple loop. 

 

According to Fig. 5, the efficiency ranges between 7% and 11% for the single looped system. It ranges 

between 14% and 19% for dual looped system where it ranges between 23.5% and 30.5% for triple 

looped system. According to the obtained results, the optimum configuration was determined for 66.8 
o
C again where a sharp breaking point was observed considering the economical factors. Fig. 6 shows 

the cycle efficiencies according to the variation of the turbine inlet pressure (P3). 

 

 

Figure 6. Variation the energy efficiency versus P3 for single loop R290 and fluid of R22 for dual and 

triple loop (T3=80 
o
C). 
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According to Fig. 6, the efficiency ranges between 6.5% and 11% for the single looped system. It 

ranges between 11% and 17% for dual looped system where it ranges between 15% and 30.5% for 

triple looped system. According to the obtained results, the optimum configuration was determined for 

2500 kPa which is the handle maximum. 

 

3.4. The Case of Using R290 in the First Cycle, R22 in the Second Cycle, and R123 in the Third 

Cycle 

In the final stage of the analysis, the calculations were made by using the most efficient fluid of R290 

in single, R22 in dual and f R123 in triple looped cases. First, the ORC with single loop is evaluated. 

Then, dual and triple looped cases were handled again. The inlet pressure was taken as 2500 kPa. Fig. 

7 shows the cycle efficiencies according to the variation of the turbine inlet temperature (T3). 

 

 

Figure 7. Graphic of the calculation results for three different fluid and parametric temperatures 

 

According to Fig. 7, the efficiency ranges between 7% and 11.5% for the single looped system. It 

ranges between 14% and 20% for dual looped system where it ranges between 23.5% and 31% for 

triple looped system. According to the obtained results, the optimum configuration was determined for 

66.8 
o
C where a sharp breaking point was observed considering the economical factors as in the other 

cases. Fig. 8 shows the cycle efficiencies according to the variation of the turbine inlet pressure (P3). 
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Figure 8. Graphic of the calculation results in three different fluid and parametric pressure conditions. 

 

According to Fig. 8, the efficiency ranges between 6.5% and 11% for the single looped system. It 

ranges between 11% and 18% for dual looped system where it ranges between 17.5% and 31% for 

triple looped system. According to the obtained results, the optimum configuration was determined for 

2500 kPa which is the handle maximum. 

 

Although simple one-cycle Rankine cycles are the most frequently used systems, the use of two or 

more cycle systems has increased recently. As can be seen in this study, when the number of cycles 

increased to two as a result of the analyzes made with the EES software. the efficiency increased 

significantly. Since the cost of each cycle is significant, the decision should be made after the 

economic evaluation for two or three looped systems. One of the main aims of the study is to 

understand the effect of the fluids used on efficiency. When the same fluid (R290) is used in each 

cycle, the maximum efficiency is 29% for parametric temperature and pressure. When two different 

fluids are used, it is 30%. Finally for the different fluids in each loop, it is 31%. The thermo-physical 

properties of the best design are given in Table7.  

 

Table 7. Thermo-physical properties of the best ORC design. 

Points Fluid m (kg/s) 
T 

(
o
C) 

P 

(kPa) 

h 

(kJ/kg) 

S 

(kJ/)kgK 
ψ Ex 

0 
Stack 

gases 
- 25 100 309.3 6.839 - - 

0 R290 - 25 100 630.8 2.849 - - 

0 R22 - 25 100 429.3 1.984 - - 

0 R123 - 25 100 226.2 1.091 - - 

0 Water - 25 100 104.8 0.3669 - - 

1 R290 6.55 27 925 271 1.226 1392 58089 

2 R290 6.55 28.2 2758 387.8 1.75 3023 126153 



 

 

 

 
 

 
 

 
Ceylan, İ., and Arslan, O., Journal of Scientific Reports-A, Number 50, 1-19, September 2022. 

 

 

 

15 
 

3 R290 6.55 80 2500 691.9 2.408 5169 215707 

4 R290 6.55 48.34 971.6 644.3 2.408 4629 193172 

5 R22 15.44 22 1960 226.6 1.129 1144 572447 

6 R22 15.44 80 2500 448.8 1.709 2975 1488663 

7 R22 15.44 33.43 596.2 422.4 1.709 2594 1298014 

8 R22 15.44 20 584.3 225.4 1.026 8596 430136 

9 R22 15.44 21.59 2000 229.7 1.217 1402 701548 

10 R123 61.08 18 980 219.2 1.204 1362 2261032 

11 R123 61.08 75 2500 285.9 1.242 1481 2458581 

12 R123 61.08 10.48 369.5 276.1 1.242 140 2324115 

13 R123 61.08 10 362.1 210.8 1.011 8205 1362097 

14 R123 61.08 12.5 1000 213.3 1.014 8357 1387331 

15 
Stack 

gases 
32.61 207 120 495.5 3.496 2566 975080 

16 
Stack 

gases 
32.61 148.5 120 433.7 3.282 2201 836380 

17 
Stack 

gases 
32.61 119.3 120 401 7.033 1211 460180 

18 
Stack 

gases 
32.61 89.7 120 381 6.99 1066 405080 

19 Water 6.18 -5 100 -343.4 -1.259 -4076 -1223615 

20 Water 6.18 7 100 301.8 0.01066 -929 -278886 

 

According to values given in Table 7, the results of exergy analysis on the component basis are given 

in Table 8.  

 

Table 8. Exergy analysis results of the best ORC design. 

Components Q (kW) W Eg Ec Exg Exc Exd η 

(%) 

Ε 

(%) 

E-1 1991.62 - 485066.92 733256.02 331980.37 562488.74 171821.53     

T/G-1 - 265.01 733256.02 674942.56 562488.74 504175.28 49571.93     

C-1 1680.07 - 674942.56 291567.28 504175.28 291567.28 166045.09     

P-1 - 25.43 291567.28 485066.92 291567.28 331980.37 34622.38     

Loop-1 311.55 239.58          11% 12% 

HE-1 
994.11   1505180.00 1485420.00 830680.00 460180.00 

-

387789.82 
    

T/G-2   346.47 571367.40 521855.04 389383.13 339739.08 42138.18     

C-2 47.86   521855.04 272976.40 339739.08 113193.69 22333.24     

P-2   30.88 272976.40 352380.54 113193.69 184617.91 69676.80     

Loop-2 946.24 315.6          31% 44% 

HE-2 1029.52   1485420.00 1428040.00 454100.00 402800.00 -78901.05     

T/G-3   508.80 119788.02 116293.11 64437.39 60986.17 2951.89     

C-3 152.71   116293.11 88683.33 60986.17 35844.67 2284.80     

P-3   152.7 88683.33 89382.31 35844.67 36508.70 338.31     

Loop-3 876.81 356.1          34% 48% 

Overall 2134.6  911.28            23% 34% 
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According to Table 8, the highest exergy destruction was occurred in E-1 with a value of 1991.62 kW 

in Loop-1; P-2 with a value of 30.88 kW in LOOP-2 and T/G-3 with a value of 508.8 kW in LOOP-3. 

The energy and exergy efficiencies of Loop-1 were determined as %11 and %12 respectively. The 

energy and exergy efficiencies of Loop -2 were determined as %31 and %44, respectively. The energy 

and exergy efficiencies of Loop -3 were determined as %34 and %48. For the overall system, the 

energy and exergy efficiencies were determined as % 23 and %34 respectively. 

 

4. CONCLUSION 

 

In this study the organic Rankine cycle with multi-loop was analyzed by energy and exergy method. 

EES software was used in the calculations. The waste heat of a ceramic factory was evaluated for this 

purpose to reduce energy costs.  

 

One of the main aims of the study is to understand the effect of the fluids used on efficiency. In the 

analysis, the maximum efficiency is 29% when the same fluid (R290) is used in each cycle. It is 30% 

if two different fluids are used.  It is 31% if different types of fluids are used in each loop. This means 

that using different types of fluid in each loop gives the most efficient result.  

 

The results obtained showed that the efficiency increases with the increase of loop number. However, 

it is issue that the initial investment cost of each loop corresponds to significant amounts. So, it is 

necessary to handle an economic evaluation. 
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NOMENCLATURE 

 

C-1 : Condenser-1 

C-2 : Condenser-2 

C-3 : Condenser-3 

E : Exergy Efficiency 

E-1 : Evaporator-1 
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Ec : Energy outlet 

Eg : Energy inlet 

EES : Engineering Equation Solver 

Exc : Exergy outlet 

Exd : Exergy destruction 

Exg : Exergy inlet 

GWP : Global Warming Potential 

h : Enthalpy 

HE-1 : Heat Exchanger-1 

HE-2 : Heat Exchanger-2 

ODP : Ozone Depletion Potential 

P : Pressure 

P-1 : Pump-1 

P-2 : Pump-2 

P-3 : Pump-3 

Q : Heat Energy 

s : Entropy 

T : Temperature 

T/G-1 : Turbine/Generator-1 

T/G-2 : Turbine/Generator-2 

T/G-3 : Turbine/Generator-3 

W : Work 

η : Efficiency 
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ABSTRACT 

 

This study investigated serum antioxidant enzyme activity (Glutathione-S-transferase) and Prolidase 

in patients with PCOS. 

 

A total of 42 patients with PCOS and 43 healthy control subjects were enrolled. Serum Prolidase and 

Glutathione-S-transferase (GST) activities were measured spectrophotometrically. 

 

Age, TSH, fT4, Prolactin, Estradiol, FSH, systolic and diastolic blood pressure parameters were not 

statistically significant between PCOS group and healthy control group. BMI, weight, height, waist-

hip ratio, menstrual cycle, FGS, FPG, LH, Insulin, androstenedione, SHBG, total testosterone 

parameters were statistically significantly increased in the PCOS group compared to the healthy 

control group. The serum glutathione-S-transferase was significantly decreased ( p < 0.05) in patients 

with PCOS, compared with control subjects. Prolidase (Pro) activity has been found to be 

significantly higher in women with PCOS than in the control group. 

 

Antioxidant enzyme GST activity has found to be decreased in PCOS patient group. Prolidase (Pro) 

enzyme is a candidate to be a leading parameter in the elucidation of the disease. In conclusion, the 

activities of glutathione-S-transferase and Prolidase (Pro) enzymes may be precursors in the 

etiopathogenesis of PCOS. This study has done in the literature for the first time. In addition, more 

work should be done in this area. 

 

Keywords: PCOS, Prolidase, Glutathione-s-transferase (GST) 

 

1. INTRODUCTION 

 

Polycystic ovary syndrome (PCOS), which affects fertile women, is known as one of the endocrine 

disorders. This extended disorder of unknown aetiology is characterized by three fundamental 

properties: chronic anovulation, hyperandrogenism and ultrasonographic evidence of polycystic 
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ovaries [1, 2]. In metabolism, antioxidants may decrease if oxidative stress increases. [3]. There are 

many different types of antioxidants [4,5]. Collagen is a very large component of extracellular matrix 

(ECM) [6]. The Glutathione-S-transferase (GST) has first described in 1961 by Booth et al. 

[7].Glutathione-s-transferase neutralizes electrophilic xenobiotics. Also, it is the dimeric enzymes that 

provide the excretion from the body [8,9] . Thanks to its antioxidant effects, the GST family is 

effective in the destruction of harmful reactive oxygen derivatives formed in the case of oxidative 

stress. It has been reported that changes in the genetic or structural structure of GST enzymes may 

cause many diseases, especially PCOS, in women [10]. Prolidase (E.C. 3.4.13.9) is involved in 

collagen synthesis and recovery of proline for cell growth, and also acts as an interface between 

protein nutrition and matrix breakdown [11]. Prolidase enzyme activity has been studied in various 

disorders, such as chronic liver disease; diabetic neuropathy, renal cell carcinoma, acute hemorrhagic 

stroke, osteoporosis, osteoarthritis, uremia and helicobacter pylori infection [12-19].  Collagen and 

extracellular matrix proteins are powerful in the regulation of cellular events, tissue stabilization and 

prevention of invasion. Matrix metalloproteinases (MMP) break down collagen, leading to the spread 

of diseases. Prolidase is active in matrix remodeling and collagen turnover, as it is a member of the 

MMP family [20]. It has stated in the study conducted by Wilk et al. that that increased prolidase 

levels in parallel with the abnormalities in collagen metabolism are associated with malignant 

diseases. It was determined that the microenvironment of the tumor was reorganized and its 

invasiveness increased thanks to the increased prolidase levels [21]. In a study conducted in 

endometrial cancers, it has found that prolidase levels increased and it could be associated with focal 

invasion [22]. Our aim is to reveal the relationship between enzymatic glutathione-S-transferase 

(GST) and prolidase (Pro) in PCOS.  

 

2. SUBJECTS and METHODS 

The study cases were enrolled from patients and healthy individuals presenting to the gynecology 

department in Van Training and Research Hospital.This study was performed on 42 (mean age of 

24.2±5.9) women patients with PCOS and 43 (mean age of 23.7±4.4) healthy women volunteers with 

no history of PCOS. We received ethics committee approval for laboratory studies. 

 

Blood of both patient and control groups were taken. Sera were obtained by separating them in a 

centrifuge at 5,000 rpm for 10 minutes. It was then stored at -85˚C.Determination of activity enzyme 

prolidase (Pro). Prolidase activity was performed according to the method developed by Myara et al. 

[23] . The definition of pcos is made according to the Rotterdam Criteria. These criteria include 

hyperandrogenism, oligoanovulation, and ultrasound image compatible with polycystic ovary 

morphology.[24] 

 

2.1. Determination of Glutathione-S-transferase Activity (GST). 

Glutathione S transferase activity (GST) has determined accordingto Habig et al., [25]. 

 

2.2. Statistical Analysis 

Comparisons were made between groups. T-test was performed in the normal distribution condition 

was fulfilled. The Mann Whitney U test was performed when it was not meet the normal distribution 

condition. The Pearson correlation coefficient was calculated. Also, Spearman's rank correlation 

coefficient was measured. Significance level p<0.05 was considered significant. The data analysis was 

made in the SPSS (ver: 13) package program. 
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3. RESULTS 

 

Age, TSH, fT4, Prolactin, Estradiol, FSH, systolic and diastolic blood pressure parameters were not 

statistically significant between PCOS group and healthy control group. BMI, weight, height, waist-

hip ratio, menstrual cycle, FGS, FPG, LH, Insulin, androstenedione, SHBG, total testosterone 

parameters were statistically significantly increased in the PCOS group compared to the healthy 

control group. 

The serum Glutathione-s-transferase (GST) was significantly decreased (p<0.05) in patients with 

PCOS, compared with control subjects. Prolidase (Pro) activity has been found to be significantly 

higher in women with PCOS than in the control group. 

 

Table 1. Parameters biochemical Glutathione-s-transferase and Prolidase (Pro). 

 Control group (n=43) PCOS group (n=42) P value 

Age(year) 23.7±4.4 24.2±5.9 0.311 

BMI (kg/m2) 22.63±4.10 27.98±2.78 0.001 

Weight(kg) 64.23±5.52 75.13  ±4.56 0.001 

Height(cm) 165.34±6.43 160.23 ±4.10 0.001 

Waist-hip ratio(cm) 0.66±0.17 0.78±0.15 0.001 

SBP (mmHg) 115.12±11.33 122.20  ±6.60 0.324 

DBP (mmHg) 75.10±4.46 78.13 ±4.12 0.231 

Menstruel cycle (day) 22.11±6.2 66.45 ±14.16 0.001 

FGS 5.67 ±1.01 12.17±5.34 0.001 

TSH (uIu /dl) 1.54±0.77 1.76±1.21 0.546 

T4(ng/dl) 14.4±1.28 15.7±1.47 0.332 

E2(pg/ml) 47.23±9.23 48.6±11.34 0.340 

FPG (mg/dl) 84.13±7.65 127.45±11.67 0.001 

FSH (mu /ml) 5.2±1.68 4.8±0.98 0.237 

LH (mu /ml) 4.56±1.45 8.45±1.96 0.001 

Insulin (U/ml) 5.35±1.22 9.54±1.34 0.001 

Androstenedion(ng/ml) 1.55±0.72 4.32±1.11 0.001 

SHBG (nmol/l) 132.13±9.21 66.32±11.34 0.001 

Total Testosteron (ng/ml)) 1.29±0.48 4.45±1.35 0.001 

Prolactin (ng/ml) 16.80±2.45 21.9±3.6 0.538 

Pro(U/L) 58.616 ± 2.991 149.679 ± 30.591 0.001 

GST(U/L) 0.0291 ± 0.0146 0.0044 ± 0.0028 0.001 
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Table 2. Correlation between parameters in patient with PCOS. 

 
Prolid

ase 

 

GST 

 

Androstene

dion 

 

BMI 

 

E2 

 
FGS 

FSH 

 

LH 

 

Prolacti

on 

 

Total 

Testeste

ron 

 

TS

H 

 

Wh

r 

Ag

e 

Prolidase(U/L) 1             

GST(U/L) 0,064 1            

Androstenedion(

ng/ml) 
-0,067 

0,09

3 
1           

BMI(kg/m2) -0,051 
0,20

4 
-0,154 1          

E2(pg/ml) 0,241 

-

0,06

6 

0,211 
-

0,041 
1         

FGS 0,114 

-

0,14

9 

0,019 0,171 
0,420

** 
1        

FSH(mu/ml) 0,141 

-

0,02

3 
0,330* 0,021 0,106 

0,30

0* 
1       

LH(mu/ml) 0,017 
0,34

3* 
0,03 0,265 0,012 

0,18

6 

-

0,14

7 

1      

Prolaction(ng/ml) -0,092 
0,09

9 
-0,026 

-

0,117 

-

0,309

* 

-

0,30

2* 

0,06

8 

-

0,30

8* 

1     

Total 

Testesteron(ng/m

l) 

0,038 0,12 0,619** 0,178 0,193 
0,07

9 
0,31

3* 

-

0,11

5 

-0,143 1    

TSH(ulu/dl) -0,122 
0,07

7 
0,062 0,083 

-

0,006 

0,08

8 
-0,1 

0,28

6* 
-0,283* 0,141 1   

Whr 0,022 

-

0,10

8 

0,133 0,071 0,202 0,25 
0,06

1 

0,01

5 
-0,213 0,021 

0,2

68 
1  

Age -0,097 
0,06

8 
-0,122 

0,461

** 
0,128 

0,25

2 

-

0,20

5 

0,26

2 
-0,318* 0,004 

0,1

51 

-

0,0

36 

1 

*Corelation is significant at the 

0.05 level (2tailed) 
           

**Corelation is significant at 

the 0.01 level (2tailed) 
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34% between GST and LH, 33% between Androstendion and Fsh, 62% between Androstendion and 

Testesterone, 46% between BMI and age, 42% between E2 and FGS, 30% between FGS and Fsh,%31 

between Fsh and Testesterone, 29% between LH and TSH positive, 31% between E2 and Prolactin, 

30% between FGS and Prolactin, 31% between LH and Prolactin, 28% between Prolactin and TSH, 

32% between Prolactin and age negative and statistically significant a significant correlation was 

found (p <0.05). 

 

 

Figure 1. Correlation between LH and GST in patients with PCOS. 

 

4. DISCUSSION 

 

PCOS is an important problem especially for women between the ages of 15-45. This syndrome has 

the effect of causing DM, hypertension, infertility and cancer later in life.[26]. The exact cause of this 

disease, which has a complex pathophysiology, is still unclear. It has many causes such as insulin 

resistance, oxidative stress, metabolic syndromes and hyperandogenism. Today, the diagnosis and 

correct management of this disease is very important to prevent negative situations that may occur in 

the future.[27,28]. Although the place of oxidative stress in the pathophysiology of PCOS has been 

shown in many studies, this relationship between them has not been clarified yet [29]. In this study, 

we aimed to research the relationship of two parameters that contribute to the oxidative stress 

mechanism, such as prolidase and gst, with PCOS. PCOS is a very common disease in women 

[30,31].The definition of oxidative stress is the deterioration of the balance between oxidant and 

antioxidant [32].The level of oxidative stress have been increased in many studies and in different 

diseases [33].In patients with PCOS, oxidative stress increases and affects egg follicles [34].It has 

been suggested that oxidative stress parameters may be important in women with PCOS [35]. In case 

of difference in amount between oxidant and antioxidant molecules, an increase in harmful structures 

called reactive oxygen species (ROS) occurs. The occurrence of ROS has been found to be associated 
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with many ailments in women, especially PCOS, infertility and abortion. [36,37]. Due to the excessive 

amount of ROS in the body, irregularity may occur in the amount of cellular calcium ions. Due to this 

unbalanced situation, mitochonrial membranes and ATP metabolism are adversely affected, and in 

this case, it may contribute to menstrual irregularities and follicle development disorders in 

women.[38]. In contrast, cells have molecules called antioxidants that prevent these reactions by 

donating an electron to free radicals before they become unstable. Thanks to these important 

antioxidant enzymes, including GST, tissue damage is prevented in case of excessive ROS production 

in the cell [39]. The relationship between oxidative stress (OS) and PCOS has studied by Desai et al.  

In a study of 25 non-obese PCOS and 25 healthy women. treatment has been found to be effective in 

preventing the progression of the disease [40].  In the study performed by Rahsepar et al., in which the 

relationship between vitamin D level and OS in women with PCOS was investigated, a total of 150 

patients between the ages of 20 and 40 were included in the study. In this study, no significant 

difference was observed between the two groups in terms of serum 25(OH)D levels and oxidative 

stress [41]. The association of OS with malignant diseases in women has investigated in PCOS 

patients. It has been stated that ROS disrupts the DNA structure, causes point mutations and affects 

the basic mechanism of the body by affecting tumor suppressor genes. In the study conducted by Zuo 

et al., it has determined that there is a relationship between OS and DNA methylation and damage 

[42]. It has been shown that there is a clear association between women with PCOS and metabolic 

syndromes, and it has been stated that the risk increases especially as the BMI increases. It has been 

determined that increased fasting insulin level and BMI contribute to androgen production in the 

ovaries in patients with PCOS [43]. In our study, a significant difference was observed between the 

two groups in terms of BMI and Fasting Insulin levels. Looking at the literature, one of the studies 

investigating the links between PCOS and hyperandrogenism has conducted by Dunaif A et al. In our 

study, a significant difference was observed between the two groups in terms of SHBG, testosterone 

and androstenedione levels [44]. Glutathione - S - Transferase (GST) is a group of multiproteins 

hepatic and electrophilic chemicals that potentially remove harmful hydrophilic compounds from 

blood. Glutathione transferase (GST) detoxifies xenobiotics and free radicals, but also plays a role in 

catalyzing the conjugation of different endogenous substrates, including steroids andprostaglandins. 

Also, In addition, GST functions as binding proteins for steroid hormones, bile acids and 

neurotransmitters [45].As a result of hyperandrogenemia, it has been reported that the increase of free 

radical production in the development of PCOS [46,47].The serum glutathione-s-transferase was 

significantly decreased all  (p < 0.05) in patients with PCOS, compared with control subjects. In this 

study, a positive correlation was also observed between GST and LH. In a study by Shenta et al., in 

which the effect of Gst on pcos patients has studied, it has found that GST levels, known for its 

antioxidant effect, were lower in pcos patients. [48]. In a study by Alves et al, in which GSTgen 

polymorphism has investigated and 201 patients participated, it has stated that there was no significant 

difference in terms of GST polymorphism between pcos patients and the control group [49]. In 

another study investigating the relationship between pcos and GST in the literature, lower GST levels 

have found in pcos patients. [50]. 

 

Prolidase (Pro)(EC.3.4.13.9) is a metalloprotease group [13]. It has a special requirement for 

manganese and ion (Mn+2) activates the enzyme [51].The final stage of collagen degradation is done 

by prolidasee [52].Prolidase has a unique role in all cell types .Prolidase enzyme activity has been 

suggested to be a speed limiting factor in the regulation of collagen biosynthesis [53].Prolidase 

enzyme activity has been found in erythrocytes and organ [54]. Prolidase plays an important role in 

many mechanisms for the regular functioning of cellular events. Thanks to the disintegrating feature 

of prolidase, proline or hydroxyproline, which plays an important role in intracellular communication, 

is formed. Prolidase is a ligand of human epidermal growth factor receptor 2 (HER2) and contributes 
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greatly to regeneration processes in case of tissue injury or infection under normal conditions. In 

particular, nuclear factor κβ (NF-κβ) contributes to the formation of an inflammatory response by 

affecting the transcription factor [55]. Prolidase enzyme activity has been studied in many diseases 

such as preeclampsia[56] postmenopausal osteoporos[57] ,early pregnancy loss [58], infertility and 

erectile dysfunction [59] and ovarian cancer [60]. Tuncay et al. 116 covid and 46 healthy patients 

participated in a study investigating the relationship between covid 19 and prolidase, which has 

recently emerged. As a result of this study, prolidase levels have found to be lower as a reflection of 

increased inflammatory mechanisms in covid patients and have associated with the inflammatory 

process [61]. 

 

In a study investigating the effects of oxidative stress factors and prolidase on unexplained infertility, 

prolidase levels have found to be higher in the patient group and it has stated that it has a place in 

pathophysiology [62]. There are few studies on prolidase in patients PCOS. In a study conducted by 

Hilali et al, which included 61 patients, it was found that serum Prolidase activity and oxidative stress 

levels were increased in women with PCOS compared to normal healthy group. Prolidase activity and 

oxidative stress level increased in PCOS patients [63].In another study performed by Bhatnager et al, 

Prolidase levels have significantly higher in patients with PCOS.Also,  İt has found a significant 

correlation between increasing Prolidase level and ovarian cyst count. In our study, prolidase levels 

were found to be statistically significantly higher in the PCOS group compared to the control group 

[64]. 

 

As a result, antioxidant enzyme GST activity has found to be decreased in PCOS patient group. 

Prolidase (Pro) enzyme is a candidate to be a leading parameter in the elucidation of the disease. The 

activities of glutathione-S-transferase and Prolidase (Pro) enzymes may be precursors in the 

etiopathogenesis of PCOS. This study has done in the literature for the first time. In addition, more 

work should be done in this area. 
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ABSTRACT 

 

Platinum group metals are used a lot in fields such as jewellery, electronics and health due to being 

precious metals and their brightness, corrosion resistance, thermal resistance and electrical 

conductivity. With the excessive increase in the prices of gold and rhodium, which are the most used 

in the jewelry sector, a tendency towards the more affordable platinum metal has begun. In this study, 

the optimization of baths used in the jewelry industry, which is one of the areas where platinum 

coating is used most, is discussed. The conditions required for the re-coating of the platinum bath, 

which is used and separated as waste in jewelry workshops, were investigated experimentally. A 

waste bath was taken from a jewelry plating workshop in the Grand Bazaar, and the content of the 

bath was determined by ICP-OES analysis and IR Spectroscopy. Later, on this waste platinum bath, a 

few substances, which are used as brighteners in the market, and which show parallel diffraction with 

the original bath in FTIR analysis were added and the effects of temperature, current and time 

parameters on the coating were investigated. L*a*b values were measured with PCE Instruments 

Colorimeter device by making platinum coating on brass-coated plates using the waste bath to which 

brighteners were added. As a result of the study, the brighteners and color properties of the coated 

surfaces and the reference coating properties were compared. 

 

Keywords: Platinum, Metal coating, brightness 

 

1. INTRODUCTION 

 

Rhodium, platinum and palladium of Groups 9 and 10 in the periodic table which are considered to be 

precious metals are called platinum group elements (PGM). These metals have high corrosion 

resistance and good thermal properties in pure form, and they are mostly good conductors [1]. Thanks 

to the characteristics they demonstrate, PGMs have a wide range of uses in the automotive industry, 

chemistry industry, electronic parts, ceramics, glass industry as well as some aviation components [2], 

and jewelry. Since these metals are precious metals, they can demonstrate the same properties with a 

lower consumption amount when the coating technique is applied. Table 1 shows the platinum 

consumption by industry within the last three years.  When the amount is analyzed, it is seen that the 
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largest use of platinum within the last three years was in automotive and jewelry industry. They are 

used in converters, filters and electronic parts in the automotive industry. As for jewelry, platinum 

coatings are made on decorative products and jewelry [3].  

 

Table 1. Platinum consumption by industry within the last three years [4]. 

SECTORAL DEMAND (tonnes) 2019 2020 2021 

Automotive 89 71.2 90.5 

Chemical 20.8 19.9 19.7 

Electronics 7.2 7.5 8.7 

Glass 13.7 14.1 16 

Investment 35.1 31.8 9.6 

Jewelry 64.2 53.1 55.9 

Medical ve biomedical 7.5 6.7 7.2 

Petroleum 8 9.4 5.4 

Other 18.3 14.3 16.8 

Total gross demand 263.8 228 229.8 

 

1.1. Coating 

Surface coatings, which are obtained by applying a material to the surface of another either by 

overlaying or precipitating with the purpose of protecting the material from the effects of the 

environment as well as improving its appearance and properties [5]. Gaseous state, solution state and 

molten/semi-molten state processes are used in metallic coatings. 

 

The most common plating method in the jewelry industry is the electrolytic plating method. This 

method is carried out by depositing a metal on the surface with the help of an electric current [6]. In 

the electroplating device, the part to be coated becomes the cathode. A high conductivity metal is used 

as anode. The anode and cathode placed in the electrolyte containing the material to be coated are 

connected to a power source. When the current is applied, reduction occurs and metal ions accumulate 

on the coated material [7]. 

 

The success of a coating process depends on initial surface preparation which includes removing burrs 

and filing. Prior to coating, some other processes are applied to the surface for cleaning. They are 

essential since they affect the properties and quality of the coating. For this reason, in order to make 

the surface appropriate for the coating process, some processes such as removing impurities, 

improving the surface roughness and activating the surface to be coated are performed by chemical, 

electrochemical or mechanical means. 

 

The brightness of the surface is a desired feature in the metal plating process. The glossy surface 

determines that the reflection is smooth. As for rough surfaces, it would be difficult to achieve gloss 

since the reflection will not be smooth. In chemical and electrochemical processes to improve the 

roughness of the surface, some additives called brighteners are added to the electrolyte. These 

additives are classified into two categories; namely, carrier brighteners and brightening additives. 

Carrier brighteners, also known as primary brighteners, are given below. 

 

 Sulfonamides 

 Sulfonimides 
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 Benzene sulfonic acids (mono-di or trisulfonic acids) 

 Alkyl sulphonic acids 

 Sulfinic acids 

 Arylsulfonsulfanates 

 

The use of these brighteners alone is not enough. Additional additives are used to provide a brighter 

appearance. These additives are given below [7]; 

 

 Thiourea 

 Acylthiourea 

 Mercaptoalkylsulfonic acid 

 Bis(sulfoalkyl) acid amide 

 Thiocarboxylic acid amine 

 Thiocarbozone 

 Thiosemicarbozone 

 Thiohaydantoin 

 

Figure 1 shows a laboratory-scale mechanism of a catalytic coating. The ionic solution is called the 

electrolyte. Although electrolytes are generally in liquid form, they may also be gases.  

 

 

Figure 1. Laboratory-scale mechanism of a catalytic coating. 

 
While the most convenient salt of the metal is mainly used in an electrolyte, impurities may also 

contribute to the bath processes.  

 

The anode is the positively charged electrode used to coat the material. While there is deposition at the 

cathode, the anode is only for ionization reactions, so no disposition occurs.  

 

The cathode is the negative-ended electrode on which the coating process is performed. For flow 

coating, the material, which has undergone the necessary pre-cleaning processes, is immersed in the 

solution and the coating is performed because of the required contact. Reactions 1 and 2 [7] show the 

fundamental reactions occurring at the cathode and the anode. 
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Me
n+

 + n
e-

               M     (cathodic reaction)                                                                                         (1) 

 

Me
0 
            Me

n+
 + n

e-
    (anodic reaction)                                                                                            (2) 

 

Electric current is delivered by a power supply. Furthermore, there is also a temperature sensor and 

stirrer available in electroplating devices. 

 

Since current is used in electrolytic coating, high current and low current zones are formed on the 

metal surface. High flow zones occurring on uneven surfaces will lead to inhomogeneous coating. The 

material to be coated must be prepared for pre-treatment. 

 

For the deposition thickness to be the same in every region of the surface, the current density must be 

the same at all points of the cathode. This is possible only if the distance between the closest point of 

the anode and every point of the cathode is the same. The current-related resistance between different 

points of the anode and cathode is different, and therefore the current density at these points varies [8]. 

 

The coating can be divided into two stages as surface preparation and surface coating processes. Burr 

cleaning and filing are the physical processes to be performed. Prior to preparing the surface, it must 

initially undergo a cleaning phase which includes hot degreasing, electrolytic degreasing, and acidic 

cleaning. Then the coating is performed and followed by quality control Water rinsing process is 

performed at each step.  

 

The first cleaning phase is through hot degreasing. The material should be free from chemicals used 

during preparation, lubrication through touching as well as environmental dirt and oxides. Then the 

acidic cleaning is performed. Even if the parts are lubricated, they are subject to some corrosion. 

Baths with 20-50% acid content are used to remove the rust. During acidic cleaning, an inhibitor 

should be used to prevent the iron from corroding because of the acid and contaminating the bath. 

Examples of acid solutions used in surface cleaning and the processing conditions of these solutions 

are given in Table 2. 

 

In electrolytic degreasing, although the surface of the part is flat, it should not be ignored that there are 

micro pits on the surface. Electrolysis with water is conducted to clean the remaining oil in these pits. 

As a result of hydrolysis, the released hydrogen molecules take the oil in the micro pits and bring it to 

the surface. 

 

Table 2. Acid types and concentrations used in surface cleaning [5]. 

 

No Acid Solution Concentration Work Conditions 

1 Hydrochloric acid (HCl) %20-85 Room temperature 

2 Sulfuric acid (H2SO4) %5-15 Under inhibitor conditionss and at 50-80 °C  

3 Sulfuric acid (H2SO4) %4-6 At 50-65 °C and at 3.2-6.5 A/dm²  

4 
Hydrochloric acid (HCl)                                  

Nitric acid (HNO3) 

%20-85 

%1-5 
Room temperature 

5 

Sulfuric Asid (H2SO4)                                

Potassium nitrate 

(KNO3) 

22.5 g/l 

22.5 g/l 
At 70 °C 
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Table 3. The most commonly used coating baths [5]. 

Metal Bath type Anode 

Cathode 

current 

density 

(A/dm²) 

Temperature 

(°C) 

Current 

efficiency 

(%) 

Gold Cyanide Au 0.1-0.5 60-80 70-90 

Copper Asid-Sulfate Cu 1-4 25-50 97-100 

Alkali Cyanide Cu 0.3-1.5 35-40 30-60 

Zinc Sulfate Zn 1-3 20-30 99 

Sulfate (Hot) Zn 8-10 50-60   

Chloride Zn 4-10 20-40   

Alkali Cyanide Zn 0.8-2 40-50 85-90 

Iron 
Chloride Fe 10-18 90-100 90-98 

Couple Sulfate Fe 2-3 20-30 95-98 

Silver Cyanide Ag 0.3-0.8 15-25 98-100 

Cadmium Alkali Cyanide Cd 1-5 20-30   

Tin 
Alkali Stannite Sn 1 50   

Alkali Stannate Sn 0.5-1.5 60 70-95 

Cobalt Sulfate Co 3-17 20-30 95-98 

Chromium Chromic Acid +Sulfate Pb 10-30 40-50 12-20 

Lead 
Fluoroborate Pb 0.5-2 20-30 20-93 

Perchlorate Pb 2-3 20-30 95 

Nickel Sulfate Ni 0.5-2 20-30 94-98 

Sulfate Sulfate Chloride Ni 1.5-5 50 94-98 

Palladium Chloride Pd 1   98-100 

Platinium Phosphate Pt 0.1 70   

Alloy Cyanide Cu-Zn 0.2-0.3 32-45 80 

 

Only a few of these brighteners, which provide a bright appearance, are used in the coating industry. 

The major reason for this is the necessity of optimizing the appropriate temperature and current 

density in order to make the coatings [7]. 

 

Afterwards, degreasing and acidic cleaning processes are performed. After the coating is completed, 

the surface is made ready for use by rinsing and drying, respectively [9], [10]. 

 

The plating bath basically contains the salts of the metal to be coated. However, conductivity 

enhancers, brighteners, surface wetting agents and buffer solutions can be added to increase the 

coating quality and facilitate the process [7], [11]. 

 

There are multiple factors for the effectiveness of a coating. Among these are current density, current 

efficiency, pH, temperature, concentration, dispersion power, and surface properties [8], [12], [13]. 

 

 

 

 



 
 

 
 
 

Ertürk, et all., Journal of Scientific Reports-A, Number 50, 32-43, September 2022. 
 

 

37 
 

2. MATERIALS AND METHODS 

  

This study was carried out in the chemical engineering laboratory of Yıldız Technical University. A 

jewelry workshop in the Grand Bazaar provided a bath solution which was used before and separated 

as waste since it was not functioning any more. The parts to be coated were pre-treated, polished, 

degreased and cleaned, and made ready for the experiments. As a result of the literature review and 

market research, 2 different brighteners were determined and obtained to be used in the experiments. 

For the electrolysis setup, a regulator (Yıldırım Electronic Devices Ind. Trd. Ltd. Co.), connection 

cables, a heater (Yellowline MSC Basic C) were used. In addition, Perkin Elmer Spectrum Two FTIR 

and PCE Instruments Colorimeter devices were used. ICP-OES analysis was conducted in the 

Metallic Analysis Laboratory in Başakşehir. The experimental setup used for the electroplating is 

given in Figure 2. 

 

 

Figure 2. Electrolytic coating mechanism. 

 
The platinum bath used by the jewelers was analyzed both before it was used and in its waste 

condition to be used in the experiments using the ICP-OES 4200MP-AES model device to determine 

the amount of platinum it contained, and the difference in their chemical structures was checked by 

FTIR analysis in Figure 3. In the experiments, Saccerete Clear and Triton-x 100 brighteners were 

added to the waste solution taken from the workshop, whose ICP results are given in Table 4. 

 

Triton-x 100 is a nonionic surfactant with a hydrophilic polyethylene oxide chain and an aromatic 

hydrocarbon lipophilic or hydrophobic group. It is used in industrial (metal plating) processes [14]. 

 

By adding certain amounts of brighteners, coating was made at a temperature range of 35 °C, 45 °C 

and 55 °C, with a current of 2.5 A/dm
2
 in a processing time of 1 minute. Coating was done under the 
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same conditions as the original coating bath, and the waste bath was optimized to achieve the desired 

brightness and color properties of the coating. 

 

Table 4. ICP-OES analyses results for the original bath and waste bath. 

Sample Name Test Method Test materiel Result 

Original Pt Bath ICP-OES-MP-AES Pt 4.001 g/lt 

Waste Pt Bath ICP-OES-MP-AES Pt 2.065 g/lt 

 

 

 

Figure 3. Comparative FTIR graphs of original bath and waste bath. 

 
After coating processes, L, a, b values were measured using the PCE Instruments Colorimeter device. 

Measurement results represent points within a three-dimensional color system, as shown in Figure 4. 

The L value on the vertical axis can be defined as brightness. Regarding the L value ranging between 

0-100, zero represents black while a hundred represents white. The a and b values on the horizontal 

axis represent the yellow, blue, red, and green tones of the color. “b” is the yellow/blue axis with b (+) 

indicating the yellow hue while b (-) indicating the blue hue. Likewise, in the “a” axis representing the 

red/green colors, a (+) indicates the red hue, while a indicates that the green hue increases in the (-) 

direction [15]. 
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Figure 4. L*a*b color graph [16]. 

 

3. RESEARCH RESULTS  

 
The ICP-OES analysis revealed that the amount of Pt in the waste bath, which was separated by the 

workshop as it did not yield sufficient brightness, was reduced to approximately half. Since it is 

known that it does the coating in half the amount but does not reach sufficient brightness, the coating 

processes were carried out by adding the brightening agents Saccerete Clear and Triton-x 100. Under 

the same conditions, coatings were also made with the original bath which had a Pt content of 4 g/lt. 

L*a*b measurements were made for three different areas for each coating with the PCE Instruments 

Colorimeter device and the results are given in Table 5, Table 6, Table 7 and Table 8. 

 

Table 5. L*a*b results of the original bath containing 4 g/L of Pt and the coatings at 35 °C, 45 °C and 

55 °C. 

  2.5 A (7-8 V) 

 L a b 

4 g/l Original Pt 

bath 

35 °C 

93.7 1.91 6.84 

93.87 2.23 6.89 

92.98 2.1 7.18 

45 °C 

95.04 1.81 7 

94.85 2.05 7.07 

93.52 2.26 6.67 

55 °C 

95.42 1.78 5.17 

94.31 1.68 5.74 

94.59 1.83 5.72 
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Table 6. L*a*b results of coatings at 35°C with the filtered waste bath containing 2.065 g/L of Pt. 

  35 °C 

 L a b 

Waste bath 2.5 A (7-8 V) 

72.59 1.79 6.77 

72.32 1.83 6.56 

74.49 2.66 7.43 

Saccerete Clear                        

0.5 ml additional 
2.5 A (7-8 V) 

87.48 2.33 6.09 

89.96 2.62 7.0 

89.06 2.72 6.36 

Triton-x 0.25 ml 

additional 
2.5 A (7-8 V) 

74.6 3.24 6.89 

77.82 3.32 6.4 

76.22 4.24 8.02 

 

Table 7. L*a*b results of the filtered waste bath containing 2.065 g/L of Pt and the coatings at 45 °C. 

  45 °C 

 L a b 

Waste bath 2.5 A (7-8 V) 

77.21 2.6 8.85 

78.73 2.99 8.95 

78.4 2.24 8.27 

Saccerete Clear                        

0.5 ml additional 
2.5 A (7-8 V) 

84.06 3.58 8.6 

84.45 3.46 8.75 

86.78 2.5 7.63 

Triton-x 0.25 ml 

additional 
2.5 A (7-8 V) 

85.33 4.22 7.78 

83.91 4.34 8.51 

83.06 4.35 8.87 

 
Table 8. L*a*b results of the filtered waste bath containing 2.065 g/L of Pt and the coatings at 45 °C. 

  55 °C 

 L a b 

Waste bath 2.5 A (7-8 V) 

78.49 3.65 11.7 

74.71 3.18 11.51 

79.75 3.97 12.24 

Saccerete Clear                        

0.5 ml additional 
2.5 A (7-8 V) 

88.39 2.4 7.36 

87.41 2.46 7.18 
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86.73 2.6 7.54 

Triton-x 0.25 ml 

additional 
2.5 A (7-8 V) 

72.29 4.64 13.39 

73.57 4.42 13.19 

71.88 4.49 13.21 

 

4. DISCUSSION 

 

Electrolysis of platinum dates back to ancient times. In 1989, Matthey described a new bath in his 

patent. In this bath, based on the tetrammineplatinum (II) solution, the coating process is achieved at 

Pt (NH3)]
+
, low concentration, aqueous buffer at a pH range of 10.0-10.6, operating at the 

recommended operating temperature range between 91 and 95°C. 

 

Skinner [3] used a new bath in his study, and as a result, it is seen that this study made a high 

performance platinum coating with a smooth surface at low current density. 

 

In various coating studies, in the thesis study of Bakan [7], the effect of different pH values on the 

brightness of the silver coating was investigated, and when the effect of the additives on the coating 

color was examined, it was observed that the ethylene glycol additive alone gave the color closest to 

the reference silver sample. 

 

In a study conducted by Satpathy et al., it was stated that silver coatings were made with the 

environmentally friendly thiosulfate-based silver electroplating method using  agalvanic bath and 

brightness was achieved [17]. 

 

5. CONCLUSION 

 
As seen in Table 6, the effect of the addition of Saccerete Clear at 35 °C on the L, a, b values of the 

prepared bath is seen. An L value of 89.96 stands for brightness and it is seen that a is measured as 

2.62 while b is 7. According to the color scale in Figure 4, it is seen that the b value is obtained as a 

color close to green. Again, in Figure 4, it is seen that the a value is close to red.  

 

According to Table 6, when Triton -x 100 is used, it has been observed that L, a, b values decrease 

and foam occurs in the solution. For this reason, it has been determined that it causes a negative effect 

on the coating. As seen in Table 7, increasing the bath temperature from 35°C to 45°C increased the 

L, a, b values in the filtered waste bath, while the addition of 0.5 ml of Saccerete Clear at 45°C 

dropped the L, a, b values of the bath. Additions of Triton- x 100 at 45°C increased the L, a, b values. 

In Table 8, although it is expected that there will be a positive effect on bath efficiency with an 

increase in temperature by 55°C, a decrease was observed in the other brightener except for Saccerete 

Clear. The revelation of high a, b values as a result of the brightener addition indicate a deviation from 

the original bath. As seen in Table 5, it was determined that the L, a, b values were not satisfactory. In 

addition, comparative FTIR graphs of the original bath and the waste bath are given in Figure 3. 

According to this graph, a big difference is not observed in the spectra. 

 

In this study, the waste bath used in the jewelry industry was filtered as a pre-treatment to get rid of 

sediments and by adding 0.5 ml of Saccerete Clear and Triton-x 0.25 ml brighteners to this bath, 2.5 A 

( 7-8 V) current density coatings were made. 
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It is known that approximately 2.5 kg of coating was made with the original 4 g/L Pt bath. In the same 

experimental conditions, L, a, b values on the color scale of the original bath were also examined. 

It is seen that the L, a, b values were found to be 95.42, 1.78, and 5.17, respectively, at 55 °C, which 

gives the best brightness in the original Pt bath. In the study, in which brighteners have been added at 

55°C, it is seen that the expected increase in L, a, b values could not achieve the brightness of the 

original bath. Only with the addition of 0.5 ml of Saccerete Clear, L, a, b values of 89.96, 2.62, 7.0 

indicates an achievement of a bit of brightness at 35°C which is still not the desired brightness of the 

original bath. 

 

Both of the brighteners used could not provide the desired brightness in the bath. It was concluded 

that it is not suitable for use as a commercial product. 
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ABSTRACT 

 

Coal is a fossil fuel that can have negative impacts on the environment and human health during 

extraction, transportation, and burning. In this study, samples were collected from eight boreholes in 

the Tekirdağ-Malkara coalfield and the major-trace element analysis was performed. Lithology data 

obtained from boreholes constitute well logs. Interpolation forms the basis of log correlation. The 

study aimed to determine the local areas that may pose a risk after selecting the interpolation method 

that provides the most accurate results directly in the study area. Among the elements, those that may 

cause environmental and human health problems were selected and divided into four groups according 

to their hazard class. The distributions in the whole field were estimated by Kriging and Inverse 

Distance Wighting (IDW) interpolation methods. These two interpolation methods were evaluated 

with a selected test probe and the Kriging method was determined to provide the most accurate 

results. With this method, the accuracy of results obtained with the elements in the hazard class were 

as follows: Hg and Cr 100%, Se 98.86%, Cd 75%, As 66.2%. After determining Kriging as the 

method to be applied, a re-classification analysis was carried out, and estimates made in the field were 

compared with coal from Turkey, the US, China, and the average upper continental crust. As a result 

of this comparison, the elements with the highest rate of distribution in all averages were determined 

as Be, Cu, V, and the elements with the lowest distribution rate were Mn, Mo, P, Sb.  

 

Keywords: Major-trace element, IDW, Kriging, Coal, Interpolation 

 

1. INTRODUCTION 

 

Different methods are used in mineral exploration with the development of technology [1]. By 

processing the lithological data obtained from mineral exploration drillings with various software, 

many analyses such as minefield reserve, seam continuity, and the tectonic effect can be performed 

[2]. In addition, the distribution estimates in the minefield can be made by processing the laboratory 

test results applied to the samples taken from the boreholes in this software. One of them is the results 

obtained by major-trace element analyses. It is possible to create risk areas at the mining site in cases 

where the elements are above the limit values. Interpolation forms the basis of all these estimation 

methods. Interpolation, with a simple definition, is the determination of unknown values using known 
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values. It can be expressed as the estimation of empty spaces with the help of existing numerical 

values in cases where the data are scattered or heterogeneous. IDW (Inverse Distance Weighted) is an 

interpolation technique used to determine cell values of non-sampled points with the help of values of 

known sample points, and points are detected in unknown areas by going further away from the 

known point. Since it is an estimation method, the further away and the greater the distance, the less 

the effect on the cell value calculation will be. Kriging can be defined as the interpolation method 

used to estimate the measurements of unknown points by using the measured values in proportion to 

their weight. The measured points and the points to be predicted are determined depending on the 

distance. An adjustment is made within the whole field based on the regional variation theory. 

Therefore, it has been observed that the Kriging method is generally used in earth sciences [3]. These 

two methods were used in the study, and it was aimed to determine which method obtained more 

accurate borehole sample results. 

 

Spatial surface modeling, groundwater, precipitation, mining and geology studies were carried out to 

compare different interpolation methods. For the estimation of element distributions in rocks, 

additions can be made to Geographic Information System (GIS) software with different purpose-

oriented software tools. As a result, three results can be derived. The first of these is the derivation of 

major-trace element interpolation maps and the establishment of structural relationships, the second is 

the generation of lithological maps in which the geochemical diagrams of the rocks and the main 

element data are based on geostatistical interpolation, and the third is the questioning of certain 

parameter estimation by creating interpolation maps [4]. Potential coal sites can be determined with 

bivariate statistical approaches at mining fields [5]. The Kriging interpolation method has shown 

realistic results in determining lignite reserves and the amount of stripping [6]. Kriging, IDW, Spline 

techniques can be used to estimate the distribution of elements such as As, Pb, which are 

environmentally hazardous elements, and the volume of the cover layer to be removed from these 

areas can be determined by 3D modeling [7]. In the comparison of three-dimensional stratigraphic 

models with Kriging, IDW and closest neighbor methods, the closest neighbor model was observed as 

the most suitable method in stratigraphic modeling, and Kriging was observed as the closest model in 

three-dimensional prediction [8]. The reason why the accuracy is lower than the numerical tests in the 

comparisons made in the application of Spline, IDW, Kriging methods in the coal may be the position 

differences of the lattice center points of the surfaces whose points are simulated [9]. Estimation 

methods are also used in water resources. It has been determined that the fuzzy Kriging method 

exhibits less error than the ordinary Kriging, IDW, and Theissen polygons in cases that vary over time 

such as a groundwater table [10]. Interpolation methods used to estimate the transparency of water 

resources from data obtained from satellite data have yielded highly accurate results [11]. While the 

results are limited in the estimation of seawater mixing with groundwater, the results on the quality 

degradation elements of the water are more accurate [12]. Precipitation estimates were compared 

using IDW and Kriging methods, and as a result of the study, it was determined that the estimates 

obtained by the IDW method gave better results [13]. Although precipitation estimates using Kriging, 

IDW, Spline support the new method, these have significant differences and are unsatisfactory [14]. In 

another study conducted in earth sciences, the most suitable landfill site in a province was determined 

by using the Kriging interpolation method and Multi-Criteria Decision Analysis (MCDA) [15].  

 

2. GEOLOGICAL SETTING 

 

The study area is located in the Thrace press in the Thrace Sub-region of the Marmara Region of 

Turkey (Figure 1). The Thrace basin is an intermountain Tertiary basin containing Middle Eocene-

Pliocene aged units [16, 17]. Thrace basin is particularly important in terms of coal potential as well 
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as hydrocarbon potential. Eocene aged sediments consisting of conglomerate, sandstone, siltstone, 

claystone, shale, tuffite and limestone units overlie the basement rocks in the basin (Figure 2). 

Oligocene deposits begin with the Mezardere Formation, which consists of sandstone containing 

claystone and tuffite in places. It continues upwards with the Osmancık Formation, which consists of 

sandstone, and ends with the Danişmen Formation, which includes layers of shale, claystone, 

sandstone, conglomerate, and coal. On the outskirts of Istranca, where there are no formations of 

Osmancık and Mezardere, the Danişmen formation unconformably overlies older units in regions 

[17]. Over the Danişmen formation respectively Miocene aged volcanics, sandstone, siltstone and 

limestone deposits, Pliocene aged conglomerate and claystone overlie unconformably. 

 

 

Figure 1. Geological map of Thrace Basin (Modified from [17-20] ). 
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Figure 2. Generalized stratigraphic section of the Thrace Tertiary Basin (Modeified from [21]). 

 

Deltaic and lacustrine environments were formed in the Oligocene with regression in the basin. Coals 

of the Thrace Basin are also included in the units deposited in these environments [22]. Coal-bearing 

units that are the subject of the study are found in the Oligocene aged Danişmen formation. Three 

members have been defined within the Danişmen Formation: Taşlısekban member consisting of 

conglomerate, sandstone, and marl, Pınarhisar member consisting of limestone and Armutburnu 

member consisting of conglomerate, sandstone, and claystone. The formation represents the delta 

plain facies which is at the top unit of the declining delta system. It consists of lake, swamp, flood 

plain and fluvial sediments [17]. The thickness of the formation reaches 1000 m in places. Different 

researchers have assigned different ages to the formation: Early Oligocene [23], Middle Oligocene 

[24-26], Late Oligocene [27, 28], Late Oligocene-Early Miocene [29, 30]. 

 

When the loggings from the eight boreholes in the study are examined, Coal seams were detected that 

are cutting sandstone, siltstone, claystone intercalation. These levels are like the general features of 

the Oligocene aged Danişmen Formation. The type of coal is lignite, and it is partially clayey. 

Organically dyed lignite fragments and fossils may be present within the siltstone, sandstone and 

claystone levels at the bottom and ceiling of lignite veins. Lignite veins start at 25 meters and continue 

to a depth of 550 meters. The thicknesses of lignite veins vary between 25-100 centimeters. 
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3. MATERIALS AND METHODS 

 

The study area is located in Malkara, Suleymanpasa, and Hayrabolu districts of Tekirdag province. 

The area is 15 km
2
 and is represented by a triangular polygon.  There are 8 boreholes [TD-155 (x:45 

34 442 y:05 05 038 z:95), TD-147 (x:45 34 580 y:05 06 670 z:132), TD-151 (x:45 34 398 y:05 07 727 

z:157), TD-152 (x:45 34 535 y:05 08 240 z:160), TD-153 (x:45 32 990 y:05 08 120 z:168), TD-133 

(x:45 35 960 y:05 07 745 z:90), TD-129 (x:45 37 155 y:05 07 785 z:90), TD-131 (x:45 37 507 y:05 

07 817 z:104)] in total in the study area. Borehole selection was made in north-south and east-west 

section lines to represent the field (Figure 3).  

 

 

Figure 3. Location map of study area and boreholes. 

 

Well logs were created from the lithological data obtained from eight exploration boreholes in the 

study area. Since Kriging is the most used interpolation method in earth sciences, NetPro/Mine, which 

is a correlation software that creates these logs with Kriging, was preferred. 

 

In this study, it was aimed to calculate the proximity values of the actual results obtained from the 

borehole samples and the results obtained as a result of interpolation. The following method was used 

in the study. Numerical variables are presented with descriptive statistics such as mean and standard 

deviation. 

 

Average value change amount = (Maximum value - Minimum value) / Number of class intervals  

Difference = Approximate value range average - Actual value  

Error Rate = (Difference / Average change amount) * Total number of class intervals 

Prediction Accuracy Rate = 100 - Error Rate 

 

If the actual value is lower than the minimum value in the boreholes, then these operations were not 

performed, and the following formula was used for the difference. The rest of the calculations were 

made in the same way. 
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Difference = Minimum borehole value - Actual value 

 

The reason for calculating the difference in this way is that when interpolated, the minimum and the 

maximum borehole value range is taken as a basis.  For example, while the minimum class range 

value in As study is 5.98 ppm, the actual value is 3.15 ppm. Since it is impossible to obtain this value, 

it is more logical to calculate how close it is to the minimum borehole value in a similar situation. 

 

Major-trace element analysis was performed on the samples taken in the ACME analytical laboratory 

(Canada). Major oxides were determined by the ICP-AES method and trace elements were determined 

by ICP-MS method. The same procedure was applied to each sample and standardization was 

achieved. As a result of the analyses, the rates of the elements available in the samples were 

determined. Borehole averages were calculated from the results obtained for each element. Precision 

and relative standard deviation (RSD) values were calculated for the quality control elements. (Table 

1).    

 

Table 1. The average presence of environmentally hazardous elements in the borehole samples (those 

marked with * are given in %, other values are given in ppm). 

Element 

Group 

Elements 

 

TD-129 

(n=8) 

TD-131 

(n=7) 

TD-133 

(n=7) 

TD-147 

(n=9) 

TD-151 

(n=5) 

TD-152 

(n=7) 

TD-153 

(n=4) 

TD-155 

(n=7) 

RSD 

% 

 

Group 1 

As 11.52 9.13 7.97 11.10 3.15 5.93 14.35 6.18  

Cd 0.20 0.25 0.23 0.20 0.15 0.17 0.20 0.20  

Cr* 0.01 0.01 0.01 0.02 0.01 0.01 0.02 0.03 12.86 

Hg 0.09 0.05 0.09 0.11 0.07 0.06 0.11 0.06  

Se 1.58 1.40 1.40 1.10 0.50 1.70 6.00 1.15  

Group 2A Mn* 0.03 0.02 0.02 0.03 0.03 0.02 0.03 0.03  

Mo 2.46 2.10 1.17 1.93 0.55 0.97 1.10 1.13  

Ni 92.20 69.00 105.33 145.25 122.00 83.00 219.00 87.50 5.94 

Pb 10.50 9.53 8.80 10.50 15.00 8.00 14.90 7.30  

Group 2B Be 2.00 3.67 4.00 2.50 1.50 2.00 2.50 2.75 12.86 

Cu 31.28 33.13 30.77 36.75 27.85 55.50 42.10 38.10  

P* 0.08 0.01 0.02 0.02 0.01 0.02 0.02 0.02  

Th 6.50 5.73 5.00 6.83 9.05 4.70 7.65 4.70  

U 5.24 2.97 5.00 4.70 2.75 2.50 5.80 3.40 0.92 

V 76.00 102.00 135.00 123.75 113.50 126.67 150.50 90.00 2.12 

Zn 35.60 34.67 33.33 51.50 50.50 39.33 65.50 32.25  

Group 3 Ba 291.80 249.00 234.67 228.75 310.50 268.00 276.50 215.25 1.19 

Co 9.54 12.20 17.73 20.95 15.50 16.67 25.05 14.78 2.32 

Sb 0.38 0.20 0.83 0.35 0.20 0.23 0.50 0.45  

Sn 1.00 1.00 1.33 1.50 2.00 1.00 1.50 1.25  

Ti* 0.16 0.18 0.21 0.23 0.28 0.21 0.29 0.18  

 

Environmentally important elements can be examined in four parts as Group 1, Group 2A, Group 2B, 

and Group 3 [31]. The most hazardous of these element classes in terms of environmental and human 

health is Group 1 (Arsenic, Cadmium, Chromium, Mercury, Selenium), and the other element classes 

from the most to the least hazardous are Group 2A (Boron, Chlorine, Fluorine, Manganese, 

Molybdenum, Nickel, Lead), Group 2B (Beryllium, Copper, Phosphorus, Thorium, Uranium, 
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Vanadium, Zinc), and Group 3 (Barium, Cobalt, Antimony, Tin, Titanium), respectively. Distribution 

maps of elements evaluated in four different hazard groups as a result of major-trace element analysis 

were created with Quantum GIS, an open source GIS software. 

 

These element values are known at the borehole points. However, the values of these elements are not 

known in the areas that are in between and are not borehole. Since the field represents a local area, it 

is possible to estimate these gaps from the data obtained by boreholes. The interpolation method is 

used for this purpose. In this study, two interpolation methods were applied and compared. It was 

aimed to determine the most suitable method for coal element values. IDW and Krigging methods 

were applied. TD-151, which is located at the intersection of north-south and east-west section lines, 

was used for testing purposes. Both interpolation methods were used without taking into account the 

TD-151 borehole samples. Since the element values in this borehole are known beforehand, it was 

tried to determine which method gave the most accurate value.  

 

After using Kriging as the interpolation method, the maps obtained were converted to Raster data 

format. With this technique expressed in cells, the range of values each pixel corresponds to was 

determined using the Reclass (reclassification) technique. The diagram showing the flow of the study 

is given in Figure 4. 
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Figure 4. Flow chart of the study. 

 

4. RESULTS AND DISCUSSION 

 

The correlation formed according to the lithology data processed in the NetPro/Mine software was 

compared with the strut sections. Two section lines were examined on the east-west (Figure 5) and 

north-south (Figure 6) lines. In the software, similar results were obtained in both section lines, with 

ceiling lignite at the top, floor lignite at the bottom, and a layer of clayey lignite in between. The 

accuracy of these findings was tested by comparing them with the seams in the strut sections. Highly 

accurate results were observed for both section lines. The increase in the number of coal seams on the 

north-south section line from south to north shows that tectonism has an effect on coal formation in 

the north of the study area. While the clayey lignite layer was not found in the south of the study area, 

it was observed that it was formed gradually towards the north. There are more stable deposition 
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conditions where tectonism has less effect on the east-west line. It was found that the clayey lignite 

seam disappeared to the east of this section line. 

 

 

Figure 5. North-south line created with Kriging and strut sections (ceiling, bottom coal lode and 

clayey lignite lode). 
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Figure 6. East-west line created with Kriging and strut sections (ceiling, bottom coal lode and clayey 

lignite lode). 

 

4.1. Estimating Element Distributions 

The spatial spread estimates were made by applying IDW and Kriging interpolation methods of the 

elements. The study was conducted for all element classes including Group 1, Group 2A, Group 2B, 

and Group 3, and similar results were observed. The spatial spread estimates of Group 1 (the most 

hazardous element class) elements of As (Figure 7), Cd (Figure 8), Cr (Figure 9), Hg (Figure 10), Se 

(Figure 11) were made by IDW and Kriging methods.  
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Figure 7. Areal spreading of As by Kriging and IDW. 

 

 
Figure 8. Areal spreading of Cd by Kriging and IDW. 
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Figure 9. Areal spreading of Cr by Kriging and IDW. 

 

 

Figure 10. Areal spreading of Hg by Kriging and IDW. 
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Figure 11. Areal spreading of Se by Kriging and IDW. 

 

In line with the differences considered, the areas that gave the same result in both methods are white 

and in shades of white. This is why the spots where there are boreholes are white or in shades of 

white. The places that are completely different as a result of the two methods are in black. The fact 

that the changing colors (gray and its shades) are close to black or white also determines the degree of 

this difference. The results obtained from the difference maps can also be interpreted as the light-

colored places are the most accurate while the accuracy decreases as the color gets darker. In addition, 

another result that can be inferred is that the accuracy increases as the black color decreases. 

 

When the analysis is made on the basis of elements, it can be said that As is the most accurate 

estimate because the results were less accurate in two small local areas in the west and east of the 

study area but similar results were obtained in the remaining area. Cd was observed to be dark in the 

east of the study area, in the part covering the area of TD-151 and TD-152, and around the TD-129. 

For Cr, it was determined that there are local differences in the south-west and north-west of the study 

area. Hg was determined to be dark in two local areas in the south-west of the study area, around the 

TD-151, and in a single local area in the north-east. Se also differs in two different areas. It was 

concluded that it was dark and different in a large area in the north-west of the study area and a small 

local area in the south-east (Figure 12). 
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Figure 12. The display of the areas where the group 1 elements were found to differ as a result of two 

methods (Kriging and IDW). 

 

The well numbered TD-151 was chosen for testing purposes as it is the borehole located on the north-

south and east-west section line of the study area. Interpolation was performed for the Group 1 

elements over the remaining 7 boreholes. Kriging was chosen as the method. An example map of the 

element As is given in Figure 13. The same procedures were applied to other elements. 
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As a result of the interpolation performed with the Kriging method without adding the TD-151, the 

value in TD-151 was estimated and compared with the actual value. As a result, the margin of error 

was determined. Error rates for Group 1 elements are given in Table 2. Cr and Hg gave exact results 

because the values determined with the actual values coincided with the exact range. 96.86% correct 

results were obtained in Se and 75% in Cd. The margin of error in As was higher than the other 

elements, and the accuracy rate of the prediction was determined as 66.2%. The true value of the 

elements As, Cd, Se is lower than the minimum value in the boreholes. The second evaluation method 

was used to calculate the differences among these three elements in order to achieve accuracy in 

interpolation. 

 

Table 2. Error and prediction accuracy rates of Group 1 elements of TD-151 borehole site made by 

the Kriging method. 

Elements 
Error rate 

(%) 

Accuracy of estimates 

(%) 

As 33,8 66,2 

Cd 25 75 

Cr 0 100 

Hg 0 100 

Se 9,14 90,86 
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Figure 13. Kriging interpolation method of As without adding TD-151 borehole. 

 

4.2. Determination of Environmentally Sensitive Element Distributions with Kriging Method 

The average values of the element concentrations of 54 samples taken for a total of 8 boreholes were 

taken. It is very important to carry out this study especially for the 25 environmentally sensitive 

elements. The individual average values of the samples taken from each borehole were examined for 

environmentally sensitive elements. The elements examined in 4 groups were classified as Group 1, 

Group 2A, Group 2B, and Group 3. 
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Cr, As, Cd, Hg, Se are in the 1st group and are considered the most hazardous class. When the average 

values on the basis of boreholes were examined, it was determined that the Cr, Cd, and Hg elements 

did not show a great change and were in close concentration in 8 boreholes. It was determined that Se 

and As varied in borehole averages. It was observed that the As gave the lowest value in the average 

of the TD-155, which is located in the farthest part of the study area, and the highest value in the 

average of the TD-153 located in the south of the north-south section line. Although the values for the 

Se element also varied, it was determined that the lowest borehole value average was in the TD-151, 

and the highest average value of the borehole was in the TD-153 located to the south of the north-

south section line. 

 

Group 2A consisted of less hazardous elements than Group 1 and was examined in terms of Mn, Mo, 

Pb, Ni. It was determined that the Mn gave the lowest borehole average value in the TD-133 and the 

highest average value in the TD-151. The lowest borehole average value for Mo was in the TD-151 

and the highest average value was in the TD-129. When the Pb was examined, the lowest average 

value of the borehole was seen in the TD-152, located at the intersection of the north-south and east-

west section lines, and the highest average value was seen in the TD-153 located to the south of the 

north-south section line. Ni gave the lowest average value in the TD-155, located in the far west of the 

study area, and the highest average value in the TD-153, located in the south of the north-south 

section line. 

 

Group 2B did not vary in the borehole averages and gave close values in 8 boreholes. Be gave the 

lowest average value of the borehole in the TD-152, located at the intersection of the north-south and 

east-west lines, and the highest average value in the TD-147. Th gave the lowest average borehole 

value in the TD-152 and the highest value in the TD-153. It was determined that the Mn gave the 

lowest borehole average value in the TD-133 and the highest average value in the TD-151. V gave the 

lowest borehole average value in the TD-155 in the west of the study area and the highest value in the 

TD-131 at the far north of the study area. Cu gave the lowest borehole average value in the TD-133, 

and the highest average value in the TD-153. Zn gave the lowest borehole average value in the TD-

152 and the highest average value in the TD-153. 

 

Group 3, which is environmentally sensitive but the least hazardous compared to other group 

elements, consists of Ti, Ba, Co, Sn, Sb. Ti gave the lowest average value in boreholes TD-152 and 

TD-155, and the highest average value in the TD-153. Ba gave the lowest borehole average value in 

the TD-155 and the highest average value in the TD-147. Co gave the lowest borehole average value 

in the TD-129 and the highest average value in the TD-152. Sn gave the lowest borehole average 

value in TD-152 and the highest average value in the TD-147. It was determined that the Sb gave the 

lowest borehole average value in the TD-151 and the highest average value in the TD-133. 

 

According to these results, local concentrations of environmentally sensitive elements in the study 

area were determined. According to the findings, the TD-153 had the highest concentration average in 

the field in terms of As, Cu, Ni, Pb, Se, Th, Ti, Zn elements. When the averages of the TD-147 were 

examined, Be, Ba, Sn elements had the highest value. Mo and U elements gave the highest value in 

the average values of the TD-129. In the other four boreholes, one element had the highest value in 

each. It was determined that the highest concentration of Mn was in the TD-151, V in the TD-131, Co 

in the TD-152, and Sb in the TD-133. 

 

When the lowest value concentrations were examined, the averages of the TD-153, TD-147, and TD-

131 did not give the lowest value in any borehole. TD-152 is the borehole with the lowest 
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concentration of elements. Pb, Be, Th, U, Zn, Ti, Sn elements gave the lowest value according to the 

borehole averages in this borehole. As, Ni, V, Ti, Ba had the lowest mean value in the TD-155. It was 

determined that TD-151 had the lowest value for Mo, Se, Sb, TD-133 for the Cu and Mn, TD-129 for 

Co. 

 

According to all these findings, an increase was observed in As, Cu, Ni, Pb, Se, Th, Ti,  Zn values in 

the southernmost of the study area. It was determined that the concentrations of Co, Sb Mo and U 

increased, respectively, further towards the north on the north-south section line. It was determined 

that the V element concentration value was high in the northernmost part of the study area. Mn value 

increased further from east to west on the east-west section, and Be, Ba, Sn increased gradually. 

 

The lowest environmentally sensitive element values in the study area show that these areas are less 

hazardous. When examined from this point of view, Pb, Be, Th, U, Zn, Ti, Sn elements at the 

intersection point of north-south and east-west section lines gave the lowest value in the whole field. It 

was determined that the Mn and Cu gave the lowest value further north from this point, and Co in a 

little further north. It was determined that further towards the west from the same intersection, 

primarily Se, Mo, Sb, and As, Ni, V, Ti, Ba element concentrations at the farthest point gave the 

lowest value compared to the field average (Figure 14). 

 

 

Figure 14. Change of elemental presence rates according to borehole locations. 



 
 

 
 
 

Güllüdağ, C.B. and Kartal Ünal, N., Journal of Scientific Reports-A, Number 50, 44-67, September 2022. 
 

 

62 
 

4.3. Spatial Spread of Element Distributions 

Based on the fact that the total area is the same in each map, it was determined how many square 

meters each value range (color) covered (Figure 15). The list of methods applied to environmentally 

important elements in groups is included in Table 3 below. 

 

 

Figure 15. A sample reclassification study of As. 

 

Table 3. The largest area spread by the elements according to their value range (those marked with * 

are given in %, other values are given in ppm for value range column). 

Element Largest Area (m
2
) Value range Group 

As 39759 8.77-9.88 

Group 1 

Cd 9183 0.19-0.20 

Cr* 18900 0-0.01 

Hg 34815 0.075-0.08 

Se 35814 1.61-2.15 

Mn* 33636 0.02-0.03 

Group 2A 
Mo 10344 1.30-1.40 

Ni 16650 92.55-101.68 

Pb 21867 7-7.5 

Be 54612 2.50-2.74 

Group 2B Cu 54129 36.15-38.83 

P* 37089 0.01-0.015 
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Th 54297 6.01-6.43 

U 30258 4.15-4.48 

V 16398 105.96-113.37 

Zn 27870 32.25-37.1 

Ba 53493 229-236 

Group 3 

Co 11088 14.21-15.76 

Sb 37158 0.35-0.40 

Sn 53928 1.31-1.41 

Ti* 14760 0.17-0.19 

 

Results of the values obtained as a result of calculations were compared with the average values of 

Turkey, the US, China coals, and the average upper continental crust. The evaluation was made on 21 

elements. Figure 16 contains the percentage values of the areas above the average value. Be, Cu, V 

remained completely above all limit values in the study area. It was observed that Mn, Mo, P, Sb were 

completely below all limit values in the study area. Be, Cu and V are associated with organic matter in 

coal. However, Be is associated with quartz and clay minerals [32], V is associated with clay minerals 

[33-35] and Cu is associated with sulfides [35-37]. 

 

 

Figure 16. The comparison of areal extent of the elements with world, Turkey, USA, China and the 

upper continental crust. 

 

5. CONCLUSION 

 

The difference between methods IDW and Kriging methods was determined by maps.  It was 

determined that the method that gave the most accurate result to the test borehole TD-151 was 

Kriging. According to the results obtained from the elements of the most hazardous class Group 1, the 
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accuracy of Cr and Hg was 100%, that of Se was 90.86%, Cd was 75%, and As was 66.2%. Class 

ranges determined by Kriging interpolation method were re-mapped and converted into Raster 

(cellular) data format. As a result of the comparison of values in each cell with the average values of 

the world, Turkey, USA, China, and the upper continental crust, it was determined that Be, Cu, V 

elements were completely above the limit values, and Mn, Mo, P, Sb elements were completely below 

the limit values. Applying the same method with different interpolation methods in different coalfields 

and other mines other than coal will contribute to the literature.  
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ABSTRACT 

 

In this study, the effect of omega fatty acids (3, 6, 9) and stearic acid on some trace elements (Cu, Mn 

and Zn) in heart tissue, which is a distant organ, by creating ischemia/reperfusion in the hind legs of 

rats was investigated. Animals were divided into ten groups: Control (C), I/R, I/R+Omega 3, 

I/R+Omega 6, I/R+Omega 9, I/R+stearic acid, omega 3, omega 6, omega 9 and stearic acid groups. 

I/R was applied to the right hind legs of I/R, I/R+omega 3, I/R+omega 6, I/R+omega 9 and I/R+stearic 

acid groups under anesthesia. In this study, the levels of Cu, Mn and Zn elements were studied in 

samples obtained from heart tissue in animal models divided into ten groups using an inductively 

coupled plasma optical emission spectroscopy (ICP-OES) device. Compared to the control group, 

heart tissue’s Cu and Zn levels were low, Mn levels were high but not important in the ischemia group 

(p>0.05). When ischemia and omega 3, 6, 9 and stearic acid applied groups were compared with the 

ischemia group, heart tissue’s Cu level was found to be low and Mn level was higher, but this result 

was not important (p>0.05). Compared to the ischemia group, heart tissue’s Zn levels were found to 

be notably higher in omega 6+IR, omega 9+IR and stearic acid groups (p<0.05). As a result, I/R 

application changes trace element levels in heart tissue, which is a distant organ. In the case of I/R, 

omega fatty acids and stearic acid treatment may provide a protective effect by improving trace 

element levels. 

 

Keywords: Omega fatty acids, Stearic acid, Heart tissue, Rat, Trace elements 

 

1. INTRODUCTION 

 

The term ischemia/reperfusion (I/R) is described as the restoration of blood circulation to certain 

organs after blood supply has been impaired for a certain period of time. IR injury is a common and 

important clinical problem affecting many organs, especially the brain (stroke and head injury), heart 

(myocardial infarction) and skeletal muscle. Skeletal muscle has high metabolic activity and is for this 

reason sensitive to reperfusion damage after ischemia. I/R damage to skeletal muscle can cause severe 

injury to the extremities, including severe necrosis major to amputation and severe life-threatening 

necrosis [1]. Inflammatory variables seen in patients under chronic ischemia and surgical treatment 

may change the concentrations of macro and trace elements in the blood [2]. While copper (Cu) is 

necessary to maintain the structure and function of some proteins and antioxidants, it also affects the 

development of atherosclerosis. Marginal copper intake or deficiency has been suggested as a risk 

factor for cardiovascular illnesses, and serum copper concentration has been found to increase in 
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atherosclerosis obliterans [3]. Zinc (Zn) is one of the most abundant trace elements in our organism. In 

addition to growth, improvement, differentiation, immune response and receptor activity, Zn functions 

as a component of more than 300 enzymes [4]. Disruption of Zn homeostasis, which is a necessary 

trace element required for normal cellular structure and functions, is associated with various health 

problems including cardiovascular diseases. Both exogenously and endogenously released zinc may 

be effective in cardiac protection after ischemia/reperfusion injury [5]. Trace elements are necessary 

for the proper function of living organisms. Some elements may have a preservative impact on target 

organs during ischemia and reperfusion [6-11] and have a favorable role in stabilizing organ 

protection solutions [12-14]. Manganese (Mn) has important roles in protein, polysaccharide and 

cholesterol metabolism, fetal development and lactation, as well as hydrolases, transferases and 

kinases [15]. It is an integral compound of Mn-SOD, an antioxidant enzyme that converts the 

superoxide radical to hydrogen peroxide (H2O2). Therefore, manganese superoxide dismutase has 

protective properties especially against oxidative stress. Manganese deficiency causes respiratory 

system diseases, nervous system diseases and infertility in humans (16). In a study, it was revealed 

that the increase in Mn-SOD activation mediated by free radical production during hyperthermia is 

important in providing early phase and late phase cardio preservation against ischemia/reperfusion 

damage in rats [17]. 

 

Polyunsaturated fatty acids (PUFAs) are necessary for many biochemical cases. Although omega-3 

and omega-6 fatty acids come from the same origin, they have opposite physiological effects. A-

linolenic acid (ALA), docosahexaenoic acid (DHA), and eicosapentaenoic acid (EPA) are essential 

omega-3 fatty acids. Dietary DHA deficiency results in elevated levels of zinc in the hippocampus and 

overexpression of the putative zinc transporter ZnT3 in the rat brain [18]. 

 

Ischemia causes devastating health and economic burdens brought about by disorders characterized by 

reduced organ-specific blood flow. Mechanisms and treatments underlying tissue damage caused by 

ischemia have been studied for many years to reduce these. Therefore, in our work, we wanted to 

determine the effects of omega 3, omega 6, omega 9 and stearic acid (SA) fatty acids on some trace 

element levels in heart tissue after experimental limb ischemia reperfusion. Our aim in the study is to 

examine the possible usability of some elements in rats with hind limb ischemia reperfusion model. 

 

2. MATERIALS and METHODS 

 
2.1. Animal Material 

67 Wistar albino female rats (200-250 gr and 6-7 months old) were obtained from Experimental 

Animals Production Center. It was housed in standard conditions with a 12-hour light-dark cycle and 

free access to water and food was provided. All experimental studies were started in line with the 

animal ethics committee guidelines and after the approval of the Van Yüzüncü Yıl University 

Experimental Animals Local Ethics Committee (YÜHADEK) dated 28/04/2022 and numbered 

2022/04-05. 

 

2.2. Experimental Procedures 

Rats were separated into ten different groups in accordance with the procedures to be performed. Fatty 

acids (omega 3, 6, 9) and stearic acid were given to rats orally daily for 14 days in the amount of 300 

mg/kg [19]. Two hours of ischemia-2 hours of reperfusion was performed over the leg (quadriceps 

muscle) under anesthesia in rats that underwent ischemia-reperfusion procedure [20]. 
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Rats divided into 10 different groups were arranged as follows: 1. Group: Control group: The rats in 

this group were fed normally (standard rat pellet food and water) for 14 days without any treatment. 

2.Group: Ischemia-reperfusion group: At the end of the 14-days ad libitum feeding with standard rat 

pellet food and water, 2 hours of reperfusion under anesthesia was applied to the leg (quadriceps 

muscle) with a tourniquet after 2 hours of ischemia. 3. Group: Omega-3 group: Daily 300 mg/kg 

Omega 3 (O-3) was given by gastric gavage for 14 days. 4.Group: Omega-6 group: Daily 300 mg/kg 

Omega 6 (O-6) was given by gastric gavage for 14 days. 5. Group: Omega-9 group: 300 mg/kg 

Omega -9 (O-9) was given daily for 14 days by gastric gavage. 6. Group: Stearic acid group: 300 

mg/kg stearic acid (SA) was given daily by gavage for 14 days. 7. Group: Omega-3+ischemia-

reperfusion group: 300 mg/kg Omega-3 (O-3) was given daily for 14 days by gavage. At the end of 

the 14th day, 2-hour ischemia-2 hours reperfusion under anesthesia was administered to the rats on the 

leg (quadriceps muscle). 8.Group: Omega-6+ischemia-reperfusion group: 300 mg/kg O6 per day was 

given by gavage and ischemia reperfusion was applied on the 14th day. 9. Group: Omega-9+ischemia-

reperfusion group: 300 mg/kg Omega-9 (O-9) was given daily for 14 days by gavage. At the end of 

the 14th day, 2 hours ischemia-2 hours reperfusion under anesthesia was applied to the rats on the leg 

(quadriceps muscle). 10. Group: Stearic acid+ischemia-reperfusion group: 300 mg/kg stearic acid 

(SA) was given daily by gavage for 14 days. At the end of the 14th day, 2-hour ischemia-2 hours 

reperfusion under anesthesia was administered to the rats on the leg (quadriceps muscle). 

 

2.3. Preparation of Tissues 

After the procedures applied for 14 days, the rats were euthanized and their heart tissues were 

surgically separated and placed in ziplock bags and stored in the freezer at -80
o
C until experimental 

studies were conducted. Tissue samples taken from the hearts of rats were dried at 105
o
C for 1 hour 

and weighed correctly and placed in 25 mL experimental tubes. Then, nitric acid and perchloric acid 

were added in a 1:1 ratio to dissolve the solid form. The solution was digested thoroughly using a 

microwave digestion oven. After digestion, the samples were cooled at room temperature. 1 ml of the 

cooled samples was taken and diluted by adding 9 ml of distilled water. Analysis of Cu, Mn and Zn 

elements in digested samples was carried out. The analyzes were measured using the ICP-OES (ICP-

OES, Thermo ICAP 6300 DUO Scientific) device at Van Yüzüncü Yıl University Science 

Application Center. The device was calibrated using standard solutions. 

 

2.4. Statistical Analysis 

All data were given as mean±standard error and statistical analysis was performed with SPSS 20.00 

(SPSS Inc, Chicago, IL) package program. Groups were compared by using one-way analysis of 

variance follewed by post hoc Tukey Test. 

 

3. RESULTS 

 

In the study, the levels of Cu, Mn and Zn elements were determined in the heart tissues of rats fed 

with different fatty acids for 14 days. 

 

Table 1. Heart tissue Cu, Mn and Zn levels of all groups. 

 Cu (ppm) Mn (ppm) Zn (ppm) 

Control 0,122±0,082 
a, b

 0,020±0,007 
a,b

 0,687±0,107
 c
 

Ischemia 0,141±0,086 
a
 0,014±0,004

 b,c
 0,713±0,063

 c
 

Omega3+IR 0,053±0,020 
c 

0,016±0,004
 a,b,c

 0,691±0,042
 c
 

Omega6+IR 0,080±0,034 
a, b,c

 0,016±0,002
 a,b,c

 1,176±0,484
 a
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Omega9+IR 0,101±0,021 
a, b,c

 0,016±0,004
 a,b,c

 1,010±0,255
 a, b

 

SA +IR 0,069±0,012 
a, b,c

 0,021±0,004 
a
 1,194±0,457

 a
 

Omega3 0,079±0,035 
a, b,c

 0,012±0,003
 c
 0,774±0,150

 b, c
 

Omega6 0,047±0,015 
c
 0,015±0,004

 a,b,c
 0,749±0,074

 b, c
 

Omega9 0,113±0,060 
a, b,c

 0,016±0,004
 a,b,c

 0,734±0,045
 c
 

SA 0,069±0,012 
 b,c

 0,014±0,001
 c
 0,822±0,149

 b, c
 

*, different letters in the same line denote statistical significance 

Note: Different characters in the same column indicate statistical significance. 

 

The heart tissue Cu level in the ischemia group was higher than all groups, but it was found to be 

significant only when compared with the omega 6, Omega 3+IR and Stearic acid groups (p<0.05). 

The heart tissue Cu level of the control group was found to be remarkably higher than that of the 

omega 6 group (p<0.05). 

 

Heart tissue Mn levels in the control group and stearic acid+IR group were found to be significantly 

higher than omega 3 and stearic acid groups (p<0.05). The heart tissue Mn level in the stearic acid+IR 

group was found to be significantly higher than the ischemia group (p<0.05). While the heart tissue 

Mn level in the ischemia group was lower than the control group, this decrease was not significant 

(p>0.05) 

 

Although the heart tissue Zn level in the ischemia group was higher than the control group, this was 

not significant (p>0.05). The heart tissue Zn level in the ischemia group was found to be significantly 

lower than the Omega 6+IR, Omega 9+IR and stearic acid+IR groups (p<0.05). While the heart tissue 

Zn level was higher in the omega 3, omega 6, omega 9 and stearic acid groups than in the control and 

ischemia groups, this elevation was not meaningful (p>0.05). 

 

4. DISCUSSION  

 
Ischemia is described as insufficient systemic blood providing to a local tissue because of occlusion of 

the vascular system in that tissue; these cases are among the most widespread reasons of heart attack 

and stroke in humans [22–24]. Reperfusion is described as restoring blood flow to a previously absent 

tissue; restoration of nutritional reinforcement to previously starved areas underlies many important 

pathogenic manifestations [23]. Thanks to ischemia-reperfusion studies in experimental animals, it has 

become easier to understand the molecular and physiological changes accompanying stroke and heart 

attack [26, 21–25]. Although IR can occur in every tissue, its harmful effect on skeletal muscle is 

much more severe compared to other body tissues due to devastating systemic complications [27]. 

 

Polyunsaturated fatty acids (DHA), are essential for human metabolism but cannot be produced de 

novo. Therefore, people have to take these fatty acids from the diet [28]. The levels and composition 

of these substances can be determined directly by diet or by dietary intake of fatty acid precursors. 

Fatty acid precursors are converted endogenously into physiologically active long chain 

polyunsaturated fatty acids by extension and desaturation by fatty acid desaturase enzymes. Reports 

have shown that dietary DHA supplementation has a protective effect on retinal ischemia damage and 

oxidative damage after post-ischemic oxidative stress in fetal rat brain [21, 22]. Evidence of 

interaction between trace elements and essential fatty acid (EFA) metabolism has been revealed in 

studies [29]. For example, it has been shown that zinc may be needed as a cofactor in desutarase 6 

(Δ6) enzyme activity in rats [30]. According to the data obtained in a study, especially plasma EFA 
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composition shows that plasma zinc, calcium and magnesium levels are related [31]. EFAs are 

significant in the absorption of zinc, calcium or magnesium. Therefore, trace elements appear to make 

an important contribution to fatty acid metabolism [32, 33]. 

 

Zinc is very plentiful trace element in the body system after iron and involved in many physiological 

processes such as neuronal death, immunity and cancer [34]. In animal studies, it has been shown that 

Zn deficiency causes atherosclerosis by causing the release of proatherogenic factors in mice [35]. It 

has been shown that ischemic stroke increases the serum Zn level [36]. Some studies suggest that 

although zinc is not the initiator of damage, changes in its levels can lead to the damage process [37]. 

Other studies have suggested that it may cause excessive zinc release from neurons in stroke, as in 

irregularities occurring in neurotoxicity [38, 39]. De Paula et al., [40] stated that massive and transient 

zinc accumulation during cerebral ischemia is importantly related in brain injury by promoting 

neuronal apoptotic death, and therefore they suggested that zinc removal may be a way to reduce 

ischemic brain injury. Akçıl et al., [41] showed that the plasma zinc level of wistar albino rats 

increased significantly who underwent ischemia with 30 minutes clamping of the superior mesenteric 

artery followed by 20 minutes of reperfusion when compared to the control group. It has been 

demonstrated that the increase in plasma Zn concentration can be attributed to severe tissue damage 

and peroxidant and antioxidant properties of Zn, considering the size of the affected area after 

ischemia-reperfusion. In another study, it was shown that serum Zn level decreased in the I/R group 

when compared to the control group [42]. Zn is also very significant in cell viability as it has 

antioxidant, antiapoptotic and anti-inflammatory effects. The increase in plasma zinc level after 

ischemia may be the result of its anti-atherogenic properties preventing vascular endothelial 

derangements and its role in signaling pathways involved in apoptosis. The role of Zn in ischemia as a 

cytoprotective by reducing the formation of oxygen radicals has also been suggested [43]. In the 

present study, although the heart tissue Zn level in the ischemia group was higher than the control 

group, this highness was not significant (p>0.05). The heart tissue Zn levels of the groups in which 

ischemia was induced and omega 6, omega 9 and steraic acid were applied were found to be higher 

than the ischemia group, but only omega 6+IR and stareic acid+IR groups were found to be 

significantly higher (p<0.05). In our study, a significant increase was observed in rat heart tissue Zn 

levels with omega 6, omega 9 and stearic acid treatment and subsequent ischemia application to rats. 

It can be said that this treatment protects the tissues by increasing the antioxidant, antiapoptotic and 

anti-inflammatory properties of Zn. 

 

Copper is an essential element for biological systems. The redox cycle between Cu
+1

 and Cu
+2

 

catalyzes the production of highly toxic hydroxyl radicals [42]. Cu is also a metal cofactor of various 

enzymes. When rats with superior mesenteric artery I/R were compared with the control group, it was 

indicated that the plasma copper level increased significantly. Increased plasma copper level may be 

the cause of excessive tissue damage and a prooxidant characteristic [34]. In experimental animal 

studies, it has been shown that copper levels increase due to oxidative stress in I/R models [44,42]. 

Increased Cu concentration in serum in lower extremity ischemia may result from the acute phase 

response [43]. In the presented study, the heart tissue Cu level in the ischemia group was seen to be 

higher than in all other groups, but it was found to be significantly higher only in the omega 6 and 

omega 3+IR groups (p<0.05). Ischemia and the application of omega 3, omega 6, omega 9 and stearic 

acid treatment caused a decrease in the heart tissue Cu level. The increase in copper level in the 

ischemia group may have increased the acute phase reaction and the treatment may have prevented the 

acute phase response. According to the data obtained, it can be concluded that omega 3, omega 6, 

omega 9 and staeric acid applications may be beneficial in ischemic conditions. 
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Manganese superoxide dismutase (Mn-SOD) is an enzyme that protects mitochondria, an important 

organelle for cellular respiration, from reperfusion damage and limits mitochondria-associated 

apoptosis. It has been shown that plasma Mn levels increase after I/R injury, but this increase is not 

significant [41]. In one study, they observed that rised activity of mitochondrial Mn-SOD during I/R 

damage is important in mitochondrial protection and reduction of apoptosis [45]. In another study, 

Mn-SOD activity was seen to be significantly reduced by I/R administration to the kidney of rats that 

underwent 45 minutes of ischemia followed by 3 hours of reperfusion [46]. It has been described that 

changes in the calcium, potassium, magnesium, sodium, and phosphorus content of the liver in rats 

undergoing hepatic ischemia-reperfusion are associated with injury to cell membranes, which can be 

confirmed by the quantity of diene conjugates produced [47]. In rats undergoing a liver 

ischemia/reperfusion model, pretreatment of all-trans retinoic acid (atRA) has been demonstrated to 

reduce liver I/R injury by inhibiting malondialdehyde (MDA) release and increasing the activity of 

manganese superoxide dismutase (Mn-SOD) [48]. In the present study, the heart tissue Mn level of 

the ischemia group was found to be significantly lower than the control group (p<0.05). Performing 

ischemia and applying omega 3, omega 6, omega 9 and stearic acid treatment caused an increase in 

the heart tissue Mn level, and the heart tissue Mn level in the group that was treated only with stearic 

acid was seen to be significantly higher than the ischemia group (p<0.05). The treatments applied may 

have caused an increase in the antioxidant level due to the increase in the heart tissue Mn level. 

 

These results show that ischemia/reperfusion injury causes significant changes in trace element 

concentrations in heart tissue, which is a distant organ. In line with the data we have obtained, it can 

be concluded that trace element levels can be corrected with omega fatty acids and stearic acid 

applications in case of ischemia. 
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ABSTRACT 

 

The study carries out the synthesis and characterization of the precursor to be converted to boron 

carbide (B4C). For this purpose, starting materials are boric acid (H3BO3) and sodium citrate 

(C6H5Na3O7). Both starting materials' reactions formed a complex structure (precursor) consisting of 

B-O-C-Na elements. Phase and microstructure analyses and bond characteristics of the precursor 

powders perform using X-ray diffraction (XRD), scanning electron microscopy (SEM/EDS), and 

Fourier spectroscopy (FT-IR) methods, respectively. As a result, the heat treatment carried out at 

relatively low temperatures (1000 
o
C) and under an inert gas atmosphere resulted in XRD patterns of 

the B4C phase. This study also investigated the possible reaction mechanism of the formation of the 

boron carbide phase and the effect of mechanical activation on the phase formation. 

 

Keywords: Boric Acid (H3BO3), Sodium Citrate (C6H5Na3O7), Boron carbide (B4C), mechanical 

activation 

 

1. INTRODUCTION 

In parallel with the rapidly advancing technology, the place and importance of advanced technology 

products are increasing daily [1]. Since the beginning of the 80s, developments in some sectors have 

increased the need for structural materials exposed to high temperatures and stresses at these 

temperatures, aerospace, space and satellite vehicles, advanced engines, and are resistant to 

temperature and radiation. The mechanical (strength, elastic modulus, hardness) and physical (density, 

electrical and electronic structure) properties of boron carbide (B4C) have increased the choice of this 

material and expanded its usage area. Boron carbide can be used as an anode material in the nuclear 

field with its neutron absorption feature, in ballistics and automobile industries with its high strength, 

low specific gravity, and high elastic modulus, and also in supercapacitors due to its energy storage 

property [2-4].  

 

63 % of the world's boron reserves, the primary raw material of boron carbide used in different 

advanced technology fields, are in our country. Therefore, studies on B4C, a boron-based high-tech 

ceramic family member, are essential. An alternative method for producing boron carbide is by 

magnesiothermic reduction of boron oxide in the presence of carbon. The reaction products (boron 
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carbide) are processed by aqueous methods to remove them from magnesium oxide. Carbide still 

contains magnesium borides formed as stable compounds. This reduction technique is very suitable 

for manufacturing sintered products and produces fine amorphous powder [5-7]. 

 

The synthesis of boron carbide from the elements is uneconomical due to the high cost of elemental 

boron. Therefore, it is only used for special applications such as B10 enriched or pure boron carbide. 

Boron and carbon are mixed well, turned into pellets, and reacted at high temperatures for the 

synthesis of elements. B4C production is carried out with boron-loaded organic compounds such as 

carburan, triphenylborane, polyvinyl pentaborane, and borazines [8-9]. Generally, this process is 

carried out in a vacuum or inert atmosphere in the temperature range of 1000-1500°C. Boron carbide 

is traditionally prepared by carbothermal reduction of boric acid. Carbon is used as a reducing agent. 

This process is carried out in electric arc or graphite resistance furnaces. The reaction temperature is > 

2000 
o
C, and the boron carbide yield is low due to the evaporation of boron oxide. The production 

process is endothermic and requires 16800 kJ / mol of energy. Therefore, the disadvantages of this 

method are; high-temperature requirement, high energy requirement, low efficiency, and low 

homogeneity due to uneven temperature distribution in the reaction zone [10]. Synthesis of precursor 

powders (starting material that will turn into boron carbide) used in the production of B4C is one of 

the alternative methods. The precursor elements are mixed homogeneously at the atomic scale offers 

many advantages. These; are due to short diffusion distance phase formation at low temperatures, high 

efficiency, low energy demand, prevention/reduction of the evaporation of components, and 

accordingly control of stoichiometry, small grain size, and poor agglomeration and high purity. 

Therefore, selecting and controlling the powder production process, which determines the starting 

powder properties for controllable properties and high performance in the final product, is a critical 

step [11-14]. The aim of this study is the synthesis and characterization of a precursor powder with 

conversion to boron carbide (B4C) using native boric acid (H3BO3) and sodium citrate (C6H5Na3O7). 

 

2. MATERIAL and METHOD 

 

2.1. Preparation of Precursor Xerogel Powders 
The starting chemicals used in synthesizing B4C powders and their properties are given in Table 1. 

Sodium citrate synthesized compounds that homogeneously mixed boron, carbon, sodium, hydrogen, 

and oxygen (B-C-Na-H-O) elements were at the atomic level by forming a clamp/chelate with boric 

acid. Another task of sodium citrate is to provide a carbon source to take part in carbothermal 

reactions. Acetone was used as an anti-solvent “agent to precipitate the water-soluble compound 

formed between sodium citrate and boric acid. 

 

Table 1. Starting chemicals used in boron carbide synthesis. 

Chemical 

 
Chemical Formula Aim of usage Purity 

Boric acid H3BO3 Boron source %98 

Sodium Citrate C6H5Na3O7.2H2O Carbon source ≥ %98 

Acetone C3H6O Anti-solvent +%99 
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Sodium citrate (S) and boric acid (B) were used in two different molar ratios (S/B ratio 1:1 and 1:1.3). 

In Table 2, sample codes, mole ratios of components, and applied procedures are in table 2. While 

preparing xerogel precursor powders for B4C synthesis, sodium citrate and boric acid were first added 

to 100 ccs distilled water, respectively, and mixed until a clear and homogeneous solution was 

obtained. 

 

Table 2. Sample codes, mole ratios of components, and applied processes. 

 

In order to concentrate the obtained solution, it is heated in a Heidolp brand rotary dryer device in a 

water pool with a temperature of 80 
o
C for approximately 90 minutes with a rotation speed of 137 

cycles/min. During this time, 400 mbar vacuum pressure water was evaporated. 25 ml of acetone at -

80 
o
C was added to the concentrated solution and mixed with a glass baguette stick, thus allowing a 

gel structure to precipitate from the solution. Xerogel was obtained by separating the gel part from the 

liquid it was in with the help of centrifugation and drying it completely in an oven at 80 
o
C for 48 

hours. The characterization of the powder passed through a 125 μm sieve was made. This received 

product is defined as “precursor powder” in the following parts of the study. 

 

2.1.1. Mechanical activation of precursor powders 

Mechanical activation is the term applied to a powder synthesising method in which chemical 

reactions and phase transformations occur due to application of mechanical energy. In mechano-

chemical synthesis, ball milling assistes the reaction in a mixture of reactive powders [15]. 

Mechanical activation was applied to the synthesized precursor powders with a Retsch PM 200 brand 

planetary mill. Powder and balls were placed in stainless steel crucibles under an argon atmosphere 

for this process. Mechanical activation parameters are given in Table 3. 

 

Table 3. Parameters of mechanical activation. 

 

 

 

 

 

 

 

 

 

 

 

 

2.1.2. Heat treatment of precursor powders 

For the purpose of improve formation of B4C, the milled synthesized precursor powders were 

subjected to a heat treatment. Protherm brand high-temperature furnace was used for the heat 

Sample Code 
C6H5Na3O7.2H2O 

[mole] 

H3BO3 

[mole] 
Applied Process 

BC1 1 1 As synthesized 

BC2 1 1.3 As synthesized 

BC1-A 1 1 Mechanical activation 

BC2-A 1 1.3 Mechanical activation 

Parameter 
 

Rotation speed of vial (rpm) 500 

Milling Time (h) 2 

Vial material Stainless steel 

Capacity of vial (ml) 125 

Ball material ZrO2 

Diameter of balls (mm) 5 

Powder/ball ratio 1/20 

Powder amount (g) 5 
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treatment of the precursor powders. The prepared powders were placed in a graphite crucible and 

placed in an alumina tube furnace, and heat treatment was applied for 1 hour at a heating rate of 5 
o
C/min at temperatures of 800 – 1000 

o
C. 

 

2.2. Characterization of Synthesis Powders 

For the phase analysis of the powders, images were taken in Cu-Kα radiation at a scanning speed of 2 
o
/min using the Panalytical Empyrean brand X-ray device located in Kütahya Dumlupınar University 

Advanced Technologies Design Research Development and Application Center (ILTEM). FEI / 

NOVA NANOSEM 650 scanning electron microscope (SEM) was used to analyze the microstructure 

and elemental composition of the powders. Bruker brand Fourier Transform Infrared Spectroscopy 

(FT-IR) device was used to define the bonds within the atomic structure. The bandgap between 350 

and 4000 cm
-1

 was examined in FT-IR analysis. The absorbance spectrum of the components in the 

solutions used to synthesize the precursor powders were determined with the SpectroStar nano UV-

VIS spectrophotometer device. Quartz cuvettes with an optical path length of 2 mm were used for the 

measurements. Mettler Toledo brand instrument was used to measure the pH of the solutions. The 

instrument was calibrated before use. The pH value of the boric acid solution was measured as 3.97, 

and sodium citrate was 8.31. The pH value of the boric acid-sodium citrate solution is 7.5, and the pH 

measured after 2 hours at 80 
o
C is 7.9. When the pH of BC2 was measured, values close to those of 

the BC1 solution were obtained. According to the pH measurement results, the pH values of boric acid 

- sodium citrate solutions support the formation of a compound between these two chemicals. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Wavelength of Solutions – Optical Density Results 

Figure 1 – 3 shows the absorption characteristics corresponding to the wavelength of the solutions 

obtained with boric acid, sodium citrate, and boric acid - sodium citrate solution (boric acid: sodium 

mole ratio 1:1). The x-axis wavelength (nm); the y-axis represents the optical density (OD). The 

optical density of each solution measured at different wavelengths, that is, the measure of light 

absorption, will be other. Here, the UV-VIS spectrophotometer technique is used to observe the 

formation of a compound due to a sodium citrate-boric acid reaction. When the boric acid solution 

was examined, it was determined that while a high absorption value was obtained at low wavelengths, 

absorption decreased with increasing wavelength. 

 

The wavelength-absorption relationship was obtained similarly for sodium citrate, and mixture 

solutions measured the highest absorbance value as 0.13 for the boric acid solution, 3 for sodium 

citrate, and 2.8 for boric acid - sodium citrate solution, respectively. 2.8 absorbance value obtained in 

boric acid – sodium citrate solution; It can be said that a new structure is formed as a result of the 

reaction of these two components (boric acid and sodium citrate) and affects the optical properties of 

the solution [1]. 
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Figure 1. UV-Vis optical density graph of the boric acid solution prepared for the production of BC1 

coded powder [1]. 

 

 

Figure 2. UV-Vis optical density graph of sodium citrate solution prepared for the production of BC1 

coded powder [1]. 

 

Figure 3. UV-Vis optical density graph of the boric acid-sodium citrate solution prepared for the 

production of BC1 coded powder [1]. 

 

Figures 4 - 6 show the absorption characteristics corresponding to the wavelength of the solutions 

obtained by boric acid, sodium citrate, and boric acid - sodium citrate solution (mole ratio of boric 

acid: sodium citrate 1:1.3). We measured the highest absorbance value as was 0.095 for the boric acid 
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solution, 2.8 for sodium citrate, and 2.6 for boric acid - sodium citrate solution, respectively. 

Similarly, it can state that a new structure is formed by the reaction (chelation) of these two 

components in boric acid and sodium citrate solution [1]. 

 

Figure 4. UV-Vis optical density graph of the boric acid solution prepared for the production of BC2 

coded powder [1]. 

 

 

Figure 5. UV-Vis optical density graph of sodium citrate solution prepared for the production of BC2 

coded powder [1]. 

 

Figure 6. UV-Vis optical density graph of the boric acid-sodium citrate solution prepared for the 

production of BC2 coded powder [1]. 
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Sodium citrate and boric acid were dissolved in distilled water at room temperature. The resulting 

solution was stirred at 80 
o
C, and the water evaporated. Then, 25 ml of acetone was added to the 

solution at -80 
o
C. As a result of this process, it was observed that a gelled phase precipitated. This 

event resulted in a water-soluble compound formed between sodium citrate and boric acid, and this 

compound precipitates with the addition of acetone. According to this result, acetone acted as an anti-

solvent. The images of the precipitated phase with the addition of acetone and dried at 90 
o
C and 

ground in agate mortar are given in Figure 7, respectively [1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. The gel product precipitated by the addition of acetone and the precursor powder obtained 

by drying the gel product [1]. 

 

3.2. Phase (XRD), Microstructure (SEM/EDS) and Bond Characteristic (FT-IR) Analysis 

Results of Powders 

XRD phase analysis results of BC1 coded raw powders (as-synthesized) were given in Figure 8. When 

the mole ratio of sodium citrate: boric acid was 1:1, peaks of sodium and sodium borate-based 

compounds were observed. These phases are; disodium dodecahydroxo-dodecaborate tetrahydrate 

(indexed #1), disodium tecto-octaborate (#2), and trisodium heptaborate (#3). It was also observed in 

the diffraction of the aqueous sodium hydroxide (#4) phase. The formation of single-phase 

compounds of Na and B elements has been interpreted as the homogeneous coexistence of these 

elements at the atomic level [1]. 
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Figure 8. XRD diffraction pattern of BC1 coded powder [1]. 

 

In Figure 9, the phase contents of BC2 coded raw powders (as-synthesized) were obtained by X-ray 

diffraction. In the case where the mole ratio between sodium citrate: and boric acid is 1:1.3, the 

amount and intensity of the crystalline phase in the structure decreases, while it was observed that the 

powder has an irregular (amorphic) phase content. Observed sodium-boron-based phases; trisodium 

heptaborate (#1) and disodium octaborate (#2). It was also observed in the diffraction of the aqueous 

sodium hydroxide (#3) phase. Due to the amorphic structure of the powder, it may turn into a 

crystalline structure at relatively lower temperatures [1].   
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Figure 9. XRD diffraction pattern of BC2 coded powder [1]. 

 

FT-IR analysis results of BC1 and BC2 coded powders are given in Figures 10 and 11, respectively. 

The FT-IR spectrum characteristics obtained from both powders are similar. According to FT-IR 

analysis; peaks of 1071.47 cm
-1

, 1296.98 cm
-1

 and 1527.22 cm
-1

 belong to B-C, 1632.98 cm
-1

 B-OH, 

2413.33 cm
-1

 C-C, 2986.85 cm
-1

 O-H bonds determined as peaks. Here, the B-C bond, boron, and 

carbon coexist at the atomic scale, and the boron carbide phase is thought to occur in the formation 

reactions. 
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Figure 10. FT-IR spectrum of BC1 coded powder [1]. 

 

 
Figure 11. FT-IR spectrum of BC2 coded powder [1]. 

 

Figure 12-a and b show microstructure images of BC1 coded powder obtained from a scanning 

electron microscope (SEM). SEM microstructure images showed that the powder size has a wide 
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range (~50 μm – nano level). The powders were generally irregular and observed broken shapes with 

sharp corners. In addition, the particles are dense and do not contain pores [1]. 

 

Figure 12. SEM microstructure images of BC1 coded powder (a) X 1000, (b) X 25000 [1]. 

 

Microstructure images of BC2 coded powder obtained from scanning electron microscope (SEM) 

were given in Figure 13-a and b. Compared to the BC1 coded powders, coarser grains were observed. 

The structure does not have a homogeneous size distribution. It has been determined that small-sized 

grains come together to form coarse and irregular powder agglomerations [1]. 

 

 

Figure 13. SEM microstructure images of BC2 coded powder (a) X 1000, (b) X 25000 [1]. 

 

XRD phase analyses of mechanically activated and heat-treated BC2 powders are shown in Figure 14. 

In general, when the phase analysis results of the powders obtained after both processes are examined, 

it is seen that there is no significant difference. In the powder heat-treated only at 1000 
o
C, the peaks 

are sharper and of higher intensity, suggesting better crystallization. However, characteristic 

diffractions of B4C were found at 2θ:23.4 and 34 angles [1]. 
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Figure 14. XRD pattern of BC2 coded powders (a) mechanical activation and heat treatment at 1000 
o
C, (b) heat treatment at 1000 

o
C [1]. 

 

The result of FT-IR analysis of the BC2 coded powder raw (as ground), heat-treated at 1000 
o
C, and 

heat-treated after activation was given in Figure 3.15. The peaks observed in 1061 - 675 cm
-1

 bands 

were defined as B-C bonds, 1575 - 1304 cm
-1

 B-O-C bonds, 2200 - 1900 cm
-1

 C-C bonds, and 3270 - 

3117 cm
-1

 bands were defined as O-H bonds. According to the FT-IR results, the B-C bonds will be 

the precursors for the nucleation of the B4C phase by heat treatment. In addition, the presence of C-C 

bonds indicates that there is a free carbon phase in the structure [1]. 
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Figure 15. FT-IR spectrum graph of BC2 coded powders (a) raw powder, (b) powder heat-treated at 

1000 
o
C, (c) activated and heat-treated powder [1]. 

 

The microstructure images obtained from a scanning electron microscope (SEM) of BC1 coded 

powder heat-treated at 1000 
o
C are given in Figure 3.16. It was observed that the size distribution in 

the powder mass varies in the range of ~ five μm – nanoscale. In addition, the grains exhibit a 

morphology close to spherical. It is thought that the dust lumps formed in the structure are created by 

the melting of the oxide components consisting of sodium - oxygen (Na-O) or sodium - boron - 

oxygen (Na-B-O) elements and bonding the grains together. For this reason, the powders need to be 

removed by dissolving these molten phases by washing them with pure water, which has weak acidic 

properties, after the heat treatment. 
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Figure 16. SEM microstructure images of BC1 coded powder heat treated at 1000 
o
C (a) X 10000, (b) 

X 50000 [1]. 

 

Figure 17 shows the SEM/EDS analysis results of the BC1 coded powder heat-treated at 1000 
o
C. 

Boron (B), carbon (C), nitrogen (N), oxygen (O) and sodium (Na) elements in the structure were 

analysed according to the EDS results on different regions. Boron content varies between 12.02 – 7.99 

wt.%, carbon 10.93 – 6.73 wt.%, nitrogen 1.53 – 0.91 wt.%, oxygen 39.32 – 32.40 wt.% and sodium 

content between 47.55 – 40.66 wt.%. The results support the formation of boron-based (BxCy, 

BxNayOz) oxide and non-oxide phases and sodium-based (NaxOy, NaxByOz) oxide phases. Soluble 

phases can be removed from the structure by washing with pure water with weak acidic properties [1]. 
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Figure 17. SEM/EDS analysis of BC1 coded powder heat treated at 1000 
o
C [1]. 

 

Microstructure images obtained from scanning electron microscope (SEM) of BC2 coded powder 

heat-treated at 1000 
o
C were given in Figure 18, and SEM/EDS analysis results were shown in Figure 

19. Dense grains with rod-like morphology and ~1 μm in size were observed in the powder mass. 

Observed Boron (B), carbon (C), nitrogen (N), oxygen (O), and sodium (Na) elements in the 

SEM/EDS analysis performed on different regions of these grains. Boron content is 14.89 – 12.44 

wt.%, carbon is 3.91 – 3.32 wt.%, nitrogen is 2.11 – 1.94 wt.%, oxygen is 49.45 wt.% and sodium is 

32.67 – 29.83 wt.%. The results support the formation of boron-based (BxCy, BxNayOz) oxide and 

non-oxide phases and sodium-based (NaxOy, NaxByOz) oxide phases.  
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Figure 18. SEM microstructure images of BC2 coded powder heat treated at 1000 
o
C (a) X 6500, (b) 

X 50000, (c) X 50000, (d) X 50000 [1]. 
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Figure 19. SEM/EDS analysis of BC2 coded powder heat treated at 1000 
o
C [1]. 

 

A complex structure consisting of B-O-C-Na elements occurs between boric acid (H3BO3) and sodium 

citrate (C6H5Na3O7). This structure is the precursor that will later be converted to boron carbide (B4C) 

by heat treatment. With increasing temperature, sodium reacted with oxygen and boron and formed 

oxide phases. At high temperatures, these oxide components melted to form a liquid phase. This liquid 

phase triggered B4C nucleation by reducing the diffusion distance and allowing the boron (B) and 

carbon (C) to react at low temperatures. Possible reactions to the interaction of B-O-C-Na elements 

are given below [1]. 

 

 

x mole Na + y mole O → NaxOy    (oxide phase)                                                   (1) 

 

x mole Na + y mole B + z mole O → NaxByOz  (oxide phase)                                                   (2) 

 

C + O2 → CO2     (gas phase)                                                      (3) 

 

X mole B + y mole C → z mole B4C  (Nucleation of the B4C phase)                         (4) 

 

4. CONCLUSION 

 

B4C phase nucleation was observed by the anti-solvent precipitation method using sodium citrate and 

boric acid. 

 

Sodium citrate was used as a source of sodium and carbon. Sodium (Na) acted as the mineralizer that 

would allow the designed phase to form at low temperatures. In other words, the liquid B4C phase 

formed by sodium with oxygen created an environment that allowed nucleation at relatively low 

temperatures (1000 
o
C). These soluble oxide compounds must be removed from the structure by 

washing. 
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Scanning electron microscopy (SEM) analyses showed micron-level, agglomerated particles that did 

not exhibit a specific morphology. 

 

The optical density values of the solutions at different wavelengths are characterized. Different 

absorbance (OD) values were obtained depending on the solutions' light diffraction and absorption 

characteristics; different absorbance (OD) values were obtained. 

 

After the BC2 coded sample @ 1000 
o
C heat treatment, regions with dense grains were observed. The 

SEM/EDS chemical analysis carried out in this region showed that the B-O-N-Na elements exhibited 

a homogeneous distribution. Low-intensity diffraction of B4C nucleation was observed in XRD 

analysis. 
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ABSTRACT 

 

This paper presents a new approach for predicting the Voltage Total Harmonic Distortion (THDV ) in 

power systems. We benefit from a power system with nonlinear dynamic load belonging to an Iron 

and Steel Industry. In this power system the nonlinear load consist of DC motor drives, high 

frequency welding machine, thyristor controlled AC chopper, rectifier and invertor.  Especially high 

frequency machines  used in  heating and welding process in an iron and steel industry are playing rol 

in voltage distortions. Basic relationships about harmonics, effects of the harmonics and ways for the 

THDV measurement are described  in the firstly and prediction of THDV using Fuzzy Inference 

Systems (FIS) are examined  in the secondly part of the paper. Power Factor (PF), and 3rd phase 

current (IL3) values are measured for an example system. After FIS is designed for prediction of 

THDV and method is tested using both FIS simulation and field measurements, the proposed fuzzy 

prediction approach is successfully applied to predict THDV 

 

Keywords: Harmonic, Fuzzy Inference System, Power Factor, Active Filter, Distortion Factor 

 

1. INTRODUCTION 

 

Today, in industrial facilities that make serious contributions to the economy; It is aimed to operate 

the equipment in the safest environment, especially the continuity of production. While establishing 

an industrial facility, it first seeks to investigate whether the energy need, which is the basic 

infrastructure needs, can be met. The next step is to increase the quality of the energy to be received. 

Industrial facilities can connect to distribution or transmission networks depending on power and 

generation. In addition to providing continuous and uninterrupted energy, it is among the biggest 

goals of the relevant transmission and distribution network operators to provide quality energy and to 

prevent all kinds of disruptive effects from the facilities [1]. 

 

Non-linear loads cause current and voltage waveforms to form far from sinusoidal forms on the 

system. Elements such as power electronics, transformers, converters and arc furnaces are commonly 

known as nonlinear loads. Energy losses on the system, defects in insulation and heating problems in 

materials are the harbingers of harmonics. Active and passive filtering systems have been developed 

in order to prevent the negativities that may occur on the network due to harmonics such as these. 
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These systems aim to eliminate the disruptive effects in the event of harmonics or by staying on 

continuously. 

 

Active filters are divided into series active filters, shunt active filters, combined power quality 

regulators, while passive filters are divided into series passive filters and shunt passive filters. Active 

filters based on advanced power electronics are more costly than passive filters. Active filters can 

eliminate harmonics by destroying frequencies other than the fundamental frequency. The working 

principle of the active filter is to apply the current other than the fundamental component that the non-

linear load will draw to the load in a suitable phase. Passive filters consist of a series-connected 

capacitor and an inductance block. If necessary, ohmic resistor can be added to this block. The 

working principle of passive filters is to ensure that the harmonic waveform, which is the multiple of 

the fundamental component, is connected to the ground over L and C values without applying it to the 

load. In order to eliminate each harmonic component, L and C values must be determined separately 

[2]. 

 

Today, it is aimed to predict and intervene the harmonics that create a disruptive effect on the 

networks before a certain period of time. With the estimation studies, the filtering systems, which are 

constantly in operation, will be activated during the times when harmonics will occur, which will 

provide significant gains in terms of cost and equipment life [3]. 

 

This paper presents THDV method was used for harmonic analysis instead of FIS based studies.In this 

study, the differences between normal and abnormal harmonics and particularly high level harmonics 

in a power system with  nonlinear dynamic loads  are determined using a new technic that uses Fuzzy 

Inference Systems.   

 

2. MATERIAL AND METHOD 

 

2.1. Harmonics in Power Systems        

In power networks, non-linear load means load that has no relationship between current and voltage. 

The voltage and current curves that are the load source are not sinusoidal. According to Fourier 

analysis, these non-sinusoidal terms are called harmonics. In energy distribution systems, when a 

sinusoidal voltage source is applied to a non-linear load such as an arc furnace, transformer, sinusoidal 

waveform distortions will occur. The reason for the distortion of the current waveform, which should 

be in the sine form or close to the sinus form, is the sine waves that occur outside the basic network 

frequency. These currents in the form of other sinuses originating from the non-linear load other than 

the network frequency (50 Hz) are called harmonics [4]. 

 

The presence of harmonics in the system requires a redefinition of their electrical magnitude. Below 

are some definitions necessary to determine the quality of power systems. The smaller these values 

are, the higher the quality of the energy drawn by the consumers from the power plants and the closer 

to the sinusoidal waveform. 

.   

 

Effective current (I) and Current Total Harmonic distortion (THD1) are described as below; 

 

I = √(
1

𝑇
∫ 𝑖2(𝑡). 𝑑𝑡

𝑇

0
) = (𝐼0

2 + 𝐼1
2 + 𝐼2

2 + ⋯ )1/2                                        (1) 
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THD𝐼 =
√∑ 𝐼𝑛

2∞
𝑛=2

𝐼1
                                         (2) 

 

 

2.2. Effects Of Harmonics on Power Factor (PF)     

The use of parallel capacitors reduces voltage shape distortions and increases the power factor. It also 

has a significant effect on harmonic levels. Capacitors do not generate harmonics but provide grid 

networks for possible resonance conditions. If the added capacitors are tuned to a harmonic frequency 

in the system voltage or current, in the resonant frequency range, large currents or voltages will occur. 

This may lead to dielectric failure or capacitor breakdown. Fuse blows in capacitors are a symptom of 

the harmonic problem. The resonance frequency of capacitor banks with a low voltage system can be 

found as follows [5]. 

 

Active Power, Power Factor and Apparent Power are represented as P, PF, S.  

Active power calculation is given at below: 

 

P = 𝑃1 = V𝐼1𝑐𝑜𝑠𝜑1                                        (3) 

 

The angle between voltage and load current is shown as φ1. When the average power is examined, it 

consists of current and voltage. 

 

S = VI                                         (4) 

 

Power Factor (PF): 

 

PF =
𝑃

𝑆
=

𝑉𝐼1|𝑐𝑜𝑠𝜑1|

𝑉𝐼
=

𝐼1||𝑐𝑜𝑠𝜑1|

√∑ 𝐼𝑛
2𝐾

𝑛=1

                                        (5) 

 

The distortion factor is expressed as I1 / I. When the power factor is rearranged; 

 

PF = | 𝑐𝑜𝑠𝜑1| ∗ 𝐷𝐹                                        (6) 

 

The baseline distortion factor must be less than 1 possible. The more sinusoidal the waveforms, the 

closer the power factor value is to 1. 

 

3. RESULTS 

 

Fuzzy logic is a model that enables the use and representation of human knowledge. Fuzzy logic 

represents information in a simpler way than the interpretation of the human brain, which has the 

ability to interpret information at an advanced level [7, 8]. An important issue, especially in the 

electrical energy sector, is the analysis of power quality [6]. 

 

In this study, we benefit from a power system with nonlinear dynamic load belonging to an Iron and 

Steel Industry. Figure 1. In this power system the nonlinear load consist of DC motor drives, high 

frequency welding machine, thyristor controlled AC chopper, rectifier and invertor.  Especially high 

frequency machines used in  heating and welding process in an iron and steel industry are playing role 
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in voltage distortions. Therefore this plant is very suitable for our study. Firstly, Power Factor (PF), 

cosφ, 3rd phase Current (IL3) and THDV values must be measured.  This values are measured from 

the busses illustrade in Figure 3. The results of these measuremnets are shown respectively in Figure 

5, Figure 6 ve Figure 7. 

 

This study introduces a system design that can achieve the target between power factor and other 

electrical parameters.  

 

 

Figure 1. Nonlinear loods in Iron and Steel Factory. 

 

 

Figure 2. High frequency welding machinery. 

 

There are four inputs and one output in total in the system. Inputs of system are Power Factor (PF), 

cosφ, difference (D), 3rd Phase Current (IL3), Output of system is THDV. Fuzzy Logic Toolbox on 

the Matlab platform was used to design this system. The system design is highly estimated THDV with 

high accuracy. 

 

Figure 4, 5 and 6 show output membership functions (MFs), According to the figures, it was decided 

to create one MF for each of the inputs and 3 MFs for THDV. Table 1 shows the value ranges for MFs. 

By means of Mamdani fuzzy inference, the fuzzy space includes 15 (5 MFs x 3 MFs) parts. 
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Figure 3. Measurement point. 

 

 

Figure 4. Real time current measurement values. 

 

 

Figure 5. Real time power factor and cosφ measurement values. 

 



 
 

 
 
 

Kuru, E. and Tekin, L., Journal of Scientific Reports-A, Number 50, 98-105, September 2022. 
 

 
 

103 
 

 

Figure 6. Real time harmonic measurement values. 

 

MFs of input and output variables are designed according to Figures 4, 5 and 6. THDV values vary 

between 4.2 and 13.2. In the membership function, these values are divided into three parts and named 

"LOW", "NORMAL" and "HIGH". Power factor, cosφ, membership functions are named as 

“LOWLOW”, “LOW” and “NORMAL”. The current membership functions in Figure 4 consist of 

three parts as “LOW”, “NORMAL” and “HIGH”. Membership function range values are given in 

Table 1. 

 

Table 1. Membership Function Intervals.  

PF     Cos D IL3 %THDv 

0,751-0,88 0,764 

0,905 

0-0,031 540-740 0-6,5 

0,805-0,915 0,865-

0,955 

0,06-0,108 510-735 6,5-10 

0,88-0,905 0,977-

0,991 

0,08-0,110 640-680 10-13,2 

 

After the FIS design, the rules within the method had to be tested. The FIS Test was performed with 

the real harmonic measurements in Table 1. The measurement of the actual data was taken at 15 sec 

intervals. It also means that it includes voltage harmonics under varying load conditions. In this way, 

real THDV estimations, which are the output of the system, can be made. 

An increase in the difference between PF and cosφ causes an increase in THDV. Within the scope of 

the application, it is seen that there is an increase in the harmonic level with the decrease in the power 

factor. Figure 7 shows the FIS architecture, which establishes a relationship between PF and 

harmonics. 
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Figure 7. Real time harmonic measurement and FIS Output. 

 

4. CONCLUSION 

 

In this study, it is seen that fuzzy logic systems for THDV extraction are quite successful. The 

proposed fuzzy logic inference method has achieved quite peaceful results in estimating THDV. In this 

way, cosφ, power factor and phase current values can be estimated with very little error. FIS structures 

in THDV systems can make accurate predictions. With the proposed method, an effective method in 

harmonic analysis is used in real time. At the same time, this fuzzy logic based harmonic filter design 

seems to be more economical. 
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ABSTRACT 

 

Artificial Intelligence (AI) methods have been generally used in neuroimaging data to identify patients 

with psychiatric problems/disorders. Schizophrenia (SZ) is generally defined as a mental problem that 

affects the thinking ability and memory. Manual assessment of SZ participants is sometimes difficult 

and susceptible to diagnostic mistakes. Thus, we achieved a Computer Aided Diagnosis (CAD) 

algorithm to analyze and interpretate SZ patients successfully using single channel measurement 

Electroencephalogram (EEG) signals with Signal Processing and Artificial Intelligence methods. 

First, the EEG signals of participants were pre-processed (signal enhancement, filtering, noise 

removal), Then, signals were disseminated into windowing/segmentation process. Then, the EEG 

signals are separated with wavelet decomposition via seven sub-bands. Next, the feature extraction 

process was achieved and specific feature parameters were obtained by summing the numerical values 

of the processed signals. Then, Feature ranking process was achieved to identify the obtained features 

of the normal and schizophrenia groups. After ranking process, features are fed to AI (SVM), We 

have obtained the highest accuracy of 99.31% using SVM with five fold and take off one cross 

validations. 

 

Keywords: Schizophrenia (SZ), Single Channel EEG, Computer Aided Diagnosis (CAD), Artificial 

Intelligence, Feature Extraction 
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1. INTRODUCTION 

 

The brain’s main function is controlling the work of the entire body and the problems might affect 

normal/common activities. The common thing of the mental disorder is that any mental disease may 

impact the human body, also thinking and other important functions. The schizophrenia (SZ) could be 

a complex, inveterate mental wellbeing clutter characterized by a extend of indications counting 

daydreams, mental trips, disorganized discourse or conduct, and impeded cognitive capacities. Yet, 

the exact and ultimate treatment is not available. Objectives within the treatment of schizophrenia 

incorporate soothing side effects, avoiding backslide, and expanding versatile working so that the 

persistent can be reintegrated into society. The early and successful location of SZ is fundamental 

since it influences the quality of living. 

 

In psychiatry, mental diseases are investigated using physiological signals and some questionnaire 

methods. Nowadays, electroencephalogram (EEG) signals are chosen as a common way to study 

brain-related disorders. Indeed, these signals are easy for multi-channel acquisition and also more 

economical. The radiological imaging techniques (MRI and CT) are costly and take more time for 

obtaining the result. With using these EEG signals, different types of disorders can be easily 

interpretated. One type of the disease is commonly Parkinson’s disease [1], sleep disorders [2, 3], 

dementia, Alzheimer’s disease and other mental disorders [4-8]. 

 

Some insights can be provided by recent studies about computer based SZ classification using EEG 

signals. Kim et al. (2015) worked on EEG signals according to the 10-20 international positioning 

standard [9]. They gotten completely five recurrence groups and they computed the control parameter 

with utilizing Fast Fourier Transform (FFT), The accuracy was obtained as approximately 62%. 

Indeed, Dvey-Aharon studied about EEG signals with using Stockwell approach and Time-frequency 

transformation was applied to these signals [10]. For five electrodes, the accuracy was obtained as 

approximately 92%. Santos-Mayo et al. (2016) utilized brain vision equipments for obtaining the 

single-channel EEG signals, then they used EEG-LAB interface for pre-processing [11]. Totally 16 

features were obtained for each electrode and these were classified with Multi-Layer Perceptron 

(MLP) and Support Vector Machine (SVM), Finally, the accuracy was obtained as 93.42% for MLP 

and 92.23% for SVM classification. Also, Ibanez-Molina et al. (2018) investigated a study which was 

about the EEG-based SZ assessments [12]. The resting state EEGs were chosen and used and they 

were obtained via specific amplifiers. The analyzing process was achieved with using a sliding 

window over the whole EEG recording. Next, Lempel-Ziv complexity (LZC) was computed from the 

signal [13]. According to 80 EEG segments the final multiscore LZC score was obtained. Moreover, 

Oh et al. (2019) observed a system with Deep Learning for classification EEG signals of SZ patients 

[14]. They used Convolutional Neural Network (CNN) with specific parameters and according to ten-

fold cross validation the accuracy was obtained as approximately 98%. Vicnesh et al. (2019) studied 

on a CAD system for classifying two groups of patients from EEG segments [15]. The accuracy was 

obtained as 93% with using SVM classifier with 12 features. Sharma et al. (2021) studied on 

automated detection of SZ from EEG segments with using KNN classifier [16]. They were reported 

the accuracy as 99.21% from a single channel EEG.  

 

Our proposed system was given in Figure 1. The EEG recordings were pre-processed (signal 

enhancement, filtering/noise removal), Then, signals were disseminated into windowing/segmentation 

into 25 epochs according to the World Health Organization (WHO) sleep recording analysis criteria. 

Then, the EEG signals are disseminated into the wavelet decomposition via seven sub-bands. Next, 
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the feature extraction process was achieved and some feature parameters (Linear features as EEG 

asymmetry, amplitude, frequency, I1 norm value; nonlinear features as Energy, Spectral Energy 

Density, Shannon Entropy, Spectral Entropy, Correlation, Fractal Dimension (FD), Higher Order 

Spectra (HOS), Hurst’s Exponent, Detrented Fluctuation Analysis (DFA)) were obtained by summing 

the numerical values of the sub-bands. For Feature Extraction process, only signal’s I1 norm value was 

computed from itself and 6 subbands of Cz channel. The other features were computed from only the 

processed Cz-channel. At that point, Feature ranking was accomplished to distinguish and rank the 

centrality of the extricated features. The profoundly positioned features are encouraged to AI (SVM), 

The five-fold cross validation strategy is for the most part utilized to prepare and select the finest 

classifier, which accomplishes tall classification accuracy with least number of highlights. The most 

highlights of proposed think about are as takes after. 

 

1. We have accomplished a single-channel EEG based CAD framework while a few of the existing 

considers given in Table 6 are utilized numerous channels [15, 16, 17]. Therefore, our sytem is simple 

and easy to use for patients. 

 

2. In this study, we used a lot of important features for discriminating the EEG recordings. This study 

can be explained as a complex but according to the usage, the system is very portable. 

 

3. In the proposed study, we have used some novel features for signals in detail such as Linear 

features as EEG asymmetry, amplitude, frequency, I1 norm value; nonlinear features as Energy, 

Spectral Energy Density, Shannon Entropy, Spectral Entropy, Correlation, Fractal Dimension (FD), 

Higher Order Spectra (HOS), Hurst’s Exponent, Detrented Fluctuation Analysis (DFA), These salient 

features were fed into AI. 

 

4. Simulation results reveals that the proposed method has important AUC values and the accuracy of 

99.31% for SVM using only the Cz-EEG channel. 

  

5. In the proposed work, we have created a novel ideal multiple-band orthogonal channel bank, so 

channels are ideally gotten and localized within the frequency space. 

 

6. To ensure the system’s performance stability and avoiding possible overfitting problems, we used 

5-fold cross validation and hold out validation.  
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Figure 1. Proposed system flow diagram (and future implementation with Deep Learning-AlexNet 

model), 

 

2. MATERIAL and METHODS 

 

2.1. Data Set         

36 SZ patients (18 females-18 males) and 36 normal members were utilized with a normal age of 35.3 

± 4.1 and 33.9 ± 3, separately. Open access information was obtained from the Research Facility for 

Neurophysiology Interfacing from Moscow State University-Faculty of Science. The EEG signals 

were recorded on a multichannel with a testing frequency of 128 Hz. All electrodes were utilized as 

T4, T6, Fp2, F8, Fp1, F7, F4, Fz, T3, T5, O1, O2, C4, P4, P3, F3, C3, Cz and Pz. The inspecting 

frequency of EEG signals is chosen 128 Hz for digitizing the EEG recordings. The duration of each 

epoch is 60s; hence, each epoch contains 7680 samples. Figure 2 and 3 shows the EEG signal from 

Cz-channel of two groups of patient. Table 1 moreover incorporates the points of interest of the data-

set. 16-channel EEG signals comparing to the normal and SZ classes are given in Figure 4 and 5, 

individually. 

 



 
 

 
 
 

Ural, A. B. and Eray, U., Journal of Scientific Reports-A, Number 50, 106-123, September 2022. 
 

 
 

110 
 

 

Figure 2. Random EEG signal of acquired from Cz-channel of normal participant. 

 

 

Figure 3. Random EEG signal of acquired from Cz-channel of SZ participant. 

 

Table 1. Details of used dataset.  

Type Number of Participants Average age value of 

male and female 

Normal 36(18M+18F) 35.3 ± 4.1, 33.9 ±  3.1 

SZ 36(18M+18F) 35.3 ± 4.1, 33.9 ±  3.1 
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Figure 4. EEG subsignals of a normal participant. Y-axis represents F7, F3, F4, F8, T3, C3, Cz, C4, 

T4, T5, P3, Pz, P4, T6, O1, O2, respectively. 

 

X-axis represents number of samples at sampling frequency 128 Hz. 

 

 

Figure 5. EEG subsignals of a SZ participant. X-axis represents number of samples at sampling 

frequency 128 Hz. 

 

2.2. Proposed Method 

For this study, EEG signals were sampled at 128 Hz. Firstly, these signals were pre-processed by 

filtering with sixth-order Butterworth filter and signal enhancement methods. The specific details are 

given in Table 1.  
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2.2.1. Pre-processing (optimal filter design and filtering), epoch segmentation and six-level-

signal decomposition 

Because of being time-varying and non-stationary, the Fourier Transform (FT) can sometimes not be 

effective for the analysis of signals in detail [18]. Then, this problem can be eliminated by using Fast 

Fourier Transform (FFT) by analyzing the signal into windows and then the whole information is 

gathered from these slices. It is important that for FFT, specific details of the signals have to be 

obtained in both frequency spaces. Wavelet is called the significant device that gives the data around 

almost a signal in both spaces [19, 20]. The wavelet primarily disseminates the signal into little 

windows in arrange that the specified data can be gotten from scaling and moving forms. For this 

ponder, for signal investigation, a two-orthogonal-channel was in a general sense utilized. For getting 

ideal comes about, the mean-squared-frequency-spread of the channels was utilized for planning the 

limited orthogonal wavelet banks. The ideal channels utilized in this think about have ideal and least 

recurrence spread and the effective number of zero moments. Without a doubt, frequency localization 

can be communicated as an imperative quality in planning ideal channels. Moreover, cut-off 

frequencies regarding to the stop passbands do not be required and instead of this situation, the RMS 

bandwidth can be considered for this issue because this bandwidth is related to the entire spectrum of 

the signal [21]. The whole filter coefficients of low pass filter for using in wavelet decomposition are 

given in Table 2, respectively.  

 

Table 2. Coefficients of optimal LPF filter.  

Number Coefficient value 

1 0.1225 

2 0.4996 

3 0.7622 

4 0.3252 

5 -0.2126 

6 -0.1197 

7 0.0997 

8 0.0248 

9 -0.0295 

10 0.00077 

11 0.00455 

12 -0.0015 

 

2.2.2. Feature extraction 

In this section, some specific parameters called as features were computed from EEG signals. For this 

phase, totally 13 features were extracted from linear and non-linear features for Cz channel of the 

EEG signals. Indeed, 1 extra feature as l1 norm values was extracted from Cz channel and its 6 sub-

bands. In Figure 7, sample bispectrum magnitude plots of the sample EEG signals given in Figure 2 

for normal and Figure 3 for SZ patient. 
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Figure7. Sample bispectrum magnitude plots of Figure 2 (normal participant) and Figure 3. (SZ 

patient), 

 

Non-linear features obtained from signals; 

 

o Energy [22]: 

In signal processing, the energy E of s continuous time signal x(t) can be expressed in Eq. (2); 

 

E = ∫ |𝑋(𝑡)|2𝑑𝑡
∞

−∞
                                                                                                                                  (1) 

                          

Indeed, the energy E of the discrete time signal x[𝑛] can be expressed in Eq. (3); 

 

E = ∑ |x[𝑛]|2∞
−∞                                                                (2)                                           

 

o Spectral Energy Density [23]: 

The spectral energy density of the signal X(t) is given in Eq. (4); 

 

E(f) = |X(𝑓)|2                                                                  (3)              

                                        

Where X(f) is the Fourier Transform of X(t), 

 

o Shannon Entropy [24]: 

Information entropy S is defined as:  

 

Sen = - ∑ 𝑝(𝑥𝑖)𝑙𝑜𝑔𝑎
𝑝(𝑥𝑖)𝑁

𝑖=!     (a>1)                                               (4)  

                           

where p(xi) are probabilities of acknowledgment by the arbitrary variable x values xi. Shannon 

entropy is clarified by a degree of vulnerability related with the event of the result. At long last, a 

better esteem of the entropy gives a more questionable result and it is said that it is more troublesome 

to anticipate. 

 

o Spectral Entropy [25]: 

Spectral entropy primarily employments the Fourier change strategy and the power spectral density 

(PSD) can be gotten. The PSD speaks to the dispersion of control as a work of recurrence. So, 

normalization of P(f) yields a likelihood thickness work. Utilizing the definition of Shannon’s 

entropy, spectral entropy can be characterized as: 
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Spen= ∑ 𝑝(𝑖)log (𝑝𝑖)
𝑓ℎ𝑖𝑔ℎ
𝑖=𝑓𝑙𝑜𝑤                                                                                        (5)                                                       

 

Spectral entropy is usually normalized Spen/ log Nf , where Nf is the number of frequency 

components in the range [flow,fhigh].  

 

o Correlation [26]: 

First, we have to express defining a convolution between two continuous time signals x(t) and a(t) is 

given by; 

 

y(t)= ∫ 𝑥(𝑇)𝑎(𝑡 − 𝑇)𝑑𝑇
∞

−∞
                                                                         (6)                                                           

 

Then, we have to express defining a convolution between two discrete time signals x[n] and a[n] is 

given by; 

 

y[n]=∑ 𝑥[𝑖]𝑎[𝑛 − 𝑖]𝑖=∞
𝑖=−∞                                                                                   (7) 

                                                               

The correlation between the same two signals given above can be expressed as; 

 

c(t) = x(t) * a(t) = x(t) ⊗ h(-t)                                                                  (8)                                                   

    

Where ⊗ operand i represents the convolution operation. For discrete time signals, the correlation 

between the same two signals can be expressed as 

 

c[n] = ∑ 𝑥[𝑖]𝑎[𝑖 − 𝑛]𝑖=∞
𝑖=−∞                                                                                      (9)                                                            

 

o Fractal Dimension [27]: 

Fractal Measurements (FD) are one of the prevalent measures utilized for characterizing signals. They 

have been utilized as complexity measures of signals in different areas counting discourse and 

biomedical applications. The fractal measurement has been calculated by utilizing the DWT and this 

will be gotten by the taking after condition: 

 

levelmax= log(n) / log (2)                                                                                 (10)                                                                 

 

where n is the number of focuses of each considered window/signal [28]. After the DWT is connected, 

two vectors, x[n] and y[n] were produced [28, 29]. Once the vectors are decided, the 

fractal measurement can be calculated concurring to Eq. (12): 

 

D = 2 − |
𝛽−1

2
|                                                                 (11) 

                                                               

where, β is the point of the normal line given by the vectors x[.] (length of each leaf) and y[.] 

(energy of each leaf), by implies of the least squares method [28, 29].  

 

o Higher Order Spectra (HOS) [30]: 

HOS comprises of higher-order moment spectra, which is characterized for deterministic signals, and 

cumulant spectra. In common there are three inspirations behind the utilize of 
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HOS investigation in signal preparing: First, to smother Gaussian noise and fluctuation within the 

range of location and parameter estimation issues. Second, to reproduce the stage and 

the size reaction of signals/systems. Third, to detect and characterize nonlinearities within 

the information. 

 

C(w1,w2) = ∑𝐿
𝑟1=−𝐿 ∑ 𝐶(𝑇1, 𝑇2)𝐿

𝑟2=−𝐿 𝑒−𝑗(𝑤1𝑇1+𝑤2𝑇2)𝑊(𝑇1, 𝑇2 < 𝜃).                                  (12)  

                                                             

where L < M -1, and W(Tl, T2) is a two dimensional window, used to smooth out edge effects. 

  

o Hurst’s Exponent [31]: 

The Hurst exponent is alluded to as the "file of reliance" or "record of long-range reliance". It explores 

the relative inclination of a time arrangement. A esteem H within the run 0.5–1 shows a time 

arrangement with long-term positive autocorrelation. This in differentiate to the ordinarily control law 

rot for the 0.5 < H < 1 and < H < 0.5 cases. The Hurst exponent, H, is characterized in terms of a time 

arrangement as follows; 

 

 𝐶𝑛
𝐻= E(R(n)/S(n))     (n∞),                                                     (13)                                                            

                      

where; R(n) is the run of the primary n total deviations from the cruel, S(n) is the series (whole) of the 

primary n standard deviations, E|x| is the anticipated esteem, n is the time span of the perception 

(number of data points in a time arrangement), C could be a constant. 

 

o Detrented Fluctuation Analysis [32]: 

For DFA, it is useful for analyzing time series that appear to be long-memory processes or 1/f noise. 

It isn't always the case that the scaling exponents are independent of the scale of the system. In the 

case  depends on the power  extracted from; 

 

Fq(n) = √( 
1

𝑁
∑ (𝑋𝑡 − 𝑌𝑡)𝑞𝑁

𝑡=1

𝑞

                                                            (14)    

 

Linear features obtained from signals; 

 

o Asymmetry [33]: 

This feature regards to measure symmetry by taking any suitable norm on the signals. For example the 

symmetry of f(x) can be measured as; 

 

s[f] = ‖𝑓 +‖/(‖𝑓 +‖ + ‖𝑓 −‖)                                                                               (15)  

             

‖𝑓‖ =  √∫ 𝑓(𝑥)2𝑑𝑥
𝑅

                               (16) 

   

which ranges from 0 (fully asymmetric) to 1 (fully symmetric), 

 

o Amplitude:  

This feature regards to the peak-to-peak value of the signal. This value is obtained from the signals 

and used in Feature Extraction part. 

 

https://en.wikipedia.org/wiki/Long-memory
https://en.wikipedia.org/wiki/1/f_noise
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o Frequency:  

This feature regards to the frequency value (f=1/period) of the signal. This value is obtained from the 

signals and used in Feature Extraction part. 

 

o l1 Norm Value [34]: 

The l1 standard highlight of subbands has been computed in this work. The l1 standard can be 

basically calculated as; 

 

l1(x) = ∑ |𝑋(𝑛)|𝑛∈𝑍                                                                          (17)                                                         

                    

where n is the index of the sequence x(n) and Z denotes the set of integers. 

 

2.2.3. Feature ranking/reduction: 

Feature/Variable Ranking is the method of requesting the features by the esteem of a few scoring work, 

which ordinarily measures feature-relevance. A straightforward strategy for highlight determination 

using variable ranking is to choose the k-highest positioned highlights concurring to signal. 

 

2.2.4. Classification with aı model via cross validation [35]: 

All these calculated numerical feature vectors were first fed into Support Vector Machine (SVM), 

which is a classical Artificial Intelligence (AI) method, and the system learned it. Classification can be 

mainly defined as distinguishing and identifying situations or objects with similar characteristics from 

those with other different characteristics. 

 

2.2.4.1. Support vector machines (svms) 

SVM is fundementally used as an effective AI method for classification processes. The SVM 

algorithm allows to work on small and large data sets in order to extract important information from 

data sets [36]. The main purpose in the SVM algorithm is to create a learning task with a given finite 

number of training data. The SVM learning method is achieved with an optimally separated 

hyperplane that maximizes the margin (the shortest distance to the data point. 

 

2.2.5. Training, testing and validation 

In this think about, the information set utilized was obtained from 16 channels. For each EEG age, 

seven l1 standard highlights and completely 10 direct and nonlinear highlights were computed. Firstly, 

each channel have tried independently and we took all highlights 16 channel EEG signal for 

classification utilizing five fold cross-validation. The channel (Cz) was utilized with take off one 

validation and hold out endorsement. In TOCV, 35 subjects out of 36 were utilized to plan the 

illustrate, and the remaining one utilized for testing the illustrate. We as well performed hold-out 

endorsement for the Cz channel that gave the foremost great execution utilizing the five-fold CV [35, 

36]. In this technique, from 10% to 50% hold-outs are utilized, respectively. 

 

3. RESULTS 

 

We arranged the proposed CAD utilizing Macbook Pro 13 inch 16.0 GB and 64-bit working system 

and MATLAB R2019a adaptation was utilized. The highlight extraction time has been generally 3 

seconds. Highlights were situated utilizing t-test and t-test was utilized to evaluate the estimations of 

the assortment. The t-value illustrates whether the two classes were assorted or not. The typical time 

taken for planning and testing is 5.75 p. The classification was accomplished with SVM (with Feature 
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Extraction) for the Cz channel utilizing the five-fold CV is given in Table 3. Figure 8 appears 

recipient working characteristic (ROC) comparing to the Cz channel when the classification is 

performed utilizing all highlights and SVM with five-fold CV. 

 

Table 3. Five fold CV results. 

CF CA CS CSF F1 value 

With SVM 98.4% 99.53% 99.10% 99.18% 

 

CF:classifier, CA: classification accuracy, CS: classification sensitivity, CSF: classification specificity 

 

The classification accuracy of the adjusted subset has been found to be 98.4% for SVM. 

 

 

Figure 8. ROC analysis results using SVM with five fold CV. 

 

In arrange to guarantee over-fitting, we utilized TOCV for the classification models utilizing Cz 

channel. For this demonstrate, the accuracy of 99.31% and F1-score of 99.52% accomplished for 

SVM with TOCV. In fact, the accuracy of 99.61 with TOCV. The disarray framework and 

classification come about for holdout approval with SVM classifier were appeared in Tables 4 and 5, 

separately. The leading classification accuracy is 99.82% for 30% holdout validation. 

 

Table 4. Confusion matrix using Cz channel. 

Holdout value (%) True negative False positive False negative True positive 

10 51 1 0 62 

20 102 3 0 124 

30 156 0 2 187 

40 205 2 2 246 

50 254 5 3 311 
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Table 5. Results obtained using Cz channel. 

Holdout value 

(%)  

Accuracy Sensitivity Specificity F1 value 

10 99.22 99.98 98.34 99.05 

20 98.88 99.12 98.31 98.64 

30 99.82 99.45 99.37 99.45 

40 98.92 98.65 99.20 98.89 

50 98.62 98.86 98.46 98.60 

 

4. DISCUSSION 

 

Filtering was achieved with the optimal filter bank for wavelet decomposition. After filtering with 

max seven decomposition levels, l1 norm value was computed for each wavelet and also linear and 

non-linear features were computed for the whole EEG processed signal epochs. Indeed, it was found 

that the features correspond to the sixth level gave the best performance metrics to us. After 

classification with the AI model using five-fold CV, we obtained the best accuracies of 99.31% and 

99.68% for Cz-channel of EEG signals, respectively. Table 6 gives detailed information about the 

studies with distinguishing normal and SZ EEg signals. 

 

Table 6. Comparison of our results for SZ detection in literatüre. 

Study Method Number of 

participants 

Dataset CA (%) Used 

electrodes 

Johannesen 

et al. (2016) 

SVM Normal:12 

Abnormal:40 

VACHS, Yale Model 1:84 

Model 2:87 

Cz, Fz, Oz 

Santos-Mayo 

et al. (2016) 

MIFS or 

DISR 

Normal:31 

Abnormal:16 

Dep. of EEE 

University of 

Vallodolid 

MLP: 93.42 

SVM: 92.23 

C3, C4, Cz, 

F3, F4, F7, 

F8, Fp1, Fp2, 

Fz, O1, O2, 

P3, P4, Pz, 

T5, T6 

Oh et al. 

(2019) 

11-layered 

CNN 

Normal:14 

Abnormal:14 

Inst. of 

Neurology, 

Warsaw, Poland 

81.26 Fp1, Fp2, F7, 

F3, Fz, F4, 

F8, 

T3, C3, Cz, 

C4, T4, T5, 

P3, 

Pz, P4, T6, 

O1, O2 

Vicnesh et al. 

(2019) 

SVM, KNN, 

LD, PNN, 

DT 

Normal:14 

Abnormal:14 

Inst. of 

Neurology, 

Warsaw, Poland 

92.91 Fp1, Fp2, F7, 

F3, Fz, F4, 

F8, 

T3, C3, Cz, 

C4, T4, T5, 

P3, 

Pz, P4, T6, 

O1, O2 
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Sharma et al. 

(2021) 

l1 norm, ES-

KNN 

Normal:14 

Abnormal:14 

Inst. of 

Neurology, 

Warsaw, Poland 

97.2 Fp1, Fp2, F7, 

F3, Fz, F4, 

F8, 

T3, C3, Cz, 

C4, T4, T5, 

P3, 

Pz, P4, T6, 

O1, O2 

Our 

proposed 

method 

l1 norm, 

linear and 

nonlinear 

features, 

SVM 

Normal:36 

Abnormal:36 

Laboratory for 

Neurophysiology 

and Neuro-

computer 

Interfaces from 

Moscow State 

University 

SVM:99.31 

 

F7, F3, F4, 

F8, T3, C3, 

Cz, C4, T4, 

T5, P3, Pz, 

P4, T6, O1, 

O2 

 

According to the table given above, our proposed system can efficiently distinguish normal and SZ 

classes from EEG signal epochs. Moreover, with using AI model of SVM, advanced and optimal 

features were chosen and used optimally in the Feature Extraction part and classification was achieved 

successfully. Thus, according to the table, our system has better performance results than the other 

related studies from literature.  

Main advantages of our proposed method are: 

 

1. Obtained successful and high accuricies of 99.31 for SVM using only Cz channel of EEG signals 

with LOCV and five-fold cross validation. Furthermore, the system is more accurate and efficient. 

 

2. Obtained high classification performance results are also important. 

 

3. With using complex and detailed features, features were calculated and also one feature was 

calculated from seven subbands of the signal via wavelet decomposition. Finally, Feature extraction 

was achieved for AI model successfully and robust. 

 

4. Developed and more efficient wavelet based decomposition system (filter bank) 

In near future, the system can be improved and will be used in the pre-diagnosis CAD systems for 

detecting some important EEG, Polisomnograpghy (PSG) based disorders, so life will become easier 

via these CAD systems. 

 

5. CONCLUSION 

 

Methods that help and facilitate the diagnosis of mental illnesses are attracting attention. In this study, 

a unique methodology for successful detection of schizophrenia using specific complex features via 

Feature Extraction from single case/channel Cz EEG signals. Indeed, for this study, optimized 

orthogonal wavelet filters are developed for accurate detection of schizophrenia. Then, 13 specific 

features were calculated from signals and it is important that one of the features was calculated from 

seven subbands of EEG signals and the other features were calculated from whole processed EEG 

signals of participants. In this work, for AI, SVM model was used and highest classification results 

were obtained. Also, we achieved detailed comparable analysis and classification with EEG signals in 
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this study with using TOCV and five-fold CV. The methods are mainly less expensive than the 

existing methods. With using our proposed methods, we obtained important higher classification 

performance results. The proposed model can be developed to different areas in Biomedical 

Engineering for online monitoring of schizophrenia. In the future, the main aim will be testing this 

system with some other diverse and big databases with different EEG based mental disorders.  
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ABSTRACT 

 

In the presented study, while ZnO thin films were deposited onto glass substrates, chemical bath 

deposition method was used and Na2S2O3 was used as an inhibitor to reduce the reaction rate. Four 

different samples were produced using 0, 4, 8 and 16mM Na2S2O3, respectively. The images obtained 

from the scanning electron microscope showed that the amount of nano flowers on the film surfaces 

decreased due to the increase in the amount of inhibitor. The X-ray diffraction results were consistent 

with the ASTM card and showed that all the films were crystallized in a hexagonal structure. UV 

measurements showed that the absorbance value of the sample obtained without the use of inhibitor 

was up to four times higher than the other samples. It was observed that the energy band gaps of the 

films increased up to 4.24 eV depending on the amount of inhibitor. Visual analysis showed that all 

films adhered very well to the glass surface. 

 

Keywords: ZnO, Thin film, Chemical bath deposition, Inhibitor 

 

1. INTRODUCTION 

 

Thin films, which have an important place for scientific and industrial studies due to their wide 

application areas, attract the attention of researchers, while zinc oxide (ZnO) thin films get their share 

of this interest. Zinc oxide is a non-toxic, low-cost and easily accessible [1]. Showing n-type 

semiconductor properties due to the presence of oxygen vacancies, ZnO has an energy band gap of 

3.37 eV and an exciton binding energy of 60 meV at room temperature  [2–4]. Application areas of 

ZnO thin films include many applications such as optoelectronic devices, photo-catalysts, and 

ultraviolet laser diodes, cathode ray tubes, gas sensors and piezoelectric transducers [5–8]. ZnO thin 

films are used as conductive and optical cover layers of large-area solar cells [9].  

 

ZnO crystallizes in a hexagonal wurtzite structure [10, 11]. Many techniques are used to produce zinc 

oxide thin films. These techniques include magnetron sputtering, electro deposition, pulsed laser 

deposition (PLD), thermal oxidation, spray pyrolysis, chemical vapor deposition (CVD), sol-gel 

techniques, and chemical bath deposition (CBD) [12–18]. In the present study, the chemical bath 

deposition technique was chosen to deposit ZnO thin films due to its advantages such as simplicity of 

the required equipment, ability to be deposited at relatively low temperatures, and low cost. 
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While producing compound semiconductors with CBD, many properties that can be changed and 

controlled such as solution temperature, mixing speed, pH value, complex agent type and amount, 

deposition time have been investigated by researchers [8, 9, 19, 20]. However, no study was found in 

which Sodium thiosulfate (Na2S2O3) was used as an inhibitor in the precipitation of ZnO thin films. In 

addition, in a study, it was reported that the reaction rate was reduced by using Sodium sulfite 

(Na2SO3) while producing ZnO thin films. In that study, the use of inhibitor significantly affected the 

crystallite dimensions and increased the energy band gaps 1.03V more than the previous value [21].  

 

In this study, the reaction rate was reduced by using Na2S2O3 in three different molarities as inhibitor. 

Na2S2O3 was used for the first time in the literature for ZnO precipitation by chemical bath deposition 

method. It has been observed that the absorbance values of the films produced by using inhibitor 

during ZnO production were quite low, and in parallel with this, their transmittance values were quite 

high. The energy band gap values of the films were 3.89 eV when no inhibitor was used. When the 

inhibitor was used, it ranged from 4.13 eV to 4.24 eV. Analyzes using SEM images magnified 1000 

times and 20000 times showed that as the amount of Na2S2O3 increased, the nano-flowers on the film 

surfaces decreased.  

 

2. EXPERIMENTAL DETAILS 

 

ZnO thin films were deposited on glass substrates using the chemical bath deposition method. Before 

starting the deposition process, glass substrates were washed with acetone and rinsed with deionized 

water. While the first sample labeled S0 was produced, 60 mM ZnCl2 and 8 mM EDTA were 

dissolved in 100 ml of deionized water without using an inhibitor, and ammonia (NH3) was added 

with a dropper until the pH value of the solution was 9.5. While producing the samples labeled S1, S2 

and S3, 4, 8 and 16 mM Na2S2O3 were added to the final solution, respectively. While all samples 

were being fabricated, the solution temperature was kept at 85 ± 2 °C and mixed at 600 rpm. The 

deposition process was continued for 20, 25, 30 and 35 minutes, respectively, depending on the 

amount of inhibitor. When the deposition process was completed, the films were rinsed by using 

deionized water, labeled and left to dry at room conditions. Experimental conditions were tabulated 

and given in Table 1. 

 

Table 1.Experimental conditions for ZnO deposited by chemical bath deposition method. 

Experiments 
ZnCl2 

(mM) 

EDTA 

(mM) 

Temp. 

(°C) 
Ph 

Na2S2O3 

(mM) 

Deposition 

time 

(min) 

S0 60 8 85±2 9.5 0 20 

S1 60 8 85±2 9.5 4 25 

S2 60 8 85±2 9.5 8 30 

S3 60 8 85±2 9.5 16 35 

 

The thickness of ZnO thin films was calculated using the Gravimetric method which has been given in 

Eq. 1 [22]. 
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t =
m

ρA
           (1) 

 

In this equation, t is the film thickness, m is the mass of the film, ρ is the density, and A is the surface 

area. The bulk density value for ZnO is 5.675 g/cm
3 
[23]. 

 

The thickness of the films named S0 and S1 was calculated as 480 nm on average. Moreover, the 

thickness of the sample named S2 was approximately 400 nm, and the thickness of S3 was 

approximately 380 nm. These results showed that the thickness of the produced samples decreased as 

the amount of Na2S2O3 used increased. 

 

A PANalytic Empyrean XRD was used to perform structural analyzes of ZnO films, a AandE lab with 

single-beam UV-vis spectrometer and a Zeiss SUPRA 40VP SEM to determine their optical and 

morphological properties, respectively. 

 

3.  RESULT AND DISCUSSION 

 

3.1. Structural analysis of ZnO Films 
In Figure 1, XRD diffraction patterns are given for ZnO thin films obtained depending on the amount 

of Na2S2O3added to the solution. When Figure 1 was examined, it was seen that all the films were 

formed in a hexagonal structure and all of the matched the ASTM card no 98-005-7478. Preferred 

orientations of the films were determined by using the TC (Texture coefficient) given in Eq. 2. [24]. 

 

TC =
I(hkl)/I0(hkl)

1

N
∑ (

I(hkl)

I0(hkl)
)N

          (2) 

 

Table1. Calculated Texture Coefficients of ZnO films. 

Experiments S0 S1 S2 S3 

T.C.(010) 0.92 0.95 0.85 0.85 

T.C.(002) 0.68 0.79 0.85 1.00 

T.C.(011) 1.39 1.25 1.30 1.25 
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Figure1. Diffraction patterns of XRD for ZnO obtained using different molarities of inhibitor. a) 0 

mM, b) 4 mM, c) 8 mMand d) 16 mM of Na2S2O3. 

 

In this equation, I (hkl) is the measured relative intensity of a (hkl) plane and I0 (hkl) is the standard 

intensity of the (hkl) plane given in ASTM card. Preferred orientation values calculated using 

Equation 2 are given in Table 2. When Figure 1 and Table 2 are examined together, it can be said that 

the films obtained in S0, S1 and S2 have (011) preferential orientation. On the other hand, the film 

obtained S3 exhibits two preferred orientations such as (011) and (002), 

The Debye Scherrer formula used to calculate the crystallite size was given in Eq. 3 and the calculated 

values were presented in Table 3. 

 

cs =
0.089 ∗ 180 ∗ λ

314 ∗ βcosθC

nm   

λ = 1.54056 Å             (3) 

 

It is denoted by the crystal size cs, the wavelength of X-ray radiation λ, the full width half maximum 

β, and the maximum center 2θC [25]. In Table 3, crystallite sizes are given. It can be understand from 

Table 3 that the average crystallite sizes range from 255 to. 292 nm 
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Table2.The crystallite size and energy band gaps of the ZnO films. 

Experiments 
cs (nm) 

(010) 

cs (nm) 

(002) 

cs (nm) 

(011) 

cs(nm) 

Average 

BandGap 

(eV) 

S0 292 287 288 289 3.89 

S1 270 275 280 275 4.22 

S2 285 303 288 292 4.24 

S3 272 275 220 255 4.13 

 

3.2. Optical Properties of The ZnO films 
 

 
Figure 2. Absorbance measurements of ZnO thin films. 
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Figure 3. Transmittance plots of ZnO thin films. 

 

Optical absorbance values of ZnO thin films were measured with a UV-Vis spectrometer at 

wavelengths between 650 and 300 nm and they were shown in Figure 2. Figure 2 shows that the 

absorbance value of the sample produced without using the inhibitor is 2 to 4 times higher than the 

samples produced using Na2S2O3. This means tha the transmittance values of the samples named S1 

and S2 increase. Low absorbance and there for e high transmittance values are preferred for window 

layers of solar cells. Transmittance graphs were given in Figure 3. 

 

The Tauc equation is used to calculate the optical energy band gap of thin films and is shown in Eq. 4. 

 

(αhʋ)2 = A(hʋ − Eg)n         (4) 

 

In this equation, α is the absorption coefficient, hʋ is the photon energy, A is the constant, and Eg is 

the energy band gap of the films. In direct band gap semiconductors, n is 1/2, in indirect band gap 

semiconductors it is 2 [26, 27]. ZnO is a direct band gap semiconductor[28]. Eg band gap value is 

obtained from the (αhʋ)2~ℎʋ graph. The point where the line drawn from the upper part of the curve 

formed in this graph to the hυ axis intersects the axis gives the band gap value[29]. The energy band 

gap of thin films is given in Figure 4. Figure 4 shows that the energy band gaps of the films vary 

between 3.89 eV and 4.24 eV .It is thought that these values may be due to film thicknesses, crystal 

sizes and surface roughness. It has been observed in the literature that the energy band gaps of ZnO 

thin films are 3.37 eV[3]. 
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Figure 3. Energy band gaps and Tauc plots of ZnO thin films. 

 

3.3. SEM Analysis of The ZnO films 

Scanning electron microscope was used to examine the surface morphology of the produced ZnO thin 

film samples. Surface images of ZnO films magnified 1000 times and 20000 times were given in 

Figure 5 and Figure 6 respectively. 

 

In both magnifications, it was observed that nano flowers did not form on the surface of the sample 

labeled S0, but the entire surface was completely covered. When the surfaces of the samples named 

S1, S2, and S3were examined, it is seen that nano flowers were seen on all surfaces, but nano flowers 

decrease due to the increase in the amount of inhibitor used. It is thought that this situation may be 

due to the decrease in the reaction rate and the prolongation of the precipitation time due to the use of 

inhibitor. It can be stated that the surface morphology of the films changes significantly depending on 

the amount of inhibitor used. 

 

Table 3. Surface roughness values changing depending on the amount of Na2S2O3. 

Experiments 
Na2S2O3 

(mM) 

Ra 

(nm) 

Rq 

(nm) 

S0 0 42 55 

S1 4 56 67 

S2 8 54 63 

S3 16 51 60 
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Figure 4. SEM images of ZnO films at 1,000 times magnification. 

 

 

Figure 5. SEM images of ZnO films at 20,000 times magnification. 
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SEM images used to analyze the surface roughness of the samples were processed with version 1.53c 

of ImageJ software. The surface roughness images obtained using this software were given in Figure 7 

and the calculated average (Ra) and root mean square (Rq) surface roughness values were given in 

Table 4. When the values given in Table 4 were examined, it was seen that the roughness values of the 

films produced using inhibitor were relatively high. Due to the high surface roughness values of the 

films produced using inhibitors, these films are thought to could be a suitable material for gas sensors. 

 

 
Figure 6. Surface roughness plots of ZnO films. 

 

3.4. Photos of The ZnO Thin Films 

Photographs of all ZnO films are shown in Figure 8. All films adhere quite well to the glass substrate 

surface and the film surfaces appear very compact. However, there was a tonal difference in the image 

of S0 compared to other films. 
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Figure 8. The photographs of the ZnO films. 

 

4. CONCLUSIONS 

 

Thin films of ZnO were precipitated by the chemical bath deposition method and the optical and 

morphological effects of the amount of Na2S2O3 used as an inhibitor on thin films were investigated in 

this study. Samples were named depending on the amount of inhibitor used. Namely S0- ZnO film 

produced from the electrolyte without Na2S2O3, S1- ZnO film fabricated from the electrolyte with 4 

mM Na2S2O3, S2- ZnO film deposited from the electrolyte with 8 mM Na2S2O3 and S4- ZnO film 

grown from the electrolyte with 16 mM Na2S2O3. Optical analyzes of the films were made, and it was 

observed that the point where the absorbance increased in the sample named S0 corresponds to a 

wavelength of 375 nm. It was determined that the absorbance of the other samples increased around 

300 nm. At the same time, it was observed that the absorbance values of two samples named S1 and 

S2 decreased significantly compared to S0 and S3, and the transmittance values increased 20 times. 

Low absorbance and high transmittance values allow these samples to be utilized as a window layer in 

thin film solar cells. 

 

The band gap of the samples was calculated using tauc plots. These calculations showed that the 

energy band gaps of the samples named S0-S1-S2-S3 were 3.89 eV, 4.22 eV, 4.24 eV and 4.13 eV, 

respectively. According to these results, the use of Na2S2O3 as an inhibitor while producing ZnO thin 

films caused a significant increase in the energy band gaps of the produced thin films. 

 

According to the XRD results, it is seen that all of the films obtained are in hexagonal crystal 

structure. However, the XRD graph obtained from the sample named S0 shows that there are 

impurities other than ZnO in the sample. When the XRD graphics of the other samples were 

examined, it was concluded that the use of Na2S2O3 as an inhibitor removed the impurities in the 

crystal structure. 

 

The surface morphology of the films was examined with a Scanning electron microscope (SEM), 

SEM images showed that the nano flowers on the film surfaces decreased as the amount of inhibitor 
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used increased. When the amount of Na2S2O3 used was 4 mM and 8 mM, it was observed that the film 

surfaces were completely covered with nano flowers.  
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ABSTRACT 

 

Topology optimization has been one of the major concerns for mechanical engineers over the years. 

With increasing utilization of the finite element method, mechanical analyses can be done easily these 

days and their results are quite reliable. In weapon systems, high loads act on system components. 

Due to high loads, every component must be designed to operate without any failure. While designing 

them, attention must be given in order to avoid excessive weights. So, topology optimization is 

needed in weapon system components. In this study, design with topology optimization of a bracket 

plate of an ammunition feed mechanism were investigated using the finite element method. By 

utilizing topology optimization concept, the dimensions, material and the number of mounting holes 

of the bracket plate of an ammunition feed mechanism were changed to see their effects on the 

elemental Von-Mises stress and nodal displacement values. The results show that the increase in 

mounting hole number and the thickness of the material with selecting a material having higher 

strength properties decreases the elemental Von-Mises stress and nodal displacement values. 

According to the results, a safer bracket plate for an ammunition feed mechanism was designed to 

operate in the given working conditions without any failures. 

 

Keywords: Ammunition feed mechanism, Weapon turret, Topology optimization, Finite element 

method, Design 

 

1. INTRODUCTION 

 

In the life of human beings, some tools have always been used for hunting, defensing and building. 

For defensing purposes, some primitive items such as animal teeth and wooden sticks were used as 

weapons [1]. Different from the past, today, weapon systems are complex systems and contain various 

auxiliary components such as ammunition feed mechanisms, weapon turrets, pneumatic and hydraulic 

systems, etc. [2]. In terms of loads, working conditions of ammunition feed mechanisms are quite 

tough. Also, depending on the types of weapons, various ammunition feed mechanisms can be 

designed and used [3].  

 

The finite element method is extensively used for structural analyses. In order to simulate physical 

phenomena, the finite element method gives quite good results [4]. These results are close to physical 
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testing results generally. Especially for complicated systems that analytical solutions are impossible, 

one can utilize numerical method called finite element method [4]. In some cases, analytical solutions 

are not even close to real results [5]. By specifying the inputs and goal of the problem clearly, more 

reliable and high-quality results can be obtained [6]. The finite element method can be utilized for 

almost every case such as linear, nonlinear, transient and steady cases [7]. Also, many problems such 

as fluid flow and thermal, can be solved by using the finite element method [8]. 

 

In addition, topology optimization is used commonly in mechanics. Topology optimization is a 

process that determines the shape, location and number of features such as holes and ribs to make 

parts more reliable [9]. Specifically, for components carrying high loads, topology optimization is 

quite beneficial. Results of classical topology optimization methods are not suitable for classical 

machining processes generally [10]. Therefore, in this study, classical topology optimization methods 

were not used because solid geometry was required and the plate was intended to be produced by 

conventional machining processes like CNC milling. In fact, if one has limited design experience, 

manual topology optimization can be troublesome. For that applications commercial software can be 

more beneficial [11]. 

 

In this study, due to high loads acting on it, a bracket plate which connects an ammunition feed 

mechanism to a weapon turret wall was designed and topologically optimized manually by utilizing 

the finite element method. The design and optimization processes were done by using Siemens NX 

and NX Nastran software, respectively. 

 

2. SYSTEM CHARACTERISTICS AND THEORETICAL MODEL 

 

The bracket plate, which is colored as yellow in the figure 1, is used for assembling the ammunition 

feed mechanism to the weapon turret wall. Figure 1 shows the bracket plate, ammunition feed 

mechanism and weapon turret wall. Also, the plate has the dimensions of 500 mm width and 220 mm 

height. 

 

 

Figure 1. General view of the assembly. 

 

In order to achieve optimization and make the bracket plate safer, various changes were made such as 

changing the thickness, material, hole numbers and hole locations on it. According to the changes, a 

new analysis was run and the part was topologically optimized. Two iterations were conducted in total 

and they were explained in this paper. 

 

The bracket plate is mainly responsible from mounting of the ammunition feed mechanism to the 

weapon turret wall by using bolts. Due to the assembly, various forces act on the bracket plate. These 
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forces can be classified into 2 cases since they act on the bracket plate in separate situations. In the 

first case, only the operational forces of the weapon turret act on the bracket plate; however, in the 

second case, only the transportation loads act on the plate. Tables 1 and 2 show the loads of the two 

cases. 

 

Table 1. Loading case-1. 

Rotational torque of the elevation 
77.5 Nm (along +y 

axis) 

Acts on the COG of the 

mechanism 

Centrifugal force of the elevation 40 N (on +z axis) 
Acts on the COG of the 

mechanism 

Rotational torque of the ring gear 
246.8 Nm (along +z 

axis) 

Acts on the COG of the 

mechanism 

Centrifugal force of the ring gear 131.5 N (on -y axis) 
Acts on the COG of the 

mechanism 

Mass of the feed mechanism 400 kg (on +z axis) 
Acts on the COG of the 

mechanism 

 

Table 2. Loading case-2. 

Transportation load 
1.4 x mg (on the 3 axes 

simultaneously) 

Acts on the COG of the 

mechanism 

 

3. ANALYSES 

 

3.1. First Iteration          

For the initial iteration of the optimization, a rough geometry with 7050-T7451 Aluminum material 

was designed. An initial thickness of 10 mm with 6 side holes were given to the bracket plate. The 

diameter of the side holes is 6.6 mm and they are used for mounting the bracket plate to the 

ammunition feed mechanism. The side holes can be seen in red balloons in the figure 3. In addition, 

table 3 shows some mechanical properties of 7050-T7451 Aluminum. Then, finite element method 

was applied. 

 

Table 3. Some mechanical properties of 7050-T7451 Aluminum. 

Ultimate Tensile Strength 524 MPa 

Tensile Yield Strength 469 MPa 

Elongation at Break 11 % 

Modulus of Elasticity 71.7 GPa 

 

3D tetrahedral CTETRA (10) mesh with 5 mm element size was created. Then, the forces, mass and 

torques were applied to the center of gravity (center of gravity = COG) of the feed mechanism. The 

COG of the feed mechanism was connected to the bracket plate by a deformable connection element, 

namely RBE3. RBE3 element is generally used for transmission of distant loads. Also, the 

components between the bracket plate and the COG of the feed mechanism behave as deformable. 

Figure 2 shows the given mesh and COG of the feed mechanism, where the loads act. Also, 6 fixed 
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holes with 10.3 mm diameter can be seen as orange-colored in the figure 2. These holes fixate the 

plate to the weapon turret wall bracket; so, they were modelled as fixed. 

 

 

Figure 2. The mesh, loads, fixed constraints, RBE3 connections and COG of the mechanism for the 

first iteration. 

 

Moreover, since this bracket plate is assembled to the feed mechanism with 6 bolts at the side holes, 

1D rigid connection element, namely RBE2 was given to that 6 side holes as in the following figure 3. 

RBE2 connection element is a rigid element. Since the bolts are much stiffer than the bracket plate, 

the holes of the bolts were modelled as rigid. This yields more conservative results than the common 

hole modelling methods. In weapon systems, staying at the safer side is better. 

 

 

Figure 3. RBE2 connections for the bolts. 

 

After that, loading cases were applied. 

 

3.1.1. Loading case-1 of the first iteration 

In the first run, loading case-1 was applied which was stated in the table 1. The rotational torque of the 

elevation, the centrifugal force of the elevation, the rotational torque of the ring gear, the centrifugal 

force of the ring gear and the mass of the feed mechanism were given to the COG of the feed 
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mechanism. For the boundary conditions, fixed constraints were given to the 6 mounting holes on 

which the plate is mounted to the turret wall. Figure 2 shows the fixed constraints as orange-colored 

holes. Table 1 and figure 2 show the magnitudes of the forces, torques, mass and the graphical 

representation of them, respectively. After completing that step, analysis was done and the results 

were given in the “Results” section. According to the results, there was no need to apply the loading 

case-2 for the first iteration as explained in the “Results” section. 

 

3.2. Final Iteration 

For the final iteration, the loading case-1 and 2 were applied separately, and 5 fixed mounting holes 

were used for the boundary conditions. Also, the number of side holes for mounting the bracket plate 

to the feed mechanism was 9 in this iteration, so the stress was wanted to be distributed around the 

side holes. Similarly, COG of the mechanism was connected to the side holes with RBE3 connections 

and the bolts at the side holes were modelled with RBE2 connections as in the first iteration. Figure 4 

shows the modelled structure. Also, the material was Hardox 450 tool steel with 14 mm thickness in 

this iteration. Table 4 shows some mechanical properties of Hardox 450 steel. 

 

Table 4. Some mechanical properties of Hardox 450 tool steel. 

Ultimate Tensile Strength 1400 MPa 

Tensile Yield Strength 1200 MPa 

Elongation at Break 10 % 

Modulus of Elasticity 200 GPa 

 

 

Figure 4. The mesh, loads, fixed constraints, RBE3 connections and COG of the mechanism for the 

final iteration. 
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Similarly, 3D tetrahedral CTETRA (10) mesh with 5 mm element size was created and the loads of 

loading case-1 and 2 were applied to the COG of the mechanism. 

 

3.2.1. Loading case-1 of the final iteration 

After completing the preparation steps, the loads of loading case-1, which are the rotational torque of 

the elevation, the centrifugal force of the elevation, the rotational torque of the ring gear, the 

centrifugal force of the ring gear and the mass of the feed mechanism, were given to the COG of the 

mechanism similar to the first iteration. Then, the analysis was done and the results were given in the 

“Results” section. 

 

3.2.2. Loading case-2 of the final iteration 

Different from the loading case-1 of this iteration, this time, the loads of loading case-2, which are the 

transportation loads, were given to the COG of the mechanism. After that, the analysis was done and 

the results were given in the “Results” section. 

 

4. RESULTS 

 

4.1. First Iteration 

4.1.1. Loading case-1 of the first iteration 

As stated previously, only the loading case-1 was applied for the first iteration. Also, fixed boundary 

conditions were applied as shown in the figure 2. The elemental Von-Mises stress and nodal 

displacement values were adequate to examine in this paper. The following figures 5 and 6 show the 

elemental Von-Mises stress and displacement values, respectively. 
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Figure 5. Elemental Von-Mises stress values of the loading case-1 of the first iteration. 

 

 

Figure 6. Nodal displacements of the loading case-1 of the first iteration. 
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As can be seen from the figures 5 and 6, the maximum elemental Von-Mises stress and nodal 

displacement values are 376.54 MPa and 1.396 mm, respectively. These values are quite high for the 

easier situation which is the loading case-1. Also, we can understand from the figure 5 that the stresses 

are concentrated near the side holes as expected. 

 

Since the loading case-2 is much tougher than the loading case-1, there is no need to apply the loading 

case-2. The plate is nearly safe for the loading case-1 and it is apparent that it cannot withstand the 

loading case-2. So, optimization was needed and a new iteration was done. 

 

4.2. Final Iteration 

As stated previously, for the final iteration, the loading case-1 and 2 were applied separately and fixed 

boundary conditions were applied as in the figure 4. 

 

4.2.1. Loading case-1 of the final iteration 

Figures 7 and 8 show the elemental Von-Mises stress and displacement values for the loading case-1, 

respectively. 

 

 

Figure 7. Elemental Von-Mises stress values of the loading case-1 of the final iteration. 

 



 
 

 
 
 

Turan, C. and Taşdemir, H. A., Journal of Scientific Reports-A, Number 50, 137-149, September 2022. 
 

 
 

145 
 

 

Figure 8. Nodal displacements of the loading case-1 of the final iteration. 

 

As can be seen from the figures 7 and 8, the maximum elemental Von-Mises stress and nodal 

displacement values are 205.26 MPa and 0.191 mm, respectively. These values are quite acceptable 

since the tensile yield strength of Hardox 450 tool steel, which is 1200 MPa, is much higher than 

205.26 MPa, and the maximum nodal displacement value is quite low. 

 

4.2.2. Loading case-2 of the final iteration 

According to the stress and displacement values above, the bracket plate is adequately safe in loading 

case-1. So, the loading case-2 can be applied now, and the elemental Von-Mises stress and 

displacement values can be seen for the loading case-2 in the figures 9 and 10, respectively. 
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Figure 9. Elemental Von-Mises stress values of the loading case-2 of the final iteration. 
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Figure 10. Nodal displacements of the loading case-2 of the final iteration. 

 

As can be seen from the figures 9 and 10, the maximum elemental Von-Mises stress and nodal 

displacement values are 892.86 MPa and 0.973 mm, respectively. These values are quite acceptable 

again since the tensile yield strength of Hardox 450 tool steel, which is 1200 MPa, is much higher 

than 892.86 MPa, and the maximum nodal displacement value is quite low. 

 

Table 5 summarizes the results clearly. 

 

Table 5. Comparison of the results for the two iterations. 

Iterations 

Maximum Elemental 

Von-Mises Stress 

Value [MPa] 

Maximum Nodal 

Displacement Value 

[mm] 

First Iteration – Loading 

Case 1 
376.54 1.396 

Final Iteration – 

Loading Case 1 
205.26 0.191 

Final Iteration – 

Loading Case 2 
892.86 0.973 

 

As can be seen from the table 5, for the loading case-1, approximately 45% decrease in the maximum 

elemental Von-Mises stress value was achieved. In addition, the maximum nodal displacement value 

was decreased approximately 86%. These were achieved by changing the before-mentioned design 

parameters. 
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5. DISCUSSION 

 

In order to see the effects of loads on components during design stage, the finite element method is 

quite beneficial for engineers. By utilizing the finite element method, critical stress concentration 

regions can be seen and they are minimized by changing the design of the part. For that purpose, in 

this study, topology optimization procedure was followed by utilizing the finite element method, and 

Von-Mises stress and nodal displacement values were reduced to make the bracket plate safer. Also, 

manual topology optimization process was followed in this study different from the topology 

optimization processes that use classical methods. Due to the manual process, all iterations and design 

changes were done manually. For future work, different finite element models for bolts can be applied 

and their results can be compared. Also, if non-conventional manufacturing methods, such as additive 

manufacturing, are applicable, optimization results of commercial finite element analysis software can 

be directly used by applying post processing. 

 

6. CONCLUSION 

 

In this study, by using the finite element method, design of a bracket plate was done. According to the 

finite element method results, a bracket plate having Hardox 450 tool steel material with 14 mm 

thickness, 9 mounting side holes and 5 fixed constraints is mechanically safer than a bracket plate 

having 7050-T7451 Aluminum material with 10 mm thickness, 6 mounting side holes and 6 fixed 

constraints. In the first iteration, it was seen that the elemental Von-Mises stress values accumulated 

near the side holes. Increasing the side hole number with increased plate thickness and decreased fixed 

hole number decreased the elemental Von-Mises stress values significantly. In addition, the results of 

Hardox 450 tool steel are quite enough to be safe for the given working conditions. The tensile yield 

strength and the ultimate tensile strength values of Hardox 450 tool steel is adequately higher than the 

maximum elemental Von-Mises stress value obtained in the figure 9. So, the topology optimization 

process was achieved. 

 

ACKNOWLEDGMENT 

 

In this study, special thanks to Aselsan Inc. for continuous support. 

 

 

REFERENCES 

 

[1] Herbst, J., (2006), The History of Weapons (1
st
 ed.), Minneapolis: Twenty-First Century Books, 

5-7. 

 

[2] Williams, G. A. and Gustin, E., (2004), Flying Guns of the Modern Era (1
st
 ed.), Marlborough: 

The Crowood Press Ltd., 100-120. 

 

[3] Williams, G. A., (2003), Rapid Fire: The Development of Automatic Cannon, Heavy Machine 

Guns and Their Ammunition for Armies, Navies and Air Forces (1
st
 ed.), Marlborough: The 

Crowood Press Ltd., 50-60. 

 

[4] Reddy, J. N., (2019), Introduction to the Finite Element Method (4
th

 ed.), New York: McGraw 

Hill Education, 1-2. 



 
 

 
 
 

Turan, C. and Taşdemir, H. A., Journal of Scientific Reports-A, Number 50, 137-149, September 2022. 
 

 
 

149 
 

 

[5] Rao, S. S., (2018), The Finite Element Method in Engineering (6
th

 ed.), Oxford: Butterworth-

Heinemann, 3. 

 

[6] Babuska, I. and Strouboulis, T., (2001), The Finite Element Method and its Reliability (1
st
 ed.), 

Oxford: Oxford University Press, 5. 

 

[7] Dhatt, G., Touzot, G. and Lefrançois, E., (2012), Finite Element Method (1
st
 ed.), London: ISTE 

Ltd., Hoboken, NJ: John Wiley and Sons, Inc., 1. 

 

[8] Liu, G. R. and Quek, S. S., (2014), The Finite Element Method a Practical Course (2
nd

 ed.), 

Oxford: Butterworth-Heinemann, 3. 

 

[9] Bendsoe, M. P. and Sigmund, O., (2003), Topology Optimization Theory, Methods, and 

Applications (2
nd

 ed.), Berlin: Springer-Verlag, 1. 

 

[10] Zhou, M., Fleury, R., Shyy, Y. K., Thomas, H. and Brennan, J. M., (2002), Progress in topology 

optimization with manufacturing constraints, 9
th

 AIAA/ISSMO Symposium on Multidisciplinary 

Analysis and Optimization, AIAA 2002-5614. 

 

[11] Jikai, L. and Yongsheng, M., (2016), A survey of manufacturing oriented topology optimization 

methods, Advances in Engineering Software, 100, 161-175. 



 
 
 

RESEARCH ARTICLE 

150 
 

 

DEVELOPMENT of an ANFIS BASED CONTROL ALGORITHM for MAXIMUM POWER 

POINT TRACKING in ON-GRID DOUBLE STAGE SINGLE PHASE PV INVERTER 

 

Yasemin ÖNAL
1,*

, Ümit Çiğdem TURHAL
2
 

 
1,*Bilecik Şeyh Edebali University, Engineering Faculty, Electric and Electronics Department, Bilecik, 

yasemin.onal@bilecik.edu.tr,  ORCID: 0000-0003-0173-0948 
2 Bilecik Şeyh Edebali University, Engineering Faculty, Electric and Electronics Department, Bilecik, 

ucigdem.turhal@bilecik.edu.tr, ORCID: 0000-0003-2387-1637 

 

 

 
Receive Date:18.05.2022                              Accepted Date: 04.08.2022 

 

 

 

ABSTRACT 

 

In recent years, interest in solar energy has increased due to the increase in power consumption, the 

inadequacy of fossil resources and the damage it causes to the environment, as it is a natural energy 

source and is sustainable. Electricity is generated from solar energy using photovoltaic (PV) panel 

systems, and PV systems can be easily installed anywhere. In the PV panel systems, the power 

obtained at the panel output decreases and the efficiency decreases due to geographical conditions, 

environmental factors and system design. Maximum Power Point (MPP) tracking algorithm is used to 

obtain maximum output power from the PV panel system and to increase system efficiency. In this 

study, an Adaptive Network Based Fuzzy Inference System (ANFIS) based MPP tracking algorithm 

has been developed to obtain maximum power continuously from on-grid double stage 2 kW single 

phase PV inverter. The ANFIS algorithm uses an adaptive neural network to optimize the parameters 

of the membership function, and is a combination of artificial intelligence and fuzzy logic. In the 

algorithm, Direct Quadrant (dq) synchronous reference frame transform is used to generate PWM 

signals of active switches in on-grid single phase PV inverter. In this algorithm, dq control is 

performed by converting the grid current and its component obtained by 90° time delay from the 

stationary axis to the synchronous rotating axis. The algorithm developed based on dq and ANFIS 

provides the power demanded by the AC grid in a stable and continuous, while following the MPP, 

increasing the power obtained from the PV panel and inverter, providing maximum efficiency. The 

validity of the developed algorithm was tested using the Matlab/Simulink simulation program. The 

comparison simulation results with the PandO algorithm confirm the superiority of the developed 

ANFIS algorithm. 

 

Keywords: Adaptive Neuro-Fuzzy Inference System Controller ANFIS, Maximum Power Point 

Tracking, DC/DC Boost Converter, On-Grid Single Phase PV Inverter 

 

1. INTRODUCTION 

 

With the depletion of fossil fuels from conventional energy sources, the development of renewable 

energy systems (RES) and energy management has attracted the attention of researchers due to its 

clean and renewable features [1]. RES contain different types of energy. Compared to fossil based 

energy systems, it is safer, reduces gas emissions that harm nature, increases efficiency, and reduces 
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production costs [2]. With the development of new energy technologies in recent years, research on 

grid-connected photovoltaic (PV) panel systems, PV power generation and modeling has increased 

rapidly in the field of RES. PV power generation is discontinuous and unstable. Therefore, higher 

requirements are put forward regarding the control of the on-grid PV inverter [3]. 

 

The control of a conventional two-stage on-grid single phase PV inverter consists of maximum power 

point tracking (MPPT) algoritm and DC/AC inverter algoritm. Some of the conventional MPPT 

methods proposed in the literature consist of the Perturb-and-observe (PandO) [4], the hill climbing 

[5], the incremental conductance (IC) [6,7] and the incremental resistance [8]. In conventional 

methods, a reference signal is produced by comparing the new output power value calculated with the 

previous panel output power value. These methods are suitable for the MPPT algorithm where there is 

only one MPP under uniform solar irradiation. 

 

In recent years, MPPT methods based on meta-heuristic optimization algorithms have been proposed 

[9]. These optimization methods are genetic algorithm [10], cuckoo search [11], particle swarm 

optimization [12], and ant colony optimization [13]. Optimization based methods usually determine 

the operating point at which maximum power is obtained from the PV panel system based on some 

biological properties. In these methods, the accuracy of the algorithms is variable according to the 

starting point of the algorithm and the selected parameters. 

 

It is necessary to have more detailed information about the PV panel system in advance and to 

measure the parameters of the panel such as irradiation, temperature, open circuit and short circuit 

online. Some intelligent algorithms such as artificial neural networks (ANN) and fuzzy logic 

controller (FLC) are used in online methods. Adaptive neuro-fuzzy inference system (ANFIS) is a 

hybrid between ANN and FLC. ANFIS combines the advantages of both of the techniques in making 

itself the most powerful artificial intelligence technique [14,15]. It utilizes the learning capabilities of 

ANN with the ability of FLC to treat inaccurate data and this suits well for PV applications [16]. 

ANFIS is used as an MPP tracking algorithm that is applied both off-line and on-line. A buck-boost 

converter controlled by an adaptive neuro fuzzy inference system (ANFIS) MPPT algorithm is 

developed in [17].  

 

In this study, an ANFIS-based MPPT control algorithm has been developed to continuously obtain 

maximum power from a on-grid double stage single phase PV inverter. Sugeno inference with three 

inputs and one output is used in the ANFIS algorithm, and irradiation and temperature data are chosen 

as input training data. In the algorithm, 3 membership functions (MF) are defined for each input. 

Accordingly, 9 output functions are defined for the ANFIS algorithm output. dq synchronous 

reference frame conversion is used to generate PWM signals of active switches in a single-phase 

inverter. The current control in the proposed algorithm is performed by the transformation at the 

fundamental grid frequency of an orthogonal pair which is the grid current and its time delayed 

component to a synchronous rotating frame from a stationary frame. Using the control algorithm 

developed based on dq and ANFIS, the PWM signal of the active switch used in the DC/DC boost 

converter is adjusted and a voltage of 400 V is obtained at the output. The obtained PV voltage is 

applied to the 2 kW single phase inverter and 220V 50Hz AC is obtained from inverter output. The 

control algorithm developed based on dq and ANFIS, while following MPP, provides maximum 

efficiency by increasing the power obtained from the PV panel and inverter, and provides the power 

demanded by the load in a stable and continuously. 
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2. ON-GRID DOUBLE STAGE SINGLE PHASE PV INVERTER  

 

The system model of a 2 kW on-grid double stage single phase PV inverter is shown in Figure 1. It 

basically consists of two parts. The first part is the DC/DC boost and the second part is the DC/AC 

inverter. The output voltage obtained from the PV panel system is increased by using the MPPT 

control algorithm in the DC/DC boost converter. In a DC/AC inverter, DC power is converted to AC 

power in the same phase and frequency with the grid voltage. MATLAB Simulink R2019a is used for 

the circuit simulation. The parameters of the system are given in Table 1. 

 

 

Figure 1. On-grid double stage single phase PV inverter with LCL filter. 

 

Table 1. Parameters of the 2 kW on-grid double stage single phase PV inverter. 

Parameters Symbols Values 

Grid rms voltage 𝑉𝑔 220 V 

Grid operating frequency 𝑓𝑔 50Hz 

Boost DC/DC converter switching 

frequency 
𝑓𝑝𝑣 10 kHz 

Boost Inductance 𝐿𝑝𝑣 20 mH 

Reference DC voltage 𝑉𝑟𝑒𝑓  400V 

DC link capacitance 𝐶𝑑𝑐 500 μF 

LCL filter 𝐿1 
𝐶𝑓 

𝐿2 

4.06 mH 

6.23 μF 

4.06 mH 

c

ANFIS

Temperature

Irradiance S
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Inverter switching frequency 𝑓𝑖𝑛𝑣 20 kHz 

 

2.1. PV Panel and DC/DC Boost Converter 

They are devices that can convert the irradiation falling on PV panels into direct voltage. PV panels 

are formed by connecting panels in series or parallel. By connecting the panels in series, the voltage 

value of the PV system is increased, and by connecting the PV panels in parallel, the current value of 

the PV system is increased. Thus, it is possible to increase the nominal power of the PV system to the 

desired level [18]. The PV panel equivalent circuit is as given in Figure 2. 

 

 

Figure 2. The PV panel equivalent circuit. 

 

It is characterized with a current source and a diode connected in parallel to it. The series resistance 𝑅𝑠 

is used to define the contact resistance between the PV cell and its terminals, and it represents the 

resistance of the semiconductor that causes the voltage drop in the PV cell. The parallel resistance 𝑅𝑠ℎ 

is used to show the leakage resistance in the PV panel. Current, voltage and temperature expressions 

describing the physical model of a PV panel are given in Eq. 1, Eq. 2, Eq. 3, Eq. 4 and Eq. 5 [19]. 

 

𝐼 =  𝐼𝑝ℎ − 𝐼𝑑 − 𝑉𝑑/𝑅𝑠ℎ         (1) 

 

𝐼𝑝ℎ = 𝐼𝑠𝑐0  
𝑆

𝑆0
+ 𝐶𝑡(𝑇 − 𝑇𝑟𝑒𝑓)        (2) 

 

𝐼𝑑 =  𝐼𝑠0(
𝑇

𝑇𝑟𝑒𝑓
)3 exp (

𝑞𝐸𝑔

𝐴𝑘
(

1

𝑇𝑟𝑒𝑓
−

1

𝑇
)) ⌈exp (

𝑞𝑉𝑑

𝐴𝑘𝑇
) − 1⌉      (3) 

 

𝑇 =  𝑇𝑎 + 𝑘𝑠S          (4) 

 

𝑉𝑑 =  𝑉 − 𝐼𝑅𝑠          (5) 

 

Here, 𝑞 electron charge value is 1.6022e-19, 𝑘 Boltzmann constant value is 1.3806e-23, 𝑆 is light 

intensity, 𝑇𝑎 is ambient temperature, 𝐼 is the output current of the PV panel, 𝑉 is the output voltage 

between the ends of the PV panel, 𝐼𝑑 is the average current through the diode, 𝑉𝑑 is on the diode 

voltage, 𝐼0 is diode saturation current, and 𝑛 is the ideal diode factor. The parameters of the PV panel 

are given in Table 2. 
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Table 2. PV panel parametparameters. 

Model parameters 

Panel current 𝐼 (A)  9.4447 

Diode saturation current 𝐼0 (A)   3.2328e-10 

Ideal diode factor A 1.045 

Parallel resistance 𝑅𝑠ℎ (Ω)  47.9694 

Series resistance 𝑅𝑠 (Ω)  0.22828 

Maximum power (W)  350 

Number of cells (𝑁𝑠)  80 

Open circuit voltage 𝑉𝑜𝑐  (V)  51.5 

Short-circuit current 𝐼𝑠𝑐  (A)  9.4 

Voltage at maximum power 𝑉𝑚𝑝𝑝 (V)  43 

Current at maximum power 𝐼𝑚𝑝𝑝 (A)  8.13 

Temperature coefficient in 𝑉𝑜𝑐  (%/deg.C)  -0.36 

Temperature coefficient in 𝐼𝑠𝑐   (%/deg.C)  0.09 

 

In Figure 3, it is observed that the power obtained at the PV panel output changes with the solar 

irradiation. Maximum power can be obtained from the PV panel at a maximum voltage. This voltage 

is called the MPP voltage. For the simulated PV panel system, one panel is connected in parallel and 

six panels are connected in series, and the maximum power value is 2000 W, the voltage and current 

values at the MPP point are 258V and 8.13A, respectively. 

 

In low power applications, the output voltage ratio of PV panels is limited. This affects the overall 

efficiency of the single stage inverter and is its main disadvantage. This problem is solved with the 

double stage inverter circuit. The PV panel voltage is increased to the desired level for the inverter by 

the DC/DC boost converter [20].  

 

The DC/DC boost converter consists of a controllable active switch, inductor, capacitor and diode. 

The PV panel system can be operated in MPP by adjusting the duty cycle of the active switch. ANFIS 

was used in this study. The MPPT control structure for a boost converter is presented in Figure 4. 

ANFIS block generates reference voltage 𝑉𝑟𝑒𝑓  from PV panels at MPP. The 𝑉𝑟𝑒𝑓  signal obtained at the 

output of the ANFIS block is compared with the PV voltage signal and sent to the PI block. The 

proportional and integral values of the PI block are 9 and 0.009, respectively. PWM signals for IGBT 

active switches are obtained from the PI and PWM block. 

 

The minimum input inductor and output capacitor values used in the DC/DC boost converter are 

calculated using Eq. 6, Eq. 7 and Eq. 8 [21]. 

 

𝐼 =  𝐼𝐿 − 𝐼𝑑 − 𝑉𝑝𝑣/𝑅𝑠ℎ𝑑         (6) 

 

𝐿𝑚𝑖𝑛 =  
𝐷(1−𝐷)2𝑅

2
          (7) 

 

𝐶 ≥  
𝐷

𝑅(∆𝑉0/𝑉0)𝑓𝑠
          (8) 
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Figure 3. Current-voltage and power-voltage characteristics of the PV panel at 25°C for different 

solar irradiations. 

 

 

Figure 4. DC/DC boost converter control scheme based on ANFIS. 

 

Here, 𝑉0 is output voltage, 𝑉𝑝𝑣 is boost circuit input voltage, 𝐷 is duty cycle, 𝑓𝑠 is switching frequency, 

∆𝑉0/𝑉0 is voltage fluctuation ratio. Since the output resistance is not directly connected to the boost  

circuit output, it is expressed as 
(𝑉0)2

𝑃
. 

 

2.2. DC/AC Inverter 

DC/AC inverter is used to transfer the DC produced in the PV system to the AC grid voltage. Bridge 

type DC/AC inverter consists of four controllable active power switches. Switches form two groups of 

branches and AC voltage is obtained by controlling the duty cycle of the switches. 

 

Grid side control can be performed in a stationary frame 𝛼𝛽 or rotating 𝑑𝑞 reference frame [22]. 

Therefore, in this study, the grid part control is done in the 𝑑𝑞 reference frame. The αβ space to dq 
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space transformation can be achieved by rotating the 𝛼𝛽 frame at the fundamental frequency 

effectively. For sinusoidal signals at fundamental frequency, the d and q vectors obtained in the 

rotating frame are fixed. Similar to the three-phase systems two orthogonal components that are 

similar to the 𝛼𝛽 components are required for the process of conversion to a synchronous frame. In 

the generation of the missing orthogonal vector the signal's quarter-period delayed version is used. 

 

𝑉𝑔 is the grid voltage, 𝐼𝑔 is grid current. The single phase grid voltage is represented in the 𝛼𝛽 axis 

system with 𝜋/2 lead in Eq.9 [23,24 ]. 

 

𝑉𝛼 = 𝑉𝑔(𝑡) = 𝑉𝑚𝑠𝑖𝑛 (𝑡)  

𝑉𝛽 = 𝑉𝑔(𝑡 +
𝜋

2
) = 𝑉𝑚𝑐𝑜𝑠(𝑡)        (9) 

 

The 𝛼𝛽 components of the grid current are defined 90 degrees lead of the current, as in the Eq. 10. 

 

𝐼𝛼 = 𝐼𝑔(𝑡) = 𝐼𝑚𝑠𝑖𝑛 (𝑡)  

𝐼𝛽 = 𝐼𝑔(𝑡 +
𝜋

2
) = 𝐼𝑚𝑐𝑜𝑠(𝑡)                    (10) 

 

The linear transformation 𝑑𝑞 corresponding to the transformation of the 𝛼𝛽 components of the grid 

current and voltage is given in Eq. 11 [25]. 

 

𝐼𝑑𝑞 = [
𝐼𝑑

𝐼𝑞
] = [

𝑠𝑖𝑛 (𝑡) −𝑐𝑜𝑠(𝑡)
𝑐𝑜𝑠(𝑡) 𝑠𝑖𝑛 (𝑡)

] [
𝐼𝛼

𝐼𝛽
]   

 

𝑉𝑑𝑞 = [
𝑉𝑑

𝑉𝑞
] = [

𝑠𝑖𝑛 (𝑡) −𝑐𝑜𝑠(𝑡)
𝑐𝑜𝑠(𝑡) 𝑠𝑖𝑛 (𝑡)

] [
𝑉𝛼

𝑉𝛽
]                    (11) 

 

The block diagram of the single phase 𝑑𝑞 transformation is shown in Figure 5. First, the 𝛼𝛽 

components are obtained by measuring the voltage 𝑉𝑔 and the current 𝐼𝑔. Using the 𝛼𝛽/𝑑𝑞 transform, 

the 𝑑𝑞 components of the current and voltage are obtained. The 𝑉𝑞  component is implemented as an 

input to the PLL circuit. In the PLL block, the phase of the new generated sinus signal is adjusted to 

be the same as the phase of the grid voltage. The 𝑉𝑞  is compared with the q component of 𝑉𝑟𝑒𝑓  signal 

and sent to PI block. The proportional and integral values of the PI block are 10 and 50000, 

respectively. The signal obtained at the PI is sent to the integrator block. The ωt signal is obtained at 

the same frequency as the grid at the output of the PLL block.  

 

The block diagram of the 𝑑𝑞 current control is shown in Figure 6. The 𝑉𝑑𝑐 obtained at the boost 

circuit output is compared with the 𝑉𝑟𝑒𝑓 . At the PI block output, the steady state voltage error is reset 

and the 𝑑 component signal of the reference current is obtained. 𝐼𝑑 and 𝐼𝑞  currents are compared with 

reference values and steady state current errors are reset at the PI controller output. It provides the 

gain separation terms and the 𝑑 and 𝑞 components of the voltage are added. When 𝛼𝛽 is transformed 

to a stationary reference frame, the 𝛼 signal and the sawtooth signal are compared to obtain the PWM 

signals of the single phase PV inverter. 
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Figure 5. Single phase dq transform block diagram. 

 

 

Figure 6. Single phase 𝑑𝑞 current control block diagram. 

 

3. DEVELOPED ADAPTIVE NETWORK BASED FUZZY INFERENCE SYSTEM (ANFIS) 

BASED MPPT CONTROL ALGORITHM 

 

ANFIS is a hybrid artificial intelligence method that uses the parallel computation and learning 

capability of artificial neural networks and the inference feature of fuzzy logic [26,27]. The ANFIS 

model uses the sugeno type fuzzy inference system and the Hybrid learning algorithm. Adaptive 

networks consist of directly connected nodes. Each node represents a processing unit. The connections 

between the nodes show a weight between them whose value is not clear. A few of the nodes are not 

adaptive. Non-adaptive nodes can be made adaptive using variable parameters[28]. 
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MPPT is obtained using ANFIS. ANFIS is trained to obtain the output voltage that provides the 

maximum power output from the PV panel system. Solar irradiation and temperature are given as 

inputs to ANFIS. In the developed ANFIS based MPPT algorithm, voltage control is performed by 

comparing the 𝑉𝑟𝑒𝑓 obtained at the ANFIS output with the PV voltage. Error signal is obtained with 

feed forward PI controller and PWM signal of DC/DC boost converter is adjusted. At constant 

temperature the solar radiation  variations results in a large change in the output of  PV panel current 

in the MPP. The MPPT controller provides a non-variable voltage at the output when the temperature 

does not change. Otherwise, the temperature variance causes a large change in the PV panel output 

voltage in the MPP, which greatly changes the DC voltage.  

 

The simulation circuit of the developed ANFIS based MPPT algorithm has been confirmed using 

Matlab/Simulink. The PV panel temperature ranges from 15 °C to 40 °C and the solar irradiation 

varies between 0 and 1000 W/m. Using these temperature and irradiance values, data is obtained at the 

output of the simulation circuit, and some of the irradiation and temperature data is used off-line to 

train the ANFIS. Figure 7 shows the ANFIS structure. In the five-layer network structure, two inputs 

with solar irradiation and panel temperature are used. 

 

 

Figure 7. MPPT controller structure based on ANFIS. 

  

The structure converts solar irradiation and temperature into three suitable MF as shown in Figure 8 

and Figure 9. 
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Figure 8. Solar irradiation MF. 

 

 

Figure 9. Temperature MF. 

 

The form of these MF generated by the ANFIS controller varies during the training phase. The form 

of the MF obtained both during the training phase and at the end of the training phase are as given in 

Figures 8 and 9. The fuzzy rules for a temperature of 22.5 °C and solar irradiation of 500 W/m are 

shown graphically in Figure 10. The rules show the connection and matching between the variables. 

All conditions can be accessed by changing the slider on the shape. As shown in the last column, it is 

seen that the temperature varies between 5 °C and 40 °C, the solar irradiation varies between 0 and 

1000W/m and the MPP voltage changes accordingly. 
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Figure 10. The rules of the ANFIS controller. 

 

4. SIMULATION RESULTS 

 

Considering the solar irradiation in a day, it changes at certain times of the day.  Figure 11 shows the 

time-dependent variation of solar irradiance and temperature values. Initially, the solar irradiation 

starts with 1000W/m, then decreases to 600W/m between 0.5 s and 1.25 s. Increases to 800W/m 

between 1.25 s and 2 s and increases again to 1000 W/m irradiance between 2 s and 2.5 s. The 

temperature starts at 25 °C, then decreases to 5 °C between 0.5s and 1s. Increases to 40 °C between 1 

s and 1.5 s and rises again to 25 °C between 1.5 s and 2.5 s. The simulation time interval was taken as 

2.5 s. 

 

To test the validity of the developed MPPT controller, system given in Figure 1 was simulated in 

MATLAB/Simulink. For the simulation of the system, the desired value of PV voltage is obtained by 

combining 6 serial and 1 parallel panels. For simulation, single phase grid voltage and frequency is 

simulated as 220V 50Hz. The parameters used for the system are given in Table 1 and section 2. The 

simulation is done for the different solar irradiation and the panel temperature values in Figure 11.  

 

In the first simulation study, environmental conditions such as panel temperature and irradiation were 

changed and applied to the PV panel input, and the developed MPPT algorithm is compared with the 

conventional PandO algorithm. The voltage from the boost converter, PV panel power, reference 

power and algorithm efficiency signals were obtained from a result of the simulation. 
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(a) 

 
(b) 

Figure 11. Variation curves of solar irradiation and panel temperature. 

 

In Figure 12, boost converter output voltage, PV panel power, reference power and algorithm 

efficiency obtained using PandO based MPPT algorithm are shown.  

 

 
(a) 
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(b) 

 

 
(c) 

Figure 12. a) The output voltage of boost converter, b) the algorithm efficiency c) the PV panel 

power, reference power and obtained using PandO based MPPT algorithm. 

 

In Figure 13, the boost converter output voltage, PV panel power, reference power and algorithm 

efficiency signals obtained using the ANFIS based MPPT algorithm are shown. The comparison 

results of the PandO algorithm and the ANFIS based MPPT algorithm are given in Table 2. The 

efficiency of the ANFIS based MPPT algorithm and the PandO algorithm efficiency are obtained as 

0.8887 and 0.5079 at t=1.033s respectively. It can be seen from Figure 13 that the maximum power of 

the PV panel is particularly sensitive to solar irradiation and panel temperature, and the tendency of 

the power to change is consistent with the ideal power. In addition, the developed ANFIS based 

MPPT algorithm, when compared to the PandO algorithm, adapts to these changes faster and can 

follow the MPP power with less change. A reliable inverter control algorithm should be able to keep 

DC voltage and AC grid voltage constant when environmental conditions change. 

 

Table 2. The comparison results of the PandO algorithm and the ANFIS based MPPT algorithm. 

 Algorithm efficiency at t=1.033s 

PandO algorithm 0.5079 

ANFIS based MPPT algorithm 0.8887 
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(a) 

 
(b) 

 
(c) 

Figure 13. a) The output voltage of boost converter, b) the algorithm efficiency c) the PV panel 

power, reference power and obtained using ANFIS based MPPT algorithm. 
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Figures 14 and Figure 15 show the reference current, grid current and PV panel current obtained using 

the PandO algorithm and the ANFIS-based MPPT algorithm respectively. From the Figures 14 and 

15, when the developed MPPT algorithm is compared with the PandO algorithm, the AC output 

current of the inverter can follow the grid reference current with less fluctuation. 

 

 
(a) 

 

 
(b) 

Figure 14. a) The reference current, the grid current and b) the PV panel current obtained using the 

PandO algorithm. 

 

 
(a) 
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(b) 

Figure 15. a) The reference current, the grid current and b) the PV panel current obtained using 

ANFIS based MPPT algorithm. 

 

5. RESULTS 

 

In this study, the ANFIS based MPPT control algorithm is development for a on-grid double stage 

2KW single phase PV inverter. The voltage balancing between the PV panel system and the AC grid 

is performed by a DC/DC boost converter. The duty ratio of active switch is adjusted using the ANFIS 

based MPPT algorithm to track the MPP of the PV panel system. In the developed ANFIS algorithm, 

Sugeno inference with three inputs and one output was used and irradiation and temperature data were 

chosen as input training data. 400V constant MPPT voltage obtained from the DC/DC converter 

output was applied to input of the single phase inverter and 220V 50Hz AC voltage was obtained by 

using the dq algorithm. The voltage and frequency on the grid side are regulated by adjusting the 

PWM signal by the dq controller . Thus, simultaneous control in the PV panel system and the inverter 

ensures that the control aims are achieved. The validity of the developed algorithm was tested using 

the Matlab/Simulink simulation program.  

 

ANFIS based MPPT algorithm and PandO algorithm were compared in simulation studies and 

algorithm efficiency was obtained as 0.8887 and 0.5079 at t=1.033s respectively. The simulation 

results show that the proposed ANFIS based control algorithm is adaptable to environmental changes 

and can quickly track MPP. The grid current tracking performance shows that the PV inverter is 

sensitive to irradiation and temperature changes and the reliability of the developed ANFIS algorithm. 

The comparison results with the PandO algorithm confirm the superiority of the developed ANFIS 

algorithm. 
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ABSTRACT 

 

In this study, the machinability of Boron Alloy Steel by electrical discharge machining (EDM) 

method was investigated. Taguchi L27 vertical knee test set was used in the experimental study. 

Discharge current, pulse on time, and pulse of time were selected as processing parameters. As a 

result of the experiments, average surface roughness, material removal rate, electrode wear rate values 

were investigated. The Taguchi method was used to decide on the optimal machining parameters. The 

effect of control factors on experimental results was calculated using analysis of variance. In the 

results of the experimental studies, the discharge current was found to be the most effective parameter 

on the electrode wear rate (EWR), average surface roughness (Ra) and material removal rate (MRR), 

It has been shown that increasing the discharge current (I) value will have a negative effect on Ra. The 

factors affecting the average surface roughness after calculation are 86.51% discharge current, 6.17% 

pulse on time and 0.2% pulse off time. It was concluded that the effects of the impact time and the 

impact waiting time on the average surface roughness were insignificant. For MRR, the discharge 

current is 75.56%, the pulse on time is 9.54%, and the pulse off time is 2.03%. For EWR, the 

discharge current is 52.87%, toff with 6.25%, and ton with 3.25% 

 

Keywords: Electrical discharge machining, boron alloy steel, material removal rate, surface 

roughness, Taguchi analysis 

 

1. INTRODUCTION 

 

Electro erosion machining (EDM) is one of the most widely used non-traditional manufacturing 

processes for materials that are difficult to cut (carbides, ceramics, hardened steels), EDM is a thermo-

electric process in which material is removed from the workpiece by the erosion effect of a series of 

electrical discharges known as sparks between the tool and the workpiece immersed in a dielectric 

fluid. Electro-erosion machining is primarily used in pressure casting dies, forging dies, cold forming 

dies, pressing dies, cutting and crushing dies, powder compression dies, and mould making [1]. 

mailto:ibrahim.sahin@ahievran.edu.tr
http://orcid.org/0000-0001-8090-9748
mailto:asimgenc@gazi.edu.tr
http://orcid.org/0000-0002-1900-1009
mailto:levent.urtekin@ahievran.edu.tr
mailto:ozerkan@gazi.edu.tr


 
 

 
 
 

Şahin, et all., Journal of Scientific Reports-A, Number 50, 169-180, September 2022. 
 

 
 

170 
 

Unlike traditional machining methods, the basic machining principle in these methods is shaping with 

heat energy produced by electrical sparks that occur in a dielectric fluid without contact between the 

tool and the workpiece [2]. 

 

Recently, research on perforation in difficult-to-machine materials has been influential. Due to their 

excellent mechanical properties, efficient processing will make them widely used. EDM is an 

unconventional machining process used for efficient and economical machining difficult-to-machine 

conductive materials [3]. The most crucial advantage of EDM machining is that there is no cutting 

force because the tool-workpiece pair does not come into physical contact with each other [4]. Also in 

addition, low production, and material costs, choosing the appropriate electrode material has an 

important role in reducing processing costs with EDM [5]. 

 

EDM is a metal material forming technique with a complex thermal energy discharge technique in 

which melting, and solidification events co-occur. Discharge current, pulse on time, pulse off time, 

dielectric fluid pressure, electrode type, and material properties determine the shape of the pits formed 

on the machined surfaces. Overlapping craters directly determine the surface structure and machining 

efficiency [6, 7]. 

 

Optimization methods have been created to establish the effective values of the parameters employed 

by the manufacturing sector during product processing [8]. Factorial designs are used to evaluate all 

level combinations of each test parameter when there are several test parameters. In other words, a 

factorial test design combines at least two or more parameters examined and levels in an experiment 

with at least two or more of these parameters. When a fully factorial experimental design is paired 

with statistical methodologies, it makes the analysis process much easier for researchers. Complete 

factorial trials were analyzed using variance (ANOVA) and regression analysis. ANOVA revealed 

which test parameters were statistically significant [9]. The purpose of regression analysis is to see if 

there is a precise mathematical relationship between the cause (independent input variable) and the 

consequence (independent output variable) [10]. Without modifying the order of procedures, these 

methods can be used to calculate the influence of a factor on the experiment and identify sources of 

variance [11, 12]. Taguchi test design is a proven strategy for boosting process performance with few 

tests and a low cost. The number of tests significantly decreases because of Taguchi's vertical index, 

which saves time and money. Taguchi's technique has the advantage of being able to forecast the 

outcome. The Taguchi technique yields a solution with the fewest possible experiments and promotes 

the development of high-quality processes and products. Production circumstances or uncontrolled 

factors have the most negligible impact on the process or product. By minimizing the total loss 

generated by the product due to the loss function, the Taguchi approach establishes a new concept of 

quality cost [13, 14]. Many surface roughness experiments use the Taguchi experimental design 

extensively. Experimental design is a powerful statistical tool for identifying unknown aspects of 

threshold parameters and assessing and modelling interactions between variables during the 

experiment [15]. 

 

In a study using the Taguchi method, Lin and colleagues, combining their research with an analysis of 

variance, argued that I and tone values increased MRR but negatively affected Ra [16]. Raghuraman 

et al. In their research, optimization techniques to determine the processing parameters for optimum 

Ra and MRR [17]. In another study using optimization techniques, it was stated that the dwell time 

and discharge current had a significant effect on the processing parameters [18]. For Lee and Li, the 

EWR increases with increasing discharge current, but the discharge current negatively affects the 
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roughness of the surface [19]. Urtekin et al. the machining performance outputs (the machining 

current, the machining rate, the average surface roughness, and surface topography) were found for 

the varying process parameters pulse time, pulse-off time, dielectric flushing pressure, and wire speed 

[20]. 

 

This research processed boron alloy steel with high wear resistance and hardness with the EDM 

method. Since boron atoms alloyed to these steels make the material very hard, they are difficult to 

shape by machining techniques. The datasheet for statistical analysis was prepared using Taguchi L27. 

Three separate parameters were used as variables in the experiments: discharge current, pulse time, 

and pulse waiting time. Workpiece material removal rate (MRR), electrode wear rate (EWR), and 

average surface roughness (Ra) were studied as a function of machining parameters. To find optimal 

parameters, the results were examined experimentally and statistically using ANOVA and regression 

analysis. 

 

2. EXPERIMENTAL METHOD 

 

2.1. Material Selection (Workpiece/Electrode) 

The experimental study used 30x20x10 mm boron alloy steel as the workpiece material. The elements 

in boron added steel are given by weight in the tables below, and their physical properties are 

indicated. In Table 1, the element distribution according to the workpiece material weight ratio. In 

Table 2 and 3, the physical properties of the electrode and the workpiece are given. As the electrode, 

copper electrodes in prismatic form (20x10 mm and 99.99% purity) were used.  

 

Table 1. Element distribution according to weight ratio of Workpiece Material (Çemaş Döküm A.Ş.), 

C Si Mn Ni P S Cr Mo V Nb Ti B 

0,1 0,3 1,2 0,01-

0,03 

0,05-

0,01 

<0,001 0,18 0,01 0.002 0.04 0,1 0,0001 

  

Table 2. Electrode and workpiece physical properties. 

Specifactions Value 

Tensile Strenght (MPa) 290,28 

Elongation at Break (%) 14,31 

Hardness (HB) 99,64 

Electrical Conductive (MS/m) 57,61 

 

Table 3. Work Piece Material. 

Hardness (HRc) Yield Strenght (MPa) Tensile Strenght (MPa) Thermal (W/m-k) 

42,7 1350 172-1450 11.3–53.3 

 

2.2. Electric Discharge process 

Experimental studies were carried out at room temperature using FURKAN brand, 50 A "K1 Z-NC" 

type industrial electro-erosion workbench. Using a universal lathe, the machined surface was cleaned 

of electrode material after each experiment was completed. 
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2.3. Surface Roughness Measurements 

Mitutoyo SJ 210 surface roughness measuring device was used to determine the average surface 

roughness. Thanks to this device, the measurement of channels up to 0.5 mm are easily achieved. The 

average surface roughness values of the machined surface were measured in triplicate at room 

temperature. Surface roughness values are calculated by measuring them at three separate sites on the 

machined surfaces and calculating their average roughness (Ra) values. 

 

2.4. EDM Experiment Parameters 

Experiments full factorial design method was applied according to the Taguchi vertical array. The 

experimental design was designed as L27. The parameters used were determined as pulse on time, 

pulse of time and discharge current (Amper), The parameters and levels used in the experiments are 

shown in Table 2. 

 

Table 4. Control factors and levels used in experiments. 

Experımental Parameter Value 

Dıscharge Peak Current (AMPRES) (A) 6 12 24 

Pulse On Time (𝜇𝑠) 50 100 200 

Pulse Off Time (𝜇𝑠) 6 24 48 

Stay On Materıal (SN) 5 

Electrode Polarıty - 

 

3. RESULTS and DISCUSSION 

 

The highest Ra value was measured as 0.49, ton=200 𝜇𝑠, current=24A, and the lowest Ra value was 

measured as 0.01 ton= 50 𝜇𝑠, I=6A. The lowest MRR value was 6 A, at 50 𝜇𝑠 ton values of 

approximately 0.01 g/min, and the highest MRR was calculated as approximately 0.49 g/min at 24 A 

and 200 𝜇𝑠 percussion times. The lowest EWR was calculated as approximately 0.000326 g/min at 12 

A and 200 𝜇𝑠 ton time, and the highest EWR was approximately 2.58 g/min at 6 A and 50 𝜇𝑠 ton 

time. The Ra, MRR and EWR values obtained from the experimental work performed by electro-

erosion machining are shown in Figure 1. 
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Figure 2. Graphical display of Ra, MRR and EWR values according to amper, ton and toff. 

 

In experimental studies, spark density (energy density) and discharge power are higher when I and ton 

are high. This caused Figure 1. Graphical display of Ra, IHH and EAH values according to Amper, ton 

and toff .The surface of the workpiece becomes rougher by removing the amount of material that 

would cause the formation of a more deep and broader crater on the workpiece surface. As a result of 

the experimental study, it has been observed that the impact of waiting time has little effect on the 

surface roughness value of the workpiece. In the graph for the workpiece machining speed in Figure 1, 

it is seen that the discharge current and the pulse time (ton) increase with the increase and decrease 

with the increase in the pulse of time (toff), Looking at the graph for EAH in Figure 1, it is observed 

that as the discharge current increases, the electrode wear rate increases with the discharge current, 

and the electrode wear rate increases and then decreases with the increase of the pulse duration. 

 

3.1. Signal Noise(S/N) Ratio Analysis 

The Taguchi Method allows the user to control variables that are affected by uncontrollable factors 

that aren't taken into account in standard experimental design. Taguchi measures the performance 

qualities of the control factor against the level of these factors by converting the goal function's value 

into a signal-to-noise ratio (S/N), The needed signal ratio of the undesired random noise value is the 

Signal/Noise ratio, which reflects the quality qualities of the experimental results [21]. 

 

There are some methods for using Taguchi to evaluate experimental results. One of these methods, 

"the smallest is better", was the first choice for surface roughness in this research. This is because the 
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surface roughness is expected to be at low levels during the electro-erosion process. Equation 2 below 

is derived from the "smallest best" logic used in the Taguchi method. In order to complete the 

production process in a short time, it is hoped to obtain a higher UTL value, so the "biggest best" 

method is adopted in the UTL optimization. Equations 1 and 2 calculations are shown [22]. 

  𝑇ℎ𝑒 𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡 𝑏𝑒𝑠𝑡: (
𝑆

𝑁
) = −10 log(

1

𝑛
∑ 𝑦𝑖

2𝑛
𝑖=1 )                                                (1) 

 

𝑇ℎ𝑒 𝑏𝑖𝑔𝑔𝑒𝑠𝑡 𝑏𝑒𝑠𝑡: (
𝑆

𝑁
) = −10 log(

1

𝑛
∑

1

𝑦𝑖
2

𝑛
𝑖=1 )                                                                                     (2) 

 

The effect of the parameters (Ton, Toff and Ampere) on the surface roughness is given in Tables 5, 6 

and 7 to show the control factors and their levels better. The S/N response table created by the 

Taguchi method was used to determine the optimal level of control factors. These values, given in the 

table below, show the effect of each level of factors on the change in mean surface roughness, IIH, 

and EAH. The maximum S/N values in this table represent the ideal level of the control coefficient 

and are shown in bold. As a result of the Taguchi method, it is understood that the most influential 

factors and levels found for average surface roughness, MRR, and EWR are discharge current (1), 

pulse on time (2), and pulse off time (3), Looking at the table, the parameters that have the most 

significant effect on the surface roughness are determined as Amper, ton, and toff, in the order in 

which they affect. 

 

Table 5. Surface Roughness S/N ratio table (db), 

Levels ton toff Amper 

Level 1 -26,30 -25,64 -21,25 

Level 2 -28,63 -19,93 -24,49 

Level 3 -19,50 -28,85 -28,68 

Delta 9,13 8,92 7,43 

 

Table 6. S/N ratio table for IHH (db), 

Levels ton toff Amper 

Level 1 35,23 35,56 38,56 

Level 2 36,95 38,25 36,46 

Level 3 38,67 37,03 35,82 

Delta 3,44 2,69 2,74 

 

Table 7. Table of S/N ratios for EAH (db), 

Levels ton toff Amper 

Level 1 -26,30 -25,64 -21,25 

Level 2 -28,63 -19,93 -24,49 

Level 3 -19,50 -28,85 -28,68 

Delta 9,13 8,92 7,43 
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When the main effects graph (Figure 2) for the average surface roughness is examined, the parameters 

affecting the surface roughness value are determined as Level 1 (50 μs) for the ton, and Current (6A) 

according to the smallest best case. 

 

Figure 3. S/N effect plot for surface roughness by ampere, ton and toff. 

 

 

Figure 4. S/N effect graph for IHH according to ampere, ton and toff. 
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Figure 5. S/N effect plot for EAH according to amps, tones and toffs 

 

3.2. Anova 

Statistical analysis of variance (ANOVA) is used to interpret the experimental data and determine the 

effect ratio of the parameters. ANOVA is a statistical tool used to reveal the average performance 

difference between applied test sample groups. With the analysis of variance, it is possible to 

determine which factors are influential in which processes and how. ANOVA aims to determine how 

the factors examined affect the selected output value to measure the quality and type of variation 

caused by different levels [23]. The results of the ANOVA analysis performed to determine the effect 

of processing parameters on Ra, EWR and MRR are presented in Tables 8, 9 and 10. The table shows 

that the most influential factor for Average Surface Roughness, MRR and EWR is discharge current. 

The significance level, degrees of freedom (DF), the sum of squares (SS), root mean square (RS), F-

number, contribution ratio, and P-value for each variable in the result are displayed here. In the 

analysis of the variance table, when P<0.05, the effects of the parameters on Ra, MRR, and EWR are 

statistically plausible. As we can see from the tables below, the effect of each of the parameters on Ra, 

EWR and MRR is seen. 

 

Table 8. Anova Analysis Results for Workpiece Machining Speed. 

Control 

Factor 

DF SS RS F % Contribution 

ton 2 38667 19333 7,42 9,54 

toff 2 8240 4120 1,58 2,03 

Amper 2 306258 153129 58,73 75,56 

Error 20 52143 2607  - -  

Total 26 405306  - -   - 

R-sq:87,14%   R-sq(adj):83,28 

 

Table 9. Anova Analysis Results for EAH Processing Speed. 

Control 

Factor 

DF SS RS F % Contribution 

ton 2 326,8 163,4 0,86 3,25 
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toff 2 628,3 314,2 1,66 6,25 

Amper 2 5312,5 2656,3 14,05 52,87 

Error 20 3780,1 189,0 - - 

Total 26 10047,8 - - - 

R-sq:62,38%   R-sq(adj):51,09% 

 

Table 10. Anova Analysis Results for Surface Roughness. 

Control 

Factor 

DF SS RS F % Contribution 

ton 2 0,032872 0,016436 8,44 6,17 

toff 2 0,001063 0,000532 0,27 0,2 

Amper 2 0,461926 0,230963 118,63 86,51 

Error 20 0,038937 0,001947  -  - 

Total 26 0,534797  -  - -  

R-sq: 92,72% R-sq(adj):90,54% 

 

The effect ratios of the parameters on the variables Ra, EAH and IHH were calculated. In Table 8, the 

effective ratio of the discharge current on Ra was 86.51%. It was observed that the effective rate of the 

impact time on the surface roughness was 6.17%. Table 6 shows the effect coefficients of the 

parameters on the MRR. The effective discharge flow rate on the MRR was high and was found to be 

75.56%. The impact rates of the impact time and the impact waiting time material were 9.54% and 

2.03%, respectively. The impact waiting time has little effect on the MRR. The effect ratio of the 

discharge current was found to be 52.87%, with an expected value on the EWR. The impact rates of 

the impact time and the impact waiting time on the material were 3.25% and 6.25%, respectively, and 

it was seen that they had little effect on the EWR. 

 

3.3. Regression analysis 

Regression analysis is used in experimental research to find the relationship between controls and 

experimental factors. In this study, I, ton, and toff were chosen as modifiers. Ra, MRR, and EWR are 

the result of the experimental process. A linear regression model was set up to find the Ra, MRR, and 

EWR values. Equations 3,4, and 5 show the linear regression models generated for Ra's rendering 

performance outputs, MRR, and EWR. 

 

   MRR = −82,7 + 0,606𝑡𝑜𝑛 − 0,689𝑡𝑜𝑓𝑓 + 14,21𝐼                                        (3) 

 

𝐸𝑊𝑅 = −10,95 − 0,0502𝑡𝑜𝑛 + 0,190𝑡𝑜𝑓𝑓 + 1,860𝐼                                          (4) 

 

𝑅𝑎 = −0,1414 + 0,000556𝑡𝑜𝑛 − 0,000322𝑡𝑜𝑓𝑓 + 0,01747𝐼                                      (5) 

 

4. CONCLUSION 

 

The results of the research, in which the machinability of the boron alloy steel material by using 

copper electrodes on the EDM machine and statistical analyses were carried out, are presented below. 

 

• It was observed that the increase in discharge current and impact time affected the surface roughness 

negatively. 
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• High discharge current has increased the machining speed of the part. 

 

• It was revealed that the parameter that most affected the results on Ra, MRR, and EWR was 

discharge flow. 

 

• ton and toff turned out to have little effect on Ra, MRR, and EWR. 

 

• The optimum machining parameters for the average surface roughness were measured at ton=200 𝜇𝑠 

I=24A, and the lowest Ra was 0.01 ton= 50 𝜇𝑠 I=6A. 

 

• The best machining parameters for the MRR were 50 𝜇𝑠 tons at the lowest 6A current and the 

highest MRR at 24A current and 200 𝜇𝑠 tons. 

 

• According to the analysis of variance's outputs, the discharge current's percentage effect on the 

surface roughness is 86.51%. The effective discharge flow rate for MRR was determined as 75.14%, 

and the effective rate on EWR was determined as 52.87%. 

 

• According to the results of the Anova analysis, the hit waiting time is the parameter that has a minor 

effect on the machining. 

 

Accurate experiments results show that Taguchi's optimization studies can successfully apply to 

EDM. 
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ABSTRACT 

 

The most important problem of heating and cooling systems is the removal of heat from the system. 

Heat exchangers are the most critical equipment of such systems. However, the use of nanofluids has 

increased significantly in recent years due to the design limitation of heat exchangers. In this study, 

the effect of using different nanofluids on the heat transfer performance of a heat exchanger was 

numerically investigated. A 3D heat exchanger model was created and the thermal performance of the 

system was analyzed by using different types of fluids at different fluid velocities. Analyzes were 

performed using the ANSYS Fluent program. According to the results obtained, the highest heat 

transfer increase was obtained in MgO-TiO2 nanofluid with 33.4% at 0.05 m/s compared to water. The 

highest and lowest heat transfer rates were calculated with 202.73 W for MgO-TiO2 nanofluid and 

121.59 W for PGW (propylene glycol-water mixture) fluid, respectively. 

 

Keywords: Heat Transfer, Hybrid Nanofluids, Heat Exchanger, Nanofluids 

 

1. INTRODUCTION 

 

The need for a more efficient heat exchanger system has become increasingly important because of 

global warming, greenhouse gas emissions, and energy concerns. Heat exchanger performance is 

determined by the thermal and physical properties of heat transfer fluids. Fins, microchannels, and 

increasing the heat transfer area can all be used to enhance the performance of the heat exchanger. In 

addition, increasing the thermophysical properties of the heat transfer fluid is an important parameter 

in increasing the performance of heat exchangers [1-4]. For this purpose, the use of nanofluids [5-8] 

and hybrid nanofluids has recently increased. 

 

In recent years, many engineering applications have been investigated with different nanofluids. Das 

et al. [9] investigated exergetic characteristics of a heat exchanger (shell and tube) and heat transfer 

using PGW (propylene glycol-water mixture)-based ZnO nanofluids varying nanoparticle volume 

concentration and nanofluid (shell side) flow rates in their study. The experimental results show that 

the heat transfer rate has been enhanced by increasing the concentration of nanoparticles and the flow 

rate of nanofluids. The efficiency of the heat exchanger was increased with the increase in the 

concentration of the volume of nanoparticles at a certain amount of nanofluid flow. In their 

experimental study, Sundar et al. [10] evaluated the friction factor and convective heat transfer 

coefficient. MWCNT-Fe3O4/water hybrid nanofluid was used in the experiments. And a circular tube 
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is used at constant heat flux. Flow conditions are fully developed turbulent flow. In comparison to 

base fluid data, the results reveal a maximum increase in Nusselt number of 31.10% with a penalty of 

1.18 times increased pumping power for particle loading of 0.3% at 22,000 Reynolds number. In 

another study, the use of corrugated pipes in a heat exchanger (shell and tube) was investigated using 

the ε-NTU method, energy/exergy analysis. The effect of using corrugated pipes on energy/exergy 

efficiency was investigated for different operating conditions. The results revealed that the difference 

between fluid outlet temperatures could be reduced instead of smooth surfaces due to fluid mixing and 

secondary flows obtained using corrugated surfaces [11]. Huang et al. [12] examined the pressure 

drop and heat transfer properties of a hybrid nanofluid mixture incorporating multi walled carbon 

nanotubes (MWCNTs) and alumina nanoparticles in a heat exchanger (chevron corrugated-plate), 

When comparing the hybrid nanofluid mixture with water and Al2O3/water nanofluid, results show 

that the hybrid nanofluid mixture has a slightly larger heat transfer coefficient. In addition, hybrid 

nanofluid mixtures exhibit the highest heat transfer coefficients. A Diamond-water nanofluid's 

(biologically friendly) heat transfer efficiency, thermophysical characteristics, and pumping power 

assessment were experimentally studied by Alshayji et al. [13]. The nanofluid was discovered to be an 

efficient heat transfer fluid in a fully developed internal laminar flow regime at all studied solid 

concentrations and temperatures. 

 

This numerical study investigated the effect of using different nanofluids on heat transfer performance 

and pressure drop. Common metallic nanofluids and metallic and metal-carbon hybrid nanofluids 

were preferred. In this manner, it was aimed to determine what kind of fluid used in a heat exchanger 

will be more efficient for heating/cooling systems. 

 

2. MATERIALS and METHODS 

 

In this study, a one-tube and one-pass heat exchanger model was used for the analysis. The model of 

the heat exchanger is given in Figure 1. The tube section has a total length of 2184 mm and is made of 

copper material. The diameter of the tube is 10 mm and the wall has a thickness of 1 mm. There are 

36 aluminum fins with 1mm thickness and placed with a space of 5 mm around the tube. For copper 

and aluminum, the properties in the Fluent database were used. The numerical studies were conducted 

by using commercially available software ANSYS FLUENT 18.2 [14]. It was used for pressure-based 

and steady-state conditions, and energy and laminar viscous models. The analyses were performed at 

4 different fluid velocities (0.5, 0.6, 0.7 and 0.8 m/s) and using 5 different fluids (water, propylene 

glycol-water mixture/PGW [9], ZnO/PGW [9], MgO-TiO2 [15] and multi-walled carbon 

nanotubes/MWCNT-Fe3O4 [10] hybrid nanofluids), Thermophysical properties of the materials and 

fluids used in the study are given in Table 1.  
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Figure 1. The schematic representation and 3-D model of heat exchanger. 

 

The constant temperature for the tube inlet (60 
o
C) and constant heat transfer coefficient (h=20 

W/m
2
K) for the ambient were applied as boundary conditions. The computational domain was divided 

into 3.112.704 quadratic, uniform, and fine mesh. The mesh structure for the numerical model is 

shown in Figure 2. The average skewness for the model is 0.244.  

 

Table 1. Thermophysical properties of materials and fluids. 

Material  (kg/m
3
) cp (J/kg·K) k (W/m·K)  (Pa·s) 

Aluminum 2719 871 202.4 - 

Copper 8978 381 387.6 - 

Water 998.2 4820 0.6 0.001003 

PGW(40:60) 1026.5 3747.186 0.388 0.58 

ZnO/PGW 2247.8 1612.055 0.6752 1.01384 

MgO-TiO2 2870 8420 4.768 0.98 

MWCNT-Fe3O4 1002.3 4182.66 0.6734 0.91 

 

The calculations are based on the assumptions expressed as follows: materials and fluids have 

constant and uniform properties, fluids have been incompressible, and the inlet temperature of fluids 

has been constant. 
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Figure 2. The mesh structure of 3-D numerical model of heat exchanger. 

 

With the CFD (computational fluid dynamics) commercial package program (ANSYS Fluent 18.2), 

the heat transfer and flow through the geometry have been analyzed using partial derivative equations 

obtained from the conservation laws of continuity, momentum, and energy. Since the single phase 

approach is used in the study, the equations can be used for all fluids (nanofluids and hybrid 

nanofluids), Continuity, momentum, and energy equations, respectively [16];  

 

∇(Vm)=0                (1)  

 

∇ρ(VmVm)= − ∇P+∇μ(∇Vm)              (2)  

 

∇ρ𝑐𝑝(Vm𝑇)=∇k(∇T)                (3)  

 

where ρ is the density (kg/m
3
), cp is the specific heat (J/kgK),  is the dynamic viscosity (Pas), k is the 

thermal conductivity (W/mK), P is the pressure (Pa), V is the velocity (m/s) and T is the temperature 

(
o
C), 

 

3. RESULTS and DISCUSSION 

 

In this study, the heat transfer performance of 5 different fluids for 4 different flow rates (0.5, 0.6, 0.7 

and 0.8 m/s) at constant inlet temperature was analyzed. For this purpose, firstly, numerical analysis 

of water and PGW fluids, which are widely used as base fluids, were made. Afterward, heat transfer 

analysis of different nanofluids was performed and water was compared with the base fluid. The 

temperature contours of the results obtained are given in Figures from 3 to 7 at different fluid flows 

for all fluids (water, propylene glycol-water mixture/PGW, ZnO/PGW, MgO-TiO2 and multi-walled 
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carbon nanotubes/MWCNT-Fe3O4 hybrid nanofluids), respectively. As seen from the temperature 

contours in the figures, the outlet temperatures decreased as the fluid velocity increased. In other 

words, the temperature difference between the inlet and outlet temperatures decreased with increasing 

fluid velocity.  

 

As the fluid velocity increases, it was seen that more uniform temperature distribution is obtained. It 

was thought that the distribution of temperature contours of water, ZnO/PGW, and MWCNT-Fe3O4 

fluids exhibit similar characteristics, and this is due to the fact that the thermal conductivity 

coefficients are close to each other. It was observed that PGW with the lowest thermal conductivity 

coefficient is also the fluid with the lowest temperature value (41.9 
o
C) in terms of temperature 

contours. In MgO-TiO2 nanofluid, the situation is the opposite, and when the thermal conductivity 

value is the highest, the highest temperature values (55.2 
o
C) were seen in this fluid. When the 

temperature contours are examined in detail, it can be seen starting from the second elbow that other 

fluids have higher temperature values except for water. This can be explained by the fact that water 

has the lowest viscosity value.  
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Figure 3. Temperature contours of water at different fluid velocities. 
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Figure 4. Temperature contours of PGW at different fluid velocities. 
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Figure 5. Temperature contours of ZnO/PGW at different fluid velocities. 
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Figure 6. Temperature contours of MgO-TiO2 at different fluid velocities. 
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Figure 7. Temperature contours of MWCNT-Fe3O4 at different fluid velocities. 
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According to the results obtained, the heat transfer rates of all fluids were given at different fluid 

velocities in Figure 8. It was observed that the heat transfer rate increased for all fluids with increasing 

fluid velocity. The highest and lowest heat transfer rates were calculated with 202.73 W for MgO-

TiO2 nanofluid and 121.59 W for PGW fluid, respectively. Compared to water, the highest heat 

transfer increase was obtained in MgO-TiO2 nanofluid with 33.4% at 0.05 m/s. When this value is 

compared with PGW, the increase rate was calculated as 63.6%. The second highest heat transfer 

coefficient values were obtained in water fluid. This situation can be explained by thermal 

conductivity and heat capacity values.  

 

 

Figure 8. Total heat transfer rates of all fluids at different fluid velocities. 

 

In figure 9, pressure difference values of all fluids are given. It has been calculated that the differences 

between the inlet/outlet pressure values of all fluids except water are very high. It is also seen that the 

increase in fluid velocity causes the pressure difference values to increase. The highest pressure 

difference value was calculated in ZnO/PGW nanofluid. This can be explained by the fluid viscosity. 

Higher viscosity causes more pressure loss.  

 

The values of the outlet temperatures of all fluids for different fluid velocities are given in Figure 10. 

It was calculated that when the fluid velocity increased, the temperature values also increased. When 

the fluids were compared, it was calculated that the most significant temperature values were in MgO-

TiO2 nanofluid. It is seen that other fluids have close values. The highest outlet temperature was 

obtained at 58.07 
o
C in MgO-TiO2 nanofluid and the lowest at 57.48 

o
C in ZnO/PGW nanofluid.  
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Figure 9. Pressure difference values of all fluids at different fluid velocities. 

 

 

Figure 10. Outlet temperature values of all fluids at different fluid velocities. 
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4. CONCLUSION 

 

In this study, the effect of using different nanofluids on the heat transfer performance of a heat 

exchanger was numerically investigated. A 3D heat exchanger model was created and the thermal 

performance of the system was analyzed by using different types of fluids at different fluid velocities. 

The following results were obtained as a result of the analysis:  

 

It was observed that the heat transfer rate increased for all fluids with increasing fluid velocity. The 

highest heat transfer increase was obtained in MgO-TiO2 nanofluid with 33.4% (202.73 W) at 0.05 

m/s fluid velocity compared to water. The most important parameter causing this is the thermal 

conductivity value. When this value is compared with PGW, the increase rate was calculated as 

63.6%. The highest pressure difference value was calculated in ZnO/PGW nanofluid. This can be 

explained by the fluid viscosity. Higher viscosity causes more pressure loss. 

 

In the numerical analysis, it was seen that the thermal properties of the fluids affect the results very 

much due to the single-phase assumption. When the results were examined, it was seen that the 

single-phase analysis is not sufficient, especially compared to the experimental results. 
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ABSTRACT 

 

Due to their clean energy generation process, PV energy systems are an important alternative energy 

production system against fossil fuel-based energy production systems. However, it is important to 

make a clear and brief economic feasibility analysis before the installation of a PV energy system. The 

return time of the investment should have been calculated carefully. So, this paper presents an 

economic feasibility analysis of a grid-connected PV energy system. The system is planned to locate 

on the campus of Kutahya Dumlupinar University, Türkiye. The proposed system is planned to 

establish approximately 3000 m
2
 of an unused field near a pond on the campus. The DC side power 

plant installed power capacity has been determined as 150kWp. The network side power of the system 

is determined as 125kWe. The total cost of the system is determined and the monthly energy 

production of the proposed PV energy system in years is calculated according to solar radiation data. 

The overall profit of the system is calculated by years. It is found that the system will start to make 

profits at the middle of the 5
th

 year of the investment. 

 

Keywords: Renewable energy systems, photovoltaic energy systems, feasibility analysis 

 

1. INTRODUCTION 

 

These days, the usage of renewable energy sources for electricity production is increasing due to fossil 

fuels and coal-based electricity production having enormous pollution effects on the atmosphere. In 

the year 2019, renewable energy production is 11.41% of total energy production in the world 

(includes hydropower, solar, wind, geothermal, bioenergy, wave, and tidal), In the year 2019, without 

hydropower, the total renewable energy production in the world is 3137.47 TWh. In the year 2020, 

this production increased up to 3322.94 TWh. The change ratio of renewable energy production 

without hydropower for one year is 5.9%. The yearly representation of the world's electrical energy 

production based on hydroelectric, solar energy, wind energy, and other renewable energy sources is 

given in Figure 1 [1]. 

 

On the other hand, photovoltaic (PV) energy systems are one of the most common renewable energy-

based electric production systems. In the year 2011, the total installed solar capacity in the world was 

72.04 GW. In the year 2021, the world’s total installed PV energy capacity is 707.5 GW and PV 
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energy systems constitute 3.27% of total renewable energy in the world’s electricity production. So, 

the world’s renewable energy installed power capacity has increased 9.82 times in a decade [1]. 

  

 

Figure 1. World renewable energy generation by years [1]. 

 

In Türkiye, renewable energy sources-based electricity production (without hydropower) was 5.75 

TWh in 2011. In 2021, this value reached 61.3 TWh. It is seen that renewable energy production 

without hydropower is increased 5 times in one decade. In 2014, Türkiye’s total installed PV power 

capacity was 0.07 GW. From the beginning of 2015, PV energy system investments have increased 

exponentially.  In 2020, the total installed PV power capacity is increased to 6.67 GW. This shows 

that solar energy system investments are increased 95.28 times in 6 years. The total installed PV 

power capacity in Türkiye by years is shown in Figure 2 [1].  

 

 

Figure 2. Total installed PV power capacity in Türkiye by years [1]. 

 

In the year 2011, PV energy systems constituted less than 0.01% of the total electricity production in 

Türkiye. In 2021, PV energy systems constitute 3.91% of the total electricity production of Türkiye. 
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The share of solar energy in total energy production in Türkiye is increased 391 times higher in one 

decade. Since the year 2018, the share of the PV electricity production of Türkiye is over the share of 

the PV electricity production of the world. The share of solar energy in electricity production in 

Türkiye and the world by years is illustrated in Figure 3 [1].  

 

 

Figure 3. Share of the solar energy world and Türkiye by years [1]. 

 

In 2015, Türkiye’s total electricity generation from solar energy was 0.19 TWh. In 2021, this 

production increased to 12.91 TWh. The change in the solar energy-based electricity generation in 6 

years is 67.9 times. Figure 4 illustrates the total electricity generation from solar energy in Türkiye by 

years [1]. 

  

 

Figure 4. Total PV electricity generation in Türkiye by years [1]. 

 

In the literature, there are some studies about the economic feasibility analysis of PV systems in 

Türkiye and its neighbors. Celik [2] proposed a photovoltaic house concept that uses PV energy as the 

main energy source to assess the techno-economic feasibility of grid-connected photovoltaic systems 

in Türkiye. Abbasoglu et al. [3]  examined economically and environmentally feasible places in 

Türkiye to build a 10 MW PV-grid connected solar photovoltaic power plant. Duman and Guler [4] 
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presented the economic analysis of grid-connected residential rooftop PV systems in nine locations in 

Türkiye.  

Kalinci [5] investigated a PV array feasibility analysis for Bozcaada island, Istanbul. Akpolat et al. [6] 

presented a simulation study for the Rooftop Solar Photovoltaic System (RSPS) design and 

calculation for the faculty building at Marmara University in Istanbul. Aykut et al. [7] presented a 

techno-economic and environmental feasibility study of a hybrid grid-connected wind/PV/biomass 

energy system for Marmara University Goztepe Campus in Istanbul. Batman et al. [8] presented a 

feasibility study of grid-connected photovoltaic systems in Istanbul, Türkiye. In their study, power 

output and temperature data collected from PV modules in Istanbul, Türkiye in 2009. This data have 

been analyzed to determine solar power generation potential. 

  

Caglayan [9] examined the technical and financial viability of a grid-connected 1 MW photovoltaic 

PV power plant in the province of Antalya, Türkiye. Karaveli et al. [10] presented the differences in 

the feasibilities of Photo Voltaic Solar Power Plant (PV SPP)  installments in two Turkish cities 

(Antalya and Ordu) by using the Economic Feasibility Concept (EFC), Kirbas et al. [11] evaluated a 

feasibility of grid-connected PV SPP for the vicinity of Lake Burdur, Burdur, Türkiye. Their proposed 

PV SPP system is 1220 MW.  

 

Cetinbas et al. [12] explained a design, performance analysis, and optimization of a hybrid microgrid 

that includes a PV energy plant for the hospital complex located on the Eskisehir Osmangazi 

University (ESOGU) campus. Taner [13] presented a techno-economic feasibility analysis of a PV 

SPP for Yapilcan village, Aksaray city, Türkiye. Adan et al. [14] determined the technical and 

economic evaluation of a standalone and on-grid hybrid system to supply power to the Department of 

Electrical and Electronics Engineering at Eskisehir Technical University. Ates and Salmanoglu [15] 

proposed an economic feasibility study for the installation of an on-grid PV plant was planned on the 

roof of Manisa Celal Bayar University Koprubasi Vocational School. Ayran and Aslan [16] presented 

a feasibility analysis for an unlicensed on-grid 336 kWh PV SPP at Sehzade Park in Kutahya, 

Türkiye. Akpinar et al. [17] proposed an economic feasibility analysis of a PV SPP for a house in 

Türkiye with a program that created a simulation model in the MATLAB GUI environment. Gurturk 

[18] presented a cost analysis of a PV SPP, which is located in Elazığ, Türkiye is calculated according 

to Levelized Cost Analysis (LCA) method. In that study, the payback period of investing in the solar 

power plant was calculated as 13 years.  

 

Atikol et al. [19] demonstrated an economic feasibility assessment of a PV energy system in North 

Cyprus. Turjman et al. [20] proposed a 6 kW PV SPP with a wind energy system for Northern Cyprus. 

Sadati et al. [21] presented a microgrid of a PV array for a university campus-scale community on a 

Mediterranean island. Abujubbeh et al. [22] presented a techno-economic feasibility assessment for an 

on-grid PV-Wind hybrid system to cover a typical household annual energy demand in Amman, 

Jordan.  Kassem et al. [23] examined the economic and financial assessments of solar and wind power 

potential for nine selected regions in Libya. 

 

The main objective of this paper is to make an economic feasibility analysis of a grid-connected PV 

SPP, which is planned to be established in order to reduce the cost of electricity expenditure at 

Kütahya Dumlupinar University. The total PV SPP system cost, amount of electricity production, and 

the investment return time is examined. For optimal sizing of the proposed system, cost per watt 

comparison of various rated-power types of PV panels are investigated. 
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The study also aims to reduce the amount of carbon dioxide emitted from the generation of electrical 

energy using fossil fuels. With the publication of the study, awareness in the society about the use of 

renewable energy resources and the prevention of carbon emissions will be raised. 

 

There are many other studies about the economic feasibility analysis of PV power systems. Although, 

the difference in this paper includes the calculation of the shadow distance of PV panels according to 

the sun's path. The worst-case scenario for the shading effect of PV panels in the year is calculated. 

The distance between PV panel strings is calculated accurately. So, the optimal sizing of the proposed 

PV SPP is achieved for economic feasibility analysis. 

 

The remainder of this paper is organized as follows: In introduction part, Türkiye’s renewable energy 

production change in years is given. Also, Türkiye’s solar energy installed capacity change by years is 

interpreted. Then, a literature review is given about economic feasibility analysis of on-grid PV power 

systems. Then, the purpose of the study is given. In Materials and Methods section, the methodology 

is explained for the calculation of the sizing of the proposed PV SPP.  In results section, the solar 

radiation falling on the panel surface, total possible energy production of the proposed PV SPP, 

monthly expected energy from the system is investigated. Then, PV SPP average turnkey installation 

cost is determined and cash flow statement of the investment in equity is examined. In Conclusion 

section, the benefits of the proposed system are explained. The planned improvements of the proposed 

system in the future are expressed. 

 

2. MATERIALS and METHODS 

 

In the investigation, it is seen that the five-years average annual total electricity consumption of 

Kutahya Dumlupinar University campus is 90.369.725 kWh [24]. In this study, it is planned to 

establish a grid-connected PV SPP on Kutahya Dumlupinar University Campus area in Kutahya, 

Türkiye. The electrical energy produced in the system will be sold to the electricity distribution 

company. Thus, it is planned less electricity bills will be paid as the amount of income to be obtained 

from the electrical energy produced by the installed system. The system is planned to run on-grid. 

There isn’t any energy storage part is proposed to reduce the total cost of the system. 

 

The selected PV SPP installation area is an empty area near the pond on the campus is a south-facing 

sloping land. The area is approximately 3000 m
2
 (200m x 15m), The planned PV system location is 

given in Figure 5.  
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Figure 5. Planned installation place (in yellow rectangle), 

 

2.1. Selection of PV Panels 

Today, the most widely used PV technology is slice-based Crystalline Silicon (c-Si) technology and 

its market share is around 85%. So, within the scope of this project, it is planned to use c-Si based PV 

modules. In the market, it can be found c-Si structured PV panels in various rated-power values with 

various prices. So, for the proposed system, PV panels with at various rated-power values are 

investigated for cost per watt. (450 watts, 400 watts, 350 watts, 285 watts, 250 watts, 175 watts, 

...etc.) In the investigation, it is seen that the PV panel with the lowest cost per watt is the 

monocrystalline panels with a rated-power of 285 watts. Figure 6 shows the comparison of different c-

Si structured PV panels with cost per watt.  

 

 

Figure 6. Cost-per-watt comparison of PV panels in the market. 
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2.2. Determining the Distance Between PV Panel Strings 

For determination of the distance between PV panel strings, the shading distances of PV panels has to 

be calculated. For this reason, sun path chart of the proposed PV SPP location is examined. Figure 7 

shows one-year sun path chart for 39.29° North Latitude and 29.54° East Longitude. According to the 

sun path chart, the system is planned to start produce energy from 9:00 AM to 3:00 PM efficiently.  

 

 
Figure 7. Sun path chart for 39.29° North, 29.54° East [25]. 

 

The worst scenario for the shading effect, is 21th of December due to solar elevation angle (α) reaches 

the minimum value in the year. So, the shadow length of the PV panels become maximum. In Figure 

7, it is seen that the solar altitude angle on 21th of December at 9:00 AM is 15°. Symmetrically, in the 

same day, the solar altitude angle at 3:00 PM is 15°. So, maximum shading distance calculation can be 

made for 21th of December at 9:00 AM. 

 

Figure 8 illustrates the calculation method of maximum shading distance. The black lines indicate the 

shadow area of one PV panel. In the proposed system, PV panel dimensions are 1 m width and 1.63 m 

length. The PV panel tilt angle (denoted as β) is chosen 31° for the proposed location, according to 

similar studies made neighborhood of Kutahya [26]. The length of the panel is denoted as l. So, the 

height of the panel (denoted as h) can be found from the blue triangle in the figure by Equation 1.  
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Figure 8. Calculation of maximum shadow distance 

 

 

ℎ = 𝑙. 𝑠𝑖𝑛𝛽           (1) 

ℎ = 1.63. sin⁡(31°)                       

ℎ = 0.839⁡meter 
 

When the worst case scenario is considered, the sun elevation angle (denoted as α) is 15°. Thus, from 

the red triangle, the distance between the edge of the shadow and the projection of the upper edge of 

the panel to the ground can be found (denoted as x) by Equation 2. 

 

𝑥 = ℎ/𝑡𝑎𝑛⁡(𝛼)          (2) 

𝑥 = 0.839 0.267⁄  

𝑥 = 3.142⁡𝑚𝑒𝑡𝑒𝑟 
 

From the sun path chart, the azimuth angle (denoted as Φ) on 21th o December at 9:00 AM is 52.5° 

(180°-127.5°), So, the shadow length (denoted as d) can be calculated by Equation 3. 

 

𝑑 = 𝑥. 𝑠𝑖𝑛⁡(90 − 52.5)         (3) 

𝑑 = 1.91⁡𝑚𝑒𝑡𝑒𝑟 

 

In practice, the calculated shadow length value can be round up to 2 meters.  

 

2.3. The System Overall Properties 

The length of proposed field of the PV SPP is measured as 200 m. In order for the carrier vehicles to 

be used for the installation to maneuver easily, it is foreseen that there will be 12m of space at the 

beginning and end of each PV panel string. The surface area of a 285 watts-rated monocrystalline PV 

panel is 1.63 m
2
 (1 m x 1.63 m),  So, the length of one PV panel string is considered as 176 meters. 

Thus, one PV panel string is considered as have 176 PV panels in series. The width of the planned 
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installation field is 20 m. In order to prevent shading lost for the proposed PV SPP, the shading 

distance between two panel string must be at least 2 meter in the 39
th

 North latitude as mentioned in 

section 2.2. So, when walking ways between the PV panel strings and shadowing spaces are 

considered, it is decided 3 PV panel strings are suitable for the proposed PV SPP field. Thus, the total 

PV panels in the proposed PV system is determined as 528 (176x3) pieces.  

 

Table 1. General information for the planned PV system. 

City Kutahya 

Location Kutahya Dumlupinar University Campus Area 

Geographical location 39.474762°N-   29.903181°E 

Considered Radiation Data 
European Union Photovoltaic Geographical Information 

System (PVGIS) 

Planned PV SPP Installed Power 125kWe (150 kWp) 

Number of Inverters 5 x 25kW Grid Connect Inverters 

PV Panel Surface Area (Including 

Shadow Spaces) 
~ 3000 m

2 

The number of PV Modules: 
528 pcs 

(PV Module with 285Wp Power and c-Si Technology each) 

Panel efficiency 16.3 % 

Inverter efficiency 98 % 

Cable losses 1 % 

Other losses (Temperature, 

shading, dust, etc.) 10 % 

Total system efficiency 14.23 % 

 

The overall summary of the proposed PV SPP and important system parameters are given in Table 1. 

On the DC side, 528 pieces of 285-watt rated-power PV panels are planned to be used. So, the 

planned DC side power is calculated as 150 kWp. The selected PV panels are mono-crystalline type 

and their efficiency is 16.3%. The inverter side power is proposed as 125 kW. There are five 25kW 

rated power three-phase on-grid string inverters in the proposed system. Each inverter is connected to 

106 PV panels on the DC power side. On the AC power side, each inverter is connected to the 

national power network in parallel. Considering inverter losses, panel losses, cable losses, temperature 

losses, etc., total system efficiency is determined as 14.23%. 

 

3. RESULTS 

 

Considering the solar energy potential of the project installation region, the amount of radiation per 

unit area on a photovoltaic module placed at a fixed angle at the optimum tilt angle (31 degrees) is 

4847.00 Wh/m
2
/day [27]. This value is approximately 1.5 times Türkiye’s average of 3600 

Wh/m
2
/day. Therefore, a PV SPP to be established in the examined site location is in a more 

advantageous position than the average of Türkiye in terms of both the electricity generation potential 

and the return time of the initial investment cost.  

 

In Table 2, solar radiation coming to the horizontal surface at the installation site and solar radiation 

coming to the panel surface placed at the best tilt angle (31°) is compared. As the tilt angle of the 

panel approaches horizontal in summer, it is understood that more solar radiation reaches the panel 
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surface. On the other hand, in other months, much more solar radiation comes to the surface of the 

panel placed at the best tilt angle. 

  

Table 2. Radiation coming to the horizontal surface at the installation site (Hh, Wh/[m
2
.d]) and 

radiation coming to the panel surface placed at the best tilt angle (Hopt, Wh/[m
2
.d]), 

Month Hh  Wh/[m
2
.d] Hopt, Wh/[m

2
.d] 

January 1.680,32 2.412,58 

February 2.399,64 3.137,86 

March 3.562,90 4.189,68 

April 4.871,67 5.161,00 

May 5.809,68 5.680,00 

June 6.779,00 6.349,00 

July 7.544,84 7.228,06 

August 6.844,19 7.168,06 

September 5.037,33 5.904,33 

October 3.311,94 4.376,13 

November 2.413,67 3.781,67 

December 1.700,65 2.669,68 

Annual average 4.329,65 4.838,17 

 

The daily and monthly energy production values for the 150kWp PV SPP to be placed at the optimum 

angle (31
o
) on Kutahya Dumlupinar University Campus are shown in Table 3. The average production 

in winter is 10332 kWh. The average monthly production in spring is 18580 kWh. The average 

monthly production in summer months is 23900 kWh. The average monthly production in autumn 

months is 16778 kWh. The installation site's expected annual electrical energy generation will be 

approximately 208781.38 kWh.  

 

Table 3. Daily and monthly average electricity generation of proposed PV SPP. 

Months kWh/150kWp-day kWh/150kWp-Month 

January 309,10 9.582,00 

February 393,46 11.016,89 

March 526,40 16.318,39 

April 627,45 18.823,61 

May 664,50 20.599,48 

June 723,70 21.710,98 

July 809,74 25.101,86 
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August 802,94 24.891,07 

September 677,72 20.331,67 

October 519,25 16.096,78 

November 463,61 13.908,21 

December 335,50 10.400,44 

Total kWh/year 208 781,38 

 

The total investment cost of the proposed PV SPP is calculated as 145000$ + Tax. In the investment 

costs, 285W mono c-Si PV panels, 25kW on-grid string inverters, remote monitoring system, DC and 

AC electric panels, Solar DC cables, AC cables, panel carrier constructions, grounding materials, 

infrastructure and construction works, cable trays, etc. are considered. The investment costs of the 

proposed PV SPP that specified in Section 2 are given in Table 4 below. 

 

Table 4. PV SPP Average Turnkey Installation Cost. 

System Equipment Quantity Unit Total cost ($) 

285Wp Mono c-Si  PV Panel 528 Number  

 

 

 

 

 

 

 

 

145.000 $+Tax 

25kW On-grid String Inverter 5 Number 

Remote Monitoring System 1 Set 

DC and AC Electric Panels 1 Set 

Solar DC cable 1x4mm
2
 6.000 meter 

AC Cable 1 Set 

Panel Carrier Construction 1 Set 

Grounding Materials and Apparatus 1 Set 

Infrastructure and Construction Works 1 Set 

Cable Trays 1 Set 

Lightning, Fire, and Electrical 

Protection Components and Warning 

Signs 1 Set 

Process Management, Consulting, 

Installation, Assembly, Cabling, Labor, 

and other related costs 1 Set 

 

According to the calculations, it is predicted that the investment made with equity will pay back its 

entire cost at the middle of the 5
th

 year of the investment. The expected cumulative return from the 

system at the end of the 25th year is calculated as 1 030 482.54 $. Repayment and cash flow details 

are presented in Table 5. In all calculations, it is assumed that the energy production performance of 

the system decreases by 1% every year. In addition, it has been taken into account that the energy 

obtained from the system is deducted from the current consumption, the price of purchasing energy 

from the current grid is 0.1333 $ cents, and the sales prices of the grid have increased by 5% on an 
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annual basis. In addition, since all of the electrical energy produced will be offset against the current 

consumption, no network usage fee has been taken into account.  

 

Table 5. Cash Flow Statement of Investment in Equity. 

  1. year 2. year 3. year 4. year 5. year 

Investment Cost ($) -$171.100,00 $0,00 $0,00 $0,00 $0,00 

Annual Energy Production 

(kWh) 
208.781,38 207.319,91 205.868,67 204.427,59 202.996,60 

Network Price ($) $0,1333 $0,1400 $0,1469 $0,1543 $0,1620 

Annual Cash Flow ($) $27.837,52 $29.024,79 $30.262,69 $31.553,40 $32.899,15 

Cumulative Cash Flow ($) -$143.262,48 -$114.237,70 -$83.975,00 -$52.421,60 -$19.522,45 

  

  6. year 7. year 8. year 9. year 10. year 

Investment Cost ($) $0,00 $0,00 $0,00 $0,00 $0,00 

Annual Energy Production 

(kWh) 
201.575,62 200.164,59 198.763,44 197.372,10 195.990,49 

Network Price ($) $0,1701 $0,1786 $0,1876 $0,1969 $0,2068 

Annual Cash Flow ($) $34.302,30 $35.765,29 $37.290,68 $38.881,13 $40.539,41 

Cumulative Cash Flow ($) $14.779,85 $50.545,14 $87.835,82 $126.716,95 $167.256,36 

  

  11. year 12. year 13. year 14. year 15. year 

Investment Cost ($) $0,00 $0,00 $0,00 $0,00 $0,00 

Annual Energy Production 

(kWh) 
194.618,56 193.256,23 191.903,43 190.560,11 189.226,19 

Network Price ($) $0,2171 $0,2280 $0,2394 $0,2514 $0,2639 

Annual Cash Flow ($) $42.268,42 $44.071,16 $45.950,80 $47.910,60 $49.953,99 

Cumulative Cash Flow ($) $209.524,78 $253.595,95 $299.546,74 $347.457,35 $397.411,33 

  

  16. year 17. year 18. year 19. year 20. year 

Investment Cost ($) $0,00 $0,00 $0,00 $0,00 $0,00 

Annual Energy Production 

(kWh) 
187.901,61 186.586,29 185.280,19 183.983,23 182.695,35 

Network Price ($) $0,2771 $0,2910 $0,3056 $0,3208 $0,3369 

Annual Cash Flow ($) $52.084,53 $54.305,93 $56.622,08 $59.037,01 $61.554,94 

Cumulative Cash Flow ($) $449.495,86 $503.801,79 $560.423,87 $619.460,88 $681.015,82 

  

  21. year 22. year 23. year 24. year 25. year 

Investment Cost ($) $0,00 $0,00 $0,00 $0,00 $0,00 
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Annual Energy Production 

(kWh) 
181.416,48 180.146,56 178.885,54 177.633,34 176.389,91 

Network Price ($) $0,3537 $0,3714 $0,3900 $0,4095 $0,4300 

Annual Cash Flow ($) $64.180,26 $66.917,54 $69.771,58 $72.747,34 $75.850,01 

Cumulative Cash Flow ($) $745.196,08 $812.113,62 $881.885,20 $954.632,53 $1.030.482,54 

 

As it is shown in Figure 9, the proposed system starts to gain profit in the middle of the 5
th

 year of the 

investment. At the end of the 6
th

 year of the investment, the cumulative cash flow will be 14.779,85 $. 

At the end of the 10th year of the investment, the cumulative cash flow reaches 167.256,36 $. In a 25 

years of perspective, the total profit of the system is calculated as 1.030.482,54 $. 

 

 
Figure 9. Cash Flow Balance of Investment with Equity. 

 

With the establishment of the proposed system, the electrical energy transferred to the electricity grid 

will be a renewable energy-based energy, and it will also have an impact on the CO2 footprint. 

According to the International Energy Agency (IEA) data, Türkiye's average grid emission intensity is 

459.6 g/kWh. In return, the amount of CO2 emission in the current grid of 208781.38 kWh energy, 

which is expected to be produced from the proposed system, is approximately 95.96 tons/year. On the 

other hand, lifetime emission values of silicon solar panels are in the range of 22-46 g/kWh. In this 

case, the CO2 footprint in the proposed system is expected to be 7.30 tons/year (by taking an average 

value of 35 g/kWh), With the system going into production, 88.65 tons of CO2 emissions per year will 

be avoided.  
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4. CONCLUSION 

 

In this study, an economic feasibility analysis is made for a PV SPP which is planned to locate in the 

campus area of Kutahya Dumlupinar University. First, renewable energy production in the world and 

Türkiye’s situation is investigated. The PV energy-based renewable energy production of Türkiye is 

interpreted by years.  

 

Then, the area where the PV SPP will be installed on the Kütahya Dumlupınar University campus was 

examined. A 3000 m
2
 area where face to south is selected for PV SPP installment. Different rated-

power PV panels are compared by cost per watt. Contrary to popular belief, despite the increase in PV 

panel rated power, it has been observed that the cost per watt has not decreased. The minimum cost 

per watt value is achieved for 285 watt c-Si monocrystalline PV panels.  

 

Shading distance of PV panels is calculated. Shading distance of PV panels are calculated not only by 

using solar altitute angle, but olso used combination of solar azimuth angle and solar altitude angle 

together. The distance between two PV panel string is determined as 2 meters. When longer distances 

between two PV panel strings cause less installed power capacity, shorter distances cause decrease in 

power generation during the day.  

 

After the shading distance is calculated, the dimensions of the proposed PV SPP were determined. 

The proposed PV SPP is considered as 3 PV panel strings and each string has 176 PV panels in series. 

So, in the proposed system, there are 528 pieces of 285-watt power-rated PV panels, and the total 

installed capacity of the proposed PV SPP is considered 150 kWp. On the AC power side, it is 

considered that 5 pieces of 25kW power-rated three phase on-grid string inverter are used that each 

inverter connected to 106 pieces of 285-watt power-rated PV panels. 

 

The solar radiation coming to the horizontal surface at the installation site are investigated. Grid-

connected crystalline silicon-based PV SPP basic efficiency parameters are presented. Then, the daily 

and monthly energy production of the planned PV SPP is examined. In the results, the system total 

cost is calculated as 145000$ and the annual energy production of the planned system is calculated as 

approximately 208000.00 kWh/year. It’s found that the system will start to make profits at the middle 

of the fifth year of investment. 

 

The future workflow for further studies can be as follows:  

 

 Comparision of an on-grid PV SPP and  an autonomous (off-grid) PV SPP for the campus 

can be made. 

 

 Distrubuted PV SPPs for top roof applications of some faculty buildings in the campus can 

be planned. 

 

 Feasibility analysis can be made with considering using wind-PV hybrid systems. 
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ABSTRACT 

 

Herein, the structural and magnetic properties of polycrystalline UL-X/Pt/Py/IrMn thin films were 

studied to observe the role of an underlayer on the exchange bias properties. Thin films with Pt, Cu, 

Au or Cr underlayers (UL-X) were deposited at room temperature by magnetron sputtering. The 

structural properties of the samples were investigated to analyze the layer thicknesses,  material 

densities, interface roughnesses,  and crystal structures of the samples. Magnetic characterization 

measurements were performed to obtain the sign and the value of exchange bias properties in the 

samples. The differences in the sign and the value of exchange bias effect in the samples with 

different underlayers are mainly explained by discussing the effects of lattice parameters and growth 

conditions. On this basis, one would expect that these results will help in designing new spintronic 

devices.  

 

Keywords: Magnetic multilayers, exchange bias, buffer layer, underlayer 

 

1. INTRODUCTION 

 

Ultrathin magnetic multilayers are elementary units in spintronics applications such as magnetic 

random-access memories (MRAM), magnetic data storage devices, and magnetic sensors [1, 2]. For 

these spintronic applications, the need for reliable, energy-efficient, robust, faster, versatile, rugged, 

smaller, and non-volatile devices makes the wise design of multilayers more important.  

 

Exchange bias (EB) is defined as the shift of hysteresis loops of a ferromagnetic (FM) layer when it is 

in close contact with an antiferromagnetic (AF) layer [3]. In the research field of magnetic 

multilayers, exchange-biased thin films with FM/AF layers have recently taken much notice [4-10]. 

Because the coercive field (HC) values and the shift of hysteresis loops in FM layers can easily be 

adjusted with structural changes [11, 12] with the help of the EB effect. In recent years, several works 

have reported the interaction between the electrical current and the exchange-biased multilayers [4-7]. 

The value and the direction of the EB effect are very important for such kinds of work. Current or 

voltage interaction with EB is remarkable because the magnetization can be controlled with low 

energy consumption for highly efficient new generation devices through the current or voltage instead 

of the external magnetic field [6]. Particularly, spin-orbit torque (SOT) is a promising method for 

switching the magnetic properties in exchange-biased multilayers since SOT is generated simply by 

passing an electric current through a heavy metal (HM) [5-7, 13-20]. The SOT method can be applied 

mailto:mozturk@gtu.edu.tr
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in EB structures as HM/FM/AF multilayers [6, 7, 21]. In such methods, the effective field can 

strongly depend on the chosen HM layer, e.g., the usage of Ta or Pt can differ the sign of spin Hall 

angle in the multilayers [22]. Apart from the HM, when creating a sample stack for such studies, a 

layer that is called an underlayer (UL) (or seed layer or buffer layer) can be placed between the 

substrate and the HM. The underlayers are used for reasons such as strengthening the crystal structure 

of the system, ensuring good adhesion of the thin film to the substrate, or reducing the roughness 

between the subsequent surfaces [12, 23]. Indeed, a UL can play a vital role in the stack by strongly 

affecting not only the structural properties but also the magnetic properties [23-26]. 

 

In this paper, we analyze how the HC and exchange bias field (HEB) parameters can be adjusted in 

principle by varying the UL material under the HM/FM/AF stacks. The contribution of UL to the 

magnetic properties was investigated by growing Pt, Cu, Au or Cr ULs under the sample systems 

consisting of exchange-biased Pt/Py/IrMn multilayers. The first Pt in the stack is designed as an HM 

but its usage as a UL is also analyzed. Our results with different ULs suggest that exchange bias 

properties at the interface of FM/AF can be modified considerably through UL engineering, which has 

a not to be underestimated indirect effect of UL on the interface of FM and AF layers.  

 

2. EXPERIMENTAL DETAIL  

 

In this article, four polycrystalline thin films with UL-X (5 nm)/ Pt (8 nm)/ Py(6 nm)/ IrMn(12 nm)/ 

Pt(3 nm) layers were grown on top of Si/SiO2 substrates, as given in figure 1a, by using a six-gun 

sputtering chamber.  The dimensions of the used substrates were 5 × 10 × 0.5 mm. The difference 

between the four samples was their ULs which were used between the substrates and HM. A 5nm of 

Pt, Au, Cu or Cr layer was chosen as a UL-x in the stacks. It is aimed to make comparisons between 

their functionalities as a UL for an exchange-biased magnetic multilayer.  To define the samples in the 

article easily, they are shortly named by using their UL types as UL-Pt, UL-Au, UL-Cu and UL-Cr. 

The additional presence of 8 nm Pt after the UL-Xs in all samples is because Pt typically promotes in-

plane anisotropy during the growth of the FM layer [22]. The top Pt capping layers are used in the 

stacks to protect the stacks from outer oxidation.  

 

Ferromagnetic Py and antiferromagnetic IrMn in the study were grown from Ni80Fe20 and Ir22Mn78 

alloyed targets, respectively. The thickness values of both Py and IrMn were chosen after several 

preliminary trials until a significant EB effect was observed at RT. Then the samples of this study 

were grown with these nominal values. IrMn has a Néel temperature much higher than the RT [27, 

28]. This helps to provide good magnetic and thermal stability during the exchange interaction of FM/ 

AF. 

 

The top schematic view drawing of the substrate position and the relative target gun positions in the 

sputter chamber was given in figure 1b. During the depositions, the substrate positions to the targets 

has been kept constant, and their long sides were perpendicular to the projection of the growth 

direction of Py.  

 

The base pressure of the chamber was about 10
-8

 mbar before the depositions of each sample.  During 

the sputtering, Ar pressure was kept around 10
-3

 mbar. To avoid any thermal interdiffusion at the 

FM/AF interface, samples were deposited at RT. 
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For the structural characterization of the samples, X-Ray Reflectivity (XRR) and X-ray diffraction 

(XRD) measurements have been performed by Rigaku Smartlab and Bruker D8 Advance X-Ray 

diffractometers, respectively. The magnetic properties of the samples were recorded by using a 

homemade magnetooptical Kerr effect (MOKE) measurement setup [29]. This homemade MOKE 

system consists of a He-Ne laser with a wavelength of 632.8 nm and an electromagnet that applies 

magnetic fields up to 1.6 Tesla. During MOKE measurements, the applied magnetic field angle was 

varied along the film plane. The azimuthal angle (ΦH) given in figure 1c has been varied but the polar 

angle (ϴH) has always been kept constant. This measurement geometry corresponds to the so-called 

longitudinal MOKE (LMOKE) geometry. Here, the angle ΦH=0° was determined before the sample 

growth with the expectation that the easy axis of the ferromagnetic layer is parallel to the long side of 

the samples. All magnetic measurements of this article are performed at RT.  

Layer thicknesses of the samples were controlled by the deposition time after having a careful growth 

rate calibration. The growth rate was determined as a result of the analysis of the XRR measurements 

of thick preliminary samples prepared before this study.  

 

 

Figure 1. Schematic drawing of (a) the grown sample stack, (b) the gun positions in the sputter 

chamber and (c) magnetic property measurement geometry of samples. Here in (c), 𝐻 ⃗⃗⃗⃗ defines the 

applied magnetic field to the sample and ΦH defines the angle that the xy projection of the applied 

magnetic field makes with the x-axis. 

   

3. RESULTS AND DISCUSSION   

 

Figure 2a shows the XRD patterns of the polycrystalline samples. From the XRD patterns, the peaks 

at 2ϴ = 39.8° and 38.1° can be attributed to Pt (111) and Au (111) textures, respectively. From the 

XRD patterns in figure 2a, it can be seen that all the samples show a remarkable fcc Pt (111) texture. 

Almost all Pt (111) peaks are shifted compared to the bulk materials, which are thought to result from 

mechanically induced strain during deposition. The lattice constant of a bulk Pt (111) reflection is 

known as 3.92 Å. The calculated lattice constant from the Pt (111) layers is found 3.90 ± 0.01 Å, 3.92 

± 0.01 Å, 3.87 ± 0.01 Å and 3.88 ± 0.01 Å for UL-Pt, UL-Au, UL-Cu and UL-Cr samples, 

respectively. XRD measurements have been performed between 2ϴ = 20° and 2ϴ = 85°. No 

crystalline peaks for NiFe, IrMn, Cu and Cr textures are observable in the samples. Additionally, XRR 

measurements have been performed for the samples to characterize their thicknesses and interface 

roughnesses. The XRR data and theoretical simulation results for the samples are shown in figure 2b. 

Simulations were made by using Commercial Rigaku GlobalFit software. The data obtained by the 

simulations are compatible with the nominal values of the films and are given in Table I. Since the 

thicknesses of all layers in the samples are the same, the peak positions in the graphs seemed very 

similar especially up to 2ϴ=2°. It shows a consistency between the growth processes of all samples. 
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From the simulation data, it is calculated that the roughness values in the sample are relatively large. 

Since all elements used in sputtering systems can form alloys, these roughness values can be 

attributed to the interdiffusion of sputtered materials [30]. 

 

 

Figure 2. XRD patterns for the samples (a).  The XRR data and theoretical simulation of the samples 

(b). Here in (b), open circles represent reflectivity data and lines indicate the fit of simulation data. 

 

Table I. XRR simulation parameters for the samples.  

 Layer 
Density 

[g/cm3] 

Thickness [nm] Roughness [nm] 

UL-Pt UL-Au UL-Cr UL-Cu  UL-Pt UL-Au UL-Cr UL-Cu 

Si 

<100> 
2.33 - - - - - - - - 

SiO2 2.64 500 500 500 500 0.81 0.393 0.92 1.046 

UL-x 

Au:19.3

0 

- 

5.51 

5.76 

5.235 

- 

1.47 

0.94 

1.78 

Cr: 

7.19 

Cu: 

8.96 

Pt 21.10 13.48 8.59 7.84 8.16 0.25 1.75 1.64 1.71 

Ni80Fe

20 
8.69 6.33 6.26 5.97 6.375 

0.96  
0.87 0.36 0.23 

Ir22Mn

78 
10.79 11.97 12.09 11.86 11.93 

1.52  
1.48 1.82 1.88 

Pt 21.10 3.21 2.98 2.88 3.235 1.42  1.59 1.79 1.83 

 

Figure 3a-d shows the LMOKE hysteresis loops measurements at angles ΦH= 0°, 90° and 180° for 

UL-Pt, UL-Au, UL-Cu and UL-Cr samples, respectively. As expected, ΦH= 0° and 180° seem to be 

the easy axis for all samples from their square-like hysteresis loops and ΦH= 90° seem to be the hard 

axis for all samples from their S-shaped hysteresis loops at that angle.  
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Figure 3. L-MOKE measurement results of (a) UL-Pt sample, (b) UL-Au sample, (b) UL-Cu sample 

and (c) UL-Cr sample. 

 

It is noticeable from the ΦH= 0° angle measurements (solid squared dots) of figure 3a-d that the 

hysteresis loop shift value, which means HEB, is larger in the UL-Cr sample than in the other samples. 

Moreover, the shift direction is to the negative values in the UL-Cr sample while the shift directions 

of UL-Pt, UL-Au and UL-Cu samples are to the positive values. These values were drawn in figure 4a 

to make a comparison between them. The coercive field (HC) values varied from 40 Oe to 30 Oe 

depending on the type of UL. Exchange bias values (HEB) are very low for the UL-Pt, UL-Au and UL-

Cu which are +5, +17 and + 8 Oe, respectively. However, UL-Cr has a larger HEB value of -36 Oe and 

indicates a negative shift. Positive or negative values of HEB in these results indicate a positive or a 

negative shift with respect to the reference axis (ΦH= 0°) used in the measurements. 
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Figure 4. The comparisons of (a) HC & HEB values and (b) MR ratios of the samples. 

 

A UL can alter the crystal orientation, texture, microstructure, stress, or roughness in the layers of the 

stack. All these changes affect the total anisotropy of the ferromagnetic layer.  Figure 4b is given to 

discuss the anisotropic behavior of samples. In the figure, MR defines the remanent magnetization 

value and MS defines the saturation magnetization value.  MR/MS values at ΦH= 0° are very close to 

each other for all samples and numerically the values are 0.95, 0.87, 0.90 and 0.92 for UL-Pt, UL-Au, 

UL-Cr and UL-Cu, respectively. At ΦH= 90°, MR/MS values are very different.  They are 0.20, 0.51, 

0.50 and 0.35 for UL-Pt, UL-Au, UL-Cr and UL-Cu, respectively. MR/MS values were also measured 

at other intermediate angles (not presented in the figures), and their results were found between these 

values. It can be concluded that all samples have easy axes at ΦH= 0° and 180° and hard axes at ΦH= 

90° and 270° as expected. MR-0°/ MR-90° gives the remanent values rates of samples between their easy 

and hard axis.  Among the samples, the UL-Pt sample has the highest value (4.75) which means that 

the UL-Pt sample is highly anisotropic compared to the other samples. The UL-Au sample has the 

lowest rate (1.74). 

 

From the magnetic measurements, four distinct results of UL can be discussed. The varying ULs 

caused variations in (i) coercive field values, (ii) exchange bias values, (iii) exchange bias sign and 

(iv) magnetic anisotropies. The reasons for these differences in this study can be attributed to two 

main factors related to ULs. The first one is the UL’s lattice parameters and crystalline structures, and 

the second one is the growth conditions. Bulk Pt (111) has a lattice parameter of 3.92 Å with a cubic 

close-packed (ccp) structure. Similarly, bulk Cu (111) and  Au (111)  have lattice parameters of 3.61 

Å and 4.08 Å, respectively,  with again ccp structures. However, Cr has a smaller lattice parameter of 

2.91 Å with a body-centered cubic (bcc) structure. FM Py layer of the samples has the face-centered 

cubic (fcc) crystal structure with a lattice parameter of approximately 3.55 Å (for Ni80Fe20 [31]). After 

5 nm ULs, the samples have 8 nm Pt layers. When the UL and Pt layer consistency of the samples are 

compared numerically in terms of lattice constants, it can be calculated that this ratio is 92% in the 

UL-Cu sample, 96% in the UL-Au sample and 75% in the UL-Cr sample. Cu, Au and Pt have similar 

kinds of crystal structures and have good lattice matches with high rates. UL-Cr sample has a lattice 

match with a lower rate, and it revealed significant differences in HC and HEB values. UL-Cr sample 

also caused a change in the direction of the EB effect and reduced the anisotropic character of the 

sample. For the UL-Pt and UL-Cu samples, the lattice match may be considered to explain the 

observation of similar magnetic properties. The only significant difference between the magnetic 
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properties of UL-Pt and UL-Cu samples was the presence of the highly anisotropic character of the 

UL-Pt sample. One can attribute this slight difference to their slight lattice mismatch. However, the 

results of the UL-Au sample do not have an agreement with this approach. Because, although there 

was a much better lattice match between UL-Pt and UL-Au samples (96%), they did not present 

similar results in terms of magnetic anisotropies, and HC and HEB values.  

 

 

Figure 5. Magnetic moment orientation of (a) UL-Pt, (b) UL-Au, c) UL-Cu and (c) UL-Cr samples. 

 

The second approach to define the differences between the magnetic properties of samples is their 

growth conditions. Figure 5 illustrates the assumed initial positions of the magnetic moment (spin) 

directions of the samples which are responsible for the sign of EB. The figure means that the initial 

magnetic moment direction of the UL-Cr sample is in the opposite direction of UL-Pt, UL-Au and 

UL-Cu samples according to their initial measurement (and growth) position (ΦH= 0°). The magnetic 

anisotropies should play a decisive role for these structures for their magnetic moment directions. It is 

previously found that the insertion of a buffer layer can change the morphology of the FM surface and 

the magneto crystalline anisotropy of the FM layer [25]. The MOKE data of the samples at 0, 90 and 

180° indicates that samples have in-plane uniaxial magnetic anisotropy. This behavior of 

polycrystalline samples is explained by growth conditions. This type of anisotropy is called growth-

induced or geometric (oblique) anisotropy [32, 33]. The growth conditions, i.e. the growth position of 

the target guns of the ULs, can alter growth-induced anisotropy and magnetoelastic energy. The total 

magnetic anisotropy differences in the samples can be the possible reason for the change in the EB 

direction. The gun positions were mentioned previously while defining figure 1b. From figure 1b, it 

can be said that all growth angles in the samples, except the growth angles of the ULs, are the same. 

The subsequent layer after the UL is non-magnetic Pt for each sample. Since Pt layers were deposited 

under the same conditions, the Pt layers in the samples must have indirect effects on the magnetic 

properties of the FM layers inherited from the growth conditions of ULs. The gun positions for Pt and 

Cu targets have almost the same orientation to the substrate (figure 1b), they are geometrically on the 

same line with the substrate, whereas the gun positions for Au and Cr are significantly different. This 

can explain why both UL-Pt and UL-Cu samples have higher anisotropic behavior than UL-Au and 

UL-Cr samples. However, despite these explanations, one question regarding the sign of EB still 

remains unanswered. In an exchange-biased system with a uniaxial FM anisotropy, two exchange 

coupling terms play important role in the total energy of an exchange coupled FM/AF bilayer [34]. 

These terms are called bilinear and biquadratic coupling energies. Normally, bilinear (direct) coupling 

between FM/AF layers has a dominating role in the exchange bias effect. On the other hand, the 

presence of 90° coupling between the magnetization of the FM/AF interface can be achieved in the 

samples with the help of biquadratic (or spin-flop) coupling. Both coupling energies can contribute to 

the EB effect in an FM/AF bilayer, and the value of their rate changes the value and sign of EB. These 

energy terms are strongly related to the grain size of the layer and the interdiffusions between the 

FM/AF layers. Here, the gun position of the Cr target is located at the opposite side of Py during the 

sample depositions. The position of Cr with the help of growth-induced anisotropy can give a rise to 
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changes in biquadratic and bilinear coupling energy terms. Additionally, the effect of the interface 

roughness cannot be excluded here. Roughness contributes to the observed changes in magnetic 

anisotropies and coupling energy terms. It also can contribute to the growth mode of the Py layer. The 

effect of roughness can generally be explained by the well-defined random field model of EB [35]. 

 

4. CONCLUSION 

 

In summary, the role of Pt, Au, Cu and Cr underlayers on exchange bias properties in Pt/Py/IrMn thin 

films has been reported and discussed. It was found that the use of a thin Cr underlayer at the bottom 

was very effective in increasing the exchange bias field value of Pt/Py/IrMn multilayers and also in 

changing the direction of the EB effect. In contrast to what has been observed for the sample with the 

Cr underlayer, a very small EB effect is observed in the samples with Cu and Pt underlayers. The 

coercivity values in the studied samples slightly varied from 32 Oe to 40 Oe depending on the UL 

type. On the other hand, the exchange bias field values varied from +8 Oe to -36 Oe depending on UL 

type. Not the use of Cu or Pt, but the use of Cr as a UL has changed both the value and the sign of the 

exchange bias significantly. 

 

This study can be extended with new samples by changing the UL target positions during the 

deposition for further research. The effect of underlayers is sometimes ignored as they were thought to 

be standardized for the multilayers, but our study once again revealed their importance in the design 

of magnetic multilayers by giving numerical results in EB value, EB sign and magnetic anisotropies. 

On this basis, one would expect that these results can play a significant role in designing new 

spintronic devices. This indirect effect of the underlayers on the magnetic properties may be 

potentially useful for further applications in technological devices since an underlayer can change the 

HC values, HEB values, EB sign and magnetic anisotropies to the desired value in the magnetic 

multilayers. 
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ABSTRACT  

 

Sensitive and selective monitoring of sulfite anions, a food additive, in real-time applications is still a 

challenging issue to be solved. It is crucial to engineering highly selective and sensitive, facile, and 

low-cost analytical tools for monitoring trace levels of sulfite anions in real samples. In light of this, 

the goal of this work was to tailor a Pt-decorated single-walled carbon nanotubes (Pt@SWCNTs) 

nanohybrid to be utilized in the engineering of an electrochemical sensor to monitor sulfite anions in 

real samples. The microstructural features of the fabricated nanocatalysts were assessed via 

transmission electron microscope (TEM), whereas the electrochemical characteristics were 

enlightened via differential pulse voltammetry (DPV), linear sweep voltammetry (LSV), and 

electrochemical impedance spectroscopy (EIS) methods. The screen-printed electrode (SPE), as an 

electrochemical sensor, was modified via Pt@SWCNTs nanocatalysts and the resultant 

electrochemical sensor (Pt@SWCNTs/SPE) was employed as a powerful electroanalytical tool for 

monitoring sulfite in the concentration range of 0.1 - 250 µM with a limit of detection value of 10 nM.  

The optimal catalyst concentration was determined as 9.0mg Pt@SWCNTs, and the pH 5.0 was 

selected as the optimal pH. At the optimal operating conditions, it was observed that the oxidation 

current of sulfite was enhanced almost 2.53-fold, and the oxidation potential of it diminished ca.50 

mV at the surface of Pt@SWCNTs/SPE in comparison to bare SPE. The sulfite anions monitoring 

ability of proposed Pt@SWCNTs/SPE was further confirmed in red wine and tap water samples by 

the standard addition method, and the recovery range was determined as 98.5 – 102.3%. The enhanced 

electrochemical performance of the fabricated electrochemical sensor compared to bare SPE was 

directly ascribed to the coupled effects of co-existing Pt nanoparticles and SWCNTs architecture, 

which facilitated both the electron transfer and mass transfer. This works paws the way for tailoring of 

hybrid nanocatalysts to be utilized in electrochemical engineering applications for sustaining the 

environment and health. 

 

Keywords: Sulfite, Electrochemical Sensor, Monitoring, Pt@SWCNTs, Screen Printed Electrode 
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1. INTRODUCTION 

 

Sulfite anion (SO3
2-

) is frequently served as a preserving agent in beverages, foodstuffs, and 

pharmaceutical products for avoiding spoilage as a result of oxidation and browning reactions and to 

prevent the reproduction of microorganisms [1, 2]. Despite being used as a food preservative all over 

the world and having numerous advantages, SO3
2- 

concentrations above 0.7 mg.kg
-1

 are not permitted 

in foodstuffs due to potential toxicity [3]. Moreover, SO3
2- 

is a forerunner to the formation of acid rain 

caused by the resulted sulfur dioxide, which damages crops, residences, landmarks, aquatic life, and 

plants by acidifying the soil [4]. The threshold concentration of SO3
2- 

anion in beverages and food 

products has been declared as 10 ppm by the United States Food and Drug Administration [5, 6]. 

Since high concentrations of sulfite anions can lead to health issues including skin irritation, allergic 

reactions, asthma, nausea, and diarrhea, as well as can deplete the dissolved oxygen in aquatic media, 

the products that contain more sulfide than the threshold level should be properly labeled [7, 8]. 

Therefore, it is vital to engineer and design analytical methods that are sensitive, precise, 

straightforward to use, selective, and reasonably priced to monitor the trace amount of SO3
2- 

in actual 

samples. 

 

Among the various available analytical techniques for the monitoring of SO3
2-

, spectrofluorometry [9], 

chemiluminescence [10], spectrophotometry [11], flow injection technique [12], high-performance 

liquid chromatography [13], and enzymatic methods [14] can be highlighted as the most preferred 

ones. The effectiveness and mechanism of the substance to be examined in real sample analysis can 

also be determined using electrochemical analysis methods since they are analogous to biological 

redox processes and are unaffected by the formulation's interfering chemicals. Electroanalytical 

methods allow the determination of analytes at very low concentrations and provide information about 

the degree and speed of adsorption and chemisorption at interfaces, the stoichiometry of charge 

transfer, mass transfer rate, equilibrium and rate constants of chemical reactions in systems where 

electrochemical techniques are applied. However, despite the advantages of these techniques, most of 

these methods still suffer from some obstacles that limit their widespread and real-time employment 

such as high cost, low sensitivity, time-consuming and complex sample preparation steps, low 

throughput, and high cost [15]. On the other side, electrochemical techniques have recently garnered 

exceptional attention due to their benefits such as being easy to apply, superior selectivity and 

sensitivity, swift analysis times, on-site application possibilities, being customizable portable devices, 

and comparatively cheapness [16, 17]. For boosting the sensitivity and precision of the 

electroanalytical techniques, electrode modification has been considered a prosperous approach [18, 

19]. Among the various traditional electrode types, screen-printed electrodes (SPEs) have benefits 

such as small dimensions, lightweight, low cost, and being disposable [20]. Disposable sensors 

provide some advantages, including the elimination of issues with biofouling or contaminant spillover 

and the design flexibility provided by the simplicity of chemical modifications through coating with 

various nanomaterials[21]. 

 

Nanomaterials have received a great deal of interest due to their unique characteristics that allow them 

to be utilized in various areas including environmental application [22-24], pharmaceuticals [25], 

energy [26-28], catalyst [29, 30], biotechnology [31, 32], etc. Nanomaterials are also used in the 

design of electrochemical sensors. Nanostructured materials are of a huge specific surface area 

resulting in more electrochemically active sites, which allows decreasing overpotential of various 

analytes and facilitates the electron/ion transport between the electrode surface and analyte, thereby 

boosting the voltammetric responses [33]. So far, numerous metal and metal oxide nanoparticles, 
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including Pt, Pd, Au, Ag, Zn, Cu, Ni, NiO, Co3O4, etc. have been substantially employed in 

electrochemical sensor fabrication [34-40]. Amongst, Pt nanoparticles have gained great attention 

thanks to their unique features including high conductivity, and superior electrocatalytic activity [41]. 

However, its practical application is still restricted due to its high-cost, and limited reserves, as well as 

the problem of aggregation. Hence, the decoration of Pt nanoparticles onto suitable supporting 

nanoarchitecture is one of the suitable ways to enhance its potential application in electrochemical 

sensor fabrication [42]. These drawbacks of Pt-based electrochemical sensors prevent their 

widespread adoption. Carbon-based nanomaterials can fulfill the limit of detection level, and 

operating temperature criteria in addition to having higher selectivity and faster response times than 

other types of nanomaterials-based sensors, showing great promise for use in electrochemical sensors 

[43]. Among the various carbonaceous nanomaterials, single-walled carbon nanotubes (SWCNTs) are 

one of the promising ones which have garnered a lot of interest due to their global importance in 

nanotechnology and their prospective application in designing electrochemical sensors [44, 45]. 

According to recent studies, hybrid nanoarchitectures can enhance actual electrocatalytic activity, 

which may be related to the synergistic interaction between the two elements [46]. Regarding the 

outstanding individual characteristics of Pt nanoparticles and SWCNTs, it can be expected that a 

hybrid might yield boosted electrochemical performance of the ultimate sensor. 

 

Although there are some valuable works that investigate various electrochemical sensors for sulfide 

monitoring, as per the best knowledge of the researcher, this is the first effort that has aimed to 

synthesize a Pt nanoparticle decorated SWCNTs (Pt@SWCNTs) modified SPE for highly sensitive 

monitoring of sulfite anions in real samples. Superior limit of detection (LOD), ease of application, 

acceptable recovery data, swift response time, and being available for miniaturization can be listed as 

the primary benefits of the proposed Pt@SWCNTs/SPE electrochemical sensor for monitoring trace 

amount of sulfite anions. 

 

2. EXPERIMENTAL 

 

2.1. Materials and Apparatus  

NaOH, HNO3, H2PtCl6, SWCNTs, NaHCO₃, H3PO4, NaBH4, NaCl, SWCNTs (average diameter: 0.78 

nm, median length: 1 µm, purity: ≥95% as carbon nanotubes, specific surface area: ≥700 m
2
.g

-1
), 

dimethylformamide (DMF), ethanol, and isopropyl alcohol (IPA) were directly employed in 

experiments without any extra purification. Deionized (DI) water was utilized to make ready all of the 

reagent solutions. 

 

The microstructural investigation of fabricated nanostructures was conducted by JEOL 2100 TEM. 

For pH measurements, a digital pH-meter (METTLER TOLEDO S220-K) was employed. 

 

Electrochemical Workstation Vertex – Ivium linked to a conventional 3-electrode electrochemical cell 

was employed to implement the electrochemical investigations of the proposed electrochemical 

sensor. During the electrochemical characterizations, Pt-wire was used as a counter electrode, and 

Ag/AgCl (3.0 M KCl) as a reference electrode for recording electrochemical signals. 

 

2.2. Synthesis of Pt@SWCNTs Nanostructures 

SWCNTs homogenous dispersion (3.0 mg.mL
-1

) was prepared by ultrasonically dispersing a certain 

amount of SWCNTs in 20 mL IPA over the course of 45 minutes in an ultrasonic bath. Afterward, 

100 mg H2PtCl6 was ultrasonically dispersed in SWCNTs dispersion for 45 min. Finally, to acquire 
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Pt@SWCNTs nanostructure, a determined amount of NaBH4 was introduced into as-obtained 

SWCNTs-H2PtCl6/IPA dispersion, following by ultrasonicated for 1 hour. The acquired black 

precipitates consisting of Pt@SWCNTs nanostructure were vacuum-filtered and thermally annealed at 

500 °C in a tubular furnace over 1 h under the high purity Argon atmosphere. Subsequently, the 

obtained black powder was labeled as Pt@SWCNTs, and placed in a sealed vial to be used later. 

 

2.3. Fabrication of Modified SPE 

The Pt@SWCNTs modified screen printed electrode for sulfite monitoring was fabricated by a simple 

drop-casting technique. In this regard, 9.0 mg of produced Pt@SWCNTs nanohybrid was 

ultrasonically dispersed in 1.0 mL of ethanol-DI water solution (1:1, by v:v) for one hour. Afterward, 

ca.5 µL of dispersion was drop-casted onto the SPE surface, and the solvent was evaporated at the 

ambient temperature. Subsequently, the resultant electrode was denoted as Pt@SWCNTs/SPE 

electrode and stored at 4 °C for forthcoming use. 

 

2.4. Real Sample Preparation 

The performance of the fabricated electrochemical sensor to monitor SO3
2-

 anions in real samples was 

assessed by using red wine and tap water samples as real samples. In this step, red wine was acquired 

from a wine cellar in İzmir, Turkey. Just before the real sample analysis, the wine bottle was 

uncorked. A certain amount of red wine sample was filtered and diluted by phosphate buffer solution 

(PBS, pH=5.0) whereas tap water was gotten ready to use after centrifuging at 5000 rpm over 15 min, 

and filtration of the supernatant. The prepared red wine and drinking water samples were separately 

introduced into the electroctrochemical cell, and sulfide was spiked into the real sample solution and 

monitored by the standard addition method.  

 

3. RESULTS AND DISCUSSION 

 

3.1. Evaluation of The Electrode Surface  

The microstructure of the Pt@SWCNTs nanohybrid was characterized via TEM analysis (Fig.1). The 

TEM image of the nanohybrid showed the SWCNTs to have a tubular morphology with uniformly 

distributed Pt nanoparticles on the SWCNT skeleton. Moreover, Fig.1 confirmed the successful 

decoration of Pt nanoparticles onto SWCNTs supporting material. The uniform dispersion of the Pt 

nanoparticles without aggregation was also observed in the TEM micrographs of the nanohybrid. 

 



 
 

 
 
 

Karaman, C., Journal of Scientific Reports-A, Number 50, 228-244, September 2022. 
 

 
 

232 
 

 

Figure 1. TEM micrograph of Pt@SWCNTs nanohybrid. 

 

The electrochemical impedance spectroscopy technique was implemented in 0.1 M KCl solution 

containing 5.0 mM [Fe(CN)6]
3-,-4

 redox probe to evaluate the electrical conductivity of 

Pt@SWCNTs/SPE. The Nyquist plot of both bare SPE and Pt@SWCNTs/SPE was depicted in Fig.2. 

The observed smaller semicircle radius of Pt@SWCNTs/SPE compared to bare SPE confirmed the 

boosting effect of the Pt@SWCNTs modification onto the electrical conductivity. Thanks to the 

enhanced electrical conductivity, the charge transfer resistance of the resultant modified electrode was 

decreased, thereby facilitating the detection process of the analyte with high sensitivity.  
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Figure 2. The Nyquist plots of bare SPE (a) and Pt@SWCNTs/SPE (b) in 0.1 M KCl solution 

containing 5.0 mM [Fe(CN)6]
3-,4-

. 

 

3.2. Optimization of Catalyst Ratio and pH of the Solution  

Firstly, the amount of Pt@SWCNTs catalyst was optimized by investigating various amounts of 

nanohybrid ranging 2.0 - 8.0 mg dispersed in 1.0 mL DI water-ethanol (1:1, by v:v) solution, and then 

drop-casted onto SPE to fabricate various Pt@SWCNTs/SPE electrodes. The oxidation signal of 125 

µM sulfite was obtained at the surface of the electrode (Fig 3A).  The results revealed that the 

oxidation current of sulfite increased with increasing the concentration of nanohybrid catalyst at the 

surface of SPE, reaching the maximum value at 9.0 mg Pt@SWCNTs catalyst in 1.0 mL of DI water- 

ethanol (1:1, by v:v) solution. Hence, this catalyst loading was selected as the optimum catalyst ratio 

for the fabrication of the modified electrochemical sensor.  

 

The electrochemical features of a fabricated electrochemical sensor can be significantly influenced by 

the pH of the solution. The adsorbent surface can be affected by the activity of the sulfite anion in real 

samples due to the pH of the solution in the presence of OH
-
 and H

+
 ions. The pH of the solution was 

also optimized by evaluating the oxidation signal of the sulfite within the pH range of 3.5-6.0. It was 

observed that the oxidation signal of sulfite was enhanced by shifting the pH value from acidic to 

basic (Fig. 3B). The maximum oxidation current was achieved at the alkaline condition of pH 5.0, 

after this pH value it was observed that the oxidation signal current decreased. Thus, pH 5.0 was 

shown to be the ideal pH for the electrochemical detection of sulfite anion. 

 

Another parameter that effects the electrochemical performance of the fabricated electrode is type of 

buffer solution. Thus, three different types of buffer solutions including phosphate buffer, acetate 

buffer, and Brittion-Robinson buffer solution at the optimal pH value of 5.0 were explored to 

determine the optimal buffer solution. The recorded oxidation signals (Fig. 3C) revealed that the 

phosphate buffer solution could be selected as the optimal buffer solution with its superior oxidation 
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signal value achieved for 125 µM sulfite. As a result, the phosphate buffer solution was selected as the 

most appropriate buffer solution for the following studies. 

 

 

Figure 3. The effect of (A) the Pt@SWCNTs catalyst amount (B) the pH value of the solution ranging 

between 3.5 to 6.0 (C) type of buffer solution on the voltammetric response of sulfite at a surface of 

Pt@SWCNTs/SPE. 

 

3.3. Investigation of Catalytic Effect of Pt@SWCNTs Nanohybrid  

The electrochemically active surface area (EASE) of bare SPE and Pt@SWCNTs/SPE were evaluated 

by implementing cyclic voltammetry (CV) measurement in 0.1 M KCl + 1.0 mM [Fe(CN)6]
3-,4-

  

solution at the potential scan rate range of 25-450 mV.s
-1

. The Randles–Sevcik equation was 

computed to obtain the EASE values of the electrodes. The EASE values were calculated as 0.143 

cm
2
, and 0.221 cm

2
 for bare SPE and Pt@SWCNTs/SPE, respectively.  The results confirmed that the 

modifying SPE by Pt decorated SWCNTs nanohybrid led to an increase in the EASE value, thereby 

enhancing the electrocatalytic performance of the ultimate electrochemical sensor.  

 

Differential pulse voltammograms of 125 µM sulfite were recorded at the surface of SPE (Fig.4 curve 

a) and Pt@SWCNTs/SPE (Fig. 4 curve b), respectively. The findings proved that the oxidation 

current of sulfite increased from 9.055 µA to 22.89 µA, whereas its oxidation potential of it 

diminished from 970 mV to 920 mV for bare SPE, and Pt@SWCNTs/SPE, respectively. Thereby, it 

was concluded that the Pt@SWCNTs nanohybrid modification of SPE successfully amplified the 

oxidation signal of sulfite thanks to the enhanced EASE and electrical conductivity of nanocatalysts.  
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The inset of Fig. 4 reflected the current density diagram for oxidation of sulfite at the surface of SPE, 

and Pt@SWCNTs/SPE, respectively. The Pt@SWCNTs nanohybrid's exceptional electrical 

conductivity as a novel electrocatalyst to be used in the creation of modified electrochemical sensors 

was proven by the current density diagram. The boosted performance of Pt@SWCNTs/SPE was 

ascribed to the coupled effects of the Pt nanoparticles and high surface area SWCNTs which served as 

carbonaceous supporting material to enhance the electrocatalytic activity of the resultant hybrid. 

 

 

Figure 4. DPV curves recorded at the surface of SPE (curve a) and Pt@SWCNTs/SPE (curve b) 

(inset; the current density values of sulfite at the surface of SPE and Pt@SWCNTs/SPE electrodes). 

 

3.4. Kinetic Investigations 

The kinetic behavior of the fabricated electrochemical sensor towards sulfite monitoring was assessed 

by linear sweep voltammetry (LSV) measurements. Fig. 5 inset depicted the LSV voltammograms of 

700 µM sulfite anions acquired on the surface of Pt@SWCNTs/SPE at a potential scan rate of 10- 150 

mV.s
-1

. The linear relation with an equation of I = 3.2409 υ
1/2

 + 0.3934 (r
2
 = 0.9967)was determined 

between the oxidation current of sulfite and υ
1/2

, thereby revealing the diffusion process for redox 

reaction of sulfite on the surface of Pt@SWCNTs/SPE (Fig. 5). The Tafel plot for the oxidation of 

700 µM sulfite anions on the of Pt@SWCNTs/SPE surface at the scan rate of 40 mV.s
-1 

was depicted 

in Fig. 6.  
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Figure 5. Current- υ
1/2

plot for redox reaction of 700 µM sulfite at surface of Pt@SWCNTs/SPE. 

Relative LSV voltammograms of 700 µM sulfite at the surface of Pt@SWCNTs/SPE (scan rates; 10; 

40; 70; 100 and 150 mV.s
-1

). 
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Figure 6. Tafel plot for the oxidation of 700 µM sulfite anions on the of Pt@SWCNTs/SPE surface at 

the scan rate of 40 mV.s
-1

 

 

3.5. Repeatability and Analytical Parameters 

By fabricating five distinct electrodes under the same conditions and recording voltammograms of 

125 µM sulfite on the surface of Pt@SWCNTs/SPE, the reproducibility of the fabricated electrode for 

monitoring sulfite was evaluated. The obtained results showed and RSD value of 4.3% which is 

acceptable repeatability of Pt@SWCNTs/SPE to detect sulfite. 

 

The differential pulse voltammetry curves of sulfite in the concentration range of 0.1 to 250 µM were 

obtained at the surface of Pt@SWCNTs/SPE (Fig. 7). The linear relationship was confirmed with the 

equation of I = 0.1562 C + 2.8897 (r
2
 = 0.9932), was obtained between the oxidation current of sulfite 

and the concentration at the surface of Pt@SWCNTs/SPE with the limit of detection value of 10 nM.  
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Figure 7. Current-concentration plot for oxidation of sulfite at surface of Pt@SWCNTs/SPE (Inset; 

Relative DPV curves with the concentrations of 0.01; 5.0; 20.0; 50.0; 60.0; 100; 120; 150; 200 and 

250 µM). 

 

3.6. Real sample analysis and interference study 

The sulfite monitoring capability of Pt@SWCNTs/SPE was evaluated also in some real samples 

including red wine and tap water samples. The standard addition method was implemented by using 

Pt@SWCNTs/SPE to detect sulfite in real samples. The computed results were listed in Table 1. 

According to acquired data, a recovery range of 98.5-102.3% was determined to monitor sulfite by 

utilizing Pt@SWCNTs/SPE electrochemical sensor as an analytical tool, proving the outstanding 

applicability of this novel sensor in real sample analysis with high sensitivity.  

 

Table 1. Real sample analysis data for sensing sulfite using Pt@SWCNTs/SPE. 

Sample Added (µM) Founded (µM) Recovery% 

Tap water 
--- <LOD --- 

10.00 9.85±0.54 98.5 

Red wine 
--- 6.7±0.11 --- 

3.3 10.23±0.64 102.3 

  

Moreover, the selectivity metrics of Pt@SWCNTs/SPE towards the detection of 10 µM sulfite were 

evaluated in the presence of some organic and inorganic pollutants. The results were depicted in Table 

2, revealing the excellent selectivity of Pt@SWCNTs/SPE as an electroanalytical sensor for the 

determination of sulfite thanks to the synergistic features of metal nanoparticles and carbonaceous 

skeleton as the supporting material.  
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Table 2. Interference study results for sensing 10 µM sulfite. 

Species 
Tolerant limits 

(WSubstance/WAnalytes) 

Li
+
, Br

-
, Ca

2+
, F

- 
1000 

Starch Saturation 

Valine, Glycine, Glucose 500 

  

4. CONCLUSION 

 

Herein, the goal was to engineer a novel electrochemical sensor to be implemented in highly sensitive 

monitoring of trace amounts of sulfide in real samples. In this regard, to take advantage of the coupled 

effect of Pt nanoparticles and SWCNTs architecture, Pt nanoparticles were decorated onto SWCNTs 

via a facile fabrication pathway, and the resultant nanohybrid catalyst was implemented as a mediator 

for the modification of the screen-printed electrode. The synthesized Pt@SWCNTs nanohybrid 

offered superior electrical conductivity and enhanced electrochemical oxidation signal of sulfite anion 

thanks to the synergistic effects of each component of the nanohybrid. The boosted electrochemically 

active surface area also led to improvement in the electrocatalytic performance of the nanomaterial, 

thereby increasing the sensitivity of the resultant electrochemical sensor towards sulfite monitoring.  

The optimal catalyst concentration was determined to be 9.0 mg Pt@SWCNTs, while the optimum 

operating pH and the buffer solution were specified as 5.0 and phosphate buffer solution, respectively. 

The results confirmed the oxidation of sulfite anion occurred by a diffusion-controlled process on the 

surface of Pt@SWCNTs/SPE. The boosted sensing performance of the proposed Pt@SWCNTs/SPE 

sensor was suggested as the basis of the special catalytic behavior of Pt nanoparticles and the 

SWCNTs providing more active chemical sites, owing to the co-existence of Pt nanoparticles and 

SWCNT supporting material. In a nutshell, the proposed Pt@SWCNTs/SPE offered superior and 

outstanding electrochemical performance metrics for monitoring sulfite anions in real samples without 

any interference, suggesting its potential implementation as a novel analytical tool for determining 

sulfite levels in real samples.  
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ABSTRACT 

 

We investigate relativistic Landau quantization of spinless particle in three dimensional space-time 

induced by topological defect with spin through acquiring non-perturbative solution of the 

corresponding Klein-Gordon equation. The obtained results allow us to analyze the alterations 

stemming from the background geometry on the spectrum. We observe that the background geometry 

can be responsible not only for shifts on the relativistic Landau levels but also for symmetry breaking 

of the particle-antiparticle states provided that the defect possesses non-zero spin. 
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1. INTRODUCTION 

 

The history of investigations for quantum fields in curved spaces goes long way back [1-5] and 

analysis of the influences of curved spaces on the relativistic dynamics of physical systems has great 

importance in the modern physics due to the fact that these kinds of investigations have provided very 

interesting results [6-28]. One of the most important results of such studies is that they provide an 

opportunity us to see what the dependence of relativistic dynamics of a single particle or a composite 

system on the topological properties of the geometric background [6]. This allows us to discuss also 

the effect of gravity on the quantum mechanical systems [6,12]. In general, in the theoretical 

framework, in order to analyze the effects of curved spaces or non-trivial topologies on the quantum 

mechanical systems, relativistic equations such as Klein-Gordon (𝒦𝒢) [10], Dirac [9], Duffin-

Kemmer-Petiau [13], Vector Boson [14,15] and fully-covariant many-body equations [15,16] are 

used. In the literature, there exists numerous announced results for relativistic dynamics of spinning 

and spin-less particles in curved spaces [6-19]. The 𝒦𝒢 equation is used to describe the dynamics of 

spin-less relativistic particles [17-19] and the effects of topological defect-induced space-time 

backgrounds such as cosmic string space-time [19], spiral dislocation space-time [20], screw 

dislocation space-time [21], global monopole space-time [22] on the relativistic spin-less particles 

were investigated by solving the generalized 𝒦𝒢 equation. 

 

On the other hand, the cosmic strings [23-25] which are stable linear topological defects were 

introduced first through general solutions in three dimensions [6,23-25] and background geometry 
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spanned by a static or spinning cosmic string has non-trivial topology [6,23-25]. This is because of 

such space-time structures are not flat when viewed globally even though they are locally flat [23-25]. 

Due to this interesting feature, the cosmic string induced background geometry may cause for several 

interesting phenomena in the universe [6,23-26]. Further, the spatial part of the metric representing to 

cosmic string space-time (see Ref. [6]) describes also the topological defect that can appear in 

condensed matter mediums [15,27]. Therefore, the influence of topological defect-induced 

background geometries on the dynamics of physical systems has been widely studied [6,8,10-

22,26,27]. In these works, the well-known quantum systems, such as quantum oscillators [8,11,13,15-

22,26], single particle test fields [10,20,21,27,28], positronium or hydrogen-like low energy bound-

state systems [6,12] in quantum electrodynamics are preferred to investigate the effects of space-time 

structures. It is also clear that analysis the effects of external magnetic field on the evolution of 

quantum systems is of high importance in the modern physics since such fields are exist at almost 

each point in the universe [9,29,30]. Hence, non-perturbative results obtained for quantum systems 

exposed to an external magnetic field in curved spaces are very important. In this contribution, we 

deal with a scalar field under the effect of external magnetic field (uniform) in the geometric 

background spanned by a spinning cosmic string [6,25]. 

 

This article is structured as the following. In Sec. 2, we introduce the generalized 𝒦𝒢 equation and 

then we obtain a wave equation for a scalar relativistic particle (charged) exposed to external uniform 

magnetic field in the background geometry induced by a spinning string source. In Sec. 3, we acquire 

non-perturbative results and show the dependence of spectrum on the parameters of background 

geometry. Then, we summarize the results and discuss to the findings in detail. Here we declare that 

we will prefer to use the units ℏ = 𝑐 = 1.  

 

2. GENERALIZED KLEIN-GORDON EQUATION 

 

In this part, we write the generalized 𝒦𝒢 equation for a charged spinless particle in three-dimensional 

spacetime spanned by a spinning string source and obtain second order wave equation. The 

generalized 𝒦𝒢 equation is written as follows [5] 

 
1

√|−𝑔|
𝔇𝜇(√|−𝑔|𝑔𝜇𝜈𝔇𝜈Ψ) = 𝓂2Ψ,    𝔇𝜇 = 𝜕𝜇 + 𝑖𝑒𝐴𝜇 ,   (𝜇, 𝜈 = 0,1,2. ),                                          (1) 

 

where 𝑔 stands for the determinant of the covariant metric tensor, 𝑔𝜇𝜈 is the contravariant metric 

tensor, the letter 𝑒 represents to the elementary electrical charge, 𝐴𝜇 is the electromagnetic 3-vector 

potential and Ψ is the scalar field with mass of 𝓂. It is known that the external magnetic field 

(uniform) is taken into account through the angular component of the 3-vector potential [29,30]. The 

spacetime background spanned by an idealized spinning string source is described by the following 

metric with signature +, −, − [6,25] 

 

 𝑑𝑠2 = 𝑑𝑡2 + 2𝜛𝑑𝑡𝑑𝜗 − 𝑑𝑟2 − (𝛼2𝑟2 − 𝜛2)𝑑𝜗2,                                                                             (2) 

 

for which covariant (𝑔𝜇𝜈) and contravariant (𝑔𝜇𝜈) form of the metric tensor can be written as the 

following 
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𝑔𝜇𝜈 =  (
1 0 𝜛
0 −1 0
𝜛 0 −𝛼2𝑟2 + 𝜛2

),          𝑔𝜇𝜈 = (

1 −
𝜛2

𝛼2𝑟2 0
𝜛

𝛼2𝑟2

0 −1 0
𝜛

𝛼2𝑟2 0 −
1

𝛼2𝑟2

).                                       (3) 

 

In Eq. (2), 𝛼 relates with the angular deficit in the background and it depends on the linear mass 

density of the string, 𝜛 is the spin of the string. The Eq. (3) leads that 𝑑𝑒𝑡(𝑔𝜇𝜈) = 𝛼2𝑟2. Now we can 

write explicit form of the generalized 𝒦𝒢 equation for a spinless relativistic particle (charged) 

exposed to a uniform external magnetic field in the background geometry induced by the spinning 

string as  follows 

 
1

√|−𝑔|
𝜕𝑡[√|−𝑔|𝑔𝑡𝑡𝜕𝑡Ψ] +

1

√|−𝑔|
𝜕𝑡[√|−𝑔|𝑔𝑡𝜗(𝜕𝜗 + 𝑖𝑒𝐴𝜗)Ψ]+

1

√|−𝑔|
𝜕𝑟[√|−𝑔|𝑔𝑟𝑟𝜕𝑟Ψ] +

1

√|−𝑔|
(𝜕𝜗 + 𝑖𝑒𝐴𝜗)[√|−𝑔|𝑔𝜗𝑡𝜕𝑡Ψ] +

1

√|−𝑔|
(𝜕𝜗 + 𝑖𝑒𝐴𝜗)[√|−𝑔|𝑔𝜗𝜗(𝜕𝜗 + 𝑖𝑒𝐴𝜗)Ψ] − 𝓂2Ψ = 0,     (4)      

                                                  

where 𝐴𝜗 =
𝛼𝔅0𝑟2

2
 [31]. With respect to the Eq. (2), we can factorize the wave function Ψ as follows 

 

Ψ = 𝑒−𝑖𝜔𝑡𝑒𝑖ℓ𝜗𝜓(𝑟),                                                                                                                              (5) 

 

in which 𝜔 and ℓ are the relativistic frequency and orbital quantum number, respectively. For the 

considered system, by inserting Eq. (3) and Eq. (5) into the Eq. (4), we obtain a wave equation 

 

𝜕𝑟
2𝜓(𝑟) +

1

𝑟
𝜕𝑟𝜓(𝑟) + [𝜔2 (1 −

𝜛2

𝛼2𝑟2) −
2𝜔𝜛ℓ

𝛼2𝑟2 −
𝜔𝜛Β

𝛼
−

ℓ2

𝛼2𝑟2 −
Βℓ

𝛼
−

Β2𝑟2

4
− 𝓂2

    
] 𝜓(𝑟),                       (6) 

 

where Β = 𝑒𝔅0. This second order differential equation can be reduced into a familiar form by means 

of  a new variable, 𝜚 =
Β

2
𝑟2, 

 

𝜕𝜚
2𝜓(𝑟) +

1

𝜚
𝜕𝜚𝜓(𝜚) − [

𝐵𝜚+2𝓂2−2𝜔2

4𝐵𝜚
+

(𝜔𝜛+ℓ)

2𝛼𝜚
+

(𝜔𝜛+ℓ)2

2𝛼𝜚2 ] 𝜓(𝜚).                                                           (7) 

 

3. ALTERED SPECTRUM 

 

Here, we obtain non-perturbative spectra for the charged scalar relativistic particle exposed to an 

external uniform magnetic field in the space-time background induced by the spinning cosmic string. 

To acquire exact result, we will deal with the Eq. (7). By considering an ansatz function, 𝜓(𝜚) =

𝜚−
1

2𝜒(𝜚), the wave equation in Eq. (7) can be reduced into a familiar form (see also [30]) 

 

[𝜕𝜚
2 +

𝜁

𝜚
+

1

4
−𝜖2

𝜚2 −
1

4
] 𝜒(𝜚) = 0,   𝜁 =

𝛼(𝜔2−𝓂2)−Β(𝜔𝜛+ℓ)

2Β𝛼
,    𝜖 =

𝜔𝜛+ℓ

2𝛼
 .                                                 (8) 

 

It can be verified that solution function of the Eq. (8) is given in terms of the Whittaker function, 

which can also be expressed in terms of Confluent Hypergeometric function [8], as 𝜒(𝜚) = 𝒬𝒲𝜁,𝜖(𝜚). 

Here, 𝒬 is an arbitrary constant and the 𝒲𝜁,𝜖(𝜚) is the Whittaker function [24,25]. To be polynomial 
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condition of the solution function is given as the following  
1

2
+ 𝜖 − 𝜁 = −𝑛, (𝑛 = 0,1,2. . )  [8,29,30] 

in which 𝑛 is the radial quantum number. Through this termination, one can acquire the following 

spectrum of frequency  

 

𝜔𝑛ℓ = ±𝓂 {√1 −
𝑤𝑐

𝓂
(2𝑛 + 1 +

2ℓ

𝛼
) +

𝑤𝑐
2𝜛2

𝓂2𝛼2 ∓
𝑤𝑐𝜛

𝓂𝛼
},   𝛼 = 1 − 4𝜇𝑠,                                                (9)   

                        

where 𝑤𝑐 =
𝑒𝔅0

𝓂
 is the relativistic cyclotron frequency [29-33]. Here, we should underline that the 

𝜛(positive) is spin parameter of the cosmic string [6], 𝛼 relates with angular deficit in the background 

geometry, 𝛼 ∈ (0,1], 𝜇𝑠 is the linear mass density of the cosmic string [6] and orbital quantum number 

ℓ can take the following values: ℓ = 0, ±1 ± 2.. [10,18] in 2+1dimensions. In Eq. (9) we see that the 

obtained spectrum depends on the parameters of the geometric background and allows us to analyze 

the effects of background geometry on the relativistic Landau levels of the considered scalar particle 

(see Figures. 1, 2, 3, 4 and Figure 5). Here, we observe that the information about the string tension 

(see Ref. [6]) is carried also by the orbital quantum number ℓ. But, we lose this information if the 

string source is static (𝜛 = 0) for the ℓ = 0 levels. 

 



 
 

 
 
 

Güvendi, A., Journal of Scientific Reports-A, Number 50, 245-253, September 2022. 
 

 
 

249 
 

 
 

Figure 1. Effect of the spin of the string (∝ 𝜛 ) on the Landau levels for 𝛼 = 0.99, 𝓂 = 1, 𝑒 =
1, 𝔅0 = 0.1. 

 

 
 

Figure 2. Influence of the 𝛼 parameter on the Landau levels for  𝜛 = 0, 𝓂 = 1 , 𝑒 = 1, 𝔅0 = 0.1. 
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Figure 3.  Effect of the parameter 𝛼 on the Landau levels for 𝜛 = 0.9, 𝓂 = 1, 𝑒 = 1, 𝔅0 = 0.1. 
 

 
 

Figure 4.  Effect of external magnetic field on the total frequency for  𝜛 = 0, 𝛼 = 1, 𝓂 = 1, 𝑒 = 1. 
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Figure 5. Effect of angular deficit parameter on the Landau levels for  𝜛 = 0, 𝛼 = 0.4, 𝓂 = 1, 𝑒 = 1. 
 

4. CONCLUSION and DISCUSSIONS 

 

In this contribution, we have analyzed the effects of a background geometry induced by a spinning 

topological defect on the relativistic Landau levels of a scalar relativistic particle exposed to an 

external uniform magnetic field through obtaining non-perturbative solution of the corresponding 

Klein-Gordon equation. The obtained spectrum of frequency (or energy) expression is given by the 

Eq. (9) and shows that the energy levels depend on both the spin parameter (𝜛) of the string and 

angular deficit (∝ 𝛼) in the background geometry. The result in Eq. (9 ) can be reduced for such a flat 

planar system when 𝜛 = 0 and 𝛼 = 1. The Figure 4 shows that magnitude of the total energy 

decreases as strength of the external uniform magnetic field increases. In Figure 2 and in Figure 5, we 

see that the presence of angular deficit in the geometric background can affect the magnitude of the 

energy levels and can cause shifts in these levels. The Figure 1 and Figure 3 clearly show the string 

source-spanned geometric background can be responsible for symmetry breaking in the context of the 

energy for particle-antiparticle states provided that the cosmic string possesses non-vanishing spin. 
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ABSTRACT 

 

Fractional order systems (FOS) are one of the subjects that have been studied extensively. Such 

systems are difficult and complex structures to be analyzed mathematically. The degree of difficulty is 

even greater when the system has time delay. Considering the studies on FOS, either the transfer 

function of the system is of fractional order, or the controller has a fractional order structure. Time 

delay is common in practical systems. Studies mostly focused on classical time delay term. However, 

time delay can be of a fractional order. Studies for such systems are quite limited as the mathematical 

analysis part is complex. 

 

In this study, systems having fractional order delay, are examined. By using the stability boundary 

locus (SBL) method, the necessary equations for calculating all stable PD controller parameters for 

such systems are obtained. It is necessary to test whether the parameters selected from the obtained 

stability region provide stability. However, stability analysis of such systems is very problematic. For 

this reason, an approximation method previously proposed by the author is used. Thus, the system is 

transformed to a fractional order structure. Then, the stability analysis of the FOS can be easily done. 

It is seen that the obtained equations and the approximation method proposed by the author for the 

stability test provide quite reasonable results.  

 

Keywords: Fractional Order System, Time Delay, PD Controller, Stability Region 

 

1. INTRODUCTION 

 

FOS have transfer functions expressed by fractional order derivatives and/or fractional order integrals. 

Although this is a very old topic, it has been mostly studied by the mathematicians [1]. With the 

development of modern physics, the application research of fractional order operators has increased 

[1]. The memory feature of such systems and the emergence of solution techniques also have an effect 

on this. The voltage-current relation of a semi-infinite lossy RC line is given as an example of FOS 

[2]. 

 

A control system can have both fractional order dynamics and be controlled by a fractional order 

controller. Many important studies have been done on the fractional order PID (Proportional Integral 

Derivative) controllers. Some important examples can be found in [3–5]. Since the PID controller is a 
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widely known controller structure, there are many studies on this subject, and it is still being studied. 

In this regard, [6–9] can be examined for some important studies based on the stability region concept. 

Despite its performance limitations, the PD (Proportional Derivative) controller is widely used for 

robot position control due to simplicity [10]. Position controllers often include PD control. Robot 

force control systems are commonly included PD or PID controllers [10]. The adaptive PD controller 

for robot manipulators were studied in [11]. The PD controller design for the active suspension system 

was made in [12]. However, studies on PD in the literature are still limited. 

 

Time delays are frequently encountered in industrial applications such as heat exchanges, distillation 

units, mining processes, and steel production, etc. [13]. Time-delay processes range from biological 

systems to mechanical systems, including economic or electric fields [13]. The classical time delay is 

known as exp( )s  in the s domain. However, there are cases where the time delay is fractional order. 

For example, the transfer function of the terminated resistance-capacitance line is exp( )sT  [14]. 

Here, T is distributed lag. For simplicity, the normalized form exp( )s  is often used [14]. In 

addition to the electrical transmission line, certain types of delays in servo mechanisms and other 

mechanical and thermal phenomena also appear to have transfer functions of interest [14]. Studies 

have mainly focused on the stability of a class of distributed systems. Transfer functions of such 

systems involve s  and/or exp( )s . As noted in [15], many circuits, processes, or systems such as 

thermal processes, hole diffusion of transistors, electromagnetic devices, and transmission lines have 

distributed parameters and/or delay elements. Stability analysis of linear distributed parameter systems 

(DBS) is complex since the Laplace domain representation of these systems include either the square 

root sign of s or other irrational or transcendental functions [15,16]. Mathematical descriptions of 

linear DBS with a distributed lag include double valued functions of s in the form of s  and 

exp( )s . Although it is a very interesting subject, studies in the literature are quite limited. Some of 

these studies can be summarized as follows. In [17], Pontryagin's stability criterion is extended to 

systems with distributed delay. In [15], the algebraic stability test procedures are extended to a certain 

class of DBS with multiple delays. An algebraic stability test procedure such as the Routh is extended 

to a certain class of DBS with a distributed lag in [16]. When both studies are examined, it is seen that 

the s  plane is considered. The basis on which it is based is the Riemann surface, and it is seen that 

the stability in this regard is defined by the Brin criterion [16]. The Brin criterion is an important step 

in the stability definition of the FOS. In [18], analytical stability bound has been obtained using the 

Lambert function W for a class of delayed fractional-order differential equations with constant 

coefficients. A numerical algorithm for testing the BIBO stability of fractional delay systems (FDS) is 

presented in [19]. BIBO stability of a class of FDS with commensurate orders and multiple 

commensurate delays of retarded type is studied in [20]. A study was carried out on FOS of retarded 

type with two independent delays, and the stability regions in spaces of delays were determined in 

[21]. Recently, a method using frequency domain data to obtain time response of FOS has been 

reported in [22]. Thanks to this method computation of time responses of FOS is possible. These 

studies involve very complex procedures and are not easy to understand. Also, these studies do not 

provide universally acceptable practical algebraic criteria or algorithms. In [23], the author proposed 

an approximation method to investigate stability of the systems having integer order and non-integer 

order delay. Using this approximation, the time delay in fractional structure can be converted into a 

fractional order transfer function (FOTF) and the procedures applied for FOTFs can be applied to 

these systems. In addition, in this study, PID design has been made for systems with fractional order 
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time delay (FOTD), As stated before, the studies related on this topic is very restricted. Therefore, 

there is a need for new research on this subject. This study is the first application of the approximation 

method presented in [23] for PD controllers. The equations obtained here are completely original. 

 

This study is aimed to calculate all stable PD controller parameters for FOTD processes using the 

stability region method. In addition, an approximation method previously proposed by the author is 

briefly presented to test whether the parameters selected from the obtained stability region provide 

stability. 

 

2. MATERIALS and METHODS 

 

In this section, PD controller is designed for systems with FOTD. The necessary equations have been 

obtained based on the SBL method. There is extensive literature information about this method. For 

some of them [6,8,9,24–27] can be examined. To the best of the author's knowledge, there are no 

studies on PD controller design and stability regions for systems with FOTD. The author's work on 

PID design on this subject can be seen in [23]. This section also presents an approximation method 

required for stability test. 

 

2.1. Obtaining PD Parameters Using Stability Region Method 

Let the transfer function (TF) of the system given in Figure 1 be defined as follows. 

 

( ) ( )
( ) ( )

( )

s s

p

N s
G s G s e e

D s

                (1) 

 

The TF of the PD controller is defined by Eq. (2), 

 

( ) p dC s k k s            (2) 

 

The characteristic equation (CE) of the system is obtained as follows. 

 

( )
( ) 1 ( ) ( ) 1 ( ) ( ) ( s) ( )

( )

s s

p p d p d

N s
s C s G s k k s e D s k k N s e

D s

                  (3) 

 

Let us express the TF of the system as follows. 

 
2 2

2 2

( ) ( )
( )

( ) ( )

e o e o

e oe o

N j N N j N
G j

D j DD j D

   


  

   
 

  
        (4) 

 

For simple notation, the expression 2( )  will not be written in the next equations. In this case, the 

CE is obtained as follows. 
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 (j )

(cos sin )
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(cos
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 
   
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

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  

  
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

 
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 
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

     

    

    

    
)

[cos( (sin )) sin( (sin ))]
2 2

j

  

    
      

    (5) 

 

Let Eqs. (6) and (7) be expressed as follows. 

 

(cos )
2 me e

 
  

           (6) 

 

(sin )
2

n 
              (7) 

 

Using these equations, the CE is rearranged as follows. 
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2

( ) ( ) ( )(N ) [cos(n) sin(n)]
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

   
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   (8) 

 

If Eq. (8) is set to zero, the real and imaginary parts are obtained as follows. 

 

Real Part: 

 

2Re ( ) [ cos( ) sin( )] [ sin( ) cos( )]m m m m

p e o d e o ej k N e n N e n k N e n N e n D               (9) 

 

Imaginary Part: 

 
2Im ( ) [ cos( ) sin( )] [ sin( ) cos( )]m m m m

p o e d o e oj k N e n N e n k N e n N e n D                       (10) 

 

Eqs. (11) and (12) are obtained using Eqs. (9) and (10), The solution of these equations gives Eqs. 

(13) and (14), 

 

( ) B( ) ( )p dk A k X                        (11) 

 

C( ) D( ) ( )p dk k Y                        (12) 
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( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
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k

A D C B
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X
k
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
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Here, the parameters are as follows. 
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                   (15) 

 

By using these equations into Eqs. (13) and (14), 
pk  and 

dk  parameters are obtained as follows, 

respectively. 
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2 2 2 2
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
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If Eqs. (6) and (7) are substituted in Eqs. (16) and (17), one obtains Eqs. (18) and (19) . 
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2.2. An Approximation Method for Systems Having Fractional Order Delay 

The exponential transcendental representation brings infinitely many isolated roots [19]. Thus, 

stability analysis of time delay systems is complicated. The analysis becomes much more complex 

when the time delay is fractional order. An approximation method is proposed here to simplify 

operations. One of the aims of the approximations is to reduce the difficulties in theoretical or 
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numerical analysis by replacing a complex function with a less complex one. Another goal is to find a 

relatively uncomplicated approximation function that is a valid model for a physical system or device 

[14]. For this purpose, an approximation method has been proposed to perform stability analysis for 

systems with FOTD [23]. Necessary details about the method can be found in [23]. The 

approximations are given in Table 1. Here,   is considered to be in the range of 0 1  . 

 

Table 1. Approximations for FOTD term [23].  

Delay First order 

approximation 

Second order 

approximation 

Third order approximation 

( )se
  ( )

1
2

( )
1

2

s

s
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
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s s

s s
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 
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 
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3 2

3 2

( ) ( ) ( )
1

120 10 2

( ) ( ) ( )
1

120 10 2

s s s

s s s

  

  

  

  

   

  

 

 

Using these approximations, the FOTD term is converted into a FOTF. Then, the total TF of the 

system can be obtained. In this way, stability test can be done easily. If the time response of the 

system is desired to be obtained, the continued fraction expansion (CFE) method can be used, and the 

TF is converted to an integer order structure and the results can be obtained. Details on the CFE can 

be found in [28] and [29]. 

 

3. SIMULATION RESULTS 

 

In this section, the effects of the obtained equations and the proposed approximation method are 

investigated. For a better understanding of the subject, let us consider the example given below. 

 

3.1. Example  

For a unity feedback control system shown in Figure 1, the TF is given by Eq. (20), 

 

1.5
( )

(0.4 1)

s

pG s e
s s




                     (20) 

 

 

Figure 1. Feedback control system. 

 

By using Eqs. (18) and (19), the stability region of the system is obtained as in Figure 2. 
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Figure 2. Stability region of the system. 

 

Let 4pk   and 4dk  are chosen from the stability region shown in Figure 2. For this case, the CE is 

found as follows. Here, second order approximation is used. 

 
3 2.5 2 1.5 0.5

3 2.5 2 1.5 0.5

( ) 0.4 2.4 (5.8 1.5 ) (6 9 ) (12 1.5 18 ) 9 18

0.4 2.4 11.8 30 90 36 72

d d p d p ps s s k s k s k k s k s k

s s s s s s

           

      
             (21) 

 

If s q  is taken in this equation, the CE is rearranged as follows. 

 
6 5 4 3 2( ) 0.4 2.4 11.8 30 90 36 72q q q q q q q                         (22) 

 

As seen from Eq. (22) the CE has been converted to integer order form. The roots of this equation are 

obtained as follows. 
2.2527

1,2
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3,4

1.5270

5,6

4.2773 5.2687 6.7863

1.2348 1.6191 2.0362

0.0425 0.9700 0.9709

q j

q j

q j







   

  

  

                   (23) 

 

For FOS, the stability condition for the CE ( )q  is defined by Eq. (24) in the s q  plane. 
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iq
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Where, 0 2  . For this example 1/ 2  . Thus, argument of q must be greater than 0.7854, 

arg( ) 0.7854
4

q


  . According to Eq. (24), it is seen that the system satisfies the stability 

condition. Because the arguments for all roots are greater than 4 0.7854  . The roots of the CE are 

also shown in Figure 3. Here, second order approximation is used. As seen from Figure 3, the roots lie 

in the desired region. Therefore, the system is stable. This shows that the approximation method 

provides a satisfactory result for the stability test. To obtain step responses of the system, the TF is 

transformed into a classical order TF by using the second order approximation given in Table 1 and 

the CFE method. Here, 4th order CFE is used. The unit step responses of the system are shown in 

Figures 4 and 5 for 4pk   and 4dk  , and for 2pk   and 2dk  , respectively. 

 

 

Figure 3. The roots of the CE for the second order approximation. 
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Figure 4. Step response of the system for 4pk   and 4dk  . 

 

Figure 5. Step response of the system for 2pk   and 2dk  . 

 

Now let's examine the impact of first and third order approximations for this example. By using the 

first order approximation given in Table 1, for 4pk   and 4dk  , the CE is obtained as follows. 
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s s s s s
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                (25) 

 

If s q  is taken in Eq. (25), the CE is rearranged as follows. 

 
5 4 3 2( ) 0.4 0.8 5 14 6 12q q q q q q                          (26) 

 

The roots of the CE are obtained as follows. 
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                   (27) 

 

The roots of the CE are shown in Figure 6. We know that arg( ) 0.7854
4

q


  . However, for the 

first order approximation 
2,3arg( ) 0.7719q   and this value is less than 0.7854. So, this 

approximation does not provide a satisfactory result for this example. However, this does not mean 

that it will not work well for other systems. But, in general it would be wise not to expect very good 

performance from first order approximation. 

By using the third order approximation, the CE is obtained as follows for 4pk   and 4dk  . 
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       

               (28) 

 

If s q  is taken in Eq. (28), the CE is obtained as follows. 

 
7 6 5 4 3 2( ) 0.4 4.8 19 132 306 912 360 720q q q q q q q q                         (29) 

 

One obtains the roots of the CE as follows. 
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The roots of the CE are shown in Figure 7. It is obvious that the system satisfies stability condition for 

the third order approximation. However, since this approximation makes solutions more difficult 

mathematically, it would be better to prefer the second order approximation. Comparison of step 
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responses of second order and third order approximations is given in Figure 8. As can be seen in 

Figure 8, the second order and third order approximations give very close results. This shows that the 

econd order approximation will be sufficient for the stability test. 

 

It is clear that the second and third approximations used for the stability test of the system give good 

results as expected. The first-order approximation may be sufficient for the stability test, but this issue 

should be investigated for the different types of systems as first-order approximations generally may 

not give very good results. In the given example, the first-order approximation did not provide a 

satisfactory result. But this cannot be a generalization. This issue needs to be investigated in detail. 

The unit step responses for various points selected within the stability region are stable as expected. 

This shows the accuracy of the obtained equations and the used approximations. 

 

 
Figure 6. The roots of the CE for the first order approximation. 
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Figure 7. The roots of the CE for the third order approximation. 

 

 
Figure 8. Step responses for the second order and third order approximations 

 

3. CONCLUSION 

 

In this study, all PD controllers providing stability for systems having FOTD are obtained and the 

approximation method presented in Table 1 is used to test the stability of such systems. The SBL 
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method is applied to such systems for the first time and the equations are obtained. Here, the results 

can be summarized as follows. 

The first-order approximation may be preferred in the first place for simlicity of the mathematical 

operation for the stability test, but may not provide the desired performance. This conclusion is 

obtained depending on one numerical example. Thus, this result cannot be a generalization. This result 

needs to be investigated in detail for the different types of systems. The second order approximation 

provides successful results as expected. However, this conclusion should also be reinforced with many 

numerical examples. The third order approximation also gives good results for the stability test. This 

result also needs to be supported with many examples. In addition, this approximation makes 

mathematical operations more complex. For this reason, it will be sufficient to prefer the second order 

approximation for the stability test. 

 

Using the approximation given in Table 1, FOTD term is transformed into a FOTF. Then the total TF 

of the system is obtained. This TF is a FOTF. Thus, stability test procedure for FOS can be used. 

Using the CFE method, FOTF is converted into integer order transfer function to obtain step 

responses of the system. In the study, it is seen that the second order and third order approximations 

gave very close results in terms of unit step response. 

 

In the future, studies in which the approximations presented in Table 1 are compared can be 

conducted to investigate which approximation yields more reasonable and satisfactory results for 

different control systems. In addition, the necessary equations for different controller types such as 

classical PI and PID, fractional order PI, PD, and PID can be obtained using the SBL method, and 

stability analysis can be made. Different techniques can be explored for controller design. In this 

study, commensurate order systems are considered. It will be important to examine non-

commensurate order systems. There is a potential for many different studies on this subject.  

 

4. DISCUSSION 

 

As stated before, studies in which the time delay is fractional order are very limited in the literature. In 

this study, equations providing all stabilizing PD controller parameters for the given system are 

obtained using SBL method. To the best of the author’s knowledge, stability test of such systems is 

also an important problem, and satisfactory general solutions are not available in the literature. In this 

study, an approximation method is used to test the stability of such systems. It is seen that the 

proposed approximation provides good results for the stability test. The first, second, and third order 

approximations are compared on the given example. It was seen that the first order approximation did 

not provide the desired performance in the stability test for the given system. However, this should be 

investigated in detail for many different systems. Besides, it would be better not to expect first order 

approximation to perform very well in general. However, extensive studies should be made on this 

subject. The second and third order approximations yielded successful results as expected. Graphical 

methods such as Nyquist are also available for stability analysis, but approximation methods are 

needed to perform stability analysis analytically.The parameters selected from the stability region also 

give stable responses as expected. 

 

The fractional order structure discussed here is known as commensurate order. However, cases, where 

the order is non-commensurate, should be investigated in detail, as well. This topic is open to 

development and needs detailed studies.  
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Investigating the superior performance of any controller is not the main issue in this study. The main 

goal is to be able to analyze the stability of FOTD systems and to design a PD controller, which is a 

subject that has not been studied much in the literature. However, since there are hardly any studies on 

controller design on this subject, these studies should be increased and the performance analysis of 

basic controllers such as PI, PD and PID for such systems should be made and compared. Besides, 

fractional order controller types such as Fractional order PI (FO-PI), FO-PD, FO-PID can be designed 

for such systems. For this reason, it would be a more correct approach to seek answers to questions 

such as how the stability analysis of such systems can be made and how the controller design should 

be, rather than the superiority of any controller for now. Since there are not enough studies on this 

subject, any study on controller design for such systems will make a significant contribution to the 

field. When there is a large amount of data on this subject, the issue of superiority among the 

controllers can be examined more easily. 
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ABSTRACT 

 

Conditional image synthesis is the translation of images from different domains with the same 

dimensions into each other. Generative Adversarial Networks (GANs) are commonly used in 

translation studies in this field. With the classical GAN approach, data are transferred between the 

encoder and decoder of the generator network in the image translation. While this data transfer 

increases the quality of the translated image, it also leads to data dependency. This dependence has 

two negative effects: First, it prevents the understanding of whether the encoder or the decoder causes 

the error in the translated images, other causes the image synthesis quality to depend on the parameter 

increment of the network. In this study, two different architectures (dY-Net, uY-Net) are proposed. 

These architectures are developed on the principle of equalizing high-level feature parameters in 

cross-domain image translation. The first of these architectures concentrates on the speed of image 

synthesis, the other on its quality. There is a significant reduction in data dependency and parameter 

space in the dY-Net architecture, which concentrates on speed performance in image synthesis. The 

uY-Net architecture, which concentrates on image synthesis quality, attempts to maximize the results 

of metrics that measure quality like SSIM and PSNR. Three different datasets (Maps, Cityscapes, and 

Denim2Mustache) were used for performance testing of the proposed architectures and existing image 

synthesizing approaches. As a result of the tests, it has been seen that the proposed architecture 

synthesized images with similar accuracy, although it has approximately 66% parameters compared to 

DiscoGAN, which is one of the existing approaches. The results obtained show that WY-Net 

architectures, which provide high performance and translation quality, can be used in image synthesis. 

 

Keywords: Generative adversarial networks, Image synthesis, Deep learning, Image to image 

translation 

 

1. INTRODUCTION 

 

Deep learning is a subfield of machine learning where the features that best express data can be 

learned autonomously. Using this area is increasing gradually, and it is also multiplying in the 

subareas it branches. Recently, deep learning-based applications have been increasing. For example, it 

is used in many fields, such as language translation, chatbots, face identification, voice signature, 

disease diagnosis, data augmentation, autonomous vehicles, and anomaly analysis. Although this field 
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contains many learning methods, one of the most popular todays is Generative Adversarial Networks 

(GANs). Goodfellow and his team developed this learning method based on the min-max algorithm in 

2014 [1].  

 

GANs are a special type of neural network developed to model relationships between samples in a 

dataset [1-3]. The network tries to learn the features that best express these samples to model the 

relationship between the samples [2,3]. The basic structure of these networks is based on the game 

theory of the famous mathematician John Nash and comprises two convolutional modules that learn 

by working with each other in an adversarial manner [1]. One of these modules is called the generator 

network, and the other is called the discriminator network. The generative network tries to simulate a 

random or special data block (sampler) given to it to the desired data sample. The discriminant 

network is a classifier that tries to distinguish between the synthesized sample by the generator 

network and the real data sample. During the training phase, the generator and discriminant network 

parameters are fed with the similarity cost (loss) of the real and predicted (synthesized) outputs. The 

working mechanism of these models is shown in Figure 1. In this schema, real data with synthesized 

data from the generator network are given as input to the discriminator network. Then the cost of 

similarity between the outputs of the discriminator network is calculated. With this cost, the 

discriminator and generator network are fed. 

 

Figure 1. The basic schema of GAN architectures. 

 

Since the development of Generative adversarial networks, multiple types have been developed for 

use in image generation and manipulation. One of the first examples in this area is the DCGAN [2] 

architecture developed by Radford et al. in 2015. This architecture can learn the numerical distribution 

of its features by training with examples in a dataset consisting of images. It is a light and powerful 

model that can be used in data augmentation. One of the biggest problems in image studies is the low-

resolution problem. In solving this problem, the perceptual similarity cost-based SRGAN [3] 

architecture developed by Ledig et al. has achieved significant success. Convolutional neural 

networks-based VGG [4] network is used so that the content in the images is not distorted while 

synthesizing low resolution images in high resolution. The Progressive GAN [5] architecture, which 

performs progressive learning to reduce distortions in high resolution synthesized images, was 

developed by Karras et al. in 2017. After learning with 4x4 image scale in the architecture training 

phase, it continues until it synthesizes 1024x1024 images by increasing the scale step by step. The 

networks with attention mechanisms have been developed so that GAN architectures focus on the 

important parts instead of focusing on the whole image. One of these studies, the spatial attention and 

spectral normalization-based SAGAN [6] architecture, was developed by Zhang et al. in 2018 to 

reduce the instability of the learning curve due to unbalanced learning in the training phase of the 

generator and discriminator network in GAN architectures. The StyleGAN [7] architecture fed with 

content and style image was developed by Karras et al. to transfer any style image to a content image 
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in 2018. The modulation and reverse modulation-based StyleGAN2 [8] architecture to minimize the 

distortions on the network sourced image in StyleGAN architecture was developed in 2019. The 

StyleGAN3 [9] architecture by including Fourier-based features and various changes in this 

architecture to solve the signal problem from the hidden field caused by translation and rotation in the 

StyleGAN architectures was developed in 2021. The BigGAN [10] architecture, which can generate 

class-level images on the ImageNet dataset for high-resolution synthetic image generation, was 

developed by Brock et al. in 2018. This architecture tries to minimize cosine similarity without 

restricting the norms between binary filters for quality and diverse image synthesis. This 

regularization term, added to the parameters of the filters, enables the synthesizing of high-quality 

images belonging to different classes. The BigGAN-based BigBiGAN [11] architecture to develop a 

system capable of generating more realistic images was developed by Donahue et al. in 2019. This 

architecture has an encoder that can convert real images into a random variable, and a discriminator 

network operating with a binary cost function. For better quality learning, the system tries to bring the 

values from the encoder network and the values from the hidden field to the same representation. 

 

Image to image translation: A major challenge in image translation is to get a high-dimensional image 

from a low-dimensional visual space [13,14,16]. An example can be given for a better understanding. 

Translations such as coloring a black-and-white image [13], getting a semantic label map from an 

image with an edge map [13,16], converting a real image into an animation image [12] can be given as 

examples. These translations are difficult to perform with basic image processing algorithms. It is 

known that GAN architectures are widely used to solve these high-level problems [2-16]. Today, 

researchers for image-to-image translation have proposed many GAN architectures [12-16]. Although 

the architectures have differences among themselves, the primary aim is to generate a quality artificial 

image at an appropriate temporal cost by making an excellent translation between the two domains. 

One of the first architectures developed in the field of image-to-image translation is Pix2Pix [13]. This 

architecture was developed by Isola et al. in 2016 to translate between pairs of images in supervised 

datasets. The architecture includes the 𝐿1 metric in addition to the traditional GAN loss. A new 

version of this architecture, the Pix2PixHD [14] architecture, was developed by Wang et al. in 2018 to 

synthesize realistic images from high-resolution semantic image maps. Researchers at Nvidia 

enhanced the SPADE [15] architecture by adding spatial adaptive normalization on top of the basic 

structure of the Pix2PixHD architecture to produce realistic nature photographs from unlabeled 

semantic image maps. The CycleGAN [16] architecture based on double-sided validation was 

developed by Zhu et al.  to perform image-to-image translation in unsupervised datasets. The 

MixNMatch [17] architecture for various content generation and in-depth image change was 

developed by Li et al. in 2020. This architecture has a design that takes content, shape, poses, and 

background images and combines them. To increase the quality of semantic map-based image 

synthesis, the study called “Panoptic-based Image Synthesis” for panoptic map-based image 

production was developed by Dundar et al. in 2020 [18]. The GFP-GAN [19] architecture with spatial 

feature conversion to synthetically generate old or poor-quality images of human faces in high-quality, 

noiseless, and colorful was developed by Wang et al. in 2021. The Real-ESRGAN [20] architecture, 

which can reduce effects such as low resolution, blur, compression, and noise in an image and 

concentrate on over one problem area at the same time for quality image synthesis, was developed by 

Wang et al. in 2021. The Fourier convolution-based LaMa [21] architecture to remove unwanted 

objects or regions on the image without disturbing the basic design of the actual image was developed 

by Suvorov et al. in 2021. 
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In this study, we proposed a new architecture can translate from image-to-image more efficiently. 

Performance comparison of this architecture was made with DiscoGAN architecture on three different 

datasets. In Section 2.1, explanations are given about the similarity metrics used in the study. In 

Section 2.2, DiscoGAN [22] architecture’s basic design is explained. In Section 2.3, the basic design 

of the proposed (WY-Net) architecture is explained. Information about the datasets used is given in 

Section 2.4. In Section 3, the results obtained in the study are shared. 

 

2. MATERIAL AND METHODS 

 

2.1. Similarity Metrics 

In this section are given the basic similarity methods frequently used in the study. 

 

2.1.1. SSIM 

Structural similarity metric (SSIM) is a method that analyzes the perceived change in the image along 

with important perceptual properties, such as brightness, masking, and contrast. This metric is a 

statistical measurement built on the mean (𝜇) and standard deviation (𝜎) parameters in calculating the 

similarity between the image pairs, ignoring the positional difference between the pixels in the image 

[23]. 

 

Calculation of structural similarity between real (𝑥) and predicted (𝑦) image statistically is shown in 

Eq. (1). In this equation, 𝜇𝑥 and 𝜇𝑦  denote the pixel mean of the real and predicted image, the 

variance of 𝜎𝑥
2 and 𝜎𝑦

2, while σxy denotes the covariance between the real and predicted image. In 

addition, the constant values 𝑐1 = (𝑘1𝐿)2 and 𝑐2 = (𝑘2𝐿)2 are calculated by taking the 𝐿 value 255., 

which specifies the pixel pitch. 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =  
(2𝜇𝑥𝜇𝑦 + 𝑐1)(2𝜎𝑥𝑦 + 𝑐2)

(𝜇𝑥
2 + 𝜇𝑦

2 + 𝑐1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝑐2)
 

(1) 

 

2.1.2 MSE 

It is a comparison metric where the square of the point difference is taken to calculate the similarity 

cost between two data samples [24]. The main formula of this metric is shown in Eq. (2). In the 

equation, each pixel difference between the real (𝑥) and predicted (𝑦) image is squared and summed. 

Divide the total result by the number of pixels (𝑛). 

 

𝐿2 =  𝑀𝑆𝐸(𝑥, 𝑦) =
1

𝑛
∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 
(2) 

2.1.3. MAE 

It is a comparison metric in which the absolute value of the point error is taken to calculate the 

similarity cost between two data samples [25]. The main formula for this metric is shown in Eq. (3). 

In the equation, the absolute value of each pixel difference between the real (𝑥) and predicted (𝑦) 

image is taken and summed. Divided the total result by the number of pixels (𝑛). While measuring, 

the direction of the error is not considered, it focuses on the absolute difference. 

 

𝐿1 =  𝑀𝐴𝐸(𝑥, 𝑦) =
1

𝑛
∑|𝑥𝑖 − 𝑦𝑖|

𝑛

𝑖=1

 
(3) 
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2.1.4. PSNR 

It is a logarithmic-based metric used for the ratio between the maximum power of a signal and the 

power of noise that affects the accuracy of its representation [26]. The signal is a real image or data, 

while noise is the error caused by compression or distortion in the data. This ratio between two images 

is calculated in decibels. The main formula for this metric is shown in Eq. (4). For the measurement 

between the real (𝑥) and predicted (𝑦) image in the equation, the 𝑀𝑆𝐸(𝑥, 𝑦) value and the largest 

pixel value of the real image (𝑀𝐴𝑋𝑥
2) are included in the calculation. 

 

𝑃𝑆𝑁𝑅 (𝑥, 𝑦) = 10 ∗ 𝑙𝑜𝑔10 (
𝑀𝐴𝑋𝑥

2

𝑀𝑆𝐸(𝑥, 𝑦)
) 

(4) 

 

The higher the measurement value, the better the signal quality, that is, the lower the cost between the 

real and the predicted data. 

 

2.1.5. Hinge embedding loss 

It is a metric often used to calculate the similarity between nonlinear or semi-supervised data blocks 

[27]. This metric measures the distance between a real input vector (𝑥) and a label vector (𝑦) 

(containing 1 or -1). The main formula of the metric is given in Eq. (5). The 𝐿 value in the equation 

contains the input and label list. The number of features in the list is expressed as n. 

 

 𝐿𝐻𝐸 = {
𝑚𝑒𝑎𝑛(𝐿), 𝑖𝑓  𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = ′𝑚𝑒𝑎𝑛′,

𝑠𝑢𝑚(𝐿), 𝑖𝑓  𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = ′𝑠𝑢𝑚′,
 

𝐿 = ∑ ℓ(𝑥𝑖 , 𝑦𝑖) = {
𝐿2(𝑥𝑖 , 𝑦𝑖), 𝑖𝑓  𝑦𝑖 = 1,

𝑚𝑎𝑥 (0, 𝑚 − 𝐿2(𝑥𝑖 , 𝑦𝑖)), 𝑖𝑓  𝑦𝑖 = −1,

𝑛

𝑖

 

(5) 

 

2.2. DiscoGAN 

The DiscoGAN (Learning to discover cross-domain relations with generative adversarial networks) is 

a conditional GAN architecture developed to explore the relationship between different datasets and 

synthesize quality images [22]. This architecture has a structure that can work on supervised or 

unsupervised datasets. 

 

2.2.1. Generator network 

The DiscoGAN architecture has two generator networks with the same structure. This architecture 

learns two separate translation functions: the first network (G_X2Y) learns to translate the image in the 

X-domain (Real_X) into the predicted Y-image (Fake_Y), while the second network learns to translate 

the image in the Y-domain (Real_Y) into the predicted X-image (Fake_X). After the initial processing, 

the architecture generates the reconstructed Recons_X image by passing the predicted Fake_Y image 

through the G_Y2X network for complete learning, while passing the Fake_X image through the 

G_X2Y network to generate the reconstructed Recons_Y image. The basic diagram of the generator 

networks in the DiscoGAN architecture is shown in Figure. 2. The first translation takes place from X 

to Y and the other from Y to X. Reconstructed images are used for double-sided verification. This 

validation is calculated between the real and reconstructed images with the 𝐿2 metric. 
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Figure 2. The basic schema of DiscoGAN generator networks. DiscoGAN’s generator G_X2Y and 

G_Y2X networks learn 2 separate translations. 

 

2.2.2. Discriminator network 

The DiscoGAN architecture has two discriminator networks with the same structure. First of these 

networks (D_X) tries to classify the output of the two images as real or fake by trying to learn the 

properties of Real_X, which is the real image in the X-domain, and Fake_X, which is the fake image. 

The other network (D_Y) tries to classify the output of the two images as real or fake by trying to learn 

the properties of Real_Y, which is the real image, and Fake_Y, which is the fake image, in the Y-

domain. The basic schematic of the discriminator networks is given in Figure 3.  

 

Figure 3. The basic schema schematic of DiscoGAN discriminator networks. DiscoGAN’s 

discriminator D_X and D_Y networks learn 2 separate classification processes. 
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The first classification takes place between Real_X and Fake_X and the other between Real_Y and 

Fake_Y. The feature list of each image is extracted so that the generator networks can learn better. 

Outputs starting with the prefix D are used for the cost of discriminator, and F for generator. 

According to this scheme, two outputs are obtained from the image given as input to the discriminator 

network. The first output is the passed output from the activation function that the discriminator 

network uses for the adversarial loss. The second output is the feature list obtained from layers 2, 3, 

and 4 of the networks. This feature list is used for the cost function of the generator network. For 

example, the D_RealX result obtained by giving the Real_X image to the D_X network represents the 

output of the discriminator network, while the F_RealX value represents the feature list of this image. 

 

2.2.3. Loss functions 

The cost function of the generator networks in the DiscoGAN architecture is built on reconstructed, 

adversarial, and feature losses. The cost of discriminator networks in the architecture is based on the 

adversarial loss value in traditional GAN architectures.  

 

Generator Loss. In this architecture, the 𝐿2 metric is used for reconstructed loss. This is computed 

between the Recons_X and Recons_Y images reconstructed with the input images Real_X and Real_Y. 

Its formulation is expressed as Eq. (6). 

 

ℒ𝑐𝑜𝑛𝑠𝑡𝑋
= 𝐿2(𝑅𝑒𝑎𝑙_𝑋, 𝑅𝑒𝑐𝑜𝑛𝑠_𝑋) (6) 

 

The hinge embedding loss function is used for feature cost calculation. This process is calculated 

between the real (F_RealX) and fake (F_FakeX) feature list obtained from the discriminator network. 

It is shown in Eq. (7). It is calculated by taking the 𝜆1 value in the equation to 0.9. 

 

ℒ𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋
=  𝜆1 ∗ 𝐿𝐻𝐸(𝐹_𝑅𝑒𝑎𝑙𝑋, 𝐹_𝐹𝑎𝑘𝑒𝑋) (7) 

 

The adversarial loss value is calculated with the fake (D_FakeX) value obtained from the activation 

function of the discriminator network. This process is shown in Eq. (8). It is calculated by taking the 

𝜆2  value in the equation to 0.1. 

 

ℒ𝑎𝑑𝑣𝑋
= 𝜆2 ∗  𝑎𝑟𝑔 𝑚𝑖𝑛

𝐺_𝑋2𝑌
(𝑙𝑜𝑔(1 − 𝐷_𝐹𝑎𝑘𝑒𝑋)) (8) 

 

The loss function required for the X-domain of the network is expressed like Eq. (9). The starting ratio 

in the equation is initially given as 𝓇 = 0.01. This value is changed to 𝓇 = 0.5 after 10000 iterations 

of training. 

 

ℒ𝐺_𝑋2𝑌 = 𝓇 ∗ ℒ𝑐𝑜𝑛𝑠𝑡𝑋
+ (1 − 𝓇) ∗ (ℒ𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋

+ ℒ𝑎𝑑𝑣𝑋
) (9) 

 

The overall loss of the generator networks is calculated for both areas and then added up. The total 

loss function is written like Eq. (10). 

 

ℒ𝐺 = ℒ𝐺_𝑋2𝑌 + ℒ𝐺_𝑌2𝑋 (10) 
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Discriminator Loss. The required loss value for the X-domain of the discriminator networks is 

calculated between the D_RealX blocks of the real data and the D_FakeY blocks of the fake data we 

want to translate. This process is illustrated in Eq. 11. 

 

ℒ𝑎𝑑𝑣𝐷_𝑋
= 𝑎𝑟𝑔𝑚𝑎𝑥

𝐷_𝑋
(𝑙𝑜𝑔(𝐷_𝑅𝑒𝑎𝑙𝑋) − 𝑙𝑜𝑔(1 − 𝐷_𝐹𝑎𝑘𝑒𝑋)) (11) 

 

The total loss of the two discriminator networks is calculated like Eq. 12. 

 

ℒ𝐷 = ℒ𝑎𝑑𝑣𝐷_𝑋
+  ℒ𝑎𝑑𝑣𝐷_𝑌

 (12) 

 

2.3. WY-Net: Proposed Method  

When we want to translate from one image domain to another with GAN architectures, unlike Auto-

encoders, the encoder and decoder of the generator network are evaluated together. The disadvantage 

of this is that it cannot be understood that the real error is from the encoder or decoder. The WY-Net 

architecture proposed in this study allows us to understand this problem by trying to reduce the 

features of the images in the two domains to the common denominator while translating from one 

image domain to another image domain. We delegate the feature extraction of images from two 

domains to a single network. The advantage of this is that it makes the architecture lighter and faster, 

while also showing how the network will translate between image domains. 

 

2.3.1. Improving generator network 

WY-Net architecture has a generator network with one encoder and two decoders. The encoder tries to 

learn the features of the data of the X and Y-domain. One of the decoders tries to reconstruct the data 

belonging to this domain from the features of the X-domain, the other does the same for the Y-

domain. This architecture learns two separate translation operations, the first translation is from the X-

domain to the Y-domain, the second translation is from the Y-domain to the X-domain. The first 

translation yields three outputs, Fake_Y, Feature_X, Recons_X data respectively. The first output is 

the image in the X-domain translated to the Y-domain. The second output is the feature map of the 

data in the X-domain obtained after passing through the encoder. The third output is the reconstructed 

image of the data in the X-domain, with this image double-sided validation is performed. The same 

translation process is done for the Y-domain. The WY-Net architecture proposed in this study has two 

different uses: 1) dY-Net based on DiscoGAN generator network; 2) uY-Net based on U-Net [28] 

generator network. The dY-Net architecture concentrates on temporal and hyperparameter 

optimization, while uY-Net architecture concentrates on image quality. Two different design 

prototypes of the WY-Net architecture are shown in Figure 4. The first translation takes place from X 

to Y and the other from Y to X. Reconstructed images are used for double-sided verification. This 

validation is calculated between the real and reconstructed images with the 𝐿2 metric. For a better 

comparison, a similarity calculation is made between the real and fake data with the 𝐿1 metric. Then, 

the high-level features of the real X and Y images are compared with the 𝐿𝐻𝐸 metric and reduced to the 

common denominator. 
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Figure 4. The basic schema of WY-Net generator network. Generator network (G_WY-Net) of WY-

Net architectures (dY-Net, uY-Net) learn 2 separate translations. 

 

2.3.2. Improving discriminator network 

The WY-Net architecture has a discriminator network that takes real images (Real_X, Real_Y) and 

fake images (Fake_X, Fake_Y) together as input data, unlike traditional GAN architectures. This 

process is to be compatible with the generator network because, while the generator network tries to 

reduce the features of the two domains to the same denominator, the discriminator network must also 

reduce the images of these domains to the same denominator. Thus, the translation process between 

the two domains is ensured to be balanced. The basic diagram of the discriminator network is given in 

Figure 5. Discriminator network (D_WY-Net) of WY-Net architectures (dY-Net, uY-Net) tries to 

reduce real (Real_X, Real_Y) and fake (Fake_X, Fake_Y) data to a common denominator for better 

understand cross-domain image similarity. Outputs starting with the prefix D are used for the cost of 

discriminator, and F for generator. In the first stage of this diagram, the output of the discriminator 

network (D_Real) and the feature list (F_Real) of the real images are shown, while in the second 

stage, the D_Fake and F_Fake data of the synthesized fake images are shown. WY-Net discriminator 

network architecture was developed based on DiscoGAN. 
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Figure 5. The basic schema of WY-Net discriminator network. 

 

2.3.3. Improving loss functions 

The generator network loss function of WY-Net architecture is built on reconstructed, similarity, 

adversarial, and feature losses. The loss of the discriminator network is based on the traditional 

adversarial loss value. As the adversarial loss value, the hinge loss [29] technique was used instead of 

the min-max algorithm. 

 

Generator Loss. In this architecture, the reconstruction loss is calculated using the 𝐿2 metric as in Eq. 

8. This is computed between the Recons_X and Recons_Y images reconstructed with the input images 

Real_X and Real_Y. 

 

The similarity loss is calculated using the 𝐿1 metric. This process is calculated between the input 

images Real_X and Real_Y and the translated Fake_Y and Fake_X images to the other domain. It is 

shown in Eq. 13. 

 

ℒ𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑋
= 𝐿1(𝑅𝑒𝑎𝑙_𝑋, 𝐹𝑎𝑘𝑒_𝑋) (13) 

 

The hinge embedding loss function is used for feature cost calculation. This process is the sum of the 

result of the real (F_Real) and fake (F_Fake) feature list obtained from the discriminator network and 

the result of Feature_X of the X-domain and Feature_Y of the Y-domain from the generator network. 

This process is shown in Eq. 14. It is calculated by taking the 𝜆1 value in the equation to 0.9. 

 

ℒ𝑓𝑒𝑎𝑡𝑢𝑟𝑒 = 𝜆1 ∗  (𝐿𝐻𝐸(𝐹_𝑅𝑒𝑎𝑙, 𝐹_𝐹𝑎𝑘𝑒) +  𝐿𝐻𝐸(𝐹𝑒𝑎𝑡𝑢𝑟𝑒_𝑋, 𝐹𝑒𝑎𝑡𝑢𝑟𝑒_𝑌)) (14) 

 

Adversarial loss: It is calculated on the fake (D_Fake) result passed through the activation function of 

the discriminator network. This process is expressed as Eq. 15. It is calculated by taking the 𝜆2 value 

in the equation to 0.1. 

 

ℒ𝑎𝑑𝑣 = 𝜆2 ∗ 𝑚𝑒𝑎𝑛(−𝐷_𝐹𝑎𝑘𝑒) (15) 
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The overall loss of the generator network is expressed as Eq. 16. The starting ratio in the equation is 

initially given as 𝓇 = 0.01. This value is changed to 𝓇 = 0.5 after 10000 iterations of training. 

 

ℒ𝐺 = 𝓇 ∗ ( ℒ𝑐𝑜𝑛𝑠𝑡𝑋
+  ℒ𝑐𝑜𝑛𝑠𝑡𝑌

+  ℒ𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑋
+ ℒ𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑌

) + (1 − 𝓇) ∗ (ℒ𝑓𝑒𝑎𝑡𝑢𝑟𝑒 + ℒ𝑎𝑑𝑣) (16) 

 

Discriminator Loss. The loss of the discriminator network is calculated between the D_Real blocks of 

the real data and the D_Fake blocks of the fake data we want to translate. This process is illustrated in 

Eq. 17. The result is obtained by passing the averaged data block through the Relu activation function. 

 

ℒ𝐷 =  𝑟𝑒𝑙𝑢(𝑚𝑒𝑎𝑛(1 − 𝐷_𝑅𝑒𝑎𝑙)) + 𝑟𝑒𝑙𝑢(𝑚𝑒𝑎𝑛(1 + 𝐷_𝐹𝑎𝑘𝑒)) (17) 

 

2.4. Datasets 

2.4.1. Denim2Mustache 

The Denim2Mustache dataset contains 950 image pairs (denim-mustache), 900 of which are training 

and 50 are tests [30]. The dataset includes front and back photos of different denim products, such as 

trousers, skirts, and shorts, and the mustache patterns on these denim images. Each image has a size of 

256 × 256 × 3. Sample images of this dataset are shown in Figure 6(a). 

 

2.4.2. Cityscapes 

The Cityscapes dataset contains various stereo video images from the streets of 50 different cities 

[31]. It contains semantic segmentation maps belonging to 30 different classes, such as a motor-

vehicle, road, building, and human. In this study, 2975 image pairs were used in the training phase 

and 500 in the testing phase. Sample images of this dataset are shown in Figure 6(b). 

 

2.4.3. Maps 

The Maps dataset comprises satellite images around New York and corresponding Google map 

images [13]. In these satellite images, there are objects and regions such as buildings, parks, roads. In 

this study, 2095 image pairs were used in the training phase and 98 in the testing phase. Sample 

images of this dataset are shown in Figure 6(c). 
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Figure 6. Example images from the Denim2Mustache (a), Cityscapes (b), and Maps (c) datasets. 
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3. RESULTS 

 

One of the most up-to-date architectures in image synthesis is DiscoGAN. In this section, the 

performances of the proposed WY-Net architecture and the DiscoGAN architecture in image synthesis 

are presented comparatively. Table 1. shows the structures and features of the architectures 

comprehensively.  

 

Table 1.  Quantitative property comparison of proposed methods and DiscoGAN. 

Network 

Type 

Property Name Model Name 

DiscoGAN dY-Net uY-Net 

Generator Number of networks 2 1 1 

Trainable Params 11,022,336 8,266,752 89,283,398 

Forward/backward pass size 

(MB) 

164.00 127.00 135.96 

Params size (MB) 42.04 31.54 340.59 

Estimated total size (MB) 207.54 159.29 477.30 

 

Discriminator Number of networks 2 1 1 

Trainable Params 5,527,552 2,766,848 2,766,848 

Forward/backward pass size 

(MB) 

74.00 37.00 37.00 

Params size (MB) 21.08 10.55 10.55 

Estimated total size (MB) 96.60 47.56 47.56 

 

In the second stage, training and testing processes were carried out on the Cityscapes, Maps, and 

Denim2Mustache datasets to compare the architectures. The training and testing processes of the 

architectures were carried out with the PyTorch deep learning library on a server with an RTX 2080 

graphics card, by taking the batch size of 1 for 150 epochs. Adjustments and arrangements such as 

hyperparameter, epoch, image dimensions have been made on the DiscoGAN architecture. Thus, the 

necessary environment has been prepared for the performance comparison of these models under 

appropriate conditions. 

 

Image synthesis quality and the temporal cost of the training process were used as performance 

criteria. Three different similarity measures (SSIM, PSNR, and MSE) were used to control the 

synthesis quality of the image pairs in the test set. The performances of the models on the image pairs 

in the test datasets are shown in Table 2. According to this table, it is seen that dY-Net architecture 

produces very similar visuals in terms of image quality, although it is approximately 25% more 

efficient in the generator network structure and 50% more efficient in the discriminator network 

compared to DiscoGAN. However, it is seen that the uY-Net architecture, which focuses on image 

quality, produces more successful results in image synthesis than DiscoGAN. The sample outputs of 

these architectures in the test datasets are shown in Figures. 7 to 9. 

 

Table 2. Performance comparison of proposed methods and DiscoGAN results. This performance 

comparison was made on the Denim2Mustache, Cityscapes and Maps datasets. 

Dataset Name Model 

Name 

Metric 

Name 

Cross-domain image translation 

direction 

150 epochs 

training 
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X → X X → 

Y 

Y → Y Y → X time 

(minute) 

Cityscapes DiscoGAN SSIM  ↑ 0.451 0.384 0.676 0.676 715 

PSNR ↑ 18.85 15.73 19.92 18.22 

MSE   ↓ 943.96 2047.1 716.25 1108.1 

dY-Net SSIM  ↑ 0.835 0.397 0.871 0.688 475 

PSNR ↑ 27.04 16.32 28.01 18.88 

MSE   ↓ 143.61 1781.1 109.40 955.9 

uY-Net SSIM  ↑ 0.945 0.437 0.944 0.696 815 

PSNR ↑ 32.45 16.43 35.13 18.50 

MSE   ↓ 43.32 1744.7 22.21 1051.9 

Maps DiscoGAN SSIM  ↑ 0.268 0.245 0.589 0.516 495 

PSNR ↑ 18.02 15.80 28.15 26.48 

MSE   ↓ 1093.3 1809.2 129.76 205.5 

dY-Net SSIM  ↑ 0.742 0.255 0.739 0.515 335 

PSNR ↑ 23.44 16.14 33.25 26.93 

MSE   ↓ 320.57 1691.4 34.89 191.1 

uY-Net SSIM  ↑ 0.968 0.252 0.763 0.541 635 

PSNR ↑ 28.73 16.13 33.64 26.87 

MSE   ↓ 89.60 1676.7 31.63 204.4 

Denim2Mustache DiscoGAN SSIM  ↑ 0.712 0.673 0.922 0.849 210 

PSNR ↑ 19.05 19.06 25.26 19.44 

MSE   ↓ 956.1 1923.9 235.09 1049.9 

dY-Net SSIM  ↑ 0.814 0.688  0.970 0.819 145 

PSNR ↑ 28.30 16.53 32.42 19.18 

MSE   ↓ 143.8 1735.6 41.73 1166.8 

uY-Net SSIM  ↑ 0.977 0.739 0.983 0.869 265 

PSNR ↑ 36.85 16.69 38.08 20.96 

MSE   ↓ 27.46 1725.2 12.92 777.9 
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Figure 7. Example results of proposed methods and DiscoGAN on image synthesis 

cityscapes↔segmentation maps, compared to ground truth. Left to right: real X, predicted X, 

reconstructed X, real Y, predicted Y, reconstructed Y images. Top to bottom for three image pairs: The 

DiscoGAN, dY-Net, uY-Net architectures. 
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Figure 8. Example results of proposed methods and DiscoGAN on image synthesis satellite 

images↔Google maps, compared to ground truth. Left to right: real X, predicted X, reconstructed X, 

real Y, predicted Y, reconstructed Y images. Top to bottom for three image pairs: The DiscoGAN, dY-

Net, uY-Net architectures. 
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Figure 9. Example results of proposed methods and DiscoGAN on image synthesis denim 

images↔mustache patterns, compared to ground truth. Left to right: real X, predicted X, reconstructed 

X, real Y, predicted Y, reconstructed Y images. Top to bottom for three image pairs: The DiscoGAN, 

dY-Net, uY-Net architectures. 
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4. DISCUSSION and CONCLUSIONS 

 

In this study, two different architectures, dY-Net, and uY-Net are proposed to be used in the field of 

image synthesis. The dY-Net architecture has low parameter space and prioritizes performance at 

image synthesis speed. The uY-Net architecture includes embedding the U-Net structure in WY-Net 

and prioritizes image synthesis quality. Comparisons of the proposed architectures with existing 

counterparts are in terms of image synthesis time and accuracy. The basis of WY-Net architectures is 

the principle of synchronizing the feature spaces of the input and output images. Thus, there is a 

common use of parameters, and a serious reduction in the number of hyperparameters is realized. 

Comparisons were made with the DiscoGAN architecture to find out the position of the image 

synthesizing and speed performances of the proposed architectures in the literature. DiscoGAN 

architecture, with its bidirectional training structure, is widely used in the field of image synthesis. 

According to the obtained comparison results, although the number of parameters of dY-Net 

architecture is 34% lower than DiscoGAN, it can synthesize images of similar quality. It has been 

observed that uY-Net architecture synthesizes higher quality images than other architectures. Three 

different datasets (Maps, Cityscapes, and Denim2Mustache) were used in the validation process. 

These results reveal that two different architectures can be used for applications that prioritize 

performance or translation quality in image synthesis studies. The next study will be about 

transferring the feature space synchronization principle used in WY-Net architecture to SSL 

techniques. 
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ABSTRACT 

 

Increasing demands in the industrial sector have also increased costs. The share of electricity costs is 

quite high in these cost increases. Therefore, electricity expenses have become an important 

phenomenon in the manufacturing sector. On the other hand, brought efficiency to the fore increasing 

costs in the manufacturing sector. It is tried to give data that will contribute to productivity in 

manufacturing sectors with this research. The influences of cutting parameters that these are depth of 

cut, feed rate, and speed of cutting were examined on roughness of surface, power consumption and 

current of machine through turning of DIN 1.2367 steel using cutting tools are made of coated carbide 

under dry test case in this study. This study attempts to develop prediction and optimization models to 

analyze the effect of turning parameters on roughness of surface, power consumption, and ultimately 

roughness of surface and simultaneous consumption of power. The values of total power consumption 

were calculated by time of machining and instantaneous current values in the study.  

The study results indicated that feed rate has the most important influence on output parameters. The 

value of surface roughness raised with increasing values of feed rate (56.86 % feed rate). It has been 

examined that grinding quality surface is obtained, especially at low feed values. The power 

consumption value increases with rising cutting speed and cut of depth (38.50 % cutting depth) 

values. Also, the rising in the depth of cut values is effective in the increase in power consumption 

values. 

 

Keywords:  Hard turning, power consumption, energy, surface roughness. 

 

1. INTRODUCTION 

 

With the advancement of technology, new equipment and machines are affecting human life. The 

parts of machine that make up these machines determine the performance of the machine. It is 

desirable to have a high strength of the machine parts. The high strength of machine parts is provided 

by heat treatment. Heat treatment increases the strength of the machine part, making it difficult to 

work. The turning of materials having a hardness above 45 HRC is named hard turning. As the 

hardness of the materials increases, the resistance to friction increases with the strength. Friction 

resistance increases the service life of the machine part [1-5].  
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Increasing the service life is a significant factor in choosing a machine and equipment. It is not 

desirable that the machines fail, or the service life is short. It is often a waste of raw material when the 

machine happens inefficient. The raw material, which is limited to raised production amount, should 

be used more effectually. Further, a shorter machine life reasons more energy sources to be consumed. 

Another factor in increasing machine life is the surface roughness and cutting parameters. Surface 

roughness is a sensitive quality criterion that indicates the quality of a product and is effective in the 

joint surface of two parts. In another saying, the surface roughness is a widely used product quality 

index in terms of different parameters like aesthetics, resistance of corrosion, considerations of 

tribological, improvement of the fatigue life, exact fit of crucial mating surfaces. However, achieving 

a predefined surface roughness and being under certain limits often rises consumption of power and 

reduces efficiency. 

 

Many studies on the optimization of cutting parameters for roughness of surface, forces, wear of tool, 

etc. has been done in the last years. But a few studies have been done to optimize the energy 

productivity of machine tools. Metal cutting processes have been optimized based on economic and 

technological matters without environmental aspects, formerly [6]. Several studies [7-10] done for 

optimization of surface roughness and consumption of power for unlike materials indicate opposite 

results – a small number of researchers have investigated cutting speed is the most important impact 

by watched by cutting depth in reducing power consumption for CNC machine tools. Moreover, some 

researchers [11-12] examined that cut of depth is the important factor tracked by cutting speed to 

decrease the consumption of power. Also, feed rate is the important factor traced by depth of cut to 

decrease the power consumption was observed in some studies [13-14]. So, more studies are needed 

to observe the effect of turning parameters on performance features. 

 

Recent review articles on machining indicate that the most mutual turning performances noted by 

investigators are the machining / manufacturing cost and material removal rate after roughness of 

surface [15]. Recently, researchers have begun analyzing and optimizing consumption of power in 

turning progress [16-17]. Savings of energy up to 6-40% can be get based on the best optimal 

selection of machine tools, parameters of cutting and the suitable optimum tool path design [18]. The 

impacts of cutting parameters (cutting depth, speed of cutting, and feed rate) on power consumption 

and roughness of surface were examined on Bhattacharya et al. [8] study. A workpiece considered 

AISI 1045 steel material was used and using the coated carbide as a cutting tool in their study. Their 

study results that cutting speed, one of cutting parameters, had a significant impact on surface 

roughness and power consumption, while other parameters did not significantly affect responses. In 

the light of the explanations above, the aim of this research is the relationship between inlet 

parameters like cutting speed, feed rate and cut of depth was decided on output parameters, viz surface 

roughness, and power consumption, during turning DIN 1.2367 steel using coated carbide insert. In 

brief, this study is to improve predictive and optimization models for analyzing the effect of turning 

parameters on roughness of surface, consumption of power, and eventually on surface roughness and 

power consumption at the same time. Also, in this study, I would like to put forward after I have 

reflected the result of the surface roughness and power consumption to the researcher studying in this 

field yet, then how improving surface roughness results in reduced machine power consumption. 

 

2. MATERIALS and METHOD 
 

Appropriate selection of parameter sets of the machining process is important in modelling with 

optimization and estimation calculation. This is achieved by making sense of the relationship between 
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parameters affecting the machining process and optimizing the machining conditions. In this part of 

the study, experiments were carried out on a specific machine tool to understand the effect of different 

process parameters on the characteristics of performance, namely surface roughness and power 

consumption. 

 

2.1. Workpiece Material 

DIN 1.2367 steel (X38CrMoV5-3 named on EN standard) was utilized as the piece of work in this 

study. This steel is widely utilized (used in extrusion dies, injection moulds, die cores, punches, etc.). 

It is a steel resistant to high temperatures in terms of its mechanical properties. Appropriate for heat 

intervention, it has reach high hardness values, easily. It has peak toughness later the hardening 

process. It has a high resistance against corrosion and temperature. Therefore, in the mold industry, 

gear manufacturing, crank-connecting rod manufacturing, and bolt-nut manufacturing has widespread 

use, such as in manufacturing. DIN 1.2367 tool steel was used in the study. The chemical composition 

of this tool steel (Ø50.5x250 mm) is shown in Table 1. The high chromium content (5%) in DIN 

1.2367 indicates that it is more resistant to abrasion at high temperatures. Hardness of use may be 

slightly more than estimate (1-2 Rc). 

 

Table 1. Composition of Chemical for DIN 1.2367 Steel [19].  

 

2.2. Process and Parameters of Test and Tooling 

In this study, hardening experiments were carried out in Kastamonu University Laboratory. The 

devices in the laboratory are those that are periodically calibrated. They are devices with high 

accuracy in experimental studies. It was determined whether there was a temperature drop in the 

heating furnace. After these stages, the work was started. First of all, the center hole is drilled before 

the hot work tool steel is heat treated. Vacuum method was used in the heat treatment stage in the 

study. The reason for using this method is to increase the homogeneity of the part to be used in 

experimental studies by heat treatment. The DIN 1.2367 steel was first heated (950 C, it was kept in 

the oven for 1 hour), then cooled (It was cooled in oil after being removed from the oven.) until its 

hardness value reached 60 HRC . To take away the brittleness of the material, it was cooled in air by 

standing at 350 
o
C for 1.5 h. 50 HRC gained after this process. Tempering process was applied to 

remove the brittle structure of the material. As the hardness of the material increases, corrosion 

resistance, wear resistance and yield strength increase. Also, because the material was cooled in oil, 

no martensite structure was formed. In addition, it is seen that no carbon precipitate occurs at the grain 

boundaries. Thus, the workpiece maintains both hardness and corrosion resistance at high 

temperatures. This is one of the reasons why the use of DIN 1.2367 steel is so common. 

Treatment of heat that is a very process of economical has improved the DIN 1.2367 steel’s properties 

of mechanical. After that, which raised the yield strength of the steel threefold, the 1 mm material was 

removed. The tests were carried out on peak precision apparatus. Results of test indicating the 

material features of DIN 1.2367, a hot tool steel, are given below as seen Figure 1 (Fig. 1) and Fig. 2. 

 

 

 

 

Ingredient 
Content (%)   

C  Si Cr Mo Mn V 

DIN 1.2367 0.38 0.40 5 ⁓3.00 0.40 0.50 



 
 

 
 
 

Çakır, A. K., Journal of Scientific Reports-A, Number 50, 291-309, September 2022. 
 

 
 

294 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Steel images SEM. 

 

When Fig.1 is examined, cementite grains scattered in martensite blocks are observed. The hardness 

of steels having martensite structure by giving water decreases while the toughness increases with the 

tempering process. Microstructures consist of needle-like martensite and plate artensite. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Hardness of the steel. 

 

Micro hardness measurements of the pattern were obtained from 5 different values of hardness and the 

value of hardness was decided by averaging these data. There has been a high increase in the hardness 

of the steel and this situation can be seen in Fig. 2. The machining machine used in the study is a 

model called TTC-630 was used that it was produced by Tezmaksan  Co. The high rigidity of this 

model machine allowed tests of measurement to be carried out in a secure environment. The technical 

data of lathe machine is seen in the following Table 2.  



 
 

 
 
 

Çakır, A. K., Journal of Scientific Reports-A, Number 50, 291-309, September 2022. 
 

 
 

295 
 

Table 2. The data of technical for TTC 630. 

 

In order to get efficient and accurate results from the study results, the connections of the equipment 

in the experimental setup must be made sensitively and securely. In the study, 1.2367 tool steel 

samples were connected between the chuck center and the cutting tool was connected precisely after 

the process. Measurement of values of surface roughness was done with Mitutoyo SJ-410 device 

shown in Figure 3a. Also, the devices shown in Figure 3b were used to measure instantaneous current 

values. In addition, the measurements of the instantaneous current value were made with the devices 

indicated in Figure 3b. Both devices were calibrated and verified before the experiment. The 

environment is isolated so that the devices are not affected by the environment. This situation 

prevented unnecessary noise from distorting the experimental data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. a) Measuring the surface roughness value, b) Measurement of instantaneous current value. 

 

LC ISO-16610-21 standards were complied with for surface roughness measurements. Taequtec 

company's 11T308 model DCMT geometry cutting tools were used for chip. turning operations may 

vary for each workpiece. For this reason, efficiency can be achieved in the workpiece with the 

appropriate workpiece and optimum rotational progress. For this reason, the cutting tool has been 

selected in accordance with the workpiece. Experimental setup is given in Fig. 4a. Also, it is seen 

schematic diagram in Fig. 4b. 

Special Feature Value 

Diameter of Maximum turning  250 (mm) 

Prime power rating  20 (kW) 

Max. Speed range  4000 (rpm) 

Diameter of chuck  200 (mm) 

 

a) 

 

 

 

 

 

b) 



 
 

 
 
 

Çakır, A. K., Journal of Scientific Reports-A, Number 50, 291-309, September 2022. 
 

 
 

296 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. a) Experimental setup, b) Schematic diagram in experimental setup. 

 

Parameters of cutting needed to obtain a quality surface of grinding are favoured, while determining 

for parameters of cutting. Tool holders suited are utilized in the cutting tool. The parameters of cutting 

for the DIN 1.2367 steel are seen in Table 3. The units are given in the SI unit system. 

 

Table 3. Cutting Parameters for DIN 1.2367. 

Parameter Factors SI Base Units 
Factor Levels 

1 2 3 

f- Feedrate mm/rev 0.06 0.12 0.18 

v- Speed of Cutting m/min 175 200 225 

a- Cutting Depth mm 0.10 0.15 0.20 

 

To see the influences of the cutting parameters, the cutting values are selected over a wide range. By 

selecting very close values, the effect rate of that parameter was not reduced. By selecting far distant 

values, the effect rate of that parameter was not increased. The ranges of the cut-off parameters could 

not go beyond the catalog values [20]. Surface quality is very important in the turning process. A 

surface quality like grinding quality gives very good results in hard turning processes. Also, hard 

turning shortens machining times. Therefore, there is no need to grind the material surface. This 

situation reduces energy consumption. Another reason is that the depth of grinding in the machine has 

been raised to value of 0.005 while the time of machining has long time. The powder material released 

during the process shows the energy consumed during the processing time. Thanks to the desired 

quality of surface, the feed rate has not raised much. 

 

The resulting data were analyzed using R (programming language) software and the Minitab 16 

statistics program to run basic statistics including parametric regression and analysis of variance. The 

distribution curves were omitted. Formulas of regression were calculated. Variance analysis was 

carried out between the subject variables and unsubjects variables. Finest values for cutting were 

decided using methods of multiple optimizations for the minimal roughness of surface, consumption 

of power and time of processing. The best parameters of cutting were defined using the optimization 

method, weighted according to the importance of dependent variables. 
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2.3. Methodology of Response Surface 

This method (The response surface methodology (RSM)) is utilized to decide a relationship between 

input and output parameters. It concerns defining parameters for input and output, plan of design in 

experimental, performing an analysis of regression, calculating variance analysis and examination 

results for response surface methodology [21].  

 

The influences of cutting parameters on variables of response were examined in dry turning in the 

study. A complete factorial design that is orthogonal array was chosen for this study which containing 

three cutting parameters having depth of cut, cutting speeds and feed rate values. This situation is seen 

in Table 3. Information about the formulas used in the preparation of the test values is given below. 

The power consumption spent during the process is found according to formula (1). 

 

P = √3 𝑥 𝑉 𝑥 𝐼 𝑥 𝐶𝑜𝑠𝛷 = √3 𝑥380𝑥 𝐼 𝑥 0,95        (1) 

Experimental feed rate values can be calculated with following formula (2).  

 

V= 
𝜋𝐷𝑛

1000
                            (2) 

The amount of progress in one minute can be calculated following formula (3). 

 

F= n x f                    (3) 

The processing time spent during the operation is found according to the formula (4). 

 

t= L x 60 / F            (4) 

The time spent throughout the process is found by formula (5). 

 

T= 
𝜋.𝐷.60.𝐿.𝑎𝑚𝑎𝑥

1000.𝑉.𝑓.𝑎
          (5) 

 

It has set cutting parameter (a, V, f) being experimental parameters. Values of current were measured 

by apparatus (trademark is UNI-T UT201) and given in Table 4. The time spent throughout the 

process is found from formula (5) and displayed in Table 4. Also, Power Consumption Values are 

found from formula (1) and surface roughness values were taken from the device by machining that 

they are shown in Table 4. 

 

3. RESULTS and DISCUSSIONS 

 

The obtained results in the light of the knowledge and tests given in Chapter 2 (Material and Method) 

are reflected as follows.  

 

3.1. Experimental Results 
It can be seen experimental results in Table 4.  
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Table 4. Experimental Conditions and Results. 

 

Increasing cutting speed and increasing feed rate caused an excessive increase in surface roughness 

values. Because, the tool is not appropriate to get good machining with these parameters of cutting. 

However, with low cutting parameters, very good results were obtained in machining. 

 

3.1.1. Values of surface roughness (Ra) 
After each cutting experiment, values of surface roughness (Ra) were measured. The variance analysis 

values calculated for roughness of surface is seen in Table 5. Roughness of surface has a important 

impact on all cutting parameters. A p value less than 0.05 shows an important relationship at the 

97.27% confidence interval. The value of surface roughness is influenced by the various cutting 

parameters (12.27 % depth of cut, 12.27 % cutting speed, and 56.86 % feed rate) as seen Table 5. 

Influences of parameters of cutting on roughness of surface are seen in Fig. 5 and Fig. 6. The slope of 
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1 0.1 175 0.06 35.89 2.67 1669.47 0.3 

2 0.1 175 0.12 17.94 2.81 1757.01 0.53 

3 0.1 175 0.18 11.96 2.93 1832.04 1.23 

4 0.1 200 0.06 31.40 2.72 1700.73 0.25 

5 0.1 200 0.12 15.70 2.84 1775.77 0.54 

6 0.1 200 0.18 10.47 2.99 1869.56 1.21 

7 0.1 225 0.06 27.91 2.85 1782.02 0.22 

8 0.1 225 0.12 13.96 3.04 1900.82 0.64 

9 0.1 225 0.18 9.30 3.24 2025.87 1.54 

10 0.15 175 0.06 23.92 2.82 1763.26 0.33 

11 0.15 175 0.12 11.96 2.96 1850.80 0.66 

12 0.15 175 0.18 7.97 3.20 2000.86 1.15 

13 0.15 200 0.06 20.93 3.05 1907.07 0.28 

14 0.15 200 0.12 10.47 3.24 2025.87 0.6 

15 0.15 200 0.18 6.98 3.46 2163.43 0.9 

16 0.15 225 0.06 18.61 3.10 1938.34 0.33 

17 0.15 225 0.12 9.30 3.36 2100.91 0.36 

18 0.15 225 0.18 6.20 3.37 2107.16 1.36 

19 0.2 175 0.06 17.94 2.91 1819.54 0.34 

20 0.2 175 0.12 8.97 3.12 1950.84 0.67 

21 0.2 175 0.18 5.98 3.21 2007.12 1.37 

22 0.2 200 0.06 15.70 3.15 1969.60 0.36 

23 0.2 200 0.12 7.85 3.39 2119.67 1.02 

24 0.2 200 0.18 5.23 3.85 2407.29 1.37 

25 0.2 225 0.06 13.96 3.40 2125.92 1.1 

26 0.2 225 0.12 6.98 4.26 2663.65 3.66 

27 0.2 225 0.18 4.65 4.40 2751.19 4.42 
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feed rate is large which indicates that has more impact on roughness of surface. The gradient of the 

cutting speed and depth of cut is no big which indicates that both no have more effect on roughness of 

surface. The most impact parameter of cutting on the roughness of surface is the feed rate. This 

reinforces the statement that the impacts of feed rate are more influential than speed of cutting on 

decreasing the forces and enhancing the surface machining [22].  The rising in cutting speed did not 

cause an important change in roughness either, because of the increased number of revolutions did not 

make an important vibration in the machine. So, there was not much deviation in the values of 

roughness. Thus, the machine does not lose its rigidity with the increasing number of revolutions 

(cutting speed) due to its rigidity. Also, increasing speed causes the pressure to drop in machining. 

The decrease in cutting pressure causes the cutting force to decrease. This provides a better cutting. 

Therefore, low depth of cut and high speed of cutting should be preferential in new machine tools. 

 

As seen in Fig. 5, it is seen that the most efficient parameter on the average roughness value among 

the cutting parameters is the feed rate. It was observed that the increase of the cutting speed (V) from 

175 m/min to 225 m/min and the increase of the cutting depth (a) from 0.10 mm to 0.20 mm did not 

have a serious effect on the surface roughness, compared to the feed rate. When the feed rate (f) 

increased from 0.06 mm/rev to 0.18 mm/rev, it was determined that the surface roughness (Ra) value 

increased 14 times (1400%) on average. The depth of the channels on the cylindrical surface increases 

with incrementing feed rate. Therefore, the values of surface roughness made parallel to the 

advancement axis also increase. It is aimed to obtain low surface roughness values in hard turning 

operations. For this reason, it is preferred that the values of the feed rates are low. 

 

Table 5. Values of Variance Analysis for Roughness of Surface. 

The source The total 

degrees of 

freedom 

(DF) 

SS of  

Seq 

SS of  

Adj 

MS of  

Adj 

F P Contributio

n (%) 

Defined 

regression 

9 10.6187 10.618

7 

1.17986 67.42 0.000 

97.27 

  Parameter’s 

Linear 

3 8.8856 8.8856 2.96187 169.24 0.000 

81.40 

   Value of a 1 1.3393 1.3393 1.33934 76.53 0.000 12.27 

   Value of V  1 1.3393 1.3393 1.33934 76.53 0.000 12.27 

   Value of f  1 6.2069 6.2069 6.20694 354.66 0.000 56.86 

  Square 3 0.5360 0.5360 0.17867 10.21 0.000 4.91 

    a *a   1 0.1723 0.1723 0.17227 9.84 0.006 1.58 

    V *V   1 0.2632 0.2632 0.26320 15.04 0.001 2.41 

    f *f   1 0.1005 0.1005 0.10054 5.74 0.028 0.92 

  Interaction 3 1.1971 1.1971 0.39904 22.80 0.000 10.97 

    a *V  1 0.8640 0.8640 0.86403 49.37 0.000 7.91 

    a *f  1 0.0631 0.0631 0.06307 3.60 0.075 0.58 

    V *f  1 0.2700 0.2700 0.27000 15.43 0.001 2.47 

Error of 

residual 

17 0.2975 0.2975 0.01750   

2.73 

Total 26 10.9163     100.00 
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While one of the most important indicators of surface quality is the surface roughness value, ovality 

and the formation of a white layered structure on the surface are undesirable. In addition, the ovality 

prevents the workpieces from working properly. White layer structure formation causes residual 

stresses on the surface. This causes the strength of the workpiece to decrease. Hence, it causes a 

decrease in wear resistance. Speed of cutting and depth of cut have a significant impact on both 

ovality and white layer formation. For surface quality, only a low surface roughness value will not be 

sufficient. In such cases, low depth of cut and high cutting speeds should be preferred to improve 

machinability characteristics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The influence of cutting parameters on means response features for surface roughness. 
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Fig. 6. 3-dimensional representation of the influences of cutting parameters on the surface roughness. 

 

As the feed rate values rise, surface roughness values are also raised as shown in Fig. 5 and Fig. 6. As 

shown in Fig. 5, due to the mutual effect between the cutting depth and roughness of surface values, 

while roughness values of 0.75 µm were seen at 0.10 mm the cutting depth, there was no important 

rise in value of roughness at 0.15 mm. As it can be shown in Fig. 5, it has been tracked that the 

roughness value from 0.15 to 0.20 mm has suddenly increased. Likewise, while roughness values of 

0.75 µm were seen at 175 m/min the cutting speed, there was no significant increase in roughness 

value at 200 m/min, with the interaction between the cutting speed and surface roughness values. 

There has been noticeable rise from 200 m/min to 225 m/min. Also, this tendency is reinforced by the 

percentage additive values in the ANOVA results. 

 

Cakir, A.K. [23] investigated values of surface roughness, sound levels and current of machine in the 

turning hardened AISI S1 steel material. The most best surface roughness values were found by the 

most influential cutting factor that is the feed rate, in his study. Asiltürk and Akkuş [2] They used 

Taguchi method for optimizing turning parameters to down surface roughness. Results indicated that 

the feed rate was the most impressed factor effecting roughness of surface in their study. However, 

Cetin et al. [22] showed the influences of depth of cut and feed rate are more influence than cutting 

speed on decreasing the forces and develop the finish of surface, as mentioned above. 

 

3.1.2. Motor current rating 

The motor current values show the instantaneous load and power consumption of the machine, so they 

are important. In other words, as the amount of strain on the machine tool increases, the current value 

increases. Cutting parameters affect motor current values in machining processes. That's why it's good 

to know. The current, power consumption and surface roughness values obtained according to the 

cutting parameters are indicated in Table 4. Increasing of the feed rate amounts causes the 

instantaneous current value to increase. Similarly, the increment in the cutting depth caused an 

increment in the amount of load on the machine tool and an increase in the current value. The 

instantaneous current value is an indicator instead of the cutting forces, which are expensive and 

laborious to measure. Choosing a low depth of cut ensures a low load amount in study. Also, the 

increase in cutting speed provides a slight increase in the current value. Because the increase in the 

number of revolutions causes an increase in the current consumed by the motor. In addition, 
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increasing cutting speed causes the cutting forces to decrease. Despite this, although the cutting forces 

decreased a little, the current value increased a little as the engine speed increased. 

 

We can think of the total power consumption as a function of the value of instantaneous current and 

the time of processing. Even if the value of instantaneous current rises, the total power consumption is 

lower because the time of processing is very short. Available current values rise with increasing speed 

of cutting and depth of cut. Since the load per unit time rises, the motor current value increases as the 

feed rate increases. Also, it can be seen in the increment in the instant chip section. Choosing the 

depth of cut in the study provides low load amount. That’s way, a small increment in the current value 

is viewed with rising feedrate. 

 

3.1.3. Power consumption 

Energy consumption in machines used in machine tools starts at the preparation stage. Throughout 

this time, the machine tool not only consumes electrical energy, but also requirements a certain 

amount of time to be ready for operational progress. While energy consumption directly contributes to 

power consumption, it affects the operational time during the machine operation. Therefore, the total 

process time is affected.  

 

The total processing time and the instantaneous current value affect the power consumption, which 

causes serious costs. Since the electric current used in machining processes is gotten as outcome of 

burning fuels of fossil, it increases carbon emissions. This situation also harms the ecological balance. 

The world has limited reserves in underground resources. Therefore, efficient use of energy is 

important. Machine tool manufacturers, where energy consumption is high in the manufacturing 

industry, should also take this into account. For these reasons, it is necessary to determine the 

optimum cutting parameters in machine tools and to work with minimum power consumption. This 

will reduce energy costs. Linear regression model was used to estimate surface roughness and power 

consumption. Table 6 shows analysis of variance for power consumption. Confirmation experiments 

are shown in Table 4. 

 

Table 6. Analysis of Variance for Power Consumption. 

Source DF SS of 

Seq 

SS of  Adj MS of  

Adj 

Value 

of F 

Value of 

P 

Contribution 

(%) 

Regression 9 1639347 1639347 182150 94.49 0.000 98.04 

  Linear 3 1470525 1470525 490175 254.28 0.000 87.94 

    a 1 643746 643746 643746 333.94 0.000 38.50 

    v 1 399719 399719 399719 207.35 0.000 23.90 

    f 1 427060 427060 427060 221.54 0.000 25.54 

  Square 3 2215 2215 738 0.38 0.767 0.13 

    a*a 1 139 139 139 0.07 0.791 0.01 

    v*v 1 1373 1373 1373 0.71 0.410 0.08 

    f*f 1 703 703 703 0.36 0.554 0.04 

  

Interaction 

3 166607 166607 55536 28.81 0.000 

9.96 

    a*v 1 91789 91789 91789 47.62 0.000 5.49 

    a*f 1 47921 47921 47921 24.86 0.000 2.87 

    v*f 1 26897 26897 26897 13.95 0.002 1.61 
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The power consumption has an important impact on all three parameters of cutting. Value of P less 

than 0.05 shows that there is an important correlation in the 94.52 % interval of confidence. Cutting 

depth (a) was based to be the most important fact on the power consumption which express 38.50% 

contribution of sum variation. The next additives on the power consumption come from the feed rate 

and the cutting speed having additive of 25.54% and 23.90% seriatim. The quadratic terms that they 

are v
2
, f

2
, a

2
 don’t have statistical importance on power consumption because of they have less level of 

additive and p value is also more than the assurance level. The interactions which are (v×f), (a×v) and 

(a×f) have 1.61%, 5.49% and 2.87% additives, seriatim. Also, residual error has only 1.96% additive. 

The R
2
 is 0.9804 which shows that 98.04% of the sum variations are expressed by the model. The R

2
 

(Adj.) = 0.97 showing 97% of the sum variability is expressed by the model after regardful the 

importance facts. R
2
 (Pred.) = 0.9452 which indicates that the model is hoped to express 94.52% of 

the variability in recent data. The increment in the cut-off parameters causes rising of the value of 

instantaneous current. Likewise, the increment in factors of cutting shortened the time of processing. 

The increase in the cut-off factors rises the instantaneous current value but decrease the consumption 

of power as it shortens the processing time. The most useful factor in power consumption is the time 

of processing. Operating only the machine tool causes a large part of the consumption of energy. In 

this instance, it is essential to rise the cutting factors to shorten the working time of the machine. 

However, it is not preferred to increase the feed rate in the cutting parameters as it increases the 

surface roughness value. So, to reduce energy consumption, shorten the processing time, and avoid to 

deteriorating the surface quality, while the speed of cutting and cutting depth can be increased, the 

feed rate must be reduced. This can be seen in Fig. 7 and Fig. 8. 

 

Figure 7. Main Effects Plot for Power Consumption. 
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Figure 8. a) Power Consumption with v and a correlation, b) Power Consumption with f and a 

correlation, c) Power Consumption with f and v correlation. 

 

The power consumption value rises with the speed of cutting and cutting depth. The increment in the 

values of depth of cut is more impact in the increment in power consumption value. This situation 

backings the discussion that the influences of the depth of cut are more efficacious than feed rate and 

cutting speed to get least consumption of power and best quality of surface in their study by Hanafi et. 

al. [12]. 

 

3.2. Correlation Between Cutting Speed, Feedrate and Power Consumption 

Cutting speed and feedrate which have importance value on surface roughness how affect power 

consumption can be seen in Fig.9. Consumption of power is also low at low feedrate and low cutting 

speeds. This situation also ensured that the surface roughness was low. However, rising of these 

values, the generated power consumption values in the processing also increase. However, the rate of 

this increase decreases at optimum values. The value of surface roughness raised with rising feed rate 

values that it is 56.86 %. It has been examined that grinding quality surface is obtained, especially at 

low feed values. The power consumption value increases with rising cutting speed and cut of depth 

(38.50 % cut of depth) values. 
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Figure 9. Correlation of between Cutting Speed, Feedrate and Power Consumption. 

 

3.3. Correlation Between Surface Roughness, Power Consumption, and Instantaneous Current 

The power consumption value rises with the speed of cutting and depth of cut in the turning process. 

The increase in depth of cut is more impressive in increasing the power consumption value. Fig. 10. 

shows the correlation between surface roughness, amount of instantaneous current, and total power 

consumption. According to Fig. 10, while the surface roughness value increased, the instantaneous 

current values also increased significantly. Even if the value of instantaneous current rises, the total 

power consumption reduces as the total time of operation decreases. This is reached by the preference 

of high cutting speed and high cut of depth. This can be seen in the graphical representation of the 

numerical data in Figure 10. The increase in current values increased the total power consumption, but 

with the decrease in the total cutting time, there is a significant decrease in power consumption. 

Towards the end of the experiment, the rapid increase in surface roughness increased the 

instantaneous current value and total power consumption rapidly. The final cutting parameter is due to 
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the bad run-out of the tool combination. This is an acceptable situation. It did not have much of an 

effect because of considering the overall experimental results. 

 

Figure 10. Correlation Between Surface Roughness, Power Consumption, and Instantaneous Current. 

 

4. CONCLUSIONS  

 

This study presents the corelation between cutting parameters such as cutting speed, feedrate, cut of 

depth and response parameters, namely surface roughness, and power consumption, during turning 

DIN 1.2367 steel.  

 

Predictive model was statistically importance using an ANOVA. Analysis of variance shows influence 

of feedrate on the surface roughness is 56.86 %. Also, the value of surface roughness is modelled with 

95.83 % accuracy. It is important using suitable cutting tool to get good surface quality in turning 

process. It has been traced that value of surface roughness increased with rising feed rate values. By 

contrast with depth of cut and cutting speed had no significant impact on the surface roughness value. 

The error of residual contribution is 2.73% for surface roughness. This situation indicates the results 

of experimental for values of surface roughness was dependable. The low current value range is due to 

the low depth of cut. However, there is a strong relationship between the current value and the cutting 

parameters. The value of instantaneous current rises because of rising cutting parameters. Although 

the instantaneous current value is increased, the total power consumption is also reduced as the total 

processing time is decreased. Also, the power consumption value increases with rising of cutting 

depth and cutting speed values (%38.50 cutting depth). The increment in the depth of cut is more 

impact in the increment in power consumption value. This study can be furthermore extended to 

analyze the impact of different cutting conditions and cutting tools on power consumption and surface 

roughness during machining. Response surface methodology and genetic algorithms using cutting 
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parameters enable to develop optimization of surface roughness and power consumption. In the study, 

the most effective parameter on the roughness of surface is the feedrate, which provides good surface 

quality and extends the processing time. To compensate for this loss of time, high depths of cut and 

high cutting speeds can be preferred. In this way, many workpiece manufacturing is achieved with 

good surface quality, low current values, and low power consumption. 
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NOMENCLATURE 

 

P= Power consumption (W),  

I= Current (A),  

V=Voltage (380 V),  

Cos Φ = 0.95 

T= Total processing time (s) 

F= The amount of progress in one minute (mmmin),  

n= speed (rev/min),   

f= The amount of progress per revolution (mmdev) 

t= processing time(s), L= Total processing length (mm) 

Ra (µm)   Surface roughness value 

a (mm)     Depth of cut 

V (m/min)   Cutting speed 

f (mm/rev)   Feed rate 

R2     Accuracy value 

Pred. R2  Predicted R2 

Adj. R2   Adjusted R2 

Seq SS   Sequential sum of squares 

Adj. SS   Adjusted sum of squares 

Adj MS   Adjusted mean squares 

DF   The total degrees of freedom 

F   An F-value appears for each term in the analysis of variance table 

P   The p-value is a probability 
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