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 The conductivity characteristics of polymers and polymer composites have become more 

significant recently. Good heat dissipation is required in many applications, such as circuit boards 

and heat exchangers, so it is essential to develop the thermal conductivity characteristics of the 

materials. The micro-fillers have been replaced with nano or hybrid fillers to increase the low 

thermal conductivity of the polymer. Hexagonal boron nitride (h-BN) and multi-walled carbon 

nanotubes (MW-CNT), both of which have good conductivity properties, are two popular filling 

materials. The presence of hydroxyl and amino active groups at the corners of the hexagonal 

structure of BN improves the thermal conductivity properties of the polymer composite. In 

addition, it shows high thermal conductivity behavior in polymer composite structures with BN 

and MW-CNT. It is essential to demonstrate the effects of the volume fraction of additives on the 

thermal properties of composites with various approaches. In this study, the thermal conductivity 

behaviors of h-BN/high-density polyethylene and h-BN/MW-CNT/high-density polyethylene 

composites are demonstrated using the theoretical Bruggeman model, which is based on the 

assumption that there are constant infinitesimal changes in the material so that there is an 

interaction between particles. The coefficient of determination (R²) between the thermal 

conductivity values of the composites and the predictions of the Bruggeman theoretical model is 

greater than 0.98. This way, the synergetic effect of h-BN and MW-CNT/h-BN additives on 

thermal conductivity has been theoretically proven.        

Keywords: 

Bruggeman model 

Boron nitride 
Multi walled carbon nanotube 

Polymer composite 

 

 

 

1. Introduction 

Due to their electrical insulation, corrosion resistance, 

lightweight, simple and low energy requirement 

manufacturing, and low cost, polymer composite, a 

material that is frequently used in electronic packages, has 

drawn growing interest. In addition, effective heat 

dissipation has emerged as a critical issue for the everyday 

operation of electronics due to the rapid growth of 

electronic devices toward downsizing, portability, and 

integration. Improvements are being made to polymer 

composites' thermal conductivity to better manage and 

control heat dissipation in electronic devices. One of the 

most popular methods is adding materials with high 

conductivity filling material into the polymer structure. 

However, it has also been demonstrated that adding these 

materials in various sizes as filler material contributes to 

increased heat conductivity. First, filling materials used in 

micron sizes were left to nano and hybrid additive 

materials [1, 2]. The thermal conductivity of polymer 

composites is related to the polymer, fillers, and their 

interactions. Here, it can change with the morphology, 

size, shape, and orientation of the fillers in the polymer 

structure and the formation of the interface or interphase 

with the polymer. Many parameters should be considered 

in the design of polymer composites with thermal 

conductivity. Selecting suitable polymers and fillers alone 

is not enough. The morphology and interaction of 

polymers and fillers must also be considered [3].  

Metals with high thermal conductivity (copper, silver, 

zinc) [4] or metal oxides (alumina) [5, 6] and carbon-based 

[7] fillers increase the thermal conductivity of polymer 

composites. Among these, it has been demonstrated that 

good mechanical properties are obtained in addition to 

excellent thermal conductivity, especially in additive 

materials such as MW-CNT, fullerene, graphene, and 

boron nitride [8]. These carbon-based filler materials 

rapidly transfer electrons and phonons in their direction 

with little scattering. For this reason, the thermal 

conductivity of the produced composites is presented in 

two ways: in-plane and through-plane. When investigated 
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depending on the volume fraction, very different results 

have been revealed in polymer composites in both 

directions. Zhang et al. presented an easy method for 

producing polymer composites and used the PVA/h-BN 

additive. They compared the through-plane and in-plane 

thermal conductivities of the composites they made had 

and reported that the in-plane thermal conductivity was 

higher than the through-plane [9]. Gou et al. produced 25% 

by volume randomly dispersed h-BN nanosheets/ Poly-

vinylidene fluoride-co-hexafluoropropylene (P(VDF-

HFP)) nanocomposites and compared them with P(VDF-

HFP) and the in-plane thermal conductivity of h-BN 

nanosheets/P(VDF-HFP) at 25% by volume-oriented 

increased by 249% and 3057%, respectively [10]. Sun et 

al. produced h-BN nanolayer-based epoxy 

nanocomposites. They emphasized that the thermal 

interface resistance is an essential factor preventing 

thermal conductivity along the plane and that the 

composites they produced have high xy/in-plane thermal 

conductivity and low thermal conductivity in z/plane [11]. 

Hu et al. reported that they obtained the highest through-

plane thermal conductivity in the composite with 9.5% 

filler loading in the fluorinated h-BN nanolayers/graphene 

oxide elastomer composites they produced. Liu et al. 

simultaneously improved both in-plane and out-of-plane 

thermal conductivity in h-BN/polyimide composite films. 

They reported that the in-plane and out-of-plane thermal 

conductivity of the composite film with a filler content of 

30% increased by 1233% and 150% compared to pure 

polyimide [12]. Zhang et al. achieved flexibility and high 

thermal conductivity in the through-plane direction in 

producing h-BN/polyethylene composites. They 

emphasized that they obtained mechanical properties and 

high thermal conductivity [13]. Hu et al. characterized 

oriented h-BN/Silicone rubber composites as the ideal 

thematic interface material. They stated that they managed 

to increase the thermal conductivity value of 7.62 W/mK 

while maintaining the flexibility of the composites they 

produced [14]. Su et al. produced composites with high 

thermal conductivity and good electrical insulation using 

multi-layer graphene and h-BN fillers with cycloaliphatic 

epoxy resin. Adding hybrid filler material to composite 

production has achieved high through-plane thermal 

conductivity [15]. Sun et al. calculate the effective thermal 

conductivity for in-plane and through-plane thermal 

conductivity for h-BN polymer composites modeled with 

the new anisotropic equation. The heat transfer is 

demonstrated by simulating the finite element method 

[16].  

The process of gaining thermal conductivity 

characteristics and experimentally designing the desired 

high thermal conductivity composites, and researching the 

results is time-consuming and costly. However, since the 

phenomena that will occur at polymer composites' 

interfaces and/or interphases cannot be fully demonstrated, 

the existing mechanism is investigated with theoretical and 

empirical models, numerical analyses, and simulations in 

the experimental study process [17]. Among the frequently 

preferred favorite models, the Russell model estimates the 

thermal conductivity of the composite structure by 

building a model on which the filling material is 

distributed in the matrix in the form of uniform cubes and 

in a regular manner. However, the Maxwell model [18] is 

particularly successful in predicting the thermal 

conductivity of composites with low-volume fractions. 

This model is because the model defined the filling 

material as spherical particles. Although the filling 

material could be in different geometries (shape factor 𝑛), 

it was the Hamilton-Crosser [19] who made improvements 

to the model. On the other hand, Nielsen's model [20] 

included more complex factors while creating the model 

structure with factors related to particle size and shape. For 

example, using the Einstein coefficient, he also included 

the factor related to the shape and orientation of the 

particles in the model structure. Agari [21], on the other 

hand, introduced two basic models, parallel and serial, in 

1987 and predicted that existing models would be between 

these two basic models. While the parallel model 

determines the upper limit, the serial model determines the 

lower limit. Then, based on the hypothesis that the 

particles have a homogeneous distribution in the polymer, 

Agari added the C1 constant, which is related to the 

crystallinity and crystalline size of the polymer, and the C2 

factor, in which the thermal conduction for the additive 

material is transmitted in the form of a network chain to 

the model. Among these models, Bruggeman's theoretical 

model [22] built a robust theoretical model based on the 

hypothesis that there is a mutual interaction between 

particles thanks to infinitesimal changes. Although it has a 

more complex structure than other models, unlike most 

theoretical models, it has high predictive power without 

including any factor or parameter in the model. 

This study includes a mathematical prediction of 

thermal conductivity behavior of filled polymer 

composites. In this context, thermal conductivity 

behaviors of composites containing h-BN and MW-CNT 

fillers were investigated based on theoretical models. As a 

result, the Bruggeman model successfully predicted the 

thermal conductivity behavior of thermoplastic 

composites produced by selecting an interface 

compatibilizing agent between high-density polyethylene 

and filler materials in composite production. 

 

2. Materials and Methods  

2.1 Materials and Methods  

For the current study, the thermal conductivity data of 

polymer composites were obtained from the reference paper 
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[23]. The volume fraction and thermal conductivity of the 

composites are given in Table 1. In experimental studies, 10-

30% filling material by volume was added to high-density 

polyethylene composites. While h-BN is chosen as the 

primary filling material, it is seen that the synergy between 

h-BN and MW-CNT increases thermal conductivity by 

adding 3% MW-CNT for another group of composites. 

 

2.2. Methods 

2.2.1 Classical Theoretical Models 

Many models based on macroscopic properties have 

been presented to predict the thermal behavior of materials 

with heterogeneous structures, such as filled polymer 

composites. Existing models are divided into theoretical 

and empirical models. Some famous theoretical models are 

given in Table 2 [24]. 

In the model equations in Table 2, the thermal 

conductivity of λ, λ1, and λ2 composites are the thermal 

conductivity of a matrix (continuous phase) and filler 

(dispersive phase), respectively. v (%) is the volume fraction 

of particles. The Russell and Maxwell-Eucken models 

designed for low volume ratios are given in Equation 1 and 

2, respectively. In addition, the Hamilton Crosser model 

(Eq.3) is represented by the shape factor n. All the theoretical 

models in Table 2 except the Bruggeman model (see Eq. 4) 

satisfy the λ equation. In the simplified version of the 

Bruggeman model, (1-v) is located to the equation's left. 

Here, a simplified version of the current model has been 

made and reduced to its current form.  

 

Table 1. Experimental data [23] 
 

 Volume fractions (%) 

Fillers 
CNT - - - 3 3 3 - 

h-BN 10 20 30 7 17 27 - 

Matrix HDPE 90 80 70 90 80 70 100 

Thermal 

conductivity 

(W/mK) 

 0.61  0.881  1.199  0.711  1.088   1.54   0.415 

 

 

Table 2. Some theoretical models 
 

Models Equations 

Russell 

𝜆 = 𝜆1

𝑣
2

3 +
𝜆1 

𝜆2
(1 − 𝑣

2

3)

𝑣
2

3 − 𝑣 +
𝜆1 

𝜆2
(1 − 𝑣

2

3)
 

                                                   

(1)  

Maxwell-

Eucken 
𝜆 = 𝜆1

2𝜆1 + 𝜆2 + 2𝑣(𝜆2 − 𝜆1)

2𝜆1 + 𝜆2 − 𝑣(𝜆2 − 𝜆1)
 

(2) 

Hamilton-

Crosser  

𝜆

= 𝜆1 [
𝜆2 + (𝑛 − 1)𝜆1 + (𝑛 − 1)𝑣(𝜆2 − 𝜆1)

𝜆2 + (𝑛 − 1)𝜆1 − 𝑣(𝜆2 − 𝜆1)
] 

(3)                                                                

Bruggeman 
1 − 𝑣 =

𝜆2 − 𝜆

𝜆2 − 𝜆1
(
𝜆1

𝜆
)1/3 

(4)                                                              

 

However, the equation of the current model is in a rather 

lengthy form (in Appendix). When Appendix is examined, it 

is seen that there are 3 different solutions belonging to the 

Bruggeman model.  

The first solution includes λ, λ1, λ2, and v in the Bruggeman 

model structure. At the same time, the imaginary number 

represented by 𝑖 is also included in the other solutions. The 

current model has a very complex structure, which shows 

that it offers a strong structure among theoretical models. In 

addition, unlike models such as Hamilton-Crosser, Nielsen, 

and Agari, it is a model created in basic form without 

including various factors and parameters in its structure. 

 

3. Results and Discussion 

The thermal conductivity behaviors of H-BN/high-density 

polyethylene and h-BN/MW-CNT/high-density 

polyethylene composites were modeled with the theoretical 

Bruggeman model. It is essential to reduce agglomeration 

and provide the desired formation of the network structure in 

the production of composites in high-density polyethylene 

thermoplastic matrix with fillers such as BN and MW-CNT. 

For this, it is advantageous to add modifying maleic 

anhydride grafted high-density polyethylene, which is a 

famous compatibilizer agent in composite production [23]. 

In addition, the results of the measurements in the in-plane 

direction of the thermal conductivity of the composites are 

included in the study. 

Figure 1 shows the model estimates of the thermal 

conductivity coefficient of the theoretical Bruggeman model 

for h-BN/high-density polyethylene composites. In addition, 

the average deviation values of the model are shown for each 

volume fraction in Table 3. 

Figure 1. Bruggeman theoretical model prediction for h-BN/ high-

density polyethylene composites 

Table 3 The average deviation of the model estimate for h-BN/ 
high-density polyethylene composites 
 

Volume fraction Model 

0.0 0.134 

0.1 0.236 

0.2 5.082 

0.3 2.229   
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Figure 2. Bruggeman theoretical model prediction for h-BN/ MW-

CNT/high-density polyethylene composites 

Table 4 Average deviation of the model estimate for h-BN/MW-
CNT/high-density polyethylene composites 

Volume fraction Model 

0.0 0.134 

0.1 2.136 

0.2 3.082 

0.3 0.229 

 

The thermal conductivity of polyethylene composites 

increased together with the use of h-BN and MW-CNT 

fillers, which is attributed to the synergetic effect between 

the additives. The model estimates of the thermal 

conductivity coefficient of the theoretical Bruggeman model 

for h-BN/ MW-CNT/high-density polyethylene composites 

are shown in Figure 2.  In addition, the mean deviation value 

of the model is presented in Table 4, including the data for 

all composites.  

The Bruggeman model predicted the thermal conductivity 

behavior of h-BN/polyethylene and h-BN/MW-

CNT/polyethylene composites with an accuracy of 97.8% 

and 99.4%, respectively. The average deviation values 

between the experimental data and the model predictions 

were calculated according to the volume fraction of each 

composite. The average deviation in filler ratios with 0, 10, 

20, and 30 volume fractions are calculated as 0.134, 0.236, 

5.082, and 2.229 for h-BN/polyethylene composites, and 

0.134, 2.136, 3.082 for h-BN/MW-CNT/polyethylene 

composites. Model estimates gave better results for h-BN 

and h-BN/MW-CNT/polyethylene composites, especially at 

0% and 30 volume fractions. 

Figures 1 and 2 show a significant increase in thermal 

conductivity coefficient with additional MW-CNT in 20% 

and 30% by volume h-BN filled composites. This situation 

was interpreted as the synergistic effect between h-BN and 

MW-CNT. According to the experimental data, the thermal 

conductivity coefficients of the composites have a positive 

correlation. Additionally, the estimates of existing 

theoretical and empirical models have slopes that increase 

with increasing additive ratios. 

3. Conclusion 

In this study, the thermal conductivity of both h-BN and h-

BN/MW-CNT filled composites was estimated using the 

Bruggeman theoretical model, and the strong prediction 

capability of the model was demonstrated. The Bruggeman 

theoretical model predicts the thermal conductivity of high-

density polyethylene composites over R2>0.97. The current 

model, which very well predicts the thermal conductivity of 

h-BN filled composites, perfectly predicts the thermal 

conductivity coefficients of h-BN/MW-CNT filled 

composites. However, since the phenomena that will occur 

at the interfaces and/or interphases of polymer composites 

cannot be fully revealed, it becomes essential to investigate 

the existing mechanism with theoretical and empirical 

models, numerical analyzes, and simulations in the 

experimental study process. Considering the long duration of 

the experimental process and the costs in the investigation of 

the thermal conductivity of composites, a numerical 

investigation utilizing theoretical models can give an idea 

about the existing mechanism. 
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 In this study, the producibility of activated carbon from wood waste by using the chemical 

activation method was investigated and the produced activated carbon was compared with 

commercial activated carbon. Activated carbon was produced from black poplar wood waste using 

zinc chloride and phosphoric acid. The density values of the produced activated carbons were 

determined by the picometer method. Field Emission Scanning Electron Microscopy (FESEM) 

was used to analyze the microstructure and perform the elemental mapping. To determine the 

chemical content of activated carbon, it was also characterized by Fourier-transform infrared 

spectroscopy (FTIR) and energy dispersion spectroscopy (EDS). Based on the density and FE-

SEM results, it was determined that the produced activated carbon had a lower density and porous 

structure. In addition, EDS analysis showed that the activated carbon produced from black poplar 

wood waste was purer than commercial activated carbon.        
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1. Introduction 

Materials obtained by increasing the internal surface 

area and pore volume through activation of organic and 

inorganic substances, the majority of which consist of 

carbon, by chemical and physical methods are called 

activated carbon [1]. This type of carbon can be 

distinguished from elemental carbon by the fact that its 

outer and inner surfaces have oxygenated functional 

groups. In the high and environmental area, it is 

microporous, and the total pore volume is greater than 0.2 

mL/g, and the BET (Brunauer–Emmett–Teller) surface 

area is wider than 400 m2. The pore diameter varies 

between 3 Å and a few 1000 Å [1,2]. 

Activated carbon is mostly used in water treatment to 

adsorb organic compounds [3], oils [4], and toxic 

substances [5]. It is often applied due to its high surface 

area and adsorption capacity. The increasing demand for 

water treatment all over the world due to the exhausting 

natural resources [6–8] and the increasing amount of 

pollutants lead to the activated carbon sector growth [9]. 

Moreover, strict rules and regulations related to the 

treatment of industrial wastewater promote the further 

production of activated carbon [10]. In the food and 

beverage sectors, activated carbon is also used to remove 

pollutants such as heavy metals, odor and color-giving 

substances, amino acids, and toxic components [11]. Due 

to the fact that customers pay more attention to food safety 

and quality, the consumption of activated carbon is 

increasing day by day [12]. Furthermore, activated carbon 

has industrial uses for removal CO2 [13–15], recovering 

different solvents [16,17], and controlling mercury vapor 

emissions [18,19] and waste gases [20,21]. The activated 

carbons are utilized in the manufacture of the special 

chemicals, metal recovery [22], and energy storage [23]. 

The current increasing energy demand has led to an 

increase in battery consumption, which has led to an 

improvement in the manufacture of energy storage devices 

[24–26]. As a result of the emergence of new usage areas 

of activated carbon every year and the corresponding 

increase in production capacity, the global activated 

carbon market size reached $2.96 billion in 2020. The 

market is expected to grow from $3.12 billion in 2021 to 

$4.50 billion in 2028 [27]. 

It is known that there are different manufacturing 

methods in activated carbon production; the most 

commonly used of these methods are physical and 

chemical activation methods. Physical activation consists 

of two complementary stages as degradation of organic 

http://www.dergipark.org.tr/en
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https://doi.org/10.35860/iarej.1161044
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substances and activation of the carbonized structure. In 

the first place, hydrogen and oxygen are removed from the 

raw material and the main skeleton is formed. In the 

second stage, the activation process is carried out by using 

water vapor or CO2 gas at a temperature of 800-1000 °C 

or by using both gases, and activated carbon is produced 

[28]. Because the efficiency of chemical activation is 

higher and it is produced at low temperatures, it is 

preferred more compared to physical activation. 

The surface areas of the activated carbons obtained as a 

result of chemical activation are larger and the pore 

volumes are bigger. Depending on the chemical activation 

agent used, the chemical and physical properties of the 

resulting activated carbon may vary. Activated carbon is 

obtained by bringing the starting material to the 

appropriate dimensions and reacting with the chemical 

substance at 400-1000°C, or by reacting the carbonized 

starting material with the chemical substance. When the 

literature is examined, it is seen that activation agents with 

different properties are used in this method. Some of them 

are boric acid, calcium hydroxide, calcium chloride, 

phosphoric acid, sulfuric acid, zinc chloride, iron (III) 

chloride, potassium carbonate, potassium hydroxide, 

manganese (II) chloride, nitric acid, sodium chloride, and 

sodium sulphate [29,30]. Some studies related to this issue 

in the literature are as follows. 

In a study conducted by Hajati et al. [31], activated 

carbon was produced using the chemical activation 

method. As an activation agent, they used nitric acid. They 

conducted investigations on the surface characterization 

and adsorption of the obtained activated carbon. They 

observed that the obtained activated carbon expanded the 

surface area and increased the absorption rate [31].  

In a study conducted on eucalyptus wood waste, KOH 

and NaOH were used as activation agents and the obtained 

activated carbon was compared with activated carbon 

obtained from lignite. Adsorption capacity and porosity 

distribution of activated carbons obtained by the chemical 

activation method were investigated. Based on the data 

obtained, scholars reported that the microporosity 

distribution of activated carbon produced by the NaOH 

activation agent was larger than that of KOH. They also 

observed that its adsorption capacity was higher than that 

of lignite [32]. 

Acharya et al. successfully produced activated carbon 

from the activation of tamarind wood with zinc chloride. 

They investigated the usability of activated carbon in the 

treatment of wastewater (removal of lead) and in 

agricultural fields. They emphasized that the surface area 

of the produced activated carbon enlarged, the lead 

contained in the wastewater could be adsorbed, and it was 

a cheaper method compared to other methods [33]. 

The aim of this study is to investigate the physical and 

chemical properties of activated carbons obtained from 

black polar wood waste by using two different methods 

with ZnCl2 and H3PO4 chemical activation agents. In 

addition, today, it is aimed to increase a sustainable 

economy and environmental awareness and to obtain 

products with a higher added value. 

 

2. Material and Method 

The black poplar (Populus nigra) wood waste used in 

this study was obtained in the form of powder and free of 

charge from an enterprise located in Konya Seydişehir 

Carpenters Industry. Commercial activated carbon was 

purchased from Aromel Chemical (Konya, Turkey) in 

order to compare it with the activated carbon which 

produced in this study. Zinc chloride (ZnCl2) and 

phosphoric acid (H3PO4) were used in the activation 

process, while hydrochloric acid (HCl) and potassium 

hydroxide (KOH) were used during the washing of the 

produced activated carbon. ZnCl2, H3PO4, HCl and KOH 

were of analytical purity, and they were obtained from 

Merk (Darmstadt, Germany) or Fluka (Jul, Switzerland) 

companies. 

In this study, activated carbon production was carried 

out using black poplar wood (Populus nigra) with the help 

of acid (phosphoric acid) and salt (zinc chloride) activation 

agents (Figure 1). 

 

2.1 Production of Activated Carbon with Phosphoric Acid   

3 kg of black poplar wood waste in powder form was 

mixed by adding 3 liters of phosphoric acid (50% wt) and 3 

liters of pure water. In order to react wood waste with 

phosphoric acid, it was treated at 110°C for two hours. Then 

the mixture was dried by waiting in the drying-oven at 80°C 

for 24 hours. For the activation process, the dried material 

was cooled at room temperature after keeping it for 1.5 hours 

at 600° under argon gas (50 milliliters/min). It was washed 

first with 0.5 M KOH, then with hot deionized water until the 

pH value was 6-6.5. After the washed activated carbon was 

dried at 100°C for 6 hours, it was ground and become ready 

for use [34]. 

 

Figure 1. Production of activated carbon from black poplar 
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2.2 Production of Activated Carbon with Zinc Chloride 

For the production of activated carbon with zinc chloride, 

3 kg of powdered black poplar wood waste was made into a 

dough by adding 1.5 kg of zinc chloride and 3.75 liters of 

purified water and kneaded. In order for the raw material to 

react with zinc chloride, it was treated at room temperature 

for 24 hours. Then the mixture was dried by keeping it in the 

drying-oven at 80°C for 24 hours. The dried material was 

kept for 1.5 hours at 600° under argon gas (50 milliliters/min) 

for the activation process and then cooled at room 

temperature. It was first washed with 0.5 M HCl, then with 

hot deionized water until the pH value was 6-6.5. The 

washed activated carbon was dried at 100°C for 6 hours and 

then ground and become ready for use [35]. 

2.3 Characterization 

The densities of the produced activated carbons were 

determined by helium pycnometer (Micromeritics– 

Accupyc2 1340). On the other hand, the morphologies of 

activated carbons were examined using Field Emission 

Scanning Electron Microscopy (FE-SEM) (ZEISS 

GeminiSEM 500). To increase their conductivity, 

activated carbons were coated with iridium with a 

thickness of 5 nm. During the examination of the 

microstructure images, the operating voltage of the 

microscope was selected as 2.00 kV. In addition, the 

functional groups of the activated carbons and their 

changes during the exposure process were determined by 

identifying the absorbance values whose FTIR (Thermo 

Scientific - Nicolet iS20) spectrums were determined at the 

range of 400 – 4000 cm-1 and the groups corresponding to 

these in the literature. 

3.  Result and Discussion 

The FTIR spectra of commercial activated carbon (O) and 

zinc chloride (WWS) and phosphoric acid (WWA) based 

activated carbons between 400 and 4000 cm-1 are shown in 

Figure 2. 

 
Figure 2. FT-IR results of commercial and produced activated 

carbon 

The spectra of commercial activated carbon (O) samples 

displayed the following band: 1460 cm-1 could be assigned 

to C–H group. The presence of bands in the 1012 cm-1 wave 

number ranges could be due to C–O stretching vibrations. 

When the activated carbon peaks produced by zinc chloride 

activation (WWS) are examined, the peak at 3480 cm-1 

shows the -OH peak and the peak at 1543 cm-1 shows the 

presence of carboxylic acid and/or lactone groups. When the 

peaks of activated carbon produced by phosphoric acid 

activation (WWA) are examined, it is seen that the peaks 

observed in the range of 3340 cm-1 bands are hydroxyl (O-H) 

groups. In addition, the peak observed in the 1400 cm-1 band 

indicates the presence of phenol in activated carbon. Peaks 

seen in the range of 2855-3000 cm-1 bands indicate the 

presence of aliphatic structures. These peaks were observed 

in activated carbon samples produced by both activations. 

Peaks seen in the band range of 1550-1800 cm-1 indicate a 

C=O bond structure; ketones, aldehydes, esters, and 

carboxylic acids are organic groups with this type of bond 

structure. Peaks were observed in this band range in the 

activated carbon samples produced by both activation agents. 

In particular, the peak seen in the 1600 cm-1 band indicates 

the presence of aromatic structures (C=C) and it was 

observed in both samples. The peaks observed in the band 

range of 950-1300 cm-1 indicate the presence of C-O, P=O, 

C-O-P, and P=O-OH groups. In both samples, there are 

peaks in this band range, but it is rather difficult to determine 

to which group these peaks belong. In the literature, it has 

been stated that the 1216-1196 cm-1 band corresponds to C-

O, the 1085-1240 cm-1 band corresponds to P=O, and the 

1180 cm-1 peak corresponds to P=O-OH groups [36,37]. 

Especially in activated carbon samples produced by 

chemical activation, peaks in the band range of 1080-1185 

cm-1 are more evident. The reason for this is that there are 

P=O and P=O-OH groups due to the phosphoric acid used 

for activation [38]. 

Although activated carbons are known as materials with a 

large specific surface area and high porosity, it seems that 

many commercial activated carbons do not fully fit this 

definition [39]. In Figure 3 (a, b), FE-SEM images of 

commercial activated carbon taken with different 

magnifications are given. When the images were examined, 

it was seen that there were heterogeneously distributed pits 

on the surface of activated carbons rather than pores. In 

particular, in the FE-SEM images taken with 10 k 

magnification, the presence of small pores surrounding the 

pits is observed. Figure 3 (c, d) shows the surface physical 

morphology of WWA-encoded activated carbon obtained 

from wood waste by the chemical activation method using 

phosphoric acid and the FE-SEM images of the obtained 

activated carbon samples. When the images are examined, it 

is possible to say that compared to the commercial activated 

carbon with O code, pores are formed more clearly, and the 

pore volume is larger. Moreover, it is clearly seen that 



 

 

 

compared to HA activated carbon, it is distributed not in the 

form of dimples, but in hollow spherical pores form and 

more homogeneously. In addition, it was found that the 

specified activated carbon had smooth walls and identified 

edges, and there was a distance between the gaps. It was also 

observed that the gaps were of different sizes. This situation 

suggests that the structure of wood waste is reorganized 

during activation [34,40]. FE-SEM images of WWS-coded 

activated carbon obtained from wood waste by chemical 

activation method using Zinc chloride (ZnCl2) are given in 

Figure 3 (e, f). 

When the FE-SEM images were examined, the formations 

of pore morphologies were detected relatively clearly 

compared to commercial activated carbon. Especially in the 

FE-SEM examination including high magnification, it was 

observed that the pores occurred in a larger number and 

almost all of them appeared in the ellipse shape morphology. 

It is thought that the ZnCl2 chemical impregnation method 

leads to carbonization of the carbon skeleton after activation 

by causing the decomposition of cellulosic material and 

increases pore formation by undergoing aromatization. The 

formation of gaps was also caused by the evaporation of zinc 

chloride during the activation, and as a result of the 

evaporation and separation of zinc chloride from the places 

it originally occupied, the number of gaps increased [41]. In 

this case, it can be clearly seen that the shape morphologies 

of activated carbons produced by the chemical activation 

method are more efficient and in desirable pore 

morphologies compared to commercial materials. Also, it 

was observed that the activated carbons obtained using the 

activation mechanism have different pore sizes and shapes 

depending on the activation agents [42]. In the study, to be 

able to compare activated Mapping and EDS analyses. 

Mapping and EDS elemental analysis results of the 

commercial activated carbon (O) which have C, O, Si, Al and 

Fe elements   were given in Figure 4a and Figure 4b. It was 

found that all elements, except Fe, were distributed 

homogeneously. As can be seen both in the EDS results 

(Figure 4b) and in the Mapping images (Figure 4c and Figure 

4d), since activated carbons are mostly produced from 

organic raw materials or wastes, the intensive presence of C 

and O is an expected result [10]. In a study conducted by Park 

et al. (2020), it was reported that activated carbon produced 

from coconut fiber has C and O contents, similar to our study 

[43]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. FE-SEM images for different type of activated carbons
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Figure 4.  FE-SEM Mapping and EDS analyses of commercial activated carbon 

In this study, the Al and Si elements found in commercial 

activated carbon produced from coconut fiber are 

homogeneously distributed as seen in Figure 4e and Figure 

4f. Monteiro et al. (2005) revealed the presence of Al and Si 

elements in coconut fibers by EDS analysis [44]. In addition, 

the Fe element, whose distribution is seen in Figure 4g, is 

present at a rate of 2.2% in commercial activated carbon. It 

is believed that the element Fe is an impurity that occurs 

during production or arises from the environment in which 

production is carried out. 

Figure 5 shows the EDS and Mapping analyses of 

activated carbon produced from black poplar wood waste 

with a zinc chloride activation agent. 

As can be seen in Figure 5a and Figure 5b, activated 

carbon produced from black poplar wood waste contains C, 

O, Zn, and Cl elements. It was determined that all the 

elements contained in activated carbon were distributed 

homogeneously. Since black poplar wood contains about     

49% C and 42% O [45], the fact that C and O elements were 

found intensively after pyrolysis was an expected result as 

can be seen both in the EDS results (Figure 5b) and in the 

Mapping images (Figures 5c, d). On the other hand, due to 

the activation process carried out at a high temperature, the 

amount of C in activated carbon increased and the amount of 

O decreased. In the study conducted by Fernandez et al. 

(2014), it was determined that the used raw material 

contained 43% C and 50.2% O elements before the 

production of activated carbon, while it contained 82.5% C 

and 14.1% O after the production of activated carbon [34]. 

In addition, it was observed that there were Zn and Cl 

elements in the environment due to the ZnCl2 activation 

agent used (Figures 5e and f). In the literature, activated 

carbons produced from different raw materials with the 

ZnCl2 activation agent also have similar results [35,46]. 

Figure 6 shows the EDS and Mapping analyses of activated 

carbon produced from black poplar wood waste with the 

phosphoric acid activation agent. 
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Figure 5.  FE-SEM Mapping and EDS analyses of black poplar activated carbon produced with ZnCl2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6.  FE-SEM Mapping and EDS analyses of the activated carbon produced from black poplar wood waste with H3PO4 
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Table 1. Densities of activated carbons 
 

Activated Carbons Density (g/cm3) 

O 2.14 

WWA 1.37 

WWS 2.08 

 

As can be seen in Figures 6a and 6b, there are C, O, and P 

elements in the activated carbon produced from black poplar 

wood waste. As mentioned above, it was found that the 

activated carbon produced as a result of pyrolysis of black 

poplar wood waste contains 69.1% C and 23.2% O. In 

addition, the distribution of C and O elements 

homogeneously in the material is seen in Figure 6c and 

Figure 6d. In the study conducted by Danish et al. (2013), as 

a result of EDS analysis, it was determined that the activated 

carbon produced from the Acacia mangium tree by using 

phosphoric acid activation contained 76.22% C, 17.8% 

oxygen, and 5.98% P [47]. On the other hand, it is seen in 

Figure 6e that the P element in the produced activated carbon 

is homogeneously distributed and the 𝑃𝑂4
3 ions are 

successfully modified to the activated carbon surface [48]. 

Since phosphoric acid is used as a chemical activation agent 

in the production of activated carbon, it is observed that 

carbon contains the P element. In their studies where they 

used phosphoric acid in the production of activated carbon, 

Vázquez et al. (2012) detected the presence of the P element 

in EDS and Mapping analyses [49]. 

Table 1 shows the densities of activated carbon obtained 

from black poplar wood waste and commercial activated 

carbon. The density of HA-coded activated carbon is 2.14 

g/cm3, while the densities of activated carbons obtained in 

salt (WWS) and acid (WWA) media are 2.09 and 1.37 g/cm3, 

respectively. The slightly increased surface area and pore 

volume are mainly due to the formation of micropores by the 

breakdown of oxygen-enriched WWA activated carbon [50]. 

The EDS analysis results of activated carbons confirm this 

situation. Whereas WWA activated carbon has 23.2% O, 

WWS activated carbon has 10.2% O. In general, the large 

pore volume contradicts with the high density. The well-

developed porous structure of activated carbons usually 

implies a very low material density [51]. When the FE-SEM 

images are examined, it is possible to say that some large-

sized pores are formed as a result of inhomogeneous 

distributions of loose carbon precursors, and this also causes 

a low density. 

 

4. Conclusions 

In this study, it was seen that activated carbon could be 

produced from black poplar wood waste with the chemical 

activation method by using phosphoric acid and zinc 

chloride activation agents. FTIR analyses performed at 

absorbance values determined in the range of 400-4000 

cm-1 showed that activated carbons were successfully 

synthesized. When the FE-SEM images were examined, it 

was seen that the density of activated carbon obtained by 

using phosphoric acid is higher than that of other activated 

carbons used in the study. The fact that this condition 

reduces the density was also confirmed by the results of 

density experiments. The EDS results showed that 

commercial activated carbon is not pure, that is, there are 

different elements in it. On the other hand, it was found 

that the obtained activated carbons (WWA and WWS) 

were pure, no other elements were found in them, and the 

main skeleton was formed correctly. As a result, it was 

understood from the experiments and analyses that 

activated carbon production was carried out successfully. 
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 This work numerically analyzes the hydraulic and thermal performance of CuO-water nanofluid 

in a circular duct with different baffle angles. In the numerical work, governing equations are 

discretized with the finite volume method, and the simulations are solved with SIMPLE algorithm. 

The surfaces of the duct containing baffles are kept at 340 K. In the analysis, the effects of different 

Reynolds numbers (200 ≤ Re ≤ 1000), nanoparticle volume fractions (1% ≤ ϕ ≤ 3%), and baffle 

angles (30º ≤ α ≤ 150º) on the thermal enhancement factor (η) and the friction factor are 

investigated. In addition, the flow and temperature contours are presented for different parameters 

within the duct. From those contours, it is observed that the baffles cause flow oscillation and 

recirculation zones are formed. The numerical results show that baffles and nanofluid flow 

contribute significantly to the thermal enhancement. The Nusselt number (Nu) and relative friction 

factor (r) increase as the Reynolds number and nanoparticle volume fraction increase. While the 

highest thermal enhancement factor and relative friction factor are obtained at α = 90º baffle angle, 

the best performance evaluation criterion (PEC) value is found at α = 150º baffle angle. 
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1. Introduction 

Heat transfer improvement is an important research 

topic in many engineering fields. Passive methods used to 

increase the heat transfer of thermal devices provide 

significant advantages and cost savings. These methods 

include the applications such as baffles, twisted tapes, wire 

coil inserts, swirl generators, and the use of wavy/ribbed 

surfaces. Passive methods may have simplicity and require 

less or no additional system components, but they increase 

pressure drop significantly. These methods are preferred in 

various fields such as solar air ducts, heating/cooling 

applications, heat exchangers, cooling processing of gas 

turbine blade, nuclear reactors, transportation, food and 

chemical industry, etc. [1-4]. Flow and heat transfer in 

wavy channels have been examinated theoretically and 

experimentally by many researchers and it was reported 

that the wavy surface geometry has an important potential 

on the heat transfer improvement due to both increasing 

the surface area and providing fluctuation in flow. 

However, it was declared these surfaces rise the pressure 

loss compared to straight ducts [5-7]. For this, flat ducts 

with relatively less pressure drop are preferred and it is 

aimed to increase the thermal performance with the baffles 

added to the duct surfaces. It was reported that the baffles, 

which act similar to turbulators, increase heat transfer by 

improving flow mixing [8-15]. 

Menni et al. [16] numerically examined the flow and 

thermal performance of solar air ducts with different 

baffles. Menni et al. [17] examined the aerodynamic and 

thermal properties of multiple V fins in solar air ducts. In 

their work was changed in the fin attack-angle, length, and 

separation length, at different the flow rate. They reported 

that an optimum thermal enhancement factor was yielded for 

a 40° attack angle at Re = 2163. Salhi et al. [18] theoretically 

studied the effects of longitudinal baffles on hydraulic and 

thermal performance in tubular heat exchangers. In another 

study, Salhi et al. [19] analyzed the heat and mass transfer of 

partially inclined baffles in different arrangements in a 

straight duct for turbulent air flow. The results indicated that 

the thermal performance improved by 32.37% for the 

triangular baffles, and by 44.37% for the rectangular baffles. 

Nedunchezhiyan et al. [20] conducted a theoric work 

examining the effects of baffles on flow and heat transfer. 

Razavi et al. [21] examined the effects on hydraulic and 

thermal improvement of the inclination angle of perforated 
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baffles in a rectangular channel under laminar flow 

conditions. Al Habet et al. [22] analyzed the thermal and 

hydraulic performance of perforated baffles in an inline and 

staggered arrangement in a rectangular duct. These studies 

indicated that thermal and hydraulic behaviors changed 

depending on the flow structure, channel geometry, baffle 

shape, baffle arrangement, and baffle angle. 

Manca et al. [23] analyzed the thermal improvement of 

Al2O3–water nanofluid for 20000 ≤ Re ≤ 60000 at particle 

volume ratios of 0.00 ≤ φ ≤ 0.04 in a channel with different 

rib heights. They reported that heat transfer improved as 

the Re and φ increased, and an increment in pressure drop 

was also observed. Sriromreun et al. [24] experimentally 

and numerically analyzed the effects of Z-type baffle 

turbulators on thermal performance in a rectangular duct 

and indicated that the presence of Z-baffles has an 

important potential on thermal performance when 

compared to straight channels. Turgut and Kızılırmak [25] 

theoretically studied the thermal and flow properties of 

baffles with different angles (30º ≤ α ≤ 150º) in a channel 

with a constant heat flux for turbulent flow. They declared 

that the maximum thermal improvement was found at α = 

150º baffle angle. Promvonge et al. [26] stated in their 

experimental studies that Nu increased by about 92-208% 

compared to straight channels, and the pressure loss rose 

by 1.76-6.37 times in a channel using inclined horseshoe 

baffles. Kumar et al. [27] examined the thermal 

improvement of multiple V-type baffles in the solar air 

duct. Sahel et al. [28] declared in a numerical study that 

baffles in a rectangular duct enhanced heat transfer by 

65%. 

Fluids such as ethylene glycol, propylene glycol, water, 

and oil, commonly used in engineering fields, have low 

thermal features. To improve the thermophysical 

properties of such traditional liquids, nano-sized particles 

with high thermal conductivity are added. More than one 

method is used together to obtain a higher heat transfer 

coefficient. Some works were examined nanofluids with 

passive methods [29-32]. Heshmati et al. [33] studied the 

thermal performance of Al2O3, CuO, ZnO and SiO2 

nanofluids at particle volume ratios of 0.00 ≤ φ ≤ 0.04, in 

the range of 50 ≤ Re ≤ 400 on a backward step with 

corrugated baffles in different geometries. As a result, it 

was shown that nanofluids with high particle volume 

fractions provided high heat transfer rate. They also 

reported that the inclined baffles have the highest average 

Nusselt number with high pressure drop. Alnak [34] 

analyzed the thermal enhancement and friction factor of 

rectangular baffles with different angles in corrugated 

triangular channels for the k-ε turbulence model. As a 

result of the study, the results showed that for Re = 6000, 

the Nusselt number at 90° baffle angle is 52.8% higher 

than at 60° baffle angle. Ajeel et al. [35] carried out a 

theoric work investiging the hydraulic and thermal 

performance of ZnO-water nanofluid in a curved 

corrugated duct with L-shaped baffles for turbulent flow 

and analyzed the thermohydraulic performance for 

different Reynolds numbers, baffle angles, blocking rates, 

and nanoparticle volume ratios for constant temperature 

conditions. They reported that the baffles caused the 

thermal enhancement by increasing the eddy formation in 

the flow. Menni et al. [36] examined the effects of different 

angles of baffles and nanofluids on hydraulic and thermal 

enhancement in a heat exchanger for turbulent flow. They 

declared that the maximum thermal enhancement was 

found with high Reynolds number and vertical baffles. 

In the literature, there are many studies examining 

thermal and hydraulic behaviours in ducts with different 

baffle configurations. However, due to the many 

parameters, new studies continue to find the optimum 

parameters. The fact that the investigated parameters such 

as channel and baffle shapes, baffle angles, flow and fluid 

parameters, nanofluid parameters are quite large, 

expanded the research to find the best parameters. The 

main purpose in these studies is to achieve the parameters 

that ensuring the highest heat transfer with the least 

pressure drop. In the literature, no definite parameter has 

been reported that provides the highest thermal 

enhancement with the lowest friction factor. Therefore, 

new studies are needed. To date, the effect of baffles 

angles on the flow of CuO-water nanofluid at varying 

particle volume ratios in a circular duct has not been 

investigated. In present study, the flow and thermal 

enhancement of CuO-water nanofluid at different particle 

volume fractions (1% ≤ ϕ ≤ 3%) in a circular duct with 

different baffle angles (30º ≤ α ≤ 150º) for 200 ≤ Re ≤ 1000 

are theoretically analyzed. 

 

2. Material and Method  

2.1 Schematic of the Numerical Model  

Figure 1 indicates the schematic of the numerical model 

used in this study. The diameter of the circular duct (D) is 19 

mm. At the duct entrance and exit, there is an unheated 

straight part L1 = 0.4 m (= 21 D). The length of the channel 

consisting of baffles is L2 = 0.635 m (= 33 D). The distance 

between the two baffles is considered as S = 2D. The length 

of the baffles (H) is 0.5D and the thickness of the baffles (t) 

is 0.5 mm. The baffles are placed on the walls of the duct 

with three different angles (α: 30˚, 90˚ and 150˚). The 

working fluid is the CuO-water nanofluid. Three different 

particle volume fractions are considered (ϕ: 1%, 2% and 3%). 

The diameters of the nanoparticles used in the study are 

considered d = 20-50 nm. The solutions are performed for 

200 ≤ Re ≤ 1000 under laminar flow conditions.  
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Figure 1. Geometry of the numerical model, a-3d solid model, b- 

2d scheme 

2.2 Numerical Study  

In the channel, the nanofluid flows in two-dimensional, 

laminar and steady conditions. The fluid is Newtonian 

type, single-phase and incompressible. Body forces and 

heat transfer by radiation are ignored. According to these 

assumptions, the governing equations are given by 

Equantions (1) - (3) [37]. 

∇(𝜌𝑢) = 0 

 

(1) 

𝜕(𝑢𝑖𝑢𝑗)

𝜕𝑥𝑖

= −
𝜕𝑃

𝜕𝑥𝑖

+
1

Re
∇2𝑢𝑗 

(2) 

𝑢𝑖

𝜕𝑇

𝜕𝑥𝑖

=
1

RePr
∇2𝑇 

(3) 

The parameters used in the study were determined as 

Reynolds number (Re), Nusselt number (Nu), thermal 

enhancement factor (η), friction coefficient (f), and 

performance evaluation criterion (PEC). The equations for 

the relevant parameters are presented below. 

The Reynolds number (Re) is calculated by Equation (4). 

Re =
𝜌𝑢𝐷

𝜇
 

(4) 

The local Nusselt number (Nux) (Eq. 5) and the average 

Nusselt number (Nu) (Eq. 6) are described as follows [14]: 

𝑁𝑢𝑥 =
𝑞"𝐷

𝑘𝑓(𝑇𝑤,𝑥 − 𝑇𝑏,𝑥)
 

(5) 

𝑁𝑢 =
1

𝐿
∫ 𝑁𝑢𝑥𝑑𝑥

𝐿

0

 
(6) 

Here, q" is the heat flux, kf is the thermal conductivity of the 

fluid, D is the duct diameter, L is the duct length. Tw is the 

wall temperature of the duct and Tb is the film temperature of 

the fluid. 

The film temperature of the fluid, Tb is computed by 

Equation (7). 

𝑇𝑏 =
(𝑇𝑖𝑛 + 𝑇𝑜𝑢𝑡)

2
 

(7) 

The thermal enhancement factor (η) calculated depending 

on the Nusselt number is defined by Equation (8) [14]. 

𝜂 =
Nub

Nus

 
(8) 

Here, Nub is Nu for the nanofluid in the channel with baffles, 

and Nus is the Nu for the base fluid in the channel with baffles. 

The friction factor (f) is found by Equation (9) [14]. 

𝑓 =
∆P𝐷

0.5𝜌𝑢2𝐿
 

(9) 

Here, ΔP denotes the pressure difference between the inlet 

and outlet of the duct. 

The relative friction factor (r) calculated depending on the 

friction factor is obtained by Equation (10) [14]: 

𝑟 =
𝑓𝑏

𝑓𝑠

 
(10) 

Here, fb is friction factor calculated for the nanofluid in the 

channel with baffles, and fs is the friction factor for the basic 

fluid in the channel with baffles. 

The ratio of thermal enhancement to the relative friction 

factor is defined as the performance evaluation criterion 

(PEC) and is represented by Equation (11) [4, 14].  

PEC =
(Nub Nus⁄ )

(𝑓𝑏 𝑓𝑠⁄ )1/3
 

(11) 

The numerical model and mesh structure were created by 

the Gambit software and the element structure of the 

numerical model with different baffle angles is presented in 

Figure 2.  

Numerical solutions were performed with FLUENT 15.0 

[38] solver and iterations were solved with SIMPLE (Semi-

Implicit Method for Pressure-Linked Equations) algorithm. 

A second-order upwind scheme was used to discretize the 

convection and diffusion terms. The convergence criterion 

was set as 10-6 for all equations. No problem was observed 

during the calculations for the accepted convergence 

criterion. 

To determine that the solutions are not affected by the 

number of elements, grid independence testing was applied 

and Nusselt numbers were calculated for different element 

numbers. The element numbers 104298, 162864, 198974, 

235724, and 284168 were applied to the numerical model at 

Re=600 and Re=1000 for α = 150º and base fluid. As a result 

of the grid independence testing, 198974 element numbers 

were adapted to the numerical model. The variation of the 

Nusselt numbers with the element numbers is shown in 

Figure 3 at different Reynolds number (Re=600 and 

Re=1000). 



 

 

 
α=30º 

 
α=90º 

 
α=150º 

Figure 2. Mesh structures of the numerical model 

 
Figure 3. Variation of Nusselt numbers with element numbers for 

base fluid at Re=600 and Re=1000 (α=150o) 

2.3 Thermophysical Properties of Nanofluid 

It is assumed that the nanoparticles are homogeneously 

dispersed in the base fluid. From the thermophysical 

properties of CuO-water nanofluid, the density was 

calculated by Equation (12) and the specific heat by Equation 

(13) [39], the thermal conductivity was calculated by 

Equation (14) and the viscosity by Equation (15) [40]. The 

basic fluid is water. Thermo-physical properties of CuO 

nanoparticle and H2O are showed in Table 1 [6]. The 

thermophysical properties were considered constant. 

𝜌𝑛𝑓 = (1 − 𝜑)𝜌𝑏𝑓 + 𝜑𝜌𝑝𝑡   (12) 

𝐶𝑛𝑓 =
(1 − 𝜑)𝜌𝑏𝑓𝐶𝑏𝑓 + 𝜑𝜌𝑝𝑡𝐶𝑝𝑡

𝜌𝑛𝑓

 
(13) 

𝑘𝑛𝑓 = 𝑘𝑏𝑓

[𝑘𝑝𝑡 + 2𝑘𝑏𝑓 − 2𝜑(𝑘𝑏𝑓 − 𝑘𝑝𝑡)]

[𝑘𝑝𝑡 + 2𝑘𝑏𝑓 + 𝜑(𝑘𝑏𝑓 − 𝑘𝑝𝑡)]
 

(14) 

𝜇𝑛𝑓 = 𝜇𝑏𝑓[123𝜑2 + 7.3𝜑 + 1] (15) 

 

Table 1. Thermo-physical properties of CuO nanoparticle and water 
 
 Density 

[kg/m3] 

Specific 

heat [J/kgK] 

Thermal 

conductivity 

[W/mK] 

Viscosity 

[kg/ms] 

H2O 998 4182 0.613 0.001003 

CuO 6500 533 17.65 - 

 

2.4 Boundary Conditions 

The inlet temperature of the nanofluid to the channel is Tin 

= 293K. The “velocity inlet” and “outflow” boundary 

conditions are used at the entrance and exit of the duct, 

respectively. The walls of the duct containing the baffles are 

protected at Tw = 340K. The adiabatic and non-slip boundary 

conditions are applied for the baffles. The non-slip and 

adiabatic boundary conditions are defined for the straight 

sections at the inlet of the duct and the walls of duct 

consisting baffles. 

3. Result and Discussion  

The numerical results of the present study were compared 

to the results of the experimental work realized by Meyer and 

Abolarin [41]. For this purpose, the heat transfer coefficient, 

h (W/m2K) were calculated along x/D distances in a straight 

duct with circular cross section of D = 19 mm diameter for 

Re = 1331 and q" = 2kW constant heat flux. The results of 

both studies were given in Figure 4. 

In this section, the friction factor and heat transfer of CuO-

water nanofluid at different particle volume fractions in a 

circular cross-section duct in which baffles are placed at 

different angles are investigated for the range of 200 ≤ Re ≤ 

1000. To determine the impacts of these parameters on 

friction factor and thermal performance, the velocity 

strucrutes, vorticity magnitudes and temperature contours in 

the duct were obtained. 

Figure 5 presents the velocity structures (a), temperature 

fields (b), and vorticity contours (c) obtained for different Re 

at α = 30º baffle angle and a constant particle volume fraction 

(ϕ = 0.03). 

 

 
Figure 4. Validity of the numerical solutions (for base fluid) 
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Figure 5. The velocity fields (a), the temperature contours (b), the vorticity magnitudes (c) with different Re at ϕ = 0.03, α = 30º 

The velocity fields (Figure 5a) indicate that an oscillation has 

occurred in the flow due to baffles within the channel. It is 

seen that the main stream flows as a whole at low Reynolds 

number, and the seperations happen in the flow with the 

increment in Re. It is indicated that the flow loops occur 

between each baffle. Increasing the channel inlet velocity 

causes the flow loops formed in the channel and these 

structures improve the flow mixing (Figure 5c). Periodic 

repetition of this situation after each baffle ensures constant 

contact of the cold fluid layer in the center of the duct with 

the warmer fluid layer near the duct walls. Thus, the 

temperature of the channel surfaces that is in more contact 

with the cold fluid decreases. With increasing Reynolds 

numbers, the temperature of the channel surfaces decreased 

considerably and the heat transfer improved (Figure 5b). 

 

 

 
  

 
Re=200 

 
Re=200 

 
Re=200 

Re=400 Re=400 
 

Re=400 

 
Re=600 Re=600 

 
Re=600 

 
Re=800 

 
Re=800 

 
Re=800 

 
Re=1000 Re=1000 

 
Re=1000 

(a) (b)     (c) 

Figure 6. The velocity structures (a), the temperature contours (b), the vorticity fields (c) with different Re at ϕ = 0.03 and α = 90º 

180 



 

 

Figure 7. The velocity structures (a), the temperature fields (b), the vorticity contours (c) with different Re at ϕ = 0.03, α = 150º 

Figure 6 shows the velocity structures (a), temperature fields 

(b), and vorticity contours (c) obtained for different Re at ϕ 

= 0.03 and α = 90º baffle angle. It is observed that the flow 

and temperature structures are quite different according to 

α=30º baffle angle. The flow structure maintains its integrity 

in all studied Re. Due to the vertical baffles, the main flow 

contacts the walls of the duct (Figure 6a). Large recirculation 

zones are formed between each vertical baffle (Figure 6c). 

With these cycles, the fluid layer close to the hot channel 

surfaces is transported to the channel center. Thus, the cold 

fluid layer replacing the hot fluid layer causes the channel 

surfaces to cool. The heat transfer rate will increase due to 

increasing inertia forces and mass flow rate with increasing 

channel velocity. It is observed that the temperature gradient 

on the channel surfaces decreases significantly with 

increasing Re (Figure 6b).  

 Figure 7 shows the velocity contours (a), temperature 

fields (b), and vorticity magnitudes (c) obtained for different 

Re at ϕ = 0.03 and α = 150º baffle angle. It is seen that the 

integrity of the main flow structure is not disturbed in all 

studied Re. The main flow flows as a whole and shows that 

there are no breaks in the stream. The flow oscillations 

increase with increasing Re (Figure 7a). It is observed that 

the flow loops formed longitudinally in the flow direction 

at low Re, grow transversely between both baffles at high 

Re and become concentrated all over the channel (Figure 

7c). The deterioration of the velocity and thermal 

boundary layers formed on the channel surfaces due to the 

baffles diminish the thermal resistance and thus heat 

transfer is improved. As with other baffle angles, 

increasing Re at α = 150º baffle angle increases the heat 

transfer by decreasing the surface temperature (Figure 7b).  

 Figure 8 shows the variation of thermal enhancement 

factor, η (a), relative friction factor, r (b), and performance 

evaluation criterion (PEC) (c) with Re at different particle 

volume fractions for α = 150º baffle angle. Thermal 

enhancement factor increases with increasing the ϕ and Re. 

It was observed that thermal enhancement factor increased 

faster in the range of 200 ≤ Re ≤ 800 for all tested ϕ, and 

increased more slowly after Re ≥ 800. Because the Nus 

value also increases at high Re (Re ≥ 800). The highest 

thermal enhancement factor for α = 150º baffle angle was 

obtained to be about 1.16 at Re = 1000 and ϕ = 0.03. At 

Re=1000, the thermal enhancemet factors for ϕ =0.02 and 

ϕ =0.01, were found to be approximately 1.11 and 1.08 

respectively (Figure 8a). The relative friction factor 

increases with increasing ϕ and Re. Pressure loss increases 

due to the fact that the viscosity of the nanofluid is higher 

than the base fluid. Moreover, the baffles added to the duct 

surfaces restrict the flow area. This case increases friction 

loss. The highest relative friction factor for α = 150º baffle 

angle was obtained as 1.28 at Re = 1000 and ϕ = 0.03. At 

α = 150º and Re = 1000, the relative friction factor for ϕ = 

0.02 and ϕ = 0.01, were found to be about 1.22 and 1.17, 

respectively (Figure 8b). The PEC increases with 

increasing Re and ϕ. A slight peak occurred at Re = 800 

for all particle volume fraction. Because after Re = 800, 

the thermal enhancement factor increases more slowly and 

the friction factor increases more.  
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Figure 8. Thermal enhancement factor (a), relative friction factor 

(b), and PEC (c) with Re and different particle volume fractions at 

α=150º 

The highest PEC for α = 150º baffle angle was found to be 

1.07 at Re = 800 and ϕ = 0.03. At α = 150º and Re = 1000, 

the PEC for ϕ = 0.02 and ϕ = 0.01, were acquired to be 

about 1.04 and 1.00, respectively (Figure 8c). Due to the 

nanosized particles added to the basic fluid and the baffles 

added to the channel surface, significant improvement in 

heat transfer is achieved, but an acceptable increase in 

surface friction is also observed. 

Figure 9 shows the variation of thermal enhancement 

factor (a), relative friction factor (b), and PEC (c) with 

Reynolds numbers at different baffle angles for ϕ = 0.03. 

 
(a) 

 
(b) 

 
(c) 

Figure 9. Thermal enhancement factor (a), relative friction factor 

(b), and PEC (c) with Re and different baffle angles at ϕ=0.03. 

The dashed straight line represents the base fluid flow in the 

duct with baffles at the same geometry and is taken as a 

reference. Thermal enhancement increases with increasing 

Re. The highest thermal enhancement factor occurs at α=90⁰ 

baffle angle, followed by α=150º and α=30º baffle angles. 

The highest thermal enhancement was found to be 1.21 at 

Re=1000 and ϕ = 0.03 for  α = 90⁰. At Re = 1000, the thermal 

enhancement for α = 30º and α = 150º were found to be about 

1.16 and 1.12, respectively (Figure 9a). The relative friction 

factor increases with increasing Re. It is seen that the lowest 

friction factor is obtained at α = 150º baffle angle, followed 

by α = 30º and α = 90º baffle angles. Relative friction factor 

increases dramatically with increasing Re at α = 90º baffle 
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angle compared to other angles. This is because vertical 

baffles highly restrict the flow area. The highest relative 

friction factor was found to be 2.29 at Re = 1000 and ϕ = 

0.03 for α = 90⁰. At ϕ = 0.03 and Re = 1000, the relative 

friction factor for α = 30⁰ and α = 150⁰ were obtained to be 

about 1.41 and 1.27, respectively (Figure 9b). The PEC 

variation differs in all three baffle angles for ϕ = 0.03. The 

PEC values were obtained close to the reference value in all 

studied Re at α = 30⁰ baffle angle. At α=150⁰ baffle angle, 

the PEC increases with increasing Re. The reason for this is 

that the relative friction factor increases less at α = 150⁰ 

baffle angle than at other angles. At α = 90º baffle angle, the 

PEC values decrease dramatically with increasing Re. The 

reason for this is that the relative friction factor increases 

more than the thermal enhancement at the α = 90⁰ baffle 

angle. The best PEC was acquired to be about 1.08 at Re = 

1000 and ϕ = 0.03 for α = 150⁰ (Figure 9c). 

This study summarizes that due to nanoparticles added to 

the base fluid and baffles added to the duct surface, 

significant improvement in heat transfer is achieved, but an 

acceptable increase in friction factor is observed.  

 

4. Conclusions 

  In present study, the flow and thermal improvement of 

CuO-water nanofluid were numerically investigated for 

different particle volume fractions in a circular duct in which 

baffles were placed at different angles. The effects of baffle 

angles, particle volume fractions and Re on friction factor 

and thermal enhancement factor were examined. The 

velocity structures, vorticity contours and temperature fields 

were obtained for different parameters in the duct. In 

numerical simulations, it has been observed that the flow 

structure and temperature contours were significantly 

affected by the baffle angles and Re. It was determined that 

nanoparticle volume fractions and baffle angles have a 

significant potantial in heat transfer improvement according 

to laminar flow regime. The findings indicated that the 

thermal enhancement factor increased considerably with a 

slight friction factor with increasing Re and ϕ. It was 

determined that the baffle angles have different effects in 

terms of friction factor and heat transfer. The highest thermal 

enhancement factor and relative friction factor were 

obtained at α = 90⁰ baffle angle. The best performance 

evaluation criteria value was acquired at α = 150⁰. This study 

shows that baffles inserted into duct have an important 

potential to improve heat transfer under nanofluid flow if an 

appropriate baffle angle is used. 
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Nomenclature 

C : Specific heat [J/kgK] 

D : Duct diameter [m] 

H : Baffle length [m] 

k : Thermal conduction [W/mK] 

L1 : Unheated channel length [m] 

L2 : Baffled channel length [m] 

Nu : Nusselt number [Nu=hL/k] 

P : Pressure [Pa] 

Pr : Prandtl number [Pr=μCp/k] 

r : Relative friction factor [r=fb/fs)] 

Re : Reynolds number [Re=uD/ν] 

S : Distance between baffles [m] 

t : Thickness of the baffles [m] 

Tin : Inlet temperature of fluid [K] 

Tout : Outlet temperature of fluid [K] 

Tw : Surface temperature of the duct [K] 

u, v : Velocity components [m/s] 

 : Thermal enhancement factor [=Nub/Nus] 

µ : Dynamic viscosity [Pas] 

ρ : Fluid density [kg/m3] 

υ : Kinematic viscosity [m2/s] 

ϕ : Nanoparticle volume fraction [%] 

b : nanofluid flow in the duct with baffles 

bf : base fluid 

nf : nanofluid 

pt : particle 

s : base fluid flow in the duct with baffles 

w : wall 
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 Today, it is seen that increasing environmental pollution is getting ahead of the increasing energy 

need. Therefore, more environmentally friendly and more economical refrigerants are needed. In 

this context, carbon dioxide appears as a natural refrigerant in cooling systems and heat pump (HP) 

systems, and it has been widely used in recent years. In this study, a single-stage heat pump system 

with a CO2 refrigerant, with a transcritical cycle, has been experimentally studied. The system is 

designed as a water-to-water heat pump. The performance of the system has been determined 

experimentally. In the system, capillary pipes with a diameter of 2.00 mm and two different lengths 

are used. It is aimed to create different evaporation pressures with two capillary tubes. The first 

capillary tube is 2.40 m long and the second is 1.20 m long. Gas cooler pressures, gas cooler and 

evaporator cooling water mass flow rates were kept the same for both cases. A certain gas charge 

was made and measurements were made for both cases. Thermodynamic analysis and comparison 

of the system were made. In the short capillary tube system, it was observed that the COPHP value 

was 7.2% higher, the CO2 mass flow rate increased by 9.1% to achieve the same gas refrigerant 

pressure value, and the power consumption in the compressor decreased by 1.8%. In addition, the 

gas cooler outlet temperature, the evaporator outlet temperature and the change in ambient 

temperatures, as well as the exergetic destruction and exergetic efficiencies in the system and 

system components are presented in figures with EES.        

Keywords: 
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EPC  
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1. Introduction 

Heat pump systems, which have become very 

competitive in domestic uses, needed alternative, 

innovative and most importantly environmentally friendly 

refrigerants that do not harm the ozone layer. In line with 

these needs, the depletion potential of the ozone layer 

(ODP=0) and global warming potential (GWP=1), and 

carbon dioxide (CO2), a natural refrigerant, have inspired 

our studies in recent years. In our studies, a capillary tube 

was used for the expansion valve, which is one of the main 

components used in a heat pump system. Many elements 

such as electronic valve, thermostatic valve and capillary 

pipe are used in the expansion process. The most important 

reason why we chose the capillary tube in this study is that 

it is cheap and easy to find. In this context, it is important 

to determine the operating temperature and conditions of 

the systems to be installed and to choose the appropriate 

capillary tube according to the need. 

Some studies in the literature; Elbir et al., They 

presented with graphics and pictures how the test results 

will change according to the thermodynamic rules in the 

same system and with which elements they will change 

when the gas cooler pressure of 75 bar is increased to 100 

bar gas cooler pressure and the mass flow rate of the water 

providing cooling from water to water is increased [1]. 

Jadhav and Agrawal., calculated the effect of various 

geometric parameters such as tube diameter, length, 

roughness and slope on mass flow rate, cooling capacity 

and COP [2]. Jadhav and Agrawal., found that the 

percentage decrease in mass flow rate increased as the pipe 

diameter and the length of the helical capillary pipe 

increased [3]. Rocha et al., investigated the effect of 

surface roughness on mass flow rate from adiabatic 

capillary tubes in their study [4]. Wang et al., stated that 

http://www.dergipark.org.tr/en
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the refrigerant charge plays an important role in optimizing 

the system performance [5]. Andres et al., experimentally 

investigated the optimum operating conditions of the COP 

value of the subcooled transcritical CO2 system at different 

operating pressures. From the experimental data, only two 

general expressions as a function of the evaporation level 

and the gas cooler outlet temperature are specified to 

determine the optimum pressure and subcooling [6]. Song 

et al., In their work, they experimentally incorporated the 

variation of the gas refrigerant outlet in a transcritical CO2 

heat pump system using an electronic expansion valve 

(EEV) and a capillary tube. In terms of performance, they 

said that the transcritical CO2 heat pump using capillary 

tube is promising. [7]. Agrawal et al., studied optimum 

diameter length and diameter correlation. They said the 

pressure gradient is significantly higher for CO2 than with 

conventional refrigerants, with a shorter capillary tube 

length [8]. Wang et al., They calculated the optimal 

combination of capillary tube size and refrigerant charge 

and made the experimental comparison in their study. In 

the experiment, they said that the length of the capillary 

tube was shortened by 8.77% and the optimum refrigerant 

charge increased by about 5%. In the experimental study, 

they focused on how the reduction of refrigerant charge 

can affect the coefficient of heating performance [9]. 

Agrawal and Bhattacharyya, Instead of an expansion 

valve, a capillary tube was proposed, and optimum 

operating conditions were investigated. Optimal 

conditions of gas refrigerant pressure were investigated, 

and their effect on COP value was investigated. They made 

recommendations on the most appropriate diameter and 

length [10]. Song et al., In the system they designed, they 

compared the transcritical CO2 heat pump system, which 

is dependent on the gas cooler outlet temperature, using 

both an electronic expansion valve (EEV) and a capillary 

tube. They said that the results obtained with the capillary 

tube obtained close results in the heat pump system using 

EEV[11]. Agrawal and Bhattacharyya, Parameters that 

affect system performance have been identified. They 

emphasized that the temperature of the water entering the 

gas cooler as a coolant source is more important than the 

flow rate. They emphasized the effect on system 

performance by determining the optimum gas charge and 

optimum capillary tube [12]. Wang and Lu, In their work, 

they conducted experimental and theoretical studies on the 

optimization of capillary tube dimensions with gas charge. 

In the results they determined, it was emphasized that the 

shortening of the capillary tube length increased the 

amount of refrigerant. In addition, they made calculations 

on how the decrease in the amount of refrigerant could 

reduce the performance of the system [13]. Date et al., In 

their study, they presented studies on optimum system 

pressure values and refrigerant amounts in the system 

using EEV [14]. Jadhav and Agrawal, Thermodynamic 

analyses of an adiabatic spiral and a helical capillary tube 

in a CO2 transcritical system were performed with the 

subcritical R22 fluid. They said that the decrease in the 

mass flow rate of the refrigerant is more pronounced in the 

spiral capillary tube than in the spiral capillary tube effect 

[15]. Rocha et al., They developed an algebraic equation 

and dimensionless correlation for straight capillaries. An 

algebraic solution for helical capillary tubes in the 

transcritical CO2 cycle is highlighted in the literature [16]. 

Anka et al., They developed alternative methods by using 

the average of the refrigerant charge amounts in optimum 

summer and winter conditions and the outdoor 

temperature that gives the same COP of the IDC (internet 

data center) cooling system in the refrigerant charge 

amounts in optimum summer and winter conditions, and 

made calculations to determine the annual optimum charge 

of the system [17]. Jadhav et al., In their study, a 

thermodynamic analysis was carried out for a system with 

CO2 refrigerant using straight, spiral, and spiral capillary 

tubes. It is said that the reduction in mass in the helical 

capillary tube is less than that in the straight capillary tube. 

They show that there is a mass reduction in the spiral tube 

compared to the straight capillary tube. calculated the 

reduction in mass in a spiral tube compared to a helical 

capillary tube. The reduction in length in a straight 

capillary tube and a spiral tube gave the percentage 

changes presented the relationships between reductions in 

length in a spiral tube compared to a helical capillary tube 

[18]. Freegah et al., In their study, they investigated the 

effect of capillary tube diameter and mass flow rate of the 

refrigerant on the physical properties of the refrigerant in 

the capillary tube. They stated that there was a very good 

agreement between their experimental and numerical 

results. The results of the first comparison between the 

physical properties of the capillary tube and the mass flow 

are emphasized. An increase in the diameter will result in 

an increase in the length of the capillary tube, and an 

increase in the mass flow rate will result in a decrease in 

the length [19]. El Achkar et al., In their work, they 

designed a system for the analysis of a cooling system 

working with conventional throttling and capillary 

injection. They stated that the cooling system is more 

stable in capillary injection mode, which will reduce the 

steady-state time and increase the COP value [20]. The 

purpose of the study is to replace an expansion valve with 

a capillary tube. It is to reveal how the capillary tubes of 

different lengths change in the thermodynamic side of the 

system at constant gas refrigerant pressure.  

2. Transcritical Cycle 

   The refrigerants used today have high critical 

temperatures, but some of the fluids we use frequently 

(such as R404A 72°C, R410A 72.13°C and R407C 

86.74°C) are higher than that of Carbon Dioxide (R744  
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31°C). For example, the critical temperature for R134A is 

101.1°C, which means that condensation, as well as heat 

removal from the system, can be at 101.1°C. This 

temperature is higher than that required for heat dissipation 

to the atmosphere for almost any refrigeration application. 

For R744 it means that condensation heat removal can 

only occur at temperatures up to 31°C. This temperature is 

much lower than required to evacuate heat to the 

atmosphere for many refrigeration applications [22]. 

 In conventional heat pump cycles, the heat rejection 

occurs below the critical point. Cycles that occur below the 

critical point are called subcritical cycles. It is provided 

with a condenser in subcritical systems. Due to the critical 

temperature of CO2, the heat dissipation process takes 

place above the critical point. CO2 performs the heating 

process above the critical point with a gas cooler. Since the 

evaporation process takes place below the critical point 

and the condensation process takes place above the critical 

point, these cycles are called transcritical cycles. 

Subcritical and transcritical cycles are shown in Figure 1 

[21]. 

 

 

3. Assumptions and Equations 

Since the second law of thermodynamics examines the 

quality of energy as well as its quantity, it is known that it 

generally gives reliable results in energy analysis. The 

increase in the efficient use of energy has been made 

possible by the transition to the concept of exergy. The 

main purpose of exergy analysis is to use energy in the 

most efficient way and to see where and how losses occur 

on system components. 

The following assumptions were taken into account while 

making the thermodynamic analysis of the system. 

•Pure substance is used in the system. 

•The compression in the compressor is adiabatic. 

•The pipes between the system components are well 

insulated and the internal and external loss of heat transfer 

from the evaporator and gas cooler is neglected. 

•Pressure drops in system components and on the pipeline 

and the heat transfer process are also neglected. 

•The heat exchangers used as evaporators and gas coolers 

are counter flowing. 

•System performance is assumed to be constant and 

regular. 

•It is assumed that the enthalpy is constant throughout the 

pressure reduction process in the capillary tube. 

•The electrical frequency in the system is 50 Hz and the 

voltage is 220 volts. 

•The kg/minute in the refrigerant flow meter is converted 

to kg/second. 

•The electrical power shown in the watt meter was 

measured by including the circulation pumps. The 

circulation pump drew 100 watts of power. 

•Gravitational potential energy and kinetic energy are not 

taken into account. 

 After obtaining the necessary tools and equipment for 

the establishment of the test system, high pressure 

endurance tests of the system were carried out and the 

detection phase of the leaks in the system was completed. 

In order to remove the moisture formed in the system, the 

system was vacuumed and kept under vacuum. Finally, the 

system was made ready by gradually pressing gas, and it 

was matched with the software of the Danfoss devices 

used in the system and installed on the computer used for 

measurement. The obtained results were recorded on the 

computer and Store View Desktop for Danfoss branded 

devices and EES engineering software programs were 

used for energy and exergy analysis of the system [22]. 

In Figure 2, the drawing of the experimental system for 

which thermodynamic analysis was made is given [23]. 

    How efficiently the energy in the system is used is 

determined by Equation (1) COP (heat pump performance 

coefficient) calculation, �̇�gc , �̇�𝐜 and its equation is; 

 

𝐶𝑂𝑃𝐻𝑃 =
�̇�𝑔𝑐

�̇�𝑐

 
(1) 

Figure 1. Subcritical and transcritical refrigeration cycle 

processes [11] 

 

 
Figure 2. Experiment system with thermodynamic analysis 



 

 

 

The temperature values in the system are indicated by T 

(K), the instantaneous temperature values in the evaporator 

and the gas cooler in Equation (2) are the temperature 

values found from the T𝑖𝑛𝑠𝑡𝑎𝑛𝑡𝑎𝑛𝑒𝑜𝑢𝑠 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒  

(T𝑖𝑛𝑠.𝑡𝑒𝑚𝑝.) equation. He calculated separately for carbon 

dioxide gas and cooling water circulating in the system. It 

is given in Table 1. 

 

T𝑖𝑛𝑠.𝑡𝑒𝑚𝑝. =
h𝑖𝑛 − h𝑜𝑢𝑡

s𝑖𝑛 − s𝑜𝑢𝑡

 
(2) 

    The main purpose of exergy analysis is to use energy in 

the most efficient way and to see where and how losses 

occur on system components. Exergy analysis of pure 

substance; 

 

ex=(h-h0)-T0(s-s0)                                                            (3) 

   The total exergy destruction for the components is;   

 

𝐸�̇� = �̇� ∗ ex                                                         (4) 

   Exergy destruction equation of the total system; 

 

𝐸�̇�𝑡𝑜𝑡𝑎𝑙 = �̇�𝑐 − 𝐸�̇�𝑒𝑣  (5) 

  Or 

𝐸�̇�𝑡𝑜𝑡𝑎𝑙 = 𝐸�̇�𝑐 +  𝐸�̇�𝑔𝑐 + 𝐸�̇�𝑣 + 𝐸�̇�𝑒𝑣  (6) 

   General exergy efficiency equation; 

 

𝜓 =
∑ 𝑢𝑠𝑒𝑓𝑢𝑙 𝑜𝑢𝑡𝑝𝑢𝑡 𝑒𝑥𝑒𝑟𝑔𝑦

∑ 𝑖𝑛𝑝𝑢𝑡 𝑒𝑥𝑒𝑟𝑔𝑦 
= 1 −

∑ 𝑒𝑥𝑒𝑟𝑔𝑦 𝑙𝑜𝑠𝑠

∑ 𝑖𝑛𝑝𝑢𝑡 𝑒𝑥𝑒𝑟𝑔𝑦 
            (7) 

    Heating exergetic efficiency; 

 

𝜓𝐼𝐼. =
𝐸�̇�𝑔𝑐

�̇�𝑐

 
(8) 

    General exergetic coefficient of performance equation 

for heating; [24] 

 

𝐸𝑃𝐶𝐻𝑃 =
𝜓𝐼𝐼.  

(1−𝜓𝐼𝐼.)
                    (9) 

    Also, the mass-energy and exergy equations for each 

part are given in Table 1.  

    In Figure 3, the closed cycle thermodynamic equations 

of the system parts are presented in the form of a Table 2. 

Engineering Equation Solver (EES) program [25] was 

used for shaping. Variable values of temperature values in 

their drawings; 

• Ambient temperature between 290 K and 305 K 

• Evaporator outlet temperature between 290 K and 305 K. 

• Gas cooler outlet temperature between 290 K and 305 K. 

 

 

 

Table 1. Table representation of system parts in closed cycle 

thermodynamic equations 

 

4. Results and Discussion 

For the first test part in Table 2 below, a capillary tube with 

a length of 2.40 m and a diameter of 2.00 mm was used. 

For the second part, the thermodynamic data obtained in 

the systems with a capillary tube with a length of 1.20 m 

and a diameter of 2.00 mm are presented. Actual powers 

are given in the table after deducting the compressor 

powers and the powers drawn by the circulation pumps 

(100W). 
 

Figure 3. Pressure, mass CO2 flow and total power 

consumption in the test system (ISUBÜ CO2 Laboratory) 

Parts Compressor Gas cooler 
Expansion 

Valve 
Evaporator 

Mass 

Balance 

�̇�1 = �̇�2

= �̇�𝐶𝑂2
 

�̇�2 = �̇�3

= �̇�𝐶𝑂2
 �̇�3 = �̇�4

= �̇�𝐶𝑂2
 

�̇�4 = �̇�1

= �̇�𝐶𝑂2
 

�̇�5 = �̇�6

= �̇�𝐻2𝑂𝑔𝑠 

�̇�7 = �̇�8

= �̇�𝐻2𝑂𝑒𝑣 

Energy 

Balance 

�̇�𝐶= 

�̇�𝐶𝑂2
(ℎ2 − ℎ1) 

�̇�𝑔𝑐 = 

�̇�𝐶𝑂2
(ℎ3 − ℎ2) 

ℎ3 = ℎ4 

�̇�𝑒 = 

�̇�𝐶𝑂2
(ℎ3 − ℎ2) 

�̇�𝑔𝑠 = 

�̇�𝐻2𝑂𝑐𝑝𝐻2𝑂
(𝑇6

− 𝑇5) 

�̇�𝑒 = 

�̇�𝐻2𝑂𝑐𝑝𝐻2𝑂
(𝑇7

− 𝑇8) 

Entropy 

Balance 

�̇�𝑔𝑒𝑛,𝐶 = 

�̇�𝐶𝑂2
(𝑠2 − 𝑠1) 

�̇�𝑔𝑒𝑛,𝑔𝑐 = 

�̇�𝐶𝑂2
(𝑠3 − 𝑠2)

+ 

�̇�𝐻2𝑂(𝑠6 − 𝑠5) 

�̇�𝑔𝑒𝑛,𝑉 = 

�̇�𝐶𝑂2
(𝑠4 − 𝑠3) 

�̇�𝑔𝑒𝑛,𝑒𝑣 = 

�̇�𝐻2𝑂(𝑠7 − 𝑠8)

+ 

�̇�𝐶𝑂2
(𝑠1 − 𝑠4) 

Exergy 

Balance 

�̇�𝑥𝐷,𝐶 = 

�̇�𝐶𝑂2
(𝑒𝑥1

− 𝑒𝑥2) 

+�̇�𝐾  

�̇�𝑥𝐷,𝑔𝑐 = 

�̇�𝐶𝑂2
(𝑒𝑥2

− 𝑒𝑥3) + 

�̇�𝐻2𝑂(𝑒𝑥5

− 𝑒𝑥6) 

�̇�𝑥𝐷,𝑉 = 

�̇�𝐶𝑂2
(𝑒𝑥3

− 𝑒𝑥4) 

�̇�𝑥𝐷,𝑒𝑣 = 

�̇�𝐶𝑂2
(𝑒𝑥4

− 𝑒𝑥1) + 

�̇�𝐻2𝑂(𝑒𝑥7

− 𝑒𝑥8) 

Incoming 

Exergy 

𝑒𝑥1 = 

(ℎ1 − ℎ0)

− 𝑇0(𝑠1 − 𝑠0) 

𝑒𝑥2 = 

(ℎ2 − ℎ0)

− 𝑇0(𝑠2 − 𝑠0) 
𝑒𝑥3

= (ℎ3 − ℎ0)

− 𝑇0(𝑠3 − 𝑠0) 

𝑒𝑥4

= (ℎ4 − ℎ0)

− 𝑇0(𝑠4 − 𝑠0) 

𝑒𝑥5 = 

(ℎ5 − ℎ0)

− 𝑇0(𝑠5 − 𝑠0) 

𝑒𝑥7 = 

(ℎ7 − ℎ0)

− 𝑇0(𝑠7 − 𝑠0) 

Outgoing 

Exergy 

𝑒𝑥2 = 

(ℎ2 − ℎ0)

− 𝑇0(𝑠2 − 𝑠0) 

𝑒𝑥3

= (ℎ3 − ℎ0)

− 𝑇0(𝑠3 − 𝑠0); 
𝑒𝑥4 = 

(ℎ4 − ℎ0)

− 𝑇0(𝑠4 − 𝑠0) 

𝑒𝑥1 = 

(ℎ1 − ℎ0)

− 𝑇0(𝑠1 − 𝑠0); 

𝑒𝑥6 = 

(ℎ6 − ℎ0)

− 𝑇0(𝑠6 − 𝑠0) 

𝑒𝑥8 = 

(ℎ8 − ℎ0)

− 𝑇0(𝑠8 − 𝑠0) 

Exergy 

Efficiency 

𝜓𝑐 = 

�̇�𝐶𝑂2
(𝑒𝑥2 − 𝑒𝑥1)

�̇�𝐶

 

𝜓𝑔𝑐 = 

�̇�𝐻2𝑂(𝑒𝑥6 − 𝑒𝑥5)

�̇�𝐶𝑂2
(𝑒𝑥2 − 𝑒𝑥3)

 
𝜓𝑣 =

𝑒𝑥4

𝑒𝑥3

 

𝜓𝑒𝑣 = 

�̇�𝐶𝑂2
(𝑒𝑥1 − 𝑒𝑥4)

�̇�𝐻2𝑂(𝑒𝑥8 − 𝑒𝑥7)
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Table 2. Thermodynamic comparison in the first and second 

experiments 

1. Experiment 2. Experiment 

Compressor 

power (kW) 
0.719 

Compressor 

power (kW) 
0.707 

Gas cooler 

pressure (bar) 
100.0 

Gas cooler 

pressure (bar) 
100.0 

Evaporator 

pressure (bar) 
48.3 

Evaporator 

pressure (bar) 
50.8 

COPHP 3.72 COPHP 4.01 

EPCHP 0.435 EPCHP 0.484 

Extotal 0.572 Extotal 0.537 

Ψc 0.556 Ψc 0.577 

Ψv 0.965 Ψv 0.967 

Ψgc 0.509 Ψgc 0.613 

Ψev 0.398 Ψev 0.353 

ΨII HP 0.303 ΨII HP 0.326 

mCO2 (Kg/sec) 0.01227 mCO2 (Kg/sec) 0.0135 

�̇�gc H2O 

(Kg/sec) 
0.0263 

ṁgc H2O 

(Kg/sec) 
0.0263 

ṁev H2O 

(Kg/sec) 
0.0372 

ṁev H2O 

(Kg/sec) 
0.0372 

TgcCO2 (K) 325.9 TgcCO2 (K) 325.5 

TevCO2 (K) 286.1 TevCO2 (K) 288.1 

 

    In Table 2, a thermodynamic comparison of capillary 

tubes with the same diameter but different lengths has been 

made, and the change in some cases is presented at levels 

of thousandths. The shortening of the capillary tube 

brought an increase of 7.2% to the COPHP value in the 

system, and the mass flow rate of the refrigerant increased 

by 9.1%. 

 

 
Figure 4. The change of the ln P-h graph of the transcritical 

cycle with CO2 is given (1. Capillary) 

 

 
Figure 5.  The variation of the Ln P-h graph of the transcritical 

cycle with CO2 is given (2. Capillary) 

 

 
Figure 6.  Change of 1. Capillary Ambient temperature in 

EPCHP and Total exergy destruction 

 
Figure 7.  Change of  2. Capillary Ambient temperature in 

EPCHP and Total exergy destruction 

 

 
Figure 8.  1st Capillary The effect of change in ambient 

temperature on exergy efficiency 
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Figure 9.  2nd Capillary the effect of change in ambient 

temperature on exergy efficiency 
 

 
Figure 10.  COPHP and EPCHP Heater change with the increase 

of 1st Capillary Gas cooler outlet temperature 

 

 
Figure 11.  COPHP and EPCHP Heater change with the increase 

of  2nd Capillary Gas cooler outlet temperature 

 

 
Figure 12.  Change in exergy destruction with increase in 1st 

capillary gas cooler outlet temperature 

 
Figure 13.  Change in exergy destruction with increase in 2nd 

capillary gas cooler outlet temperature 

 

 
Figure 14.  Change of 1st Capillary Evaporator outlet 

temperature in EPCHP and destruction in Total exergy 

 

 
Figure 15.  Change of 2nd Capillary Evaporator outlet 

temperature in EPCHP and destruction in Total exergy 

 

    While the increase in ambient temperature increases the 

EPCHP value, there is a decrease in the total exergy 

destruction. In addition (Figure 6-7), while the increase in 

ambient temperature decreases the exergy efficiency of the 

gas cooler, it also increases the exergy efficiency of the 

evaporator (Figure 8-9). Increasing the gas cooler outlet 

temperature decreases the EPCHP and COPHP coefficients. 

As a result of the exergy destruction (Figure 10-11), the 

increase in the gas cooler outlet temperature, the highest 

compressor, valve, gas cooler and then the evaporator have 

been reached (Figure 12-13). The increase in the evaporator 

outlet temperature is seen as a factor that increases the 
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COPHP and reduces the total exergy destruction (Figure 14-

15). 

 

5. Conclusion 

    In this study, a thermodynamic comparison of the water-

to-water heat transfer of a single-stage heat pump system 

with transcritical CO2 refrigerant and the capillary tubes of 

different lengths of a water-to-water cooling heat pump 

system operating at different operating pressures has been 

made. In the system, capillary pipes with a diameter of 

2.00 mm and two different lengths are used. It is aimed to 

create the same gas cooler pressures with the two capillary 

pipes and to keep the cooling waters passing through the 

gas cooler and the evaporator at the same mass flow rate. 

The capillary tube in the first experiment is 2.40 m long, 

and 1.20 m in the second experiment. Thermodynamic 

analysis and comparison of the system were made. In the 

system with short capillary pipe (Experiment 2), it was 

observed that the COPHP value was 7.2% higher, the mass 

flow rate of the refrigerant increased by 9.1% under the 

conditions of the short capillary pipe (according to the 1st 

Experiment), and on the other hand (Experiment 2) In the 

short capillary tube system, 1.8% less electrical power is 

used from the compressor power. In terms of exergetics, 

Exergetic coefficient of performance (EPCHP) is 10%, 

compressor exergy efficiency (Ψc) is 3.6%, gas cooler 

exergy efficiency (Ψgc) is 16.9%, capillary tube exergy 

efficiency (Ψv) is 10%. There is a 7% increase in 0.2 and 

second law heating efficiency (ΨII.HP). In the latter case, 

the total exergy destruction increased by 6.5% and the 

evaporator exergy efficiency (Ψev) increased by 12.7%. 

General expressions that do not change for both systems; 

• While the increase in ambient temperature increases the 

EPCHP value, there is a decrease in the total exergy 

destruction. In addition, while the increase in ambient 

temperature decreases the exergy efficiency of the gas 

cooler, it also increases the exergy efficiency of the 

evaporator. 

• Increasing the gas cooler outlet temperature decreases the 

EPCHP and COPHP coefficients. As a result of the exergy 

destruction, the increase in the gas cooler outlet 

temperature, the highest compressor, valve, gas cooler and 

then the evaporator have been reached. 

• The increase in the evaporator outlet temperature is seen 

as a factor that increases the COPHP and reduces the total 

exergy destruction. 

    There are many comments on this subject in the 

literature. For example, Agrawal et al., reported that it 

provides COPHP with a shorter capillary tube length. The 

indicators in this study were consistent with the literature 

[8]. 

    Transcritical CO2 heat pump systems are systems that 

can easily release heat at high pressure. These systems are 

extremely important in determining the optimum 

operating conditions, determining the capillary tube sizes 

and determining the evaporator temperature. Transcritical 

heat pumps require high pressure control to minimize 

power consumption. This control is a function of the 

optimal pressure, the pressure (or temperature) of the 

evaporating fluid, and the CO2 gas cooler outlet 

temperature [10]. With the change in capillary tube length, 

the evaporator temperatures will be determined, as a result, 

determining the optimum working intervals will help the 

users to determine the working conditions. 
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Nomenclature 

R744 : Carbon dioxide (CO2) 

COP : Coefficient of Performance 

EPC : Exergetic Coefficient Of Performance 

EEV : electronic expansion valve 

ΨII : Second law exergy efficiency 

T0 : Ambient temperature (299,2K) 

�̇�  : Mass flow rate (kg/s) 

𝐸�̇�𝑡𝑜𝑡𝑎𝑙 : Total exergy destruction 

s : specific entropy 

h : Specific enthalpy 

K : temperature (Kelvin) 

mm : millimeters 

HP  : heat pump 

c : compressor 

ev : evaporator 

gen. : generation 

Sec  : second 

P : bar  

Q : heat (kW) 

m : meters 

Ψ : exergy efficiency 

v : valve  

gc : gas cooler 

D : destruction 
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 A software can be thought as a composition of features. Feature-oriented software development 

(FOSD) builds the development process on features. Part of the FOSD process is testing, and 

accordingly, it should be feature-driven. In model-based testing, test cases are systematically 

generated using the model. This research concentrates on event-based graphical models and 

utilizes event sequence graphs (ESGs). We develop a new test sequence generation algorithm for 

ESGs and named it short and frequent test sequences (SFT). Then we compare it with the existing 

test sequence generation algorithm called TSD. Moreover, we introduce two model-building 

approaches, namely daisy and swim lane, for ESGs and analyze their effects on feature-driven 

testing. For the evaluation, we use five different feature-driven software models. The evaluation 

results shows that both modeling approaches are advantageous in certain test objectives. For 

testing the software product as a whole, test sequence(s) should be generated by TSD from daisy 

modeled ESG. If a certain feature within the software product or its interaction with another feature 

is to be tested, then test sequence(s) should be generated by SFT from swim lane modeled ESG.        

Keywords: 

Event sequence graphs 

Feature-oriented software 
development 

Model-based testing 

 

 

 

1. Introduction 

A feature is a semantically cohesive entity of a software 

[1]. Feature-oriented software development (FOSD) aims 

for the configuration and composition of features to obtain 

a software [2]. FOSD enables software to be composed 

from features with respect to configuration. This approach 

enables reuse of features and managed variation of 

software, which is highly beneficial in case of software 

product families. 

An important part of the FOSD process is testing. 

Although there are various approaches in testing, our 

scope in this research is model-based testing. In model-

based testing, test cases are systematically generated using 

the model. The models are the behavioral specification of 

the software. This systematic approach enables tester to 

define test coverage criteria, which is important if only a 

feature is to be covered by the test case(s) instead of the 

whole software product. 

Event sequence graphs (ESGs) are an event-based 

modeling approach for representing software under test 

(SUT) and generating tests case(s) or test sequence(s) [3]. 

Event sequence graphs can be obtained from finite state 

machines (FSMs) by taking events and putting them into 

the vertices of a graph, where each walk on this graph, 

which is an ESG, can also be obtained by the 

corresponding walk on the FSM. The details can be found 

in [UYMS 2016]. ESGs are not the only approach that 

utilizes events as the core concept in modeling software. 

Event flow models [4] and event process chains [5] are two 

other examples. 

Test case, or test sequence, generation can be seen as an 

optimization problem, where possible event sequences are 

tried to be covered with minimum number of test cases. 

For the building ESG models and for test sequence 

generation from them, a tool called TSD, which can be 

downloaded at http://download.ivknet.de/, was developed. 

The test sequence generation algorithm in TSD is 

optimized for end-to-end testing and feature-oriented 

testing was not a goal at its design time. However, there is 

a need for feature-oriented testing in model-based testing. 

We propose to use ESGs, where not only SUT but also 

features can be represented formally. As the first novelty 

of this research, we develop a new test sequence 

generation algorithm for ESGs and named it short and 

http://www.dergipark.org.tr/en
http://www.dergipark.org.tr/en/pub/iarej
mailto:belli@upb.de
mailto:tugkantuglular@iyte.edu.tr
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frequent test sequences (SFT), which is suitable for 

feature-oriented testing. We compare it with the existing 

TSD test sequence generation algorithm. 

While building ESG models to represent SUT, we 

observed that there could be two different model building 

approaches, namely daisy and swim lane, for ESGs. As the 

second novelty of this research, we present them and 

compare them to each other as well as investigate which 

one suits better with TSD and SFT. As a result of this 

research, we conclude that test sequence(s) should be 

generated by TSD from daisy modeled ESG if the test 

objective is product testing. If the test objective is feature 

or feature interaction testing, then test sequence(s) should 

be generated by SFT from swim lane modeled ESG. 

The manuscript is structured as follows. After 

Introduction section, the methods section presents the 

fundamentals and explains the newly proposed SFT 

algorithm whereas the following section outlines and 

exemplifies the newly introduced daisy and swim lane 

model building approaches. In the results section, we 

present our findings and discuss them in the following 

section with comparison to related work. The final section 

concludes the paper.  

 

2. Methods 

2.1 Event Sequence Graphs 

Event sequence graphs are a practical event-based 

behavioral modeling approach for representing software 

under test (SUT) and generating tests. They have a formal 

foundation, the formal definitions and the detailed 

explanations can be found in [3] and [6]. An ESG, which is 

a directed graph, starts with pseudo entry node vertex ‘[’ and 

ends with pseudo exit vertex ‘]’. These pseudo vertices and 

their edges are not included in the vertex set and in the edge 

set, respectively [3]. For the ESG given in Figure 1, the 

vertex set V is {A, B, C}, and the edge set E is {(A, B), (A, 

C)}. For the ESG given in Figure 1, A could be a Select event, 

B be Play Classical Music event, and C be Play Pop Music 

event. So, the SUT behaves either Select - Play Classical 

Music or Select - Play Pop Music. Various examples can be 

found in [3], [6], [7], and [8]. 

A test sequence, or complete event sequence (CES), starts 

with the entry of the ESG and ends at its exit. One or more 

CES can be used for feature testing, but all CESs are required 

for product testing. We differentiate feature testing from 

product testing so that covering feature vertex set and edge 

set is sufficient for feature testing. We are not interested in 

interaction among the features for feature testing, whereas 

feature interaction is critical in product testing. 

The following subsection outlines the existing test 

generation algorithm for ESGs, which we will compare with 

our newly developed test sequence generation algorithm for 

ESGs, which is explained in Section 3.  

2.2 Existing Test Generation Algorithm for Event 

Sequence Graphs 

One approach to generate CESs from ESG solves the 

Chinese Postman Problem (CPP) [7]. Solving CPP means 

finding the Euler cycles on the graph, i.e., starting from and 

returning to the same vertex by visiting each edge exactly 

once [8]. To achieve this, ESG is converted to a Euler graph 

by creating a pseudo edge from exit vertex to entry vertex [7]. 

Then this graph is balanced by assigning a positive degree 

vertex partition to a negative degree vertex partition and this 

assignment problem is solved by the Hungarian Matching 

Algorithm [9]. Further details can be found in [7] and [8]. 

The existing test sequence generation algorithm for ESGs is 

referred as TSD, since it is used by the TSD tool. In summary, 

this algorithm aims to cover all edges in ESG while trying to 

avoid using a previously passed edge. The algorithm 

achieves minimum number of tests. 

2.3 New Test Generation Algorithm for Event Sequence 

Graphs 

We present our new test generation algorithm for ESGs, 

which aims generating frequent but shorter test sequences 

from ESG. For generating short test sequences, the algorithm 

takes advantage of the well-known shortest path finding 

Dijkstra algorithm. Furthermore, our test generation 

algorithm trade upon the structure and nature of ESG. The 

ESG graphs can be defined as Hammock graphs [10],[11], 

which means that the graph has only one entry point/vertex 

and one exit point/vertex. The brief and general strategy of 

generating short and frequent test sequences is by randomly 

selecting one vertex (except the starting and ending vertex),  

then finding the shortest path from the starting vertex to the 

randomly selected vertex and finding the shortest path from 

the randomly selected vertex to the exit vertex. Finally, the 

two paths are connected from the randomly selected vertex, 

which represents the test sequence. 

In Algorithm 1, we have given the formal algorithm to 

generate frequent and short test sequences from ESGs. The 

algorithm receives the ESG as an input to the algorithm and 

returns a test suite as an output. The generated test suite 

ensures that there is a 100% event-pair (edge) coverage. 

However, before generating the test cases for the test suite, 

the algorithm goes through a graph construction phase. The 

Dijkstra algorithm [12] finds the shortest path based on the 

vertices (events). Dijkstra algorithm has many applications 

in graph theoretic problems such as route planning [13] and 

path planning [14]. In graph theory, edges can be represented 

as vertices, which transforms the original graph into a new 

graph such as given in Figure 1. Once the graph is 

transformed graph, it will be beneficial in several ways; (1) 

enabling to perform the Dijkstra algorithm based on the 

event-pairs from the original graph, (2) allowing to select 

source and target event-pairs for finding shortest path, (3) 
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simplifying and guaranteeing the 100% event-pair coverage. 

After the ESG is transformed, we provide the transformed 

ESG as an input to Algorithm 1 shown Figure 2. However, 

we recall that the entry node to the original ESG is vertex “[”, 

and the exit vertex is “]”. Therefore, in the transformed graph 

of ESG, it is likely to have multiple options of starting 

vertices and multiple options of exit vertices. The naive 

approach would be randomly selecting among the multiple 

starting vertices and multiple exit vertices. However, random 

selection has the risks of selecting a longer path, which 

violates the main objective of generating short test sequences. 

To eliminate the possibility of generating longer test 

sequences, while we have the chance to generate a shorter 

path, we reconstruct the graph by inserting one pseudo 

starting vertex (vs), and one pseudo exit vertex (ve). The vs 

vertex has outgoing edges to the starting vertices from the 

transformed graph, and the ve vertex has incoming edges 

from the exit vertices from the transformed graph, such as 

given in Figure 3. The graph reconstruction enables to have 

a Hammock graph, which will simplify test sequence 

generation process. 

Once we have completed the graph reconstruction 

(inserting one pseudo starting and one exit vertex) we are 

able initiate the test generation process. Our test generation 

algorithm has an option to generate feature-oriented test 

sequences, or simply generate test sequences regardless of 

any feature information given in prior. If feature-oriented test 

sequences wanted to be generated, this information should 

be given. The required information is simply by providing 

which event-pairs (edges of the original ESG) are mapped to 

the desired feature of the variant. Then, this information is 

acquired by the “getFeatureRelatedEdges()” function in SFT 

algorithm for ESG. However, if no such information is 

provided, the function will return an empty set, and will not 

generate feature specific test sequences. 

Now we assume that we have two edges namely, “[ → A” 

and “A → B” that are related to a feature. Therefore, initially 

we must randomly select one edge among the feature related 

edges. Such as given in Figure 4, assume that the “A → B” 

vertex is randomly selected. Then, we find the shortest path 

from vs to “A → B” (path P0), and the shortest path from “A 

→ B” to ve (path P1). 

• P0: vs → ([ → A) → (A → B) 

• P1: (A → B) → (B → ]) → ve 

 

After finding the paths P0 and P1, we connect the two paths 

from the end of P0 to the beginning of P1. Finally, the 

connected two paths represent a test sequence t, which is 

given below. We also notice that the generated test sequence 

also contains the edge “[ → A” among feature related edges. 

Since that “[ → A” edge is already covered in the generated 

test sequence we do not specifically generate another test 

sequence that targets the “[ → A” edge. However, other 

generated test sequences might cover “[ → A” or even “A → 

B”, but they will be covered by coincidence. 

• t: vs → ([ → A) → (A → B) → (B → ]) → ve 

 

 
Figure 1. Graph transformation  

 

 
Figure 2. SFT algorithm for ESG 

 

 

Figure 3. Inserting one pseudo starting vertex (vs) and  one 

pseudo exit vertex (ve). On the left we have the transformed 

graph, and on the right we have reconstructed graph, which is 

now a Hammock Graph 



 

 

 
Figure 4. Running example for SFT Algorithm 1 

In the next iteration, we check if there is any remaining 

edges that are not covered yet, and find that there are still 6 

more edges that are not covered in the ESG, which are; ([ → 

D), (D → E), (E → A), (E → B), (A → C), (C → ]). This 

means, in the next iteration the randomly selected edge will 

be among the remaining six edges. 

This new test sequence generation algorithm for ESGs is 

referred as SFT, since it aims short and frequent test 

sequences. As opposed to TSD algorithm, its objective is not 

an optimized solution rather it covers all edges in ESG with 

short test sequences. Short test sequences have two 

advantages. First, they are fast and second, if there is a failure 

in the test sequence, other tests can still be executed. 

In Algorithm 2 shown in Figure 5, we present the test 

minimization that is applied after Algorithm 1 composes the 

initial test suite. The test minimization has a straightforward 

approach to minimize the test suite. The SFT algorithm is 

likely to come up with test cases that can cover another. 

These types of scenarios occur if there are cycles or self-loop 

edges in the ESG. The number of generated tests and events 

are reduced by first finding the covered edges for each test 

cases. If the covered edges of a test are contained by another 

test, the contained test is removed from the test suite. 

Thereby, we cut down the number of tests and events to get 

rid of any redundancy. 

2.4 Model Building Approaches for Event Sequence 

Graphs 

We present that model building technique makes a 

difference in test sequence generation and in the use of the 

generated sequences. We utilize the bank account ESG as the 

running example. The terms model and ESG will be used 

interchangeably from this point on. Before explaining two 

different model building approaches, we introduce the 

definition of feature in ESGs.  

A feature in ESG is a subgraph FG = (Fv, Fe), where Fv is 

the vertex set of the vertices exist in the feature and Fe is the 

edge set of the edges exist in the feature. Examples are given 

in the following two sub-sections, where daisy and swim 

lane model building approaches are outlined and exemplified. 

 

 
Figure 5. Test suite minimization algorithm 

 
Figure 6. Daisy model 

 

2.4.1 Daisy Model 

In the daisy model, the features are attached as daisy 

leaves to the core of the model as given in Figure 6. The core 

is the main operation existing in all possible products. In the 

bank account ESG, it is a show menu event where all the 

operations of the features start and end. Therefore, each 

feature looks like a daisy leaf.  

Figure 7 shows the bank account ESG as daisy model. An 

example feature as daisy leaf is Credit feature, of which 

edges are drawn in thick red. For the Credit feature,  

Fv is {enter a credit amount, confirm credit approved, 

confirm credit disapproved} and  

Fe is {(show menu, enter a credit amount), (enter a credit 

amount, confirm credit approved), (confirm credit approved, 

show menu), (enter a credit amount, confirm credit 

disapproved), (confirm credit disapproved, show menu)}.  

Connection or variability point or vertex is show menu 

event. The features are connected through the show menu 

vertex. 
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Figure 7. Bank account ESG as daisy model 

A feature may interact with other features. As seen in bank 

account model, the DailyLimit feature, of which edges are 

drawn in thick green, interacts with Withdraw feature, but 

this does not affect the daisy leaf structure. For the features 

interacting with other features, special care should be taken 

in the process of ESG design in such a way that feature 

interaction is loosely coupled so that addition and removal of 

features do not affect the validity of ESG. For the DailyLimit 

feature, 

 

Fv is {enter daily withdraw limit, confirm daily limit 

excess} and  

Fe is {(show menu, enter daily withdraw limit), (enter 

daily withdraw limit, enter daily withdraw limit), (enter daily 

withdraw limit, show menu), (enter withdraw amount, 

confirm daily limit excess), (confirm daily limit excess, entry 

withdraw amount), (confirm daily limit excess, cancel 

withdraw)}. 

2.4.2 Swim Lane Model 

In the swim lane model, the features are not attached as 

daisy leaves to the core of the model. Instead, they go from 

start, i.e., entry vertex of ESG, to finish, i.e., exit vertex of 

ESG, as given in Figure 8. Figure 9 shows swim lane model 

of the running example. The Credit feature, of which edges 

are drawn in thick red, flows from its own lane without any 

interaction with other features. For the Credit feature, 

Fv is {enter a credit amount, confirm credit approved, 

confirm credit disapproved} and  

Fe is {([, enter a credit amount), (enter a credit amount, 

confirm credit approved), (confirm credit approved, ]), (enter 

198 



 

 
a credit amount, confirm credit disapproved), (confirm credit 

disapproved, ])}.  

As seen in the swim lane ESG, the connection vertex is the 

pseudo start event as opposed to the show menu vertex in the 

daisy ESG. 

The DailyLimit feature, of which edges are drawn in thick 

green, interacts with Withdraw feature, but this does not 

affect the swim lane structure. The necessary caution in ESG 

design explained in Section 4.1 to achieve loosely coupled 

features should also be taken in the swim lane model building 

approach. 

In the swim lane ESG,  

Fv is {enter daily withdraw limit, confirm daily limit 

excess} and  

Fe is {([, enter daily withdraw limit), (enter daily 

withdraw limit, enter daily withdraw limit), (enter daily 

withdraw limit, ]), (enter withdraw amount, confirm daily 

limit excess), (confirm daily limit excess, entry withdraw 

amount), (confirm daily limit excess, cancel withdraw)} 

for the DailyLimit feature. 

 

3. Results 

In this section, we show that model building approach 

makes a difference in test sequence generation and the use of 

the generated sequences. We continue to utilize the bank 

account ESG as the running example. 

Table 1 outlines the number of test sequences generated 

by both algorithms for two bank account (BA) ESGs, namely 

daisy BA ESG and swim lane BA ESG, as well as the total 

number of events in these test sequences, which is considered 

as the length of the test suite. Table 1 shows that TSD covers 

daisy BA ESG with one test sequence achieving its objective 

of a minimum number of test sequences. On the other hand, 

SFT covers daisy BA ESG with 18 test sequences with an 

average of 5.28 events per test, achieving its objective of 

short test sequences. 

The reason is that due to the structure of the daisy model, 

specific events are covered more than once in every test 

sequence. These specific events inevitably cover or reach 

other events in the ESG. Therefore, this causes to generate 

test sequences with events that are already covered more than 

once. On the other hand, due to the structure of the swim lane 

model, there are alternative paths that could be reached by 

other events that are not covered yet. Thereby, it is more 

likely to generate a test suite with fewer events with fewer 

duplicate events. 

We repeat the experiments with other four models, namely 

email, elevator, online shopping, and smart home. Like bank 

account, they model feature-based software. All the model 

drawings used in evaluation are available at 

https://github.com/esg4aspl/comparison-of-event-based-

modeling-approaches/tree/master/models. Table 2 outlines 

their number of features, events, and edges. The models are 

from various domains with different number features. They 

are sorted with respect to their number of events. Although 

the difference between daisy model and swim lane model is 

zero or just one event, the modeling approach critically 

affects certain choices in testing, which are discussed after 

delineating all the facts about the experiments. 

Table 3 presents test sequence generation times for all 

models with respect to the modeling approach. It is observed 

that based on average SFT works faster than TSD. In Figure 

10, we show the boxplot of execution times for SFT, which 

includes the outliers as well. Even with the outliers, SFT 

either faster or almost the same as TSD’s average execution 

time. 

Table 1 shows that TSD covers swim lane BA ESG with 

15 test sequences and 49 events. Here, we see the effect of 

the modeling approach. In the daisy model, the features are 

like daisy leaves attached to the core feature, which enables 

loops in the ESG. Because of these loops, TSD can cover 

daisy BA ESG in one test sequence. However, since there are 

no loops in the swim lane modeling approach and features 

run (swim) to completion, we observe that TSD results in a 

minimum of 15 test sequences with an average of 3.27 events. 

On the other hand, SFT covers swim lane BA ESG with 18 

test sequences with an average of 3.06 events. The loop 

property of the daisy modeling approach affects SFT in the 

total number of events.  

 
Figure 8. Swim lane model 

 

Table 1. Bank account ESGs 
 

Modeling 

Approach 

TSD SFT 

No of 

test seq 

No of 

events 

No of 

test seq 

No of 

events 

daisy      

BA ESG 

1 64 18 95 

swim lane 

BA ESG 

15 49 18 55 
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Figure 9. Bank account ESG as swim lane model

 

Table 2. Models under experiment 
 

Models with 

No of Features 

Modeling 

Approach 

No of 

events 

No of 

edges 

Elevator 

EL (3 features) 

daisy 16 26 

swim lane 15 24 

Email 

EM (5 features) 

daisy 19 38 

swim lane 18 36 

Online Shopping 

OS (4 features) 

daisy 23 37 

swim lane 23 37 

Bank Account 

BA (9 features) 

daisy 26 46 

swim lane 25 45 

Smart Home 

SH (16 features) 

daisy 41 70 

swim lane 41 70 

 

 

Table 3. Test sequence generation times 
 

Model 
Modeling 

Approach 

TSD 

(s) 

SFT 

(s) 

Elevator 
daisy 0.095 0.082 

swim lane 0.097 0.082 

Email 
daisy 0.100 0.092 

swim lane 0.108 0.088 

Online Shopping 
daisy 0.098 0.089 

swim lane 0.099 0.890 

Bank Account 
daisy 0.103 0.098 

swim lane 0.106 0.095 

Smart Home 
daisy 0.113 0.112 

swim lane 0.120 0.106 

 

200 



 

 

 
Figure 10. Boxplot of execution times for each case study 

Table 4. Number of test sequences and total number of events 
in test sequences 

 

Models 

TSD SFT 

No of 

test seq 

No of 

events 

No of 

test seq 

No of 

events 

EL-D 1 43 8 78 

EL-S 4 38 8 60 

EM-D 1 47 16 90 

EM-S 9 37 16 57 

OS-D 1 53 10 81 

OS-S 5 53 10 75 

BA-D 1 64 17 92 

BA-S 15 49 19 56 

SH-D 1 83 30 170 

SH-S 26 170 30 189 

 

Table 4 presents the number of tests produced by TSD for 

all ten ESGs, five software modeled with two different 

approaches. The models are ordered on the X axis by the 

number of events shown in Table 2. Table 4 also presents the 

number of tests produced by SFT for all ten ESGs. In Table 

4, we observe that the number of events for the swim lane 

model for SFT is less than the number of events from the 

daisy model. The reason is because of the algorithm of SFT 

and the structure of the daisy model. SFT aims to generate 

short test sequences, and when used on a daisy model, it 

generates test sequences with events and event pairs already 

covered. 

The number of test sequences and events given in Table 4 

for the SFT algorithm is rounded up to integer average values. 

Unlike the TSD algorithm, SFT has randomness, which may 

generate a different number of tests with other events. 

Therefore, in Figure 11 and Figure 12, respectively, we 

present the boxplots of the number of generated test 

sequences and the number of events for SFT. 

4. Discussion 

These experiments indicate that if the objective of 

testing is to test the software product as a whole, then test 

sequence(s) should be generated by TSD from daisy 

modeled ESG. If a certain feature within the software 

product is to be tested, then test sequence(s) should be 

generated by SFT from swim lane modeled ESG.  

 

 
Figure 11. Boxplots of the number of generated test cases for 

each case study 

 

 
Figure 12. Boxplots of the number of events from the generated 

test cases for each case study 

Moreover, if certain feature interactions are the goal of 

testing, then again test sequence(s) generated by SFT from 

swim lane modeled ESG should be preferred. Since both 

model building approaches are advantageous in certain test 

objectives, it would be favorable to prepare and keep ready 

both daisy and swim lane ESG models. This would be a 

tedious effort. Therefore, there should be a transformation 

between two models, which we plan as a future work. 

4.1 Threats to Validity 

We discuss the limitations of our evaluations that 

involves the internal and external threats to validity. 

Internal Threats to Validity: The novel test generation 

approach SFT is based on finding the shortest paths 

between the start node to the selected node, and the 

selected node to the exit node. However, the node between 

the start and the exit node is selected randomly, which can 

lead to generating a different number of tests, and events 

on each run. Therefore, to evaluate if our test generation 

approach generates a significantly different number of 

tests and events, in Figure 11 and Figure 12, we show the 

distribution of the number generated tests and events of 50 

different executions. For 10 case studies, we have 

observed that there are no outliers in terms of the number 

of events.  

For the generated tests, among ten case studies, eight of 

them did not have any outliers. However, the remaining 

two case studies (OS-S and EM-D) had outliers only that 

generated a few numbers of test cases. We have carefully 

investigated the two ESG models and noticed that the two 
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models had cycles, including self-loops. In other words, 

there were edges defined in the ESG that caused feedback. 

During random selection, if the feedback edges are not 

initially selected and left for last, the SFT algorithm is 

likely to generate more test cases. If the feedback edges 

were selected earlier, it would produce fewer tests since 

the test sequence included the self-loop will already cover 

the test sequence without the self-loop. The outliers that 

generated fewer test cases are scenarios in which the self-

loop edges were selected first compared to the other edges. 

Therefore, to minimize the test cases, the random selection 

process can assign a higher priority to self-loop edges in 

an ESG. 

External Threats to Validity: Even though we have studied 

10 case studies, there could still be different scenarios that 

may have not been included in this study. For instance, our 

study is limited to two graph models which we have defined 

as a daisy and swim lane. However, there could be different 

graph structures or types that could result in different. 

4.2 Comparison with Related Work 

We summarize the research on model-based testing in 

FOSD. Olimpiew and Gomaa [15] proposed an approach for 

mapping the UML models, namely use case and sequence 

diagrams, so that functional tests are systematically produced. 

In Lamancha et al.’s work [16], feature scenarios are 

described UML sequence diagrams. Through model 

transformations, the sequence diagrams are converted into 

test cases. These approaches utilize UML models that are not 

formal and, therefore, error-prone compared to our proposed 

method. 

Petry et al. [17] conducted a systematic mapping study and 

built a roadmap from 44 selected studies. Some of their 

results concerning our research are as follows: "Finite State 

Machines is the most used model to test SPLs" and 

"Behavioral-based and Scenario-based are the most used 

models" [17].  

Lity et al. [18] utilized finite state machine models for 

delta-oriented testing of SPLs. Uzuncaova et al. [19] and 

Neto et al. [20] proposed repeated extensions through FSM 

deltas for delta-oriented test generation. Lochau et al. [21] 

proposed an integrated delta-oriented architectural test 

modeling and testing approach for component as well as 

integration testing. Their approach is component-based and 

aimed for integration testing. Dukaczewski et al. [22] 

proposed requirements-based delta-oriented SPL testing, 

which takes requirements into focus and uses them to define 

deltas. 

Varshosaz et al. [23]  proposed to utilize deltas for an 

incremental structure to formulate FSM-based test models. 

Devroey et al. [24] utilized featured transition systems for 

test generation for SPL products. Although these approaches 

are formal, they do not utilize a formal definition of features, 

and software composition is incremental with deltas. In 

contrast, we utilize a formal definition of features, and our 

composition does not require any deltas. 

Belli et al. [25] mapped feature models to ESGs. This 

approach enabled holistic testing for the SPL and its variants. 

Tuglular et al. [26] introduced featured event sequence 

graphs, where there are distinct ESGs for each feature. They 

proposed a test generation technique for each product from 

any other smaller product, which is different than delta-

oriented testing. Both research [25] and [26] used original 

TSD algorithm for test sequence generation and therefore are 

different than this research. None of the above research have 

introduced any model building approach. 

5. Conclusion 

Testing in feature-oriented software development requires 

validation of features alone, validation of feature interactions, 

and validation of the whole product. This research addresses 

this problem from model-based testing perspective and 

presents two novelties, a new test sequence generation 

algorithm developed considering feature and feature 

interaction testing and two model building approaches. An 

evaluation on five feature-oriented software models is 

performed and the results show that SFT with swim lane 

model building fits well to feature testing whereas TSD with 

daisy model building suits product testing. As seen with the 

examples the model building approach makes a difference in 

test generation. Moreover, depending on the test objective 

different combinations of model building approach and test 

generation algorithm should be used for efficient test 

generation in model-based testing. In the future, we are going 

to work on the formal definitions of the daisy and swim lane 

modeling techniques and algorithms for daisy to swim lane 

and vice versa model transformations. 
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 Unmanned aerial vehicles (UAVs) or drones have been widely employed in both military and 

civilian tasks due to their reliability and low cost. UAVs ad hoc networks also acknowledged as 

flying ad-hoc networks (FANETs), are multi-UAV systems arranged in an ad hoc manner. In order 

to maintain consistent and effective communication, reliability is a prime concern in FANETs. 

This paper presents an analytical framework to estimate the reliability of drones’ communication 

in FANETs. The proposed system takes into account the reliability of communications in 

FANETs, including channel fading. The suggested analytical investigation is used to generate a 

dataset, then an artificial neural network (ANN) based multi-layer perceptron (MLP) model is used 

to estimate the reliability of drones’ communication. Moreover, to define the best MLP model 

with hidden layers, the correlation coefficient (R2), mean square error (MSE), root mean square 

error (RMSE), and mean absolute percentage error (MAPE) are obtained. Moreover, numerical 

results are presented which verify analytical studies.         

Keywords: 
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1. Introduction 

Recent technical advancements in fields like robotics, 

telecommunications, and computer networks have led to 

the emergence of unmanned aerial vehicles (UAVs) as an 

alternate method of offering a variety of applications in 

both military and civilian domains. UAVs or drones will 

have a significant breakthrough in the upcoming 6G [1]. 

Flying ad hoc networks (FANETs) enable drone-to-drone 

(D2D) and drone-to-infrastructure (D2I) communication. 

FANETs have received numerous attention in recent years 

for a variety of services. UAVs must be able to interact 

effectively with one another and with existing networking 

infrastructures in order to fully benefit from their provided 

services. Therefore, the important concern in FANET is 

increasing the reliability of message dissemination [2-7]. 

In order to fulfill the criteria and achieve life-saving 

objectives, a drone must be able to transmit packets 

reliably in FANETs.  

Deep learning (DL) has drawn a lot of interest and is 

frequently utilized in various disciplines to enhance the 

effectiveness of earlier techniques [8]. DL-based 

approaches can avoid the time-consuming task of 

identifying features and gathering private information 

since it automatically extracts and picks features from raw 

data. In terms of resource requirements, while training a 

DL-Based method requires a significant amount of 

computational power, the majority of trained DL 

classifiers are small and computationally efficient. In 

short, DL-based approaches are appropriate for usage 

since they can achieve improved performance with simply 

raw traffic inputs and low resource needs [9].  

The authors' method improves the localization mission 

by utilizing a decision-making approach based on a 

temperature-based probabilistic model developed to 

anticipate the distance to the forest fire in [10]. A control 

system for moving UAVs within a designated coverage 

region is provided in [11]. The motion control system, 

which is reliant on the distance between the drones and 

their signal strength, enables the drones to successfully 

connect and subsequently transmit data at fast speeds [12–

14]. A dependable and effective cooperative MAC 

protocol was put up by [15] to increase communication 

dependability. For extremely reliable multi-hop message 

distribution under a variety of channel situations, [16] 

presented a cooperative communication strategy. In [17], 

a method for generating stable cluster structures was 

proposed for emergency message dissemination. A route 

finding method based on ant colony optimization is 

http://www.dergipark.org.tr/en
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mailto:mali.karabulut@kafkas.edu.tr
https://doi.org/10.35860/iarej.1162019
https://creativecommons.org/licenses/by-nc/4.0/
https://creativecommons.org/licenses/by-nc/4.0/
https://creativecommons.org/licenses/by-nc/4.0/


205                    Shah and Karabulut, International Advanced Researches and Engineering Journal 06(03): 204-210, 2022 
 

 
described in [18]. A reliability parameter was also created 

in order to choose trustworthy links and eliminate bad 

connections from a route. To improve reliability, [19] 

proposed a routing system based on QoS and particle 

swarm optimization (PSO). A dependable UAV routing 

system was introduced in [20]. This protocol allowed 

dependable vehicles to communicate by halting the flow 

of pointless packets. [21] outlines a technique for using 

ANN models to find misbehavior. This technique 

combined feedforward and backpropagation algorithms to 

classify misbehavior. The neural networks (NN) and the 

simulated annealing clustering approach were used to 

choose the cluster's head in the clustering-based reliable 

routing system [22]. The optimum routes were assigned 

and traffic was managed in VANETs using the 

convolutional neural network (CNN) model [23]. [24] 

describes a resource allocation system based on deep 

reinforcement learning. [25] determined the optimal 

contention window (CW) size using PSO, differential 

evolution, and the artificial bee colony approach. The 

major goal of [26] is to outline the wireless and security 

challenges that arise in relation to UAV-based delivery 

systems, real-time multimedia streaming, and intelligent 

transportation systems. Such problems are addressed using 

ANN-based solution strategies. 

With the use of machine learning, analytical models may 

be automated nearly fully without the need for human 

participation. In order to automate the evaluation of the 

dependability of drone communications, this article uses 

ANN, one of the most efficient machine learning techniques. 

Biological neural networks, such as those in the human brain, 

are imitated by ANNs, which are mathematical tools. The 

networks execute non-linear input-to-output mapping in the 

absence of comprehensive information. The neuron, 

sometimes referred to as a node, is the smallest information 

processing unit and the basis of network activity. Usually, 

one neuron is not enough to solve an issue. As a result, a layer 

is often composed of a collection of neurons. To create neural 

networks with various topologies, ANN neurons can be 

connected in a number of different ways. A neural network 

often functions as a "black box" that may be taught to predict 

the values of certain output variables given adequate input 

data. The most influential ANN designs are feedforward 

multi-layer neural networks. The fundamental neurons that 

make up the input layer, the hidden layer(s), and the output 

layer are often included in these networks. The input signal 

travels forward via the network layers at a time. Multi-layer 

perceptron (MLP) is the name of the network that was 

employed in this study [27–29].  

Being able to benefit from offered services requires 

reliable packet delivery, which is one of the 

communication challenges in FANETs. In this paper, the 

reliability of drones’ communication is estimated using an 

artificial neural network (ANN) based multi-layer 

perceptron (MLP) model. The following are the article's 

primary contributions: 

➢ A Markov model based analytical study is presented 

for FANET considering Nakagami-m fading. 

➢ An algorithm is provided to calculate the reliability 

of drones’ communication.  

➢ Using the proposed analytical analysis, a dataset is 

generated and an ANN based MLP model is designed 

for the reliability estimation of drone 

communications.  

➢ In order to support theoretical studies, numerical 

results are provided. Correlation coefficient (R2), 

mean square error (MSE), root mean square error 

(RMSE), and mean absolute percentage error 

(MAPE) are obtained for different models and the 

best MLP model is defined. 

2. Reliability Estimation of Drone Communication 

A basic structure of FANETs is shown in Figure 1. We 

consider a network of N drones in which drones are deployed 

at random. Let b(t) represent the drone's stochastic backoff 

time counter for the given time t. The backoff value in this 

Markov chain [2] is obtained uniformly from 
0[0, 1]CW − at 

the beginning. The backoff is lowered by 1 if it is detected to 

be idle. When the channel detects idleness once again, it is 

resumed after pausing if the channel gets busy. The packet 

will then be transmitted if the backoff value falls to zero. If 

any of the remaining drones transmit at the same time slot 

then the collision will occur. A packet will be retransmitted 

until the retransmission limit. Even if there is no collision, 

packet transmission can be unsuccessful due to channel 

fading. If the transmitting drone is reliable, the channel is idle, 

the transmission does not fail due to channel fading, there is 

no contention, and there is no collision from the hidden 

drones, then the transmission will be successful. 

If the packet is reliably sent by the transmitting drones and 

the communication hardware of the receiving drone is 

reliable, then communications between drones are reliable. 

The packet sent by the originating drone may be 

D2I communication 

D2D communication 

 

Figure 1. Structure of a basic FANETs  
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retransmitted by the drones between the source and 

destination. Therefore, the hardware reliability of the 

receiving drone, the success of the transmission, and the 

number of transmitters are the factors that define reliable 

communications. Hence, the reliability of communications 

(RoC) is written as [15] 

1

( ) 1 (1 ( )) .
n

i

i

RoC R t RoT t
=

 
=  − − 

 
                                      (1) 

where R is UAV’s communication-related hardware reliability. 

RoTi (t) is the reliability of transmission for the ith drone, and 

n is the redundant transmission value. RoT can be calculated 

as [15]  

( ) ( ) (1 ) (1 )(1 ).b c lRoT t R t P P P=  −  − −                                (2) 

Pt is the probability of transmission and can be expressed as 

[2]  
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+ +

                                                   (3) 

Here, mr is the maximum retransmission limit.   

Probability of channel busy (Pb) can be given as  

( )1 1 .
N

b tP P= − −                                                            (3) 

Pc is the probability of collision and can be given as 

11 (1 ) .N

c tP P −= − −                                                          (4) 

Pl represents signal loss probability due to channel fading. Pl 

on Nakagami-m channel fading can be expressed as  

1
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.
( )

d

m TR
m mz

l

m
P z e dz

m



− −= 
                                              (6) 

where d, m, TR and   denote the distance between two 

nodes, Nakagami-m fading parameter, transmission range, 

and path loss exponent, respectively. (.)  is also standard 

Gamma function.  

3. Multi-Layer Perceptron  

The multilayer perceptron (MLP) is built on statistical 

learning theories that are applicable to making a 

relationship among input variables and are suitable for 

solving nonlinear problems [31-32]. In other words, the 

MLP can connect input and output variables without 

MLP
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drones 
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Figure 4. The proposed MLP structure. 
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Figure 2. MLP's schematic diagram 

 
Figure 3. Structure of MLP with 3 hidden layers 

 

 

 

 

 



 

 

requiring complex mathematical and computational 

methods. MLP is made up of three layers: input, hidden, 

and output, as displayed in Figure 2. The reliability of 

communications is included in the output layer. Neurons 

in the hidden layers are considered for reliable 

communication based on the trial and error method. Figure 

3 shows the MLP structure, which has three hidden layers. 

Figure 4 depicts the proposed MLP structure. The neural 

network's inputs are made up of four parameters: number 

of drones (N), velocity of the drones (v), distance between 

drones (d), and time (t).  

The main objective of this work is to estimate the 

reliability of drones’ communication as a target parameter 

using an MLP algorithm. Various analyses were 

performed to assess the effectiveness of MLP in the 

estimation of reliability for drone communication. The 

obtained results demonstrated that MLP had a high level 

of ability and accuracy in predicting the intended 

parameters. The RMSE and MSE for each step of the 

process were also calculated to demonstrate the 

performance and applicability of this artificial intelligence 

approach. Based on the outcomes of this work, it is 

possible to conclude that MLP could be used as a useful 

Table 1. A dataset of the current study 

 Number 

of drones 

Distance 

between 

nodes 

Speed of 

drones 
Time 

Reliability of 

Communication 

1 5 5 10 5 0,3691 

2 10 5 10 5 0,3376 

3 15 10 20 10 0,1544 

4 20 10 50 10 0,3530 

5 25 20 30 20 0,0484 

6 30 20 20 50 0,0118 

7 35 30 40 30 0,0240 

8 40 30 10 30 0,0055 

9 45 40 50 50 0,0113 

10 50 50 30 10 0,0245 

11 60 60 40 40 0,0058 

12 70 70 50 30 0,0069 

13 80 80 70 20 0,0106 

14 90 90 80 10 0,0180 

15 100 100 90 10 0,0152 

16 30 50 30 5 0,0709 

17 40 60 40 15 0,022 

18 20 20 70 50 0,0494 

19 50 5 25 30 0,0689 

20 10 15 50 40 0,0703 

21 40 10 50 25 0,0988 

22 70 25 10 45 0,0026 

23 60 45 20 60 0,0026 

24 25 60 45 35 0,0138 

25 65 70 80 75 0,0048 

 

 

 

Input: N, d, v, t 

Output: Reliability of communication 

1. for j=1 to n (number of redundant transmissions) 

2.    for j=1 to N (number of UAVs) 

3.     calculate Pb (probability of channel busy) 

4.    END 

5.  calculate R(t) (reliability of UAV’s communication-

related hardware) 

6.  calculate Pl (probability of signal loss) 

7.  calculate RoT (reliability of transmission) 

8.  calculate RoC (reliability of communication) 

9. END 

Figure 5.  The proposed structure's pseudo algorithm 
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tool in a variety of industrial processes. Table 1 contains a 

list of 25 different datasets.  

A dataset of drone communication analyses is 

compiled from various sources. The database was 

separated into training (50%) and test (50%) sets for the 

development of the MLP-based models. While the training 

set is utilized to build models, test sets were used to 

evaluate and validate the models' generalization capability. 

Each model's performance is evaluated using statistical 

quantities such as coefficient of correlation (R2), RMSE, 

and MAPE, as defined below;  

2
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      (10) 

where C is the calculated value, and P is the estimated 

value.   

4. Numerical Results 

In this section, the effect of MLP on communication 

reliability in FANETs is assessed. MATLAB is used to 

generate numerical results. Table 2 lists the parameter 

values used in numerical analysis.  

We can learn about MLP models by observing how they 

perform during training. Figure 6 depicts the epoch-by-

epoch loss of training data. Loss of the MLP during training 

is decreasing with the increase in the number of iterations.  

Table 3 compares all correlation equations under 

various scenarios. The MLP with one and five hidden 

layers performs better than the MLP with three hidden 

layers, as seen in Table 3. Because there are three neurons 

in a system with one hidden layer whereas there is only one 

in a system with three hidden layers, the findings from one 

hidden layer are better than those from three hidden layers. 

Five hidden layers provide the highest prediction ability, as 

evidenced by their high correlation coefficient (0.9939), 

low RMSE (0.0409), MSE (0.0017), and MAPE (0.0096). 

 

Table 3. Comparisons of correlation equations in each different scenario 

Number of 

hidden layers 

Number of 

neurons 
R-Squared RMSE MSE MAPE 

1 3 0.9907 0.0481 0.0023 0.0098 

3 1 0.9643 0.0537 0.0029 0.0101 

5 4 0.9939 0.0409 0.0017 0.0096 

 

 

 

Table 2. Parameter values used in numerical analysis 

Parameters Values 

CW 64 

mr 5 

TR 500 m 

Activation functions ReLU + Linear 

Hidden layers 1-5 

Loss function MAE 

Number of epochs 50 

Batch size 50 

Dropout 0.4 

 

 

 

 
Figure 6. Loss of the MLP during training 
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Data collection is a critical issue and an active research 

topic in machine learning. As far as we are aware, there is 

no dataset available for estimating the reliability of drone 

communications. The analytical reliability estimate is then 

used to construct a dataset. After determining the reliability 

of drone communications for different values of the four 

criteria taken into account, a dataset is created to train the 

specified MLP. There are 25 sets in the dataset, and the 

predicted reliability and the four inputs each have different 

values.  

Due to its higher correlation coefficient and lower 

RMSE and MAPE compared to the other instances, the 

MLP with five hidden layers and four neurons in the hidden 

layer is found to be the best network. Additionally, the 

correlation coefficient rises and the error rate falls as the 

number of neurons increases. 

5. Conclusion 

Reliable packet delivery is one of the communication 

challenges in FANETs that must be accomplished before 

drone services can be used. In this study, we use an MLP-

based model to estimate drone communication reliability. A 

dataset is created. An analytical approach based on Markov 

model is presented to obtain reliability related parameters. 

Analytical studies are verified by numerical results. The 

correlation coefficient, RMSE, MSE, and MAPE are 

obtained for different models. The MLP with five hidden 

layers and four neurons is demonstrated to be the best 

network when compared to the other models owing to its 

better correlation coefficient and lower MSE, RMSE, and 

MAPE values.  
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 Greywater is domestic wastewater from showers and sinks and has a significant potential for the 

protection of water resources as it is less polluted in terms of nutrients, inorganic substances and 

hazardous organic substances. It is aimed to treat and reuse greywater in order to meet the 

rapidly increasing water demand. In this research, the treatment of greywater using the Fenton 

Process was studied. The efficiency of the Fenton Process was optimized using the Box-Behnken 

Statistical Design Software. As a result of this study, 97.88 % of Chemical Oxygen Demand 

removal was achieved at pH = 3, Fe 2+ dose of 3 mM, H2O2 dose of 2 mM, and 37 min. The 

effect of Potassium Permanganate on the treatability of synthetic greywater was also investigated 

in the study. Results showed that 84% of the Chemical Oxygen Demand removal efficiency 

could be achieved using 0.1 g/L Potassium Permanganate at the end of 1 hour reaction time. 

Keywords: 

Advanced oxidation methods 

Fenton process 

Fe3O4 magnetic nanoparticle 

KMnO4 

 

 

1. Introduction 

In recent years, fresh water resources in the world have 

been gradually decreasing, and new water resources are 

becoming more limited and expensive. For these reasons, 

efforts are ongoing to find new alternatives to be able to 

meet the water demand. Today, new sources are 

investigated to decrease water demand through reusing 

waste water. Greywater can be used as one of these 

sources. 

Greywater is one of the alternative sources in terms of 

water, especially in semi-arid or arid regions [1]. 

Greywater is wastewater occurring due to some systems 

such as bathrooms, showers, handwash, sinks, 

dishwashers, washing machines, and kitchen sinks [2]. 

Soap and detergents are the most important pollutants in 

greywater. However, it is generally less polluted than 

urban wastewater because it does not contain human 

feces and toilet paper [3]. 

Greywater can be categorized as dark greywater and 

light greywater. While dark greywater is the source of 

kitchen sinks, light greywater contains water from 

bathrooms, toilet sinks, bathtubs, showers, washing 

machines and similar sources. Dark greywater contains 

disease-causing microorganisms and a large number of 

organic contaminants from nutrient residues, oil, and fat. 

In terms of organic pollutants, greywater is cleaner than 

other wastewater [4]. In addition, regarding organic 

matter and solids content, greywater can be categorized 

under two groups. Greywater from the kitchen contains 

surfactants such as detergents, as well as a high organic 

and solid content. On the other hand, greywater from 

bathrooms and sinks is defined as "low load" greywater 

that is poor in organic matter and solids. [5]. 

With 75% of the total volume, greywater constitutes 

the largest portion of the total domestic wastewater. It 

contains between 3% and 10% nitrogen and phosphorus 

but has a low pollution potential because it contains 

organic matter, which makes up 40% of the total. 

Greywater contains 23% of the total suspended solids in 

domestic wastewater. In terms of pathogens, there is 

almost no hygienic concern because greywater is not 

contaminated with toilet wastewater [6]. Greywater can 

be reused after the treatment because it is less polluted 

than other wastewater. Today, numerous processes are 

evaluated and implemented to treat greywater. Treated 

greywater can be used in many areas in homes and 

industry such as irrigation, washing of vehicles, fire 
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response, production, toilet, and flush [7,8]. 

The greywater characterization and type of reuse 

application are crucial in order to determine the treatment 

process [9,10,11]. Filtration, precipitation and 

sedimentation, and membrane techniques are the most 

common physicochemical methods. Constructed wetland, 

rotating biological contactor (RBC), and membrane 

bioreactor (MBR) are the most used biological process 

for the treatment of greywater [10]. Although they are 

effective in greywater treatment, they are not successful 

enough in removing refractory and toxic materials. 

Therefore, alternative treatment methods should be 

investigated. Advanced oxidation processes can be 

suggested to solve this problem [12]. 

Advanced oxidation processes are one of the new 

applications used in water and wastewater treatment 

technologies and they are related to the mechanism of 

hydroxyl radical (OH) production emerging as a result of 

oxidative degradation of organics. Thanks to these 

processes, refractory organic compounds are converted 

into biodegradable compounds, and then they are 

mineralized into the water by giving CO2 and inorganic 

anions. The dark oxidation process, homogeneous and 

heterogeneous photocatalytic oxidation, the Fenton and 

photo-Fenton processes, sonolysis, and hydrothermal and 

wet oxidations can be shown as examples to advanced 

oxidation processes [13].  

Potassium Permanganate (KMnO4) is a crystalline 

inorganic chemical substance that is found in solid form 

and consists of potassium and manganate ions with a 

molar mass of 158,034 g/mol, the density of 2,70 g/cm³, 

and melting point >240oC. Potassium Permanganate, a 

strong oxidizer, gives an intense pink-violet color when 

dissolved in water, and gradually turns brown when 

combined with oxidizable substances in the environment 

[14]. KMnO4 is a crystalline, easy-to-use compound that 

dissolves up to 5% in water and is widely used to convert 

manganese ions to manganese dioxide (MnO2) and is a 

stronger oxidant than chlorine. Unlike chlorine, the 

reaction of KMnO4 with organic compounds does not 

cause Trihalomethane (THM) formation and causes a 

decrease in THMs [15]. Potassium Permanganate is an 

oxidizing agent used in water treatment. It oxidizes 

organic substances in the water and is thus removed from 

the water by filtration [14]. KMnO4 is also a powerful 

oxidant and is used in the disinfection of water and the 

oxidation of toxic substances. The advantages of KMnO4 

compared to ozone and chlorine used as other oxidants 

are that it is non-toxic and safe to use [16]. Potassium 

Permanganate forms in the water industry are highly 

reactive [17]. KMnO4 in water precipitates by reducing it 

to manganese dioxide. Reaction rates for the oxidation of 

its components in natural waters are relatively high and 

depend on temperature, pH, and concentration [14]. 

In the present research, the treatment of synthetic 

greywater by using the Fenton Process was studied. pH, 

Fe+2 dose, H2O2 dose, and time were determined as the 

parameters affecting the Fenton Process. These 

parameters were optimized using Box-Behnken 

Statistical Design Program. To the knowledge of the 

authors, the performance of KMnO4 in greywater 

treatment is discussed for the first time in the literature in 

this study. 

 

2. Material and Methods 

2.1 Greywater Characteristics  

In the present study, greywater was prepared 

synthetically and was used directly without any 

pretreatment method. The synthetic greywater was prepared 

according to the composition given in Table 1. 

The effluent from the wastewater treatment plant was 

also prepared synthetically by adding some chemicals given 

in Table 2 into the tap water. 

  
2.2 Greywater Treatment using the Fenton Process 

2.2.1 Experimental Procedure and Box-Behnken 

Statistical Design 

The performance of the Fenton Process on synthetic 

greywater treatment was investigated. To be able to 

optimize the parameters (pH, Fe2+, and H2O2 doses and 

reaction time), the Box-Behnken Statistical Design 

method was utilized.  

The ranges for the variables were 0.3-3 mM for Fe2+, 

2-20 mM for H2O2 and 10-60 minutes for reaction time. 

The Box-Behnken Statistical Design Program suggested 

27 experimental runs for 4 variables. Design variables 

and experimental runs were given in Table 3.  

 

Table 1. Composition of synthetic greywater [14] 

 

  Table 2. Wastewater Treatment Plant Effluent Characterization 

 

 

 

Material Quantity 

Tap Water 5 L 

Oil 0.05 mL 

the effluent of Wastewater 

Treatmet Plant 

12 mL 

Soap 3.2 g 

Shampoo 4 mL 

Chemicals Quantity 

CH3COONa.3H2O 19.89 mg/L 

Sucrose 10.6 mg/L 

NH4Cl 8.1 mg/L 

KH2PO4 4 mg/L 

K2HPO4 4 mg/L 

MgSO4.7H2O 4 mg/L 
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Table 3. Design variables and experimental runs 

Variables Unit Max 

Value 

Min 

Value 

 

pH  3 5  

Fe2+ mM 0.3 3  

H2O2 mM 2 20  

Time Min 10 60  

 

Analysis No pH Fe2+ 

(mM) 

H2O2 

(mM) 

Time 

(min) 

1 4 3 2 35 

2 3 3 11 35 

3 4 1.65 11 35 

4 4 0.3 2 35 

5 5 1.65 11 60 

6 4 1.65 11 35 

7 5 1.65 11 10 

8 4 1.65 2 60 

9 3 1.65 2 35 

10 3 1.65 11 10 

11 5 1.65 20 35 

12 4 1.65 20 10 

13 4 1.65 20 60 

14 4 0.3 20 35 

15 5 0.3 11 35 

16 3 0.3 11 35 

17 3 1.65 11 60 

18 3 1.65 20 35 

19 4 3 11 10 

20 4 1.65 2 10 

21 4 1.65 11 35 

22 5 3 11 35 

23 4 3 20 35 

24 4 0.3 11 60 

25 4 3 11 60 

26 4 0.3 11 10 

27 5 1.65 2 35 

 

For each experiment, the following procedure was 

followed. 

• 300 mL of the synthetic greywater sample was used. 

• pH was adjusted using 1 N H2SO4 and 1 N NaOH. 

• Fe2+ and H2O2 were added based on the 

experimental run using FeSO4.7H2O and H2O2. 

• The greywater solutions consist of Fe2+ and H2O2 

doses were mixed at 150 rpm depending on the reaction 

time of the experimental run. 

• At the end of the reaction process, the pH was 

adjusted to 7 and it was kept under static conditions for 1-

1.5 hours to settle the formed flocs. 

• The filtration of the sample was carried out using a 

0.45 µm membrane filter and then 2.5 mL of the sample 

was used for Chemical Oxygen Demand (COD) analyses. 

The COD removal efficiencies were calculated by using 

the difference between the initial COD and COD after the 

Fenton Process. 

2.3 Greywater Treatment Using KMnO4 

2.3.1 Experimental Procedure and Box-Behnken 

Statistical Design 

Experimental studies were conducted using 100-600 

g/L KMnO4 to investigate the effects of KMnO4 

concentrations on the COD removal efficiency of 

greywater and to determine the concentration and time 

that provides maximum COD removal efficiency. pH was 

7.56, the reaction time was varied as 30 minutes, 1 hour, 

and 2 hours. Different KMnO4 doses are given in fixed 

times in Table 4. 

300 mL of synthetic greywater sample was put in a 

beaker. The determined concentration of KMnO4 was 

added to the sample, and the solution was mixed at 200 

rpm for 3 minutes, then the mixing speed was decreased. 

At the end of the reaction process, it was waited for one 

hour for the floc formation via precipitation. Afterward, 

the centrifuge process of the treated water was performed 

at 3000 rpm for 5 minutes. Then, the water was filtered 

with a 0.45 µm membrane filter and analyzed for COD. 
 

2.4 Analytic Methods 

All COD analyzes were performed based on the 

standards of the Closed Reflux Method [18]. pH 

measurement of the samples was carried out using a Hach 

pH meter. 

 

3.  Results and Discussion 

3.1 Greywater Characteristics 

In the experiments, greywater was prepared 

synthetically and kept in the refrigerator. The results of 

the characterization studies of the synthetic greywater 

sample were given in Table 5. 

 

Table 4.  Different KMnO4 doses at fixed times 

Analysis KMnO4 (mg/L) 

1 100 

2 200 

3 300 

4 400 

5 500 

6 600 

 

Table 5.  Graywater characteristics 
 

Parameters Values 

pH 7.56 

Temperature (°𝐶) 18.5 

Condcutivity (µS/cm) 398 

Alkalinity (CaCO3/L) 210 

Turbidity (NTU) 2121.6 

Total Phosphorus (TP) 

(mg/L) 

0.046 

Total Nitrogen (TN) (mg/L) 0.048 

 



 

 
3.2 Fenton Process Results 

3.2.1 Results of the Box-Behnken Statistical Design 

The results of the COD analyses were adopted to Box-

Behnken Statistical Design Program as given in Table 6. 

ANOVA table provided by Box-Behnken Statistical 

Design Program was given in Table 7. The chart shows 

that the model was statistically “significant” according to 

the experiment variables and meaningful results were 

obtained. 

In this study, p values less than 0.05 was accepted 

statistically significant. As seen in Table 7, Model F 

24.37 shows that the model is statistically significant at 

0.001 significance level (p<0.001). Here, B-Fe+2, C-

H2O2, B2, and C2 are seen as statistically significant. The 

“Fit F-value” of 0.63 implies that Fit Deficiency is not 

significant (p>0.05) compared to pure error. R-Squared is 

0.9660.  There is a 74.97% “Fit F-value” chance for this 

size to occur due to noise. We want the lack of 

meaningful fit to fit the model. “Pred R2” (0.8332) is in a 

certain agreement with the “Adjusted R2” (0.9264). 
 

 

Table 6. Experiment sets and results 

Analysis 

No 

pH Fe2+ 

(mM) 

H2O2 

(mM) 

Time 

(min) 

Effluent 

CODs 

(mg/L) 

 

COD 

Removal 

(%) 

1 4 3 2 35 49.92 93 

2 3 3 11 35 30.72 95 

3 4 1.65 11 35 74.24 89 

4 4 0.3 2 35 125.44 82 

5 5 1.65 11 60 107.52 85 

6 4 1.65 11 35 80.64 89 

7 5 1.65 11 10 116.48 85 

8 4 1.65 2 60 57.6 92 

9 3 1.65 2 35 38.4 94 

10 3 1.65 11 10 112.64 87 

11 5 1.65 20 35 145.92 80 

12 4 1.65 20 10 153.6 81 

13 4 1.65 20 60 168.96 78 

14 4 0.3 20 35 234.24 68 

15 5 0.3 11 35 157.44 78 

16 3 0.3 11 35 156.16 78 

17 3 1.65 11 60 110.08 86 

18 3 1.65 20 35 160 80 

19 4 3 11 10 55.04 93 

20 4 1.65 2 10 55.04 93 

21 4 1.65 11 35 115.2 85 

22 5 3 11 35 58.88 92 

23 4 3 20 35 134.4 83 

24 4 0.3 11 60 179.2 75 

25 4 3 11 60 52.48 93 

26 4 0.3 11 10 180.48 77 

27 5 1.65 2 35 65.28 92 

 

 

 

 Table 7. ANOVA Table 

 Sum 

of 

 

df 

Mean F p-

value 
 

Source Squa

res 

Square Value Prob>

F 
 

Model 1253.

55 

14 89.54 24.37 <0.000

1 

signifi

cant 

A-pH 5.33 1 5.33 1.45 0.2515  

B-Fe+2 690.0

8 

1 690.08 187.8

5 

<0.000

1 

 

C-H2O2 481.3
3 

1 481.33 131.0
2 

<0.000
1 

 

D- Time 4.08 1 4.08 1.11 0.3125  

AB 2.25 1 2.25 0.61 0.4490  

AC 1.00 1 1.00 0.27 0.6113  

AD 0.25 1 0.25 0.068 0.7986  

BC 4.00 1 4.00 1.09 0.3173  

BD 1.00 1 1.00 0.27 0.6113  

CD 1.00 1 1.00 0.27 0.6113  

A2 0.15 1 0.15 0.040 0.8442  

B2 46.68 1 46.68 12.71 0.0039  

C2 17.93 1 17.93 4.88 0.0474  

D2 2.68 1 2.68 0.73 0.4101  

Residua

l 

44.08 12 3.67    

Lack of 
Fit 

33.42 10 3.34 0.63 0.7497 not 
signifi

cant 

Pure 

Error 

10.67 2 5.33    

Cor 

Total 

1297.

63 

26     

Std. Dev. 1.92 R2 0.9660 

Mean 85.30 Adj R2 0.9264 

C.V.% 2.25 Pred R2 0.8332 

PRESS 216.48 Adeq Precision 19.483 

Core Total: It expresses the variation amount in the the 
observations’ means. Adj (Adjusted) R-2: Shows variation that is 

explained by the studied model around the mean. Pred R2: It 

refers to the variation explained by the model in the new data. 
Adeq Precision: presents the comparison of the predicted value 

ranges at the design points with the average estimation error. 

 

The coefficients of the Box-Behnken Statistical Design 

Program were given in Table 8. By putting these 

coefficients on their places in Equation (1), the real 

experimental results and predicted results were obtained 

and presented in Table 9. As can be seen from Table 8, 

actual test results and predicted values were close to each 

other. 

Equation for Box-Behnken Statistical Design program 

for 4 variables are given below. 
 

 𝑦 = 𝑏0 + 𝑏1𝑋1 + 𝑏2𝑋2 + 𝑏3𝑋3 + 𝑏4𝑋4 + 𝑏12𝑋1𝑋2 +

𝑏13𝑋1𝑋3 + 𝑏14𝑋1𝑋4 +  𝑏23𝑋2𝑋3 +  𝑏24𝑋2𝑋4 + 𝑏11𝑋1
2 +

𝑏22𝑋2
2 + 𝑏33𝑋3

2 + 𝑏44𝑋4
2      (1) 

 

3.3 Optimization Results 

3.3.1 Effects of Fe2+ and H2O2 doses 

The graphics provided by the Box-Behnken Statistical 

Design Program can be utilized for the determination of 

the optimum Fe2+ and H2O2 doses and reaction times in 

terms of the highest values of COD removal efficiency.  
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 Table 8. Equation coefficients 

bo + 85.41424 

 
b1 - 2.04444 

b2 + 11.77229 

b3 - 0.48601 

b4 + 0.016000 

b12 - 0.55556 

b13 + 0.55556      

b14 + 1.00000E-002 

b23 + 0.082305 

b24 - 2.22222E-003 

b11 + 0.16667 

b22 - 1.62323      

b33 - 0.022634      

b44 - 1.13333E-003      

 

  Table 9. Actual test results and predicted test results 

No pH Fe2+ 

(mM) 

H2O2  

(mM) 

Time  

(min) 

Effluent  

CODs 

(mg/L) 

 

COD  

Removal 

(%) 

Predicted 

COD 

Removal 

(%) 

1 4 3 2 35 49.92 93 95.79 

2 3 3 11 35 30.72 95 93.87 

3 4 1.65 11 35 74.24 89 87.66 

4 4 0.3 2 35 125.44 82 82.62 

5 5 1.65 11 60 107.52 85 86.12 

6 4 1.65 11 35 80.64 89 87.66 

7 5 1.65 11 10 116.48 85 86.79 

8 4 1.65 2 60 57.6 92 91.54 

9 3 1.65 2 35 38.4 94 93.5 

10 3 1.65 11 10 112.64 87 88.62 

11 5 1.65 20 35 145.92 80 79.5 

12 4 1.65 20 10 153.6 81 79.87 

13 4 1.65 20 60 168.96 78 77.7 

14 4 0.3 20 35 234.24 68 67.95 

15 5 0.3 11 35 157.44 78 77.37 

16 3 0.3 11 35 156.16 78 77.2 

17 3 1.65 11 60 110.08 86 86.95 

18 3 1.65 20 35 160 80 79.83 

19 4 3 11 10 55.04 93 91.66 

20 4 1.65 2 10 55.04 93 91.54 

21 4 1.65 11 35 115.2 85 87.66 

22 5 3 11 35 58.88 92 91.04 

23 4 3 20 35 134.4 83 85.12 

24 4 0.3 11 60 179.2 75 75.33 

25 4 3 11 60 52.48 93 91.5 

26 4 0.3 11 10 180.48 77 77.5 

27 5 1.65 2 35 65.28 92 91.16 

 

The graph of Fe2+ versus H2O2 is given in Figure 1. In 

this figure, time was fixed as 30 min and pH was 4. The 

highest COD removal efficiency was achieved with 

95.68% at the dose of 2 mM H2O2 and 3 mM Fe2+. 

Considering the changes in H2O2 versus Fe2+ at a fixed 

time of 30 minutes and pH = 3, it was observed that the 

highest COD removal (97.81%) was at the dose of 2 mM 

H2O2 and 3 mM Fe2+ (Figure 2).  

 

3.3.2 Effects of Time 

Considering the time versus H2O2 dose at 2 mM fixed 

Fe2+ dose and pH = 3 (Figure 3), the highest COD removal 

efficiency (95.21 %) was achieved with 2 mM of  H2O2 

dose at a time of 30 minutes.  

 

Figure 1. Fe 2+ versus H2O2 at pH = 4, time= 30 min 

 

Figure 2. Fe2+ versus H2O2 at pH = 3, time= 30 min 

 
Figure 3. Time versus H2O2 at pH = 3, Fe2+=2 mM 
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For the 2 mM fixed H2O2 dose and pH = 3, time and 

Fe2+ dose changes are given in Figure 4. The highest 

COD removal efficiency (97.88 %) was achieved in the 

experiment conducted with 3 mM Fe+2 dose and at 37 

minutes. 

Finally, considering the graphic of Fe 2+ versus H2O2 at 

pH = 3 and 37 min, the maximum removal efficiency 

(97.88%) was observed at 2 mM of H2O2 dose and 3 mM 

of Fe2+ dose (Figure 5). 

In a study conducted by Blanco et al. [19], Fenton 

oxidation and its combination with aerobic Sequencing 

Batch Reactor (SBR) were examined in terms of reusing 

textile wastewater. They optimized H2O2, temperature, 

and Fe (II) concentrations as independent variables. 

Results showed that >99 % E.coli removal efficiency and 

64% TOC reduction were achieved by Fenton oxidation 

at condition where Y=25 oC, H2O2 = 1650 mg/L, pH = 3, 

and Fe (II) = 216 mg/L. In condition where SBR was 

used for 1 day, TOC reduction and E.coli removal 

efficiency were determined as 92% and >99% at 

H2O2=1582 m/L and Fe(II) = 66.5 mg/L, respectively 

[19]. 

 
Figure 4. Time versus Fe2+ at pH = 3, H2O2=2 mM 

 

Figure 5. Fe2+ versus H2O2 at pH = 3, time=37 min 

In the study carried out by Öztürk [10], the recovery of 

greywater from UV-assisted electrocoagulation was 

achieved. In the first study, the optimum operating 

conditions of the electrocoagulation process were 

determined as the raw water pH value 7.4 ± 0.2, 1 g Na2SO4 

/L electrolyte addition, 3 mA/cm2 current density, and 40 

minutes process time. Under these optimum conditions, 

88.1% COD and 97.2% turbidity removal efficiencies were 

achieved using Al electrodes, while 79.3% COD and 99.4% 

turbidity removal efficiencies were obtained using Fe (iron) 

electrodes. TS (Suspended Solids), TN, TP, and BOD5 

parameters were 62.3%, 44%, 98%, and 88.5%, 

respectively. In the presence of iron electrode, 80.6%, 

8.5%, 98.4%, and 78.46% removal efficiencies were 

obtained, respectively. Tony et al. [20] achieved maximum 

COD removal efficiency (95%) using the Fenton process 

for the treatment of greywater under condition where pH = 

3, H2O2= 200 mg/L, and Fe3+= 40 mg/L. 

Thirugnanasambandham and Sivakumar investigated the 

treatability of greywater using Electro Fenton Process [21]. 

In their study, under conditions where current density was 

10 mA/ cm2, treatment time was 14 min, H2O2/Fe2+ molar 

ratio was 0.70, and pH was 4, COD and TSS removal 

efficiencies were achieved 90% and 85%, respectively. In 

the study conducted by Özgüroğlu [22], the removal of 

COD, anionic and non-ionic surfactant parameters of 

greywater by the classical Fenton application was 

investigated. Under the optimum conditions (Fe+2 = 

50mg/L, pH = 7.4, and H2O2= 50mg/L) determined through 

the classical Fenton application, the removal efficiencies of 

99.9%, 99.45%, and 75% were achieved for anionic 

surfactants, non-ionic surfactants, and COD, respectively 

[22]. Hassanshahi and Karimi-jahsni studied the 

comparison and optimization of greywater treatment 

performance using the processes called photocatalysis, 

photo-Fenton, and ozone / H2O2 / UV. In these three 

processes, the highest COD removal efficiencies were 

achieved as 55%, 90%, and 92%, respectively. The ozone / 

H2O2 / UV process was suggested for greywater treatment 

with 92% and 93% removal efficiencies for COD and 

turbidity, respectively [23]. In another study conducted by 

Faggiano et al., [24], the treatment of greywater using the 

combination of photo-driven advanced oxidation (P-AOP) 

and physical foam fractionation was examined. As a result 

of the study, COD removal efficiencies of 63.8% and 

30.2% were achieved through photo-Fenton and P-AOPs, 

respectively. On the other hand, in the foam fractionation 

processes, the removal of COD was 95.3%. When the UV-

C light source was replaced with sunlight, it was observed 

that there was a decrease from 95.3% to 89.5% in the COD 

removal efficiency [24]. By using Pseudomonas 

aeruginosa, which is an indicator microorganism, Teodoro 

et al. [25] investigated the performance of the photo-Fenton 

and some other advanced oxidation processes in terms of 
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the treatment of greywater. The H2O2 concentration was 

vary from 25 to 150 mg/L at 10 mg/L of the Fe2+ 

concentration and the pH=3.  There was no difference in 

treatment at high H2O2 concentrations. Besides, the results 

obtained in the H2O2/UV process with the concentration of 

150 mg/L H2O2 were similar to the results obtained in the 

pH-adjusted system. 

 

3.4 KMnO4 Oxidation 

3.4.1 Effect of KMnO4 Concentration  

At this stage of the study, the effect of KMnO4 on the 

treatability of greywater was investigated. The experimental 

studies were carried out with a variety of KMnO4 

concentrations on COD removal efficiency. Effects of 

different KMnO4 doses on COD removal efficiency in 30 

minutes fixed time were summarized in table 10. 

 The raw greywater COD of 1376 mg/L was subjected to 

a reaction time of 3 minutes at 200 rpm first, and then 30 

minutes at 50 rpm in a jar test. And during the experiments, 

a color in eggplant purple tones was observed as a result of 

adding KMnO4 into greywater. As a result of the COD 

analysis performed after the period was completed, the 

highest removal efficiency was obtained as 71% at the 

concentration of 0.1 g/L. 

Under experimental conditions, raw greywater COD of 

1203.2 mg/L was subjected to a reaction time of 3 minutes 

at 200 rpm, then 1 hour at 50 rpm in a jar test. The highest 

COD removal efficiency (83%) was obtained at a 

concentration of 0.1 g/L. The effects of different KMnO4 

doses on COD removal efficiency in 1 hour fixed time were 

summarized in Table 11. 

The raw greywater of COD 1459.2 mg/L was subjected 

to a reaction time of 3 minutes at 200 rpm and then 2 hours 

at 50 rpm in a jar test. The highest COD efficiency was 

determined as 84% at 0.1 g/L concentration. The effects of 

different KMnO4 doses on COD removal efficiency in 2 

hours fixed time were summarized in Table 12. 

COD removal efficiencies achieved as a result of the 

treatment with the KMnO4 addition at different reaction 

times, 0.1-0.6 g/L range, and pH value 7.48 are shown in 

Figure 6. Based on the figure, it can be concluded that the 

highest COD removal efficiency of synthetic greywater 

(84%) was achieved with 0.1 g/L KMnO4 concentration at 

the end of 2 hours of reaction time. However, at a 

concentration of 0.1 g/L KMnO4, as a result of the 1-hour 

treatment, a yield (83%) very close to the highest COD 

removal efficiency was achieved. Therefore, the optimum 

concentration is considered 0.1 g/L KMnO4 and the most 

appropriate time can be accepted as 1 hour. 

In addition, by using 0.1 g/L of KMnO4, the maximum 

COD removal efficiency (83 %) was obtained at 60 min of 

reaction time.  

 

Table 10. Effects of different KMnO4 doses on COD removal 

efficiency in 30 minutes fixed time 
 

Analysis KMnO4 

(g/L) 

Time(min) Remained 

COD 

(mg/L) 

COD 

Removal 

(%) 

1 0.1 30 396.8 71 

2 0.2 30 504.32 63 

3 0.3 30 550.4 59 

4 0.4 30 532.48 61 

5 0.5 30 524.8 61 

6 0.6 30 519.68 62 

 
Table 11.  Effects of different KMnO4 doses on COD removal 

efficiency in 1 hour fixed time 

Analysis KMnO4 

(g/L) 

Time 

(hour) 

Remained 

COD 

(mg/L) 

COD 

Removal 

(%) 

1 0.1 1 199.68 83 

2 0.2 1 299.52 75 

3 0.3 1 216.32 82 

4 0.4 1 209.92 82 

5 0.5 1 215.04 82 

6 0.6 1 254.72 78 

 
 

Table 12. Effects of different KMnO4 doses on COD removal 

efficiency in 2 hours of fixed time 
 

Analysis KMnO4 

(g/L) 

Time 

(hour) 

Remained 

COD 

(mg/L) 

COD 

Removal 

(%) 

1 0.1 2 230.4 84 

2 0.2 2 364.8 75 

3 0.3 2 748.8 48 

4 0.4 2 684.8 53 

5 0.5 2 646.4 55 

6 0.6 2 608 58 
 

 

 
Figure 6. The effect of KMnO4 on COD removal efficiency 

 

4. Conclusion 

In this study, firstly, the treatment performance of 

greywater using the Fenton Process, which has become 

attractive due to the advantages such as high efficiency, 

easy availability of the chemicals used, low investment cost 
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and short hydraulic retention time, was investigated. The 

Box-Behnken Statistical Design Program was applied to 

Fenton Process for greywater treatment to be able to reduce 

the number of experiments and provide an estimation of the 

untested experimental conditions in the light of the 

coefficients provided by the program. During this 

application, variable parameters affecting the process, pH, 

Fe2+ and H2O2 dose, and the effect of time were evaluated. 

As a result of the study, the optimum value of pH was 

chosen as 3. Then, the optimum dose of Fe+2 was 

determined as 3 mM. 2Mm and time of 37 min were 

determined as the optimum dose of H2O2 and reaction time, 

respectively.  

In addition, as a strong oxidant, KMnO4 was used to 

investigate its effect on the greywater treatability. KMnO4 

concentration range was determined as 0.1-0.6 g/L and time 

variation was determined as 30 minutes, 1 hour, and 2 

hours. At the end of the 60 min reaction time, the highest 

COD removal efficiency was achieved as 83% at 0.1 g/L 

KMnO4 concentration. The pH of 7.48, 60 min reaction 

time, and 0.1 g/L KMnO4 were accepted as optimum 

conditions.  

As a result of the study, it can be concluded that KMnO4 

oxidation can be used as an advanced oxidation process to 

achieve high COD removal efficiencies in greywater 

treatment. However, the optimal dose of oxidant should be 

determined from an economical perspective. Further studies 

are required to better understand the effect of KMnO4 

oxidation on greywater treatment. 
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 Cardiovascular diseases (CVD) are currently considered as one of the major reasons for death 

worldwide. The blockage of minor vessels such as the coronary arteries may be linked to more 

severe occurrences that might be fatal. The gold standard approach involves the transplantation of 

secondary vessels or the use of synthetic vascular grafts. Electrospun nanofiber (NF) based grafts 

produced with synthetic polymers might be simply modified to resemble the original structure of 

vessels providing desirable physical features and potentially improving cellular behavior including 

cell attachment, growth, and differentiation. Although poly lactic-co-glycolic acid (PLGA), is 

well-known, commercially available, degradable synthetic, has good mechanical and 

biocompatibility properties, PLGA is inadequate in terms of cell recognition signals. To overcome 

the bioactivity problem of PLGA, bioactive peptides are the most extensively utilized approach 

for surface modification. On the other hand, seeding and cultivation of tube-like conduits are 

challenging due to their shapes, and dynamic seeding and culture are considered beneficial for 

these grafts. Herein, we attempted to enhance the Endothelial Cells (ECs) attachment and 

proliferation on PLGA electrospun NF-based vascular grafts by both the conjugation of laminin-

derived peptide IKVAV and perfusion culture with the custom-made bioreactor system. The 

bioreactor and its flow and pressure were simulated and decided using COMSOL Multiphysics 

5.4. Human umbilical vein endothelial cell (HUVEC) adhesion and proliferation were increased 

by both functionalization of PLGA graft with IKVAV and using a custom-made perfusion 

bioreactor for cell seeding and cultivation within 7 days (d). This tubular vascular graft could be a 

potential tissue-engineered scaffold for the restoration of the venous system.        

Keywords: 
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1. Introduction 

Cardiovascular disease (CVD) is one of the most 

common reasons for mortality and disability in the world 

[1]. Surgical intervention using a bypass graft is a common 

method used to repair a damaged blood artery. 

Nevertheless, these vasculatures are generally inadequate 

in availability due to the condition of patients. Tissue-

engineered grafts are an alternative to autografts due to 

their unlimited availability, a wide variety of material 

choices, and ability to be modified their properties to 

provide the mechanical features of natural vessels, their 

potential to outperform autografts in the future [2]. 

The use of biodegradable synthetic grafts, including 

poly(lactic acid), poly(glycolic acid) copolymer poly 

lactic-co-glycolic acid (PLGA), as a new generation of 

higher efficiency vascular grafts with small diameter are 

being investigated [3]. Although PLGA has an adjustable 

degradation profile, it is easily molded into the required 

shape, and has good mechanical strength. Despite these 

benefits, scaffolds made of synthetic polymers are 

inadequate in terms of cell recognition signals. Surface 

functionalization may be required in some circumstances 

to increase cell adherence to the surface. Due to their 

efficiency in cell attachment, proliferation, adhesion, 

migration, growth, and differentiation, peptides are the 

most extensively utilized approach for surface 

modification [4]. The diversity of peptides aids 

applications to mimic the native tissues. One of the first 

appearing proteins of the extracellular matrix (ECM) 

during embryogenesis is laminin which is essential for 

embryo development and organogenesis; angiogenesis; 
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cell adhesion, migration, and differentiation. The laminin-

derived IKVAV peptide sequence induces capillary-like 

structures in endothelial cells (ECs) to encourage 

vascularization. It is also essential in promoting EC 

migration and proliferation [5]. 

Electrospinning is a versatile approach that allows you 

to quickly control the mechanical and biological features 

of nanofibers (NF) by changing the composition of a 

combination, which is not achievable with other scaffold 

manufacturing techniques [6]. Electrospun NF 

characteristics might be simply modified to imitate the 

natural vessel structure with desirable physical features 

including high porosity and a large surface area, 

potentially improving cellular behavior such as cell 

attachment, proliferation, and differentiation [7]. ECs 

cultivation on various electrospun NFs has previously 

been investigated and demonstrated the ability of the 

electrospinning technology to produce fibers that can be 

employed in natural and synthetic polymers that have been 

treated with various growth factors [8]. These studies show 

that it is possible to make a structure comparable to that of 

a native blood artery. PLGA electrospun NFs generally are 

insufficient due to their hydrophobic properties and lack of 

cell-recognition signals. To overcome this problem, Kim 

et al. covalently immobilized Gly-Arg-Gly-Asp-Tyr 

(GRGDY), a cell adhesive peptide, on PLGA and found 

that conjugation by surface-amine groups on PLGA NFs 

resulted in improved attachment of NIH 3T3 cells [9]. 

RGD peptide surface modification not only boosted cell 

adhesion but also resulted in increased proliferation.  

Static and dynamic seeding and growth of cell-substrate 

constructs are available. A shaker, spinner flask, rotator, or 

perfusion device could be used for dynamic culture. 

Dynamic seeding and culture are considered beneficial for 

conduits and tube-like constructions in the literature [10, 

11]. The perfusion system, on the other hand, better 

simulates the physiological state of blood vessels. 

Although there are some studies which modified 

electrospun NFs with peptides and showed the effect of 

dynamic culture and seeding on cell proliferation, 

separately, no study exists which demonstrated the effect 

of dynamic culture and seeding on ECs proliferation on 

IKVAV peptide conjugated electrospun PLGA tubular 

grafts. Herein, we attempted to improve the ECs 

attachment and proliferation on PLGA electrospun NF-

based vascular grafts by both the conjugation of laminin-

derived peptide IKVAV and perfusion culture with the 

custom-made bioreactor system. The effects of static and 

dynamic cell seeding and culturing of PLGA vascular 

grafts were compared on HUVEC (Human umbilical vein 

endothelial cell) attachment and proliferation. HUVEC 

attachment and proliferation were increased by both 

functionalization of PLGA graft with IKVAV and using 

custom-made perfusion bioreactor for cell seeding and 

cultivation. This tubular vascular graft could be a potential 

tissue-engineered scaffold for the regeneration of the 

venous system. 

2. Materials and Methods 

2.1 Peptide Synthesis 

All chemical agents utilized to synthesize the peptide 

were obtained from AAPPTEC (Louisville, KY, USA). 

The peptide of isoleucine-lysine-valine-alanine-valine 

(IKVAV) was synthesized on 4-methylbenzhydrylamine 

(MBHA) resin (0.67 mmol/g loading capacity) [12]. The 

resin was added to DMF (Dimethylformamide) and 

swelled for 30 minutes. and rinsed with DMF two times. 

Then, Fmoc-protected amino acids (2 equiv.), 

diisopropylethylamine (DIEA; 4 equivalents), 

hydroxybenzotriazole (HOBt; 2 equivalents), and O-

Benzotriazole-N,N,N’,N’-tetramethyluronium-

hexafluoro-phosphate (HBTU; 2 equivalents) added into 

DMF and mixed for 6 h on an orbital shaker [13]. The 

incidence of unreacted amine groups was tested by 

Ninhydrin test which is applied to the resin solution [12]. 

If the positive result was obtained, the resin solution was 

rinsed with DMF and  amino acid was coupled until the 

result of the Kaiser test was negative. If the result is 

negative, the resin was rinsed with DMF (3x3ml). Then, 

deprotection solution was added into resin solution for the 

elimination of Fmoc protecting groups. After that, Kaiser 

Test was applied again to check that Fmoc groups were 

detached. When a negative result was obtained, the 

deprotection step was applied again until obtaining a 

positive result. Finally, the resin solution was rinsed with 

DMF and filtered. The same procedure was applied until 

the targeted peptide sequence was obtained. By adding 

95% trifluoroacetic acid (TFA), 2.5% distilled water and 

2.5% triisopropylsilane (TIPS), the peptide was cleaved 

from the resin and thrown into cold-diethyl ether [14]. The 

solution was centrifuged at 4500 rpm and the supernatant 

was removed [15]. Then, the peptide was obtained after 

freeze-drying of pellet. 

2.2 Fabrication of PLGA Vascular Grafts 

The 3 wt % PLGA (85:15; PURASORB PDLG 8531; 

Corbion Biomaterials, the Netherlands) containing 

electrospinning solution was prepared in 1,1,1,3,3,3-

Hexafluoro-2-propanol (HFIP; Matrix Scientific; 

Columbia) [16]. The solution was transferred into a 

syringe and the syringe was placed on the syringe pump. 

The needle was linked to a positively charged electrode of 

a high voltage source. Nanofibers were ejected with 20 kV 

electrical potential and 1 ml/h injection rate. The ejected 

PLGA nanofibers were collected by a special collector 

designed by our group in 3 mm inner diameter to produce 

microtubular structures [17]. PLGA nanofiber sheets were 

also produced by using an aluminum rotating wheel 

covered with circular glass coverslips with 20 kV electrical 

potential, 1 ml/h injection rate, and 1200 RPM rotation 

speed parameters. 
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Figure 1. Perfusion Based Bioreactor System 

 

2.3 Scanning Electron Microscopy  

Scanning electron microscope (SEM; Carl Zeiss 

Microscopy, Germany) technique was performed for 

characterization of PLGA nanofibers by using with 3 kV 

accelerating voltage to determine the NF morphology and 

the wall thickness and diameter of the microtubes. The 

samples were coated with gold (QUORUM; Q150 RES; 

East Sussex; United Kingdom) at 20 mA for 60 sec and 

then, characterization was started [12]. The scale bars of  

images were measured by the software of SEM. 

 

2.4 Peptide Conjugation of Nanofibers 

Fabricated NFs were washed with deionized water. 

Then, they immersed in 0.1M MES (2-

Morpholinoethanesulfonic acid buffer) solution with 2 

mM EDC and 5 mM NHS to obtain a carboxyl-rich surface 

for 45 minutes at 37°C. Then, the NFs were reacted with 1 

mM peptide in PBS 24 hours at 4°C.  

 

2.5 Bioreactor Design and Simulation 

Dynamic cell culture was performed using a bioreactor 

system developed by our group as shown in Figure 1. 

Microtube nanofibers were placed inside the bioreactor. 

All parameters were determined using COMSOL 

simulation, which is bioreactor flow and pressure. The 

system was started with a 10 RPM speed, which is 

approximately 4 ml/min flow rate. The custom-made 

bioreactor used in dynamic cell-culture was simulated 

COMSOL Multiphysics Simulation 5.4 to find essential 

parameters in terms of velocity and pressure. Table 1 

summarized the input and calculated parameters for 

simulating the custom-made bioreactor in which the 

scaffold was placed.  

 

2.6 Static and Dynamic Cell Culture 

HUVECs (kindly donated from Ege University 

Research Group of Animal Cell Culture and Tissue 

Engineering Laboratory) were cultured with F12 DMEM 

(Dulbecco's Modified Eagle Medium) containing 100 

U/ml penicillin, 100 mg/ml streptomycin, and 10% Fetal 

Bovine Serum (FBS) and incubated in 5% CO2 at 37 °C 

[18]. The scaffolds were sterilized with UV radiation. 

HUVECs (5x106 cells/cm2) were seeded on the planer NFs 

and the lumen of the microtubular nanofibers. The seeding 

volume and the seeding are were optimized as 150 µl and 

20 mm2. The cell concentration was calculated as 6.6x106 

cells/ml. For static seeding, 150µl cell suspension (6.6x106 

cells/ml) were inserted in the lumen and incubated for 1.5 

hours. Then, the microtube was placed in the bioreactor 

system and the culture media was perfused for 7 days. For 

the dynamic seeding, the microtube was placed in a 

bioreactor and 10 ml cell suspension (6.6x106 cells/ml) 

was perfused for 1.5 hours. Then, the basal media was 

inserted into the bioreactor system and cultivated for 7 

days. For the static culture, the planer NFs and microtubes 

were inserted in the cell culture medium and statically 

cultured. For dynamic seeding, the cell culture media was 

perfused in the bioreactor system after the microtube was 

placed in the system. For each experimental group, the 

growth medium was replaced every three days. 

 

2.7 Cell Proliferation Analysis 

MTT assay ((Vybrant, Invitrogen, Grand Island, NY) 

was applied to both nanofiber sheets and microtubes on 1 

d, 4 d, and 7 d to assess cell proliferation. 10% MTT 

solution was prepared with bare F12 DMEM and 

incubated with the cell-cultured nanofibers for two hours. 

Then, the MTT solution was replaced with DMSO (Sigma 

Aldrich, St. Louis, MO, USA) and formazan cyristals was 

dissolved after 5 minutes. Finally, the incubated DMSO 

was transferred into a 48-well plate to measure optical 

densities. The optical densities were calculated by 

measuring at 570 nm  with SynergyTM HTX Multi-Mode 

Microplate Reader (BioTek, Epoch 2). The obtained 

absorbance values were related with cell numbers based on 

a calibration curve. 



 

 
Table 1. Input and calculated parameters for the custom-made bioreactor conditions using COMSOL 

Input parameters Calculated parameters 

Scaffold size Scaffold geometry and strain 

Scaffold diameter (cm) 5 
Scaffold area (mm2) 19.63 

Scaffold height (cm) 12 Tortuosity 1.05 

Scaffold porosity/pore size 

 

Equiv.particle diam. (micron) 13.04 

Porosity (%) 92 Compression time (sec) 0.50 

Pore diameter (micron) 100 Flow-related parameters 

Compression parameters Reynold's number 1.10E-01 

Compression frequency (Hz) 1 Scaffold permeability (m2) 1.38E-10 

Applied compression strain (%) 5 Brinkman constant 1.27E+00 

Other parameters Perfusion pore fluid velocity (mm/sec) 0.92 

Bioreactor perfusion rate (ml/min) 1 Compression pore fluid velocity (mm/sec) 1.30 

Medium density (gr/ltr, typical 1000) 1 Total pore fluid velocity (mm/sec) 2.23 

Medium viscosity (mPas, typical 0.7) 0.8 Volumetric flow due to compression 

Bioreactor perfusion rates Flow (mm3/sec) 2.36E+01 

Typical low value (ml/min) 0.1 Flow (ml/min) 1.41 

typical high value (ml/min) 1 Wall shear stress due to flow 

Culture medium density and viscosity Shear stress from perfusion (Pa) 0.080 

Density (gr/ltr) 1000 Shear stress from compression (Pa) 0.113 

Viscosity (mPas) 0.7 Total shear stress (Pa) 0.193 

2.8 Cell Morhology Analysis 

Actin filaments and cell nuclei were dyed with phalloidin 

and DAPI (Merck Millipore, Actin Cytoskeleton and Focal 

Adhesion Staining Kit, Catalog No. FAK100), respectively, 

in accordance with manufacturer's instructions for the 

purpose of observing cell morphology on planar NFs [19]. 

First, cell-seeded NFs were washed twice in PBS before 

being fixed at 4 °C for 20 minutes with 4% 

paraformaldehyde (Sigma Aldrich, St. Louis, MO, USA). 

After that, samples were permeabilized for 5 minutes with 

0.1% Triton X-100 in PBS and blocked for 30 minutes with 

1.5% bovine serum albumin (BSA) in PBS. Then, samples 

were incubated with DAPI for 5 minutes and phalloidin in 

PBS for 1 hour at 4 °C [12]. To examine cell morphology, 

images of the stained samples were captured using an 

inverted fluorescence microscope. 

2.9 Statistical Analysis  

We performed the experiments with at least three 

repetitions. All the obtained data were statistically analyzed 

with two-way analysis of variance (ANOVA) (SPSS 12.0, 

SPSS GmbH, Germany) and the Student-Newman-Keuls 

method as a post hoc test. Significant differences among 

groups were defined at p values at least less than 0.05. 

(*p<0.05, **p<0.01, ***p<0.001) [20]. 

3. Results and Discussion 

The tubular vascular graft was successfully produced 

and SEM imaging was used to investigate the morphology 

of the PLGA nanofibers and determine the diameter and 

wall thickness of the microtubes (Figure 2). The inner 

diameter of the tubular graft was measured as 2.5 ± 0.2 mm 

and the thickness of the wall is 370 ± 20 nm. Since the 

grafts were produced by custom-made collector, the graft 

in various diameters might be also produced with the 

electrospinning setup. Integrating different scaffold 

fabrication methods with the development of vascular 

scaffolds might offer a patient-specific grafts [20]. 

Therefore, our strategy which allows fabricated patient-

specific vascular grafts in different diameters might be 

used for clinical applications. 

 COMSOL Multiphysics was assessed to improve the 

quality of the custom-made bioreactor. The designed 

scaffold, velocity, and pressure parameter of the bioreactor 

were simulated and the results are shown in Table 2. 

Permeability and Brinkman number were estimated based 

on porosity and equivalent particle diameter.  

 

Figure 2. SEM image of PLGA vascular graft microtube 

produced by electrospinning with A) Higher magnification B) 

Lower magnification. Scale bar represents 100µm 
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Table 2. The simulation result of the scaffold and the custom-made bioreactor using COMSOL     

Fluid velocity (mm/sec) Shear stress (Pa) 

Porosity 

(%) 

Particle 

Diameter 

(µm) 

Permeability 

(m2) 
Brinkman Perfusion Compression Total Perfusion Compression Total 

20 600 3E-11 0.944876592 4.244132 6 10.24413 0.585724 0.828048 1.413773 

30 350 4.5E-11 1.050277406 2.829421 4 6.829421 0.354393 0.501012 0.855405 

40 225 6E-11 1.116333336 2.122066 3 5.122066 0.244662 0.345883 0.590546 

50 150 7.5E-11 1.167020032 1.697653 2.4 4.097653 0.183015 0.258731 0.441746 

60 100 9E-11 1.206426184 1.414711 2 3.414711 0.143925 0.20347 0.347395 

70 64.28571 1.05E-10 1.236111092 1.212609 1.714286 2.926895 0.117024 0.165438 0.282462 

80 37.5 1.2E-10 1.256873227 1.061033 1.5 2.561033 0.097391 0.137684 0.235075 

90 16.66667 1.35E-10 1.269167702 0.94314 1.333333 2.276474 0.082417 0.116515 0.198932 

99 1.515152 1.485E-10 1.273198891 0.8574 1.212121 2.069522 0.071665 0.101314 0.172979 

 

The fluid velocity (mm/s) and shear stress (Pa) resulting 

from perfusion and compression were calculated. The 

graph for shear stress and velocity on scaffold wall and cell 

due to perfusion and compression and the total were drawn 

according to the parameter used in our experiment and 

illustrated in Figure 3. The velocity and pressure 

simulation result of the bioreactor in which the scaffold 

was placed was demonstrated in Figure 4. As a result, the 

simulation findings and the proposed model are condired 

as accurate and suitable for predicting system behavior. 

Validating the results with experimental data will 

indirectly establish the velocity and pressure as a 

hydrodynamic model. It is observed that there is a direct  

relationship between the velocity and pressure of the 

bioreactor and scaffold porosity. Increasing porosity of 

scaffold causes a decrease in total shear stress and fluid 

velocity.   

Cell proliferation on PLGA NFs produced on glass slides 

after static seeding-static culture (SS-SC) and vascular 

grafts after static seeding-static culture (SS-SC), static 

seeding-dynamic culture (SC-DC), dynamic seeding-

dynamic culture (DS-DC) was evaluated by MTT assay in 

at 1, 4, and 7 d (Figure 5).  According to MTT analysis, 

IKVAV conjugated PLGA NFs enhanced the cell 

proliferation for 7d in all experimental groups. Moreover, 

the seeding and cultivation techniques by using perfusion-

based bioreactor were developed for optimization for 

efficient coating of HUVECs on grafts. The proliferation 

was improved by dynamic seeding compared with static 

seeding, while dynamic culture helped to obtain better 

proliferation results compared to static culture. Similarly, 

the rotating EC seeding used in various research for many 

3-D cell-material designs has favored dynamic culture [10, 

21]. Çelebi-Saltık et al. coated polyurethane NFs with 

fibronectin and heparin and added NFs between media 

layers and the tunica intima to mechanically strengthen the 

grafts [22]. They cultured HUVECs on the graft using the 

cell sheet engineering approach with a designed bioreactor 

system and demonstrated that the dynamic culture system 

preserved the vascular graft, aided in the differentiation of 

primary human hematopoietic cells into thrombocytes, and 

exhibited anti-thrombogenic properties. 

Herein, the use of the tubular vascular graft as a scaffold 

resulted in lower cell attachment and proliferation on a 

glass slide at the end of 7d compared to the planar NF 

scaffold. The 2D planar surface of a flat scaffold is ideal 

for seeding and optimal EC adhesion [23]. However, 2D 

planar surfaces cannot fully mimic vascular structures. 

Therefore, creating scaffolds that can change their 

morphology from 2D planar structures to 3D tubular 

shapes, providing 3D endothelialization may be beneficial 

in the design of vascular grafts. However, the cultivation 

of ECs on 3D tubular grafts by bioreactors may be a 

practical technique to facilitate 3D endothelialization. 

Here, we improved the proliferation of HUVECs on 

tubular graft with the help of dynamic seeding and 

dynamic culture. 

. 

 
Figure 3. Quantitative results of scaffold and flow rate of the 

custom-made bioreactor using COMSOL Multiphysics 
 

Figure 4. (A) Velocity simulation (B) Pressure simulation result of 

the bioreactor in which scaffold was placed using COMSOL
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Figure 5. Cell number in vascular grafts after incubation in cell culture medium for 7 days (SS=Static Seeding, SC=Static Culture, 

DS=Dynamic Seeding, DC=Dynamic Culture)    

The morphology HUVECs were observed after DAPI 

and phalloidin staining on 2D planar PLGA and IKVAV 

conjugated PLGA NF groups (Figure 6). A difference in 

the cell morphology between the groups was noticed from 

the images. HUVECs showed spread morphology on the 

PLGA-IKVAV surface, while scattered morphology was 

observed on PLGA. Moreover, completely elongated cell 

morphology was observed on PLGA-IKVAV surfaces. A 

higher number of nuclei per image in PLGA-IKVAV 

supports the MTT proliferation assay. IKVAV, a peptide 

derived from laminin's α-chain, has previously been shown 

to improve endothelial cell adhesion and tubule formation 

[24]. Grant et al. found that the IKVAV peptide enhanced 

EC organization, formation of the branched capillary 

vessel as a result of mouse angiogenesis assay as well as 

trials with the chick yolk sac/chorioallantois membrane 

[25]. Vascular ECs enhanced cell migration, attachment, 

and capillary network development by immobilization of 

IKVAV on collagen type I hydrogels [5]. IKVAV has also 

been demonstrated to facilitate ischemic tissue 

revascularization, making it of significant interest to those 

attempting to create microvascular networks [26].  
 

Figure 6. Morphology of human umbilical vein endothelial cell 

(HUVEC) on 2D planar (A) PLGA (B) IKVAV conjugated 

PLGA nanofiber. (Cell nuclei and cytoskeletal actin are stained 

with 4,6-diamidino-2-phenylindole (DAPI; blue) and phalloidin 

(red) (Scale bar represents 20 µm) 

4. Conclusions 

Herein, we effectively exhibited improved attachment 

and proliferation of HUVECs on IKVAV modified PLGA 

tubular grafts and cultivated in a custom-made dynamic 

bioreactor system. The custom-made bioreactor system 

has been designed in such a way that any laboratory can 

easily install it with low-cost supplies as an alternative to 

expensive commercially available bioreactors. 

Furthermore, the design of electrospinning collector for 

vascular grafts is promising for the researchers to produce 

polymer-based electrospun grafts with different diameters. 

Moreover, various peptide molecules might be used to 

functionalize these grafts according to desired properties. 

This technology provides a successful technique for 

increasing pre-endothelialization by seeding small-

diameter vascular grafts with ECs, which may 

dramatically reduce problems in clinical applications. 

Further improvement and development of this system may 

result in a commercially available clinical solution to 

improve implanted tissue-engineered vascular grafts 

patency. 
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