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 Text mining, which derives information from written sources such as websites, books, 

e-mails, articles, and online news, processes and structures data using advanced 

approaches. The vast majority of SMS (Short Message Service) messages are unwanted 

short text documents. Effectively classifying these documents will aid in the detection 

of spam. The study attempted to identify the most effective techniques on SMS data at 

each stage of text mining. Four of the most well-known feature selection approaches 

were used, each of which is one of these parameters. As a result, the strategy that yielded 

the best results was chosen. In addition, another parameter that produces the best results 

with this approach, the classifier, was determined. The DFS feature selection approach 

produced the best results with the SVM classifier, according to the experimental results. 

In Average Results, DFS showed the best result of 93.5361 for accuracy criterion, while 

it reached the highest result of 93.4953 for Macro-F1. This study establishes a general 

framework for future research in this area that will employ text mining techniques. 
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1. Introduction 

With the rapid development of technology, the use 

of the Internet has increased tremendously. The 

influence of people on the internet has created a large 

amount of text documents. In this process, tools and 

techniques were needed to process text documents 

and provide access to information. The most effective 

method in this regard is text mining techniques, also 

called text analytics. Text Mining is the process of 

extracting previously unknown, potentially useful, 

structured and organized data from unstructured and 

disordered chunks of electronic text. Text mining, 

which infers from written sources such as websites, 

books, e-mails, articles, online news, processes the 

languages used in daily life and structures the data 

with the help of advanced approaches. Text mining 
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tasks include text classification and clustering in 

general, concept or entity extraction, granular 

taxonomy modelling, sentiment analysis, entity 

relationship modeling, document abstraction, etc. 

transactions can be sorted. 

In this study, the classification technique of text 

mining is used. Text classification is a process that 

includes preprocessing operations such as root 

finding, letter transformation, and techniques such as 

feature weighting and feature selection. 

Classification is the activity of categorizing 

unlabeled data according to the model created with 

the help of labeled texts. The most important 

problems encountered in the text classification stage 

are high dimensionality and space structure. Various 

techniques and approaches have been proposed to 

https://dergipark.org.tr/en/pub/jscai
mailto:rasimcekik@sirnak.edu.tr
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overcome these problems. Examples of this are the 

use of dimension reduction techniques against the 

high dimensionality problem or the use of feature 

selection approaches to select the sub-feature set that 

best expresses the entire feature space. Parlak B. and 

Uysal A. [1] proposed a new statistical feature 

selection approach as a solution to high 

dimensionality. The model utilized corpus-based and 

class-based probabilities for statistical calculations. 

Again, A. Uysal and S. Günal [2] presented the 

distinguishing feature selector (DFS), an effective 

and successful feature selection approach.  

In its simplest definition, SMS (Short message 

service) can be defined as a short text message 

service used on phones. It is a popular application 

because it is a service used around the world. That's 

why it is used by so many people. This service, which 

is so widely used, may have some disadvantages. Just 

like in e-mails, the most annoying situation in the 

field of SMS is that unwanted SMS messages (spam) 

(eg credit announcements of banks, promotional 

messages of stores, discount announcements of e-

commerce sites, tariff messages of mobile 

communication providers) fall into the message box 

of the mobile phone. This situation causes people to 

waste their precious time and fill the message box 

unnecessarily. Finding a solution to this problem or 

minimizing the effect of the problem is an important 

step for mobile users to prevent unnecessary use of 

both phone resources and time. The simplest method 

in this regard is the use of a black/white list, known 

as the banned list, where the phone numbers of the 

people who send the spam messages are added. This 

method is used in many commercial applications [3]. 

However, this method requires the intervention of the 

phone user and will block spam as well as regular 

messages from blacklisted phone numbers. This may 

result in missing important messages or loss of 

information, which may be beneficial to the phone 

user. For example, discount messages, coupons from 

a legitimate e-commerce platform, or favorable loan 

deals from a bank may be viewed as spam. More 

effective and efficient methods are needed to avoid 

similar situations. Therefore, it would be a more 

accurate approach to filter the texts according to the 

content of the incoming message rather than the 

phone number. Classifying texts according to their 

content is one of the main tasks of text mining. In this 

study, with the help of text mining techniques, it has 

been tried to classify whether SMS data is spam or 

not according to its content. Within the scope of the 

study, the most efficient framework model for SMS 

classification is revealed by using different text 

mining techniques and methods. Although there are 

a number of studies in the literature on SMS spam 

filtering, few studies have analyzed the effectiveness 

of the attributes used in the filtering process. In this 

study, it is examined that the classifiers achieve 

higher success by choosing features with high 

efficiency to classify SMS messages. 

 

2. Literature Review 

Telephone use has become one of the basic needs 

today. The phone is used in almost every part of life 

and people never leave it with them. Undoubtedly, 

one of the most frequently used applications in the 

vehicle, which has such an important use in our lives, 

is SMS. However, the vast majority of SMS data 

consists of spam messages. Rao S. et al. [17] showed 

in Figure 1 the Google trend analysis of web searches 

related to fake news, Deepfake and misinformation 

between 2016-2021. In addition, the fact that there 

are many studies in the literature on filtering the data 

of the SMS service shows the importance of the SMS 

application. For example, Delany S.J et al. [4] 

conducted a study covering a large literature review 

on SMS spam.   In the study, motivating points about 

SMS spam were mentioned and some experimental 

studies were included. Similar studies have been 

done by research communities and have contributed 

to the field of spam detection [5-8]. It is possible to 

group the studies conducted in this field according to 

their methods. Studies were divided into 4 groups 

according to the methods used [9].  

● machine learning, 

● deep learning, 

● spam graphic display 

● spam filtering and detection with android 

application 

 

Machine learning methods categorize messages as 

spam and non-spam with the help of classification 

and prediction approaches in data mining [10]. It is 

divided into two as labeled and unlabeled learning. 

Deep learning methods, on the other hand, try to 

detect spam using advanced versions of artificial 

neural networks [11]. Graphical representation 
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methods perform classification tasks using graphics 

in the text [12]. In the spam filtering and detection 

method with the Android application, a real-time 

mobile application is implemented to be run on 

mobile phones with Android operating system by 

using the feature vector and classifier pair that 

provides the most successful result in the simulation 

study [13]. In addition, the existing studies in the 

literature can be grouped under three headings: 

content-based, non-content-based and hybrid, 

according to the working principle of the approaches 

they use [14]. Content-based approaches [15] provide 

weighting of text documents using the bag of words 

(BoWs) method. With weighting, the frequency of 

occurrence of a word in the document can be 

determined. Non-content-based [16] approaches use 

message attributes or signature patterns as attributes 

to identify spam on the network. Hybrid approaches 

offer a model by combining the superior features of 

both content-based and non-content-based 

approaches.

 

Figure 1 The Google trend analysis of web searches related to fake news, Deepfake and Misinformation  
Existing SMS filtering approaches can be 

structurally divided into three groups [12]. These are 

shown in Figure 2. 

 

 
Figure 2 Structurally approach groups for SMS 

filtering 

 

•      Client-based: Approaches that offer solutions by 

filtering on mobile devices. 

•      Server-based: Approaches that offer solutions by 

filtering on network providers. 

•     Collaborative-based: These are approaches that 

offer solutions by filtering on both network providers 

and mobile devices. 

As the use of mobile devices in SMS filtering 

increases, the studies to be carried out in this area will 

remain up-to-date. Therefore, studies in this field 

continue without slowing down. Since this study is a 

content-based study, a summary of the studies on this 

subject is presented in Table 1. 

 

Table 1: a summary of the content-based studies 

ref Used machine learning approach 

[18], [23] k-NN classifiers 

[19] SVMs and others 

[20] Winnow algorithm 

[21] Bayes 

[22] Naive Bayes 

 

3. Text Mining and Techniques 

Text Mining is also called Text Data Mining and 

Knowledge Discovery from Textual Databases. 

Although Text Mining is considered a sub-topic of 
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data mining, it is different from data mining. In Text 

Mining, it is the extraction of patterns from natural 

language texts rather than event-based databases. 

However, it offers knowledge discovery with stages 

similar to data mining. In summary, text mining is the 

process that aims structured data on unstructured text 

data. For example; It aims at studies such as 

classification of texts, clustering, extracting topics 

from texts, entity relationship modeling, sentiment 

analysis in texts, text summarization, author 

identification, and evaluation of customers' 

comments about the product. To achieve these goals, 

techniques such as text mining information 

extraction, information classification, syllable 

analysis, word frequency distribution, information 

extraction and visualization are used. The first of 

these methods is the text classification process. 

Text classification offers a learning model by using 

available texts whose class is known beforehand. 

Then, the new incoming texts are classified according 

to this model. The biggest handicap in the 

classification process is the high dimensionality and 

the sparseness of the information system (IS). SMS 

the Information System is shown as 𝐼𝑆 = (𝐷, 𝑇). 

Where 𝐷 stands for finite non-empty universal text 

document set, 𝑇 stands for finite non-empty 

conditional and decision attribute set. 𝑇 = {𝑡, 𝑐} 

specifies 𝑡 conditional, 𝑐 decision attributes. The 

processing order of the techniques used in the text 

classification process on the information system is 

given in Figure 4. 

 

3.1. Feature Selection Approaches 

Since the size of the feature space is very large, it 

is necessary to select the most representative subset  

of the entire feature space in order to perform an 

efficient classification in text mining. The most 

effective method for this process is to use feature 

selection approaches. Feature selection approaches 

are grouped under three headings [28, 29]: filter, 

wrapper, and embedded. The feature selection 

taxonomy is given in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 The feature selection taxonomy 

 

Table 2 Brief information about used approaches 

𝐼𝐺(𝑡) = − ∑

𝑀

𝑖=1

𝑃(𝐶𝑖)𝑙𝑜𝑔𝑃(𝐶𝑖)

+ 𝑃(𝑡) ∑

𝑀

𝑖=1

𝑃(𝑡)𝑙𝑜𝑔𝑃(𝑡)

+ 𝑃(𝑡) ∑

𝑀

𝑖=1

𝑃(𝑡)𝑙𝑜𝑔𝑃(𝑡) 

𝑃(𝐶𝑖|𝑡 ) and 𝑃(𝐶𝑖|𝑡 ) show the conditional 

probability of class 𝐶𝑖 given presence and 

absence of the term 𝑡, respectively. 𝑃(𝑡) and 

𝑃(𝑡 ) are the probabilities of absence and 

presence of the term 𝑡. 
 

𝐺𝐼(𝑡) = ∑

𝑀

𝑖=1

𝑃(𝐶𝑖)
2𝑃(𝑡)2 

The notation 𝑃(𝐶𝑖) in the formula indicates the 

probability that the 𝑡 term will be in the 𝐶𝑖 class. 

𝐷𝐹𝑆(𝑡) = ∑

𝑀

𝑖=1

𝑃(𝐶𝑖|𝑡)

𝑃(𝑡|𝐶𝑖) + 𝑃 (𝑡|𝐶𝑖) + 1
 

𝑃 (𝑡|𝐶𝑖 ) and 𝑃(𝐶𝑖|𝑡 ) show the conditional 

probability of the term 𝑡 given classes other 

than 𝐶𝑖 and absence of the term t given class 𝐶𝑖 , 

respectively. 

 

Embedded Wrapper 

     Taxonomy 

Filter 
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𝑯𝑰𝟐(𝒕, 𝑪) = ∑

𝒕∈{𝟎,𝟏}

∑

  𝑪∈{ 𝟎 ,𝟏}

(𝑵𝒕,𝑪 − 𝑬𝒕,𝑪)𝟐

𝑬𝒕,𝑪

 

 

𝑪𝑯𝑰𝟐(𝒕) = ∑

𝑴

𝒊=𝟏

𝑷(𝑪𝒊) ∗ 𝑪𝑯𝑰𝟐(𝒕, 𝑪) 

The N and E values represent the observed and 

expected frequency for each case of term t and 

class C, respectively. 

 

Figure 4 SMS Filtering process 
Filter approaches evaluate each attribute independently. Calculates a score for each attribute 
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with a statistical function. It selects N attributes 

according to this score. Such approaches generally 

work faster. Wrapper approaches select a subset of 

features using a classifier. Such techniques are based 

on the analysis of the relationship between feature 

subset selection and relevance. Embedded 

approaches create a subset of features by taking 

advantage of the best aspects of the other two feature 

selection approaches. Embedded techniques are 

based on independent criteria. These criteria are used 

to select optimal feature subsets with known 

cardinalities. While wrapper and embedded 

techniques require frequent classifier interaction 

during the feature selection phase, filter techniques 

do not. Three of the best-known approaches to fitters 

were used in this study: Information Gain (IG), Gini 

Index (GI), Distingushing Feature Selector (DFS) 

and Max-Min Ratio (MMR). Brief information about 

these approaches is given in Table 2.  

 

3.2. Classification   Methods 

There are classifiers designed in various models in 

the literature [30]. The purpose of classifiers is to 

label unlabeled data using labeled data. In this 

section, the classifiers used in the study are 

mentioned. 

 

3.2.1. Support Vector Machines (SVM) 

SVM, which is based on the concept of margin 

maximization, is regarded as an effective classifier in 

the literature. Depending on the type of core used, it 

also has linear and non-linear versions. In this study, 

the linear version of SVM was used. The margin 

concept is central to the SVM classifier [24]. 

Classifiers separate classes using hyperplanes. Each 

hyperplane is distinguished by its direction (w) and 

precise position in space (w0). 

 

3.2.2.  K-Nearest Neighbors (KNN)  

The k-nearest neighbors algorithm (KNN) is a non-

parametric classification technique [25]. This 

technique is widely used in the field of text 

classification, as well as in many other fields. When 

a test document x is given, the approach finds k 

nearest neighbors of x among all documents in the 

training set and scores the category candidates based 

on the class of k candidates. The score of the category 

of neighboring documents can be the similarity of 

document x and each neighbor. For neighbor 

calculation, it employs one of the distance calculation 

methods such as Euclidean (Euclidean), Manhattan, 

and Minkowski. The approach takes the k-highest-

scoring neighbor score after calculating the 

document's neighbor scores. 

 

3.2.3. Naive Bayes (NB)  

In the field of text classification, the Naive 

Bayesian classifier has long been a popular method 

for categorizing texts. The theoretical foundation of 

the method is Thomas Bayes' theorem [26]. The 

independence of states in Bayes' theorem is the key 

to the naive Bayes classifier. As a result, the 

attributes are distinct. The classifier determines the 

probability of each situation and categorizes it based 

on the highest probability value. 

 

4. Experimental Works 

In this section, after giving information about 

the data set used in experimental studies, the 

success metrics used are introduced. Finally, the 

results obtained in the experimental studies are 

given and these results are analyzed. 

 

4.1. Dataset 

The SMS dataset is a collection of short text 

documents with free access on the Internet for 

detecting spam messages on phones. The dataset has 

been used in various studies to detect spam phone 

messages. First part of the collection consists of 450 

manually retrieved messages on the Grumbletext 

Web site, where people in the UK are making public 

allegations about cell phone SMS spam messages. 

The second part of the collection is a subset of 3,375 

SMS amateur messages randomly selected from the 

dataset of the NUS SMS Corpus (NSC), a dataset of 

approximately 10,000 legitimate messages collected 

for research at the Department of Computer Science 

at the National University of Singapore. The third 

part of the collection is a list of 450 SMS amateur 

messages collected from Caroline Tag's PhD Thesis. 

Finally, in SMS Spam Corpus v.0.1 Big, 1.002 SMS 

amateur messages and 322 spam messages were 

added to the collection, resulting in the dataset known 
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as the SMS Spam Collection [27].  

A subset of the SMS Spam collection was used in 

this study. 612 messages of the subset were used as 

training data and 263 as test data. 

 

4.2. Success Criteria 

● Accuracy: It comes from the beginning of the 

most frequently used success criteria in the 

classification process in data mining. The accuracy 

score is obtained by dividing the results of correctly 

classified samples by the total number of samples. 

𝐶𝑆 = 𝑠𝑖𝑧𝑒(𝑪𝒐𝒓𝒓𝒆𝒄𝒕𝒍𝒚 𝑪𝒍𝒂𝒔𝒔𝒊𝒇𝒊𝒆𝒅 𝑺𝒂𝒎𝒑𝒍𝒆𝒔) 

𝑨𝒍𝒍𝑺 = 𝒔𝒊𝒛𝒆(𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑨𝒍𝒍 𝑺𝒂𝒎𝒑𝒍𝒆𝒔) 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑪𝑺

𝑨𝒍𝒍𝑺
 

● Macro-F1 Criterion: Macro f1, one of the F 

criteria, is a frequently used criterion in the text 

classification field. In the macro-average, equal 

weight is given to each class regardless of class 

frequency, since the mean of all classes is taken after 

the F measure is calculated for each class in the data 

set. Therefore, it is necessary to specify the Precision 

and Recall metrics before giving the Macro-F1 

mathematical background. Macro-F1 obtained using 

these two metrics is calculated as follows.: 

𝒑𝒊 =
𝟏

𝑪
∗

∑𝑪
𝒊=𝟏 𝑻𝑷𝒊

∑𝑪
𝒊=𝟏 𝑻𝑷𝒊 + 𝑭𝑷𝒊

  

𝒓𝒊 =
𝟏

𝑪
∗

∑𝑪
𝒊=𝟏 𝑻𝑷𝒊

∑𝑪
𝒊=𝟏 𝑻𝑷𝒊 + 𝑭𝑵𝒊

  

   𝑭𝒊 = 𝟐 ∗
𝒑𝒊 ∗ 𝒓𝒊

𝒑𝒊 + 𝒓𝒊
  

𝑴𝒂𝒌𝒓𝒐 − 𝑭𝟏 =
∑𝑪

𝒊=𝟏 𝑭𝒊

𝑪
,      

In the formula, the pair (𝑝𝑖, 𝑟𝑖) corresponds to 

precision and precision for class 𝑖, respectively. 

 

4.3.Accuracy Analysis 

In experimental studies, random feature sizes 

Top-60, 110, 250, 450, 650, and 950 were chosen. 

The achievements of DFS, IG, G1, and CHI2 feature 

selection approaches for SVM, KNN, and NB 

classifiers in these feature Tops are given in Figures 

5, 6, and 7. Figure 5, Figure 6, and Figure 7 show the 

results of the feature selection approaches for the 

SVM, KNN, and NB classifiers, respectively, in the 

aforementioned feature dimensions. Moreover, each 

figure represents results for both Accuracy and 

Macro F1. 

When Figure 5 is examined, it can be observed 

that DFS offers the best results for the Accuracy 

criterion. Likewise, DFS showed the best results for 

Macro F1. Also, it can be seen in Figure 6 that IG 

performs better for both metrics when the KNN 

classifier is used. For the NB classifier, CHI2 and GI 

performed better. This situation is the same for both 

metrics (See Figure 7). Results in Figures show that 

each feature performs well with a classifier.

 

 
 

Figure 5 Accuracy and Macro- F1 Results for SVM Classifier 
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Figure 6 Accuracy and Macro- F1 Results for KNN Classifier 

 

 
 

Figure 7 Accuracy and Macro- F1 Results for NB Classifier

In order to better interpret the results, it is 

necessary to look at the average of the 

performances of each feature for all classifiers. 

Table 3 and Table 4 was created for this process. 

Table 3 Average Accuracy Results on all Classifiers 

Feature 

Size DFS IG GI CHI2 

60 92.6489 91.8885 93.0291 92.5222 

110 92.5222 91.7617 92.6489 92.2687 

250 93.0292 92.9024 92.9024 93.0292 

450 93.5361 93.4094 93.0292 93.1559 

650 93.0292 93.2826 92.7757 93.1559 

950 93.0291 93.1559 93.1559 93.1559 

 

 

Table 4 Average Macro-F1 Results on all Classifiers 

Feature 

Size DFS IG GI CHI2 

60 92.6019 91.8289 92.9885 92.4777 

110 92.4816 91.7054 92.6082 92.2174 

250 92.9891 92.8604 92.8590 92.9860 

450 93.4953 93.3686 92.9825 93.1132 

650 92.9890 93.2416 92.7334 93.1153 

950 92.9863 93.1420 93.1093 93.1142 
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When the tables are examined, DFS in 450 

dimensions achieves the best performance for all 

classifiers based on both criteria. These tables 

are useful for determining whether feature 

selection approaches exhibit statistically stable 

performance. It's also useful to see which feature 

sizes perform best. For example, IG performed 

poorly in small dimensions compared to other 

approaches, but better in larger dimensions. 

Furthermore, DFS and CHI2 performed 

similarly and produced more consistent results 

than other approaches. This demonstrates that 

DFS and CHI2 collaborate closely. In other 

words, it chooses features that are close to being 

distinctive. These characteristics do not have to 

be the same. Assume that feature 𝐴 has a 

distinctness of 0.5689 and feature 𝐵 has a 

distinctness of 0.5772. In this case, DFS may 

select attribute 𝐴, while CHI2 may select 

attribute 𝐵. However, the contributions of these 

two features to the classifier are nearly equal. 

As a result, the DFS approach appears to be more 

stable and performs better at certain feature Top-N 

dimensions. Furthermore, the GI approach performed 

well with small feature sizes. In terms of classifiers, 

it is appropriate to say that SVM outperforms others. 

These results show that using DFS and SVM 

classifiers results in more accurate SMS spam 

detection. 

5. Conclusion 

In this study, text mining techniques were used to 

analyze the SMS dataset to determine the necessary 

parameters for an effective classification study. Four 

of the most well-known feature selection approaches, 

each of which is one of these parameters, were 

employed. As a result, the approach that produced the 

best results was chosen. In addition, the classifier, 

another parameter that produces the best results with 

this approach, was determined. According to the 

experimental results, the DFS feature selection 

approach produced the best results with the SVM 

classifier. This study provides a general framework 

for future studies in this field that will use text mining 

techniques. 
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 People mostly communicate through speech or facial expressions. People's feelings and 

thoughts are reflected in their faces and speech. This phenomenon is an important tool 

for people to empathize when communicating with each other. Today, human emotions 

can be recognized automatically with the help of artificial intelligence systems. 

Automatic recognition of emotions can increase productivity in all areas including 

virtual reality, psychology, behavior modeling, in short, human-computer interaction. In 

this study, we propose a method based on improving the accuracy of emotion recognition 

using speech data. In this method, new features are determined using convolutional 

neural networks from MFCC coefficient matrices of speech records in Crema-D dataset. 

By applying particle swarm optimization to the features obtained, the accuracy was 

increased by selecting the features that are important for speech emotion classification. 

In addition, 64 attributes used for each record were reduced to 33 attributes. In the test 

results, 62.86% accuracy was obtained with CNN, 63.93% accuracy with SVM and 

66.01% accuracy with CNN+BPSO+SVM.        
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1. Introduction 

Emotions are an important tool of human 

communication. People's cognitive and mental states 

manifest themselves by being reflected in their face, 

eyes, voice, or body with many different emotions 

such as surprise, disgust, fear, anger, sadness, 

happiness. By integrating interactive human-

computer systems that continuously and 

automatically recognize people's emotional states 

with intelligent systems, these systems can be made 

more interactive. Emotion recognition using speech, 

the primary communication channel through which 

emotional states are conveyed, is an active area of 

research. Systems for speech emotion recognition 

(SER) are used in many different domains, e.g., call 
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centers [1], criminal case [2]. Some studies on SER 

methods in the literature are as follows. Zielonka et 

al. They used Crema-D, RAVDESS, SAVEE, TESS 

and IEMOCAP datasets in their study. In their study, 

the performance difference of spectrogram and mel-

spectrogram features used to extract emotion-

representing features was compared over Resnet-18 

and a custom CNN model. As a result of the 

comparisons, it has been shown that mel-

spectrograms are more suitable for classical CNN-

based education.1 For the Crema-D dataset, they 

achieved an accuracy of 46.75% in the spectrogram 

feature use and 53.66% in the mel-spectrogram 

feature test results in the classical CNN architecture 

test results [3]. Shankar et al. conducted a study on 
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performance among model architectures of data 

augmentation. They used Gated-CNN, MLP-mixer, 

Bi-LSTM, Transformer architectures in their work. 

In the training of model architectures, the 

optimization hyper-parameters of the models were 

adjusted using the VESUS dataset. Then, the 

performances were evaluated by using 5-fold cross 

validation with IEMOCAP and Crema-D datasets, on 

which different data augmentation methods were 

applied on the models. It has been shown that speed 

perturbation, one of the data augmentation types, is a 

robust data augmentation strategy in increasing 

accuracy [4]. Donuk and Hanbay obtained the zcr, 

rmse and mfcc features of the audio signals of the 

Ravdess and Tess datasets. Considering the change 

of these features in an audio signal over time, they 

performed an LSTM-based classification [5]. In their 

study, Singh and Goel conducted a literature review 

on the databases used in speech emotion recognition 

studies between 2000-2021 and the motivations and 

limitations of deep learning used in speech emotion 

classification. Deep learning studies on speech 

emotion recognition were systematically 

summarized by examining 152 articles [6]. 

 

2. Material and Method  

2.1. Crema-D Dataset 

The Crowd-sourced Emotional Multi-modal 

Actors Dataset, Crema-D dataset contains 7442 clips 

created by theater directors for a total of 91 actors, 48 

males and 43 females, ranging in age from 20 to 74 

and of various ethnicities. Actors were asked to speak 

12 specific phrases in one of six different emotions 

(Disgust, Fear, Sad, Anger, Neutral, Happy) and in 

three different intonations (Low, Medium, High). 

The recordings (auditory, visual, and audiovisual) 

were rated by 2,443 raters via crowdsourcing based 

on the intensity of the emotion and feeling. Human 

recognition of recordings made in three different 

modalities as auditory, visual, and audiovisual has a 

hit rate of 40.9%, 58.2%, and 63.6%, respectively [7]. 

The intensities of speech emotion labels belonging to 

the Crema-D data set used in our study are shown in 

the graph given in Figure 1. 

 

 
Figure 1 Crema-D dataset emotion distribution 

 

Audio data of speech emotions are stored in digital 

media by analog-digital conversion. While 

performing this cycle, the quality of the signal is 

determined depending on the number of samples per 

second. In addition, a quantitative dimension of each 

sound sample of the signal is determined. In Figure 

2, a digital representation of a sound with a sampling 

frequency of 22050 is given. 

 

 
Figure 2 Audio signal 

 

2.2. Data Preprocessing 

It has been reported that the classification using the 

available sample values of the audio signals has little 

contribution to the performance of the model used 

[8]. For this reason, acoustic features that best 

represent emotions are needed. Some preprocessing 

steps are required to extract the appropriate features. 

These can be summarized as extracting the silent 

parts with low amplitude values from the audio 

signal, converting the obtained signals to the 

appropriate format for the model to be used in the 

classification, and finally extracting the features from 

the signals. 

 

2.3. Data Cleaning and Editing 

Before extracting the voice features from the 

speech recordings of the Crema-D dataset, the silent 

parts of the wave graphs that we think do not 

represent the current emotion were clipped using the 

librosa [9] library. With this process, emotions will 

be better represented while classifying from 

attributes. Figure 3 shows the original and clipped 

state of the signal to the "angry" sound sense. 
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               Figure 3 Cropped audio signal 

 

To extract features with the same spatial 

dimensions from the audio signals obtained after 

clipping, all audio recordings were arranged to have 

the same sample size. 

 

2.4. Feature Extraction 

Acoustic sound features to represent speech 

emotions are needed to be used in classification from 

data set signals converted into a format suitable for 

feature extraction. There are different attributes 

representing sound in the literature. These can be 

listed as Zero Crossing Rate, Energy, Entropy of 

Energy, Spectral Centroid, Spectral Spread, Spectral 

Flux, Mel Frequency Cepstral Coefficients, Chroma 

Vector, Chroma Deviation. These attributes can be 

used together as well as alone. Mel Frequency 

Cepstral Coefficients (MFCCs), which are widely 

used among these attributes, were used in our study. 

 

2.4.1. Mel-frequency Cepstral Coefficients 

Mel-Frequency Cepstral Coefficients (MFCCs) 

are the most used features to represent the sound with 

a certain number of coefficients. To extract the 

MFCCs features, the audio signal needs to undergo a 

series of processing. First, the preprocessed audio 

signals are divided into frames with the same number 

of samples. With the division process, it is aimed to 

extract more consistent features from the audio 

signals. The number of frames to be obtained can be 

obtained with the formula given in Equation 1. 

 

(
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠−𝐹𝑟𝑎𝑚𝑒 𝑙𝑒𝑛𝑔𝑡ℎ

𝐻𝑜𝑝 𝑙𝑒𝑛𝑔𝑡ℎ
)  + 1                                                (1) 

Hamming windowing is applied for each frame of 

the audio signals split into frames. With Hamming 

windowing, the frequency spectrum to be obtained 

from audio signals is improved. Thus, spectral 

leakage due to discrete frames of the audio signal is 

prevented. After this step, Fast Fourier Transform 

(FFT) is applied for each of the framed signals.  

With FFT, the audio signal is passed from the time 

domain to the frequency domain. Thus, the amplitude 

and frequency values that make up the audio signal 

are extracted. FFT formula is given in Equation 2. In 

the equation, N represents the number of samples in 

the frame, n represents the relevant sample, x(n) 

represents the value of the signal in the n sample, k 

the current frequency, X(k) represents the amplitude 

and phase values of the k frequency in the audio 

signal [5]. 

 

𝑋(𝑘) = ∑ 𝑥(𝑛)𝑒−𝑖
2𝜋𝑘𝑛

𝑁𝑁−1
𝑛=0                          (2) 

 

With the formula given in Equation 3, the powers 

of the frequencies are calculated by squaring the 

values obtained by FFT. 

 

𝑃𝑛 =   
(𝐻𝐹𝐷(𝑥𝑛))2

𝑁𝐻𝐹𝐷
                                                 (3) 

 

It has been reported that the human ear perceives 

sound frequencies linearly up to 1000 Hz and 

logarithmically for values after 1000 Hz [10]. With 

an empirical frequency scale called the Mel scale, 

sound frequencies are converted to frequency values 

suitable for the nature of the human ear. Calculation 

of sound frequency (f) from Mel scale type is given 

in Equation 4. After this stage, Mel spectrogram is 

obtained by applying Mel triangle filters (usually 12 

filters) to the frequency spectrum. The powers of the 

Mel bands are obtained by multiplying the Mel filters 

in each different frequency range with the frequency 

values in the FFT applied frames [5]. 

Discrete Cosine Transform (DCT) is applied as the 

last step in MFCC feature extraction. In this step, 

commonly 13 MFCC coefficients are obtained for 

each signal frame. The number of coefficients in our 

study is 40. MFCC are feature coefficients that are 

often used in audio classification tasks. The 

coefficients obtained in each frame are added along 

the column to obtain the MFCC feature matrix. The 

MFCC coefficient extraction formula is given in 

Equation 5. 𝐶𝑡(𝑛) in the formula represents the nth 

MFCC coefficient of the t-frame. M indicates the 

number of MFCCs. The value of 𝑋′𝑛(𝑚) shows the 

logarithmic energy of the mth mel filter [11]. 
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𝑀𝑒𝑙(𝑓) = 2595 ∗ (1 +  
𝑓

700
)                                                       (4) 

𝐶𝑡(𝑛) =  ∑ 𝑋′𝑛(𝑚) 𝑐𝑜𝑠(
𝜋𝑛(𝑚−0.5)

𝑀
)𝑀−1

𝑚=0                           (5) 

 

2.5. Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a heuristic 

optimization technique developed by Kennedy and 

Eberhart [12] in 1995. This optimization was inspired 

by the movements of birds and fish in search of food, 

which move in flocks. For the herd to reach its goal, 

the communication of individuals in the herd with 

each other has been mathematically revealed. PSO is 

an algorithm used to solve nonlinear problems. In this 

algorithm, a population of candidate particles is 

created to find the best solution in the problem space. 

Each particle in the population tries to find the best 

solution. The particle that gives the best solution in 

the population becomes the leader (GBest) of the 

population, that is, it refers to the global best particle. 

The best solution obtained by the particles in the 

search space individually represents the individual 

best particle. The individual best particle is expressed 

by PBest. While the particles are searching for 

solutions in the search space, they update their 

velocities with every change of position by 

referencing the GBest and PBest solutions.  

Velocity and position updates are given in Equations 

6 and 7, respectively [13]. 

 

vn[t+1] = w[t]vn[t] + c1r1(xL,n[t]- xn[t])                     (6) 

+ c2r2(xG,n[t] - xn[t]) 

xn[t+1] = xn[t] + vn[t+1]                                               (7) 

The expressions of the formulas given in Equations 

6 and 7 are explained below [13]. 

vn[t+1]   :The updated velocity of the particle 

w[t]        :Inertia coefficient 

vn[t]       :The previous velocity of the particle 

c1  :Coefficient of remembering own best position 

r1  :Random number between 0-1 

xL,n[t]   :The particle's best position ever 

xn[t]  :The previous position of the particle 

xG,n[t]   :Swarm leader's position 

r2           :Random number between 0-1 

c2       :Coefficient of remembering the position of the   

  swarm leader 

 

2.6. Proposed System 

The proposed system is shown in Figure 4. The 

MFCCs feature coefficients obtained from the audio 

recordings in the Crema-D dataset were used in the 

training and testing stages of the CNN network. 
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The MFCCs features obtained from the data set are 

divided into two as 80% training and 20% testing. 

Training and testing data are shown in Table 1. 

 
Table 1 Crema-D dataset features 

Number of clips Frame feature 

count (MFCCs) 

Number 

of frames 

Training   :5953 40 216 

Test          :1489 40 216 

 

When Table 1 is examined, when the audio 

recording signals belonging to the equal sample 

number are divided into frames, 216 frames are 

obtained. For each frame, 40 MFCCs feature 

coefficients were extracted. The CNN structure of the 

proposed system is given in Table 2. 

 

Table 2 CNN structure 

Layer              Output Shape               Parameter 

input_1 (InputLayer) [(?, 40, 216, 1)] 0 

conv2d (Conv2D) (?, 40, 216, 64) 640 

batch_normalization 

(BatchNormalization) 

(?, 40, 216, 64) 256 

activation (Activation) (?, 40, 216, 64) 0 

max_pooling2d 

(MaxPooling2D) 

(?, 20, 108, 64) 0 

dropout (Dropout) (?, 20, 108, 64) 0 

conv2d_1 (Conv2D) (?, 20, 108, 64) 36928 

batch_normalization_1 

(BatchNormalization) 

(?, 20, 108, 64) 256 

activation_1 (Activation) (?, 20, 108, 64) 0 

max_pooling2d_1 

(MaxPooling2D) 

(?, 10, 54, 64) 0 

dropout_1 (Dropout) (?, 10, 54, 64) 0 

conv2d_2 (Conv2D) (?, 10, 54, 128) 73856 

batch_normalization_2 

(BatchNormalization) 

(?, 10, 54, 128) 512 

activation_2 (Activation) (?, 10, 54, 128) 0 

max_pooling2d_2 

(MaxPooling2D) 

(?, 5, 27, 128) 0 

dropout_2 (Dropout) (?, 5, 27, 128) 0 

conv2d_3 (Conv2D) (?, 5, 27, 128) 147584 

batch_normalization_3 

(BatchNormalization) 

(?, 5, 27, 128) 512 

activation_3 (Activation) (?, 5, 27, 128) 0 

max_pooling2d_3 

(MaxPooling2D) 

(?, 2, 13, 128) 0 

dropout_3 (Dropout) (?, 2, 13, 128) 0 

flatten (Flatten) (?, 3328) 0 

dense (Dense) (?, 64) 213056 

batch_normalization_4 

(BatchNormalization) 

(?, 64) 256 

activation_4 

(Activation) 

(?, 64) 0 

dropout_4 (Dropout) (?, 64) 0 

dense_1 (Dense) (?, 6) 390 

3. Experimental Results 

The CNN network is trained with training data. 

The error value of the network reached its minimum 

value at 45 epochs. Data normalization, maxpooling 

and dropout (0.3) were applied after all convolution 

operations except the last classification layer. 

“Adam” optimization algorithm is used to learn the 

network better. For the loss calculation, 

categorical_crossentropy was considered suitable as 

the loss function. While the classification layer is 

activated with the “softmax” activation function, the 

“ReLU” activation function is used in all other layers. 

The batch size of the network is 32. 

After the training process, the performance of the 

model was tested in the testing phase. The test results 

were realized with an accuracy rate of 62.86%. 

Precision, recall, f1-score results of emotions were 

obtained via the sklearn library [14] in Table 3. 

 

Table 3 Performance measurement metrics 

Emotion Precision Recall F1-score Support 

Angry 0.64 0.80 0.71 244 

Digust 0.52 0.68 0.59 254 

Fear 0.65 0.46 0.54 279 

Happy 0.75 0.53 0.62 243 

Neutral 0.71 0.77 0.73 235 

Sad 0.59 0.56 0.57 234 

 

CNN network trained with MFCCs features of 

speech sound recordings performs classification with 

62.86% accuracy. At this stage, feature vectors of 

5953x64 dimensions belonging to the fully 

connected layer of the trained CNN model before the 

classification layer are sent to the BPSO space for 

feature selection. In feature selection with BPSO, it 

creates swarm of solution snippets to find which 

features represent emotion better in 64-unit feature 

vectors. In BPSO, each particle, unlike PSO, consists 

of a 64-unit binary vector containing random "0" and 

"1" values. The new positions of the particles in 

motion in the search space must be determined at 

each iteration. For this, it is necessary to update the 

velocities of the particles. By applying the Sigmoidal 

function to the velocities of the particles, values 

between 0-1 are obtained. Then, the obtained values 

are compared with a randomly determined number 

between 0-1 and the new positions of the units of the 



 
 Donuk K., Journal of Soft Computing and Artificial Intelligence 03(02): 51-57, 2022 

 

56 
 

particle are updated as "0" or "1" [15]. Position 

calculation formulas in BPSO optimization are given 

in Equation 8 and Equation 9. 

 

𝑆𝑖𝑔(𝑣𝑛[𝑡 + 1]) =
1

1+𝑒−(𝑣𝑛[𝑡+1])                                   (8)                  

 

𝑥𝑛[𝑡 + 1] = {
0, 𝑖𝑓 𝑟𝑎𝑛𝑑() ≥ 𝑆𝑖𝑔(𝑣𝑛[𝑡 + 1])

1, 𝑖𝑓 𝑟𝑎𝑛𝑑() < 𝑆𝑖𝑔 (𝑣𝑛[𝑡 + 1])
  (9)  

 

Filtering is performed by comparing the particle 

swarm with the feature vectors obtained from the 

CNN. The index values of the units with the value 

"1" of the particle are marked and the features with 

these index values in the feature vector form the new 

vector representing the emotion. The resulting new 

feature vectors are classified by SVM and an error 

value is obtained [15]. This process ends with finding 

the solution candidate with the lowest error rate as a 

result of SVM classification. As a result of applying 

BPSO to 64 feature layers of each record obtained 

from the CNN network, features that better represent 

emotions were obtained from 64 features. Thus, the 

number of attributes has been reduced from 64 to 33. 

The accuracy obtained because of the SVM 

classification made with 33 feature vectors of each 

record increased by 3.15% and reached 66.01% 

accuracy. BPSO was performed with 40 iterations 

and 100 particles. The optimization graph of BPSO 

is given in Figure 5. In addition, the classification 

accuracy rates of CNN, SVM and 

CNN+BPSO+SVM, respectively, using the MFCCs 

attributes of the data set are given in Table 4. 

 

 
Figure 5 BPSO optimization graph 

Table 4 Comparative accuracy rates 

Method Accuracy (%) 

CNN 62.86 

SVM 63.93 

CNN+BPSO+SVM 

(Proposed method) 

66.01 

4. Conclusion 

In our study, the effect of feature selection on 

classification accuracy was investigated. For this 

purpose, MFCCs features were extracted on the 

Crema-D speech dataset. The CNN architecture 

trained with these features achieved a test accuracy 

of 62.86%. By using the features in the last full 

connected layer of the CNN network, feature 

selection was performed with the help of BPSO. In 

the feature selection process, the error calculation 

was carried out with the help of the SVM algorithm. 

The number of features has been reduced by feature 

selection. In addition, the accuracy has been 

increased by 3.15%, reaching an accuracy rate of 

66.01%. 
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 Solving optimization problems is still a big challenge in the area of optimization 

algorithms. Many proposed algorithms in the literature don’t consider the relations 

between the variables of the nature of the problem. However, a recently published 

algorithm, called “Bayesian Multiploid Genetic Algorithm” exploits the relations 

between the variables and then solves the given problem. It also uses more than one 

genotype unlike the simple Genetic Algorithm (GA) and it acts like an implicit memory 

in order to remember the old but good solutions. In this work, the well-known 

Multidimensional Knapsack Problem (MKP) is solved by the Bayesian Multiploid 

Genetic Algorithm. And the results show that exploiting relations between the variables 

gets a huge advantage in solving the given problem. 
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1. Introduction 

Constraint Optimization Problems (COP) are still 

a big challenge in the area of computer science. One 

of them is the Multidimensional Knapsack Problem 

(MKP). The MKP is an extended version of the 

standard 0-1 Knapsack Problem (KP). While 

standard KP has only one resource, the MKP can has 

more than one resource. MKP is actually can be 

considered a real-world problem. Many real-world 

problems can be solved by MKP, such as cutting 

stock[1], loading problems [2], resource allocation 

for distributed computing[3], project selection[4], 

etc. MKP is still a current benchmark problem that 

continues to be solved with different approaches in 

recent years[5]–[8]. 

In the past ten years, many metaheuristic (MH) 

techniques are applied to solve different NP-Hard 

global optimization problems. Some of them are the 

following: Estimation of Distribution Algorithms 

(EDA)[9], Artificial Bee Colony (ABC)[10], 

Harmony Search (HS)[11], Ant Colony Optimization 

 
1 Corresponding author  
e-mail: gazioglu@sirnak.edu.tr 
 DOI: 10.55195/jscai.1216193 

(ACO)[12], Whale Optimization Algorithm 

(WOA)[13], Bat Algorithm (BA)[14], etc. However, 

all of them mentioned before don’t consider the 

interactions between the problem’s variables. In an 

ecosystem, all the objects have connected some way 

and they affect each other.   

For this reason, it is important to exploit 

interactions between the variables and then use them 

to solve the problem effectively.  

In this work, the Bayesian Multiploid Genetic 

Algorithm (BMGA)[15] is used, which has both an 

implicit memory scheme (to remember old solutions) 

and a Bayesian Network (to exploit interactions 

between variables) in order to solve the well-known 

Multidimensional Knapsack Problem (MKP) 

considering as a real-world benchmark problem.  

To evaluate the BMGA’s performance, six 

algorithms are selected as comparative algorithms. 

Note that, the results for the six algorithms listed 

below are already taken from the [16] and compared 

https://dergipark.org.tr/en/pub/jscai
mailto:gazioglu@sirnak.edu.tr
https://orcid.org/0000-0002-7615-305X
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to the BMGA’s results. 

• Moth Search Algorithm (MS)[17, s.]: A new 

optimization algorithm that is inspired by the 

Levy flights and the phototaxis of the months. In 

this method, the fittest individual is considered the 

light source. The moths close to the fittest one fly 

in the form of Levy flights. On the other hand, 

because of the phototaxis, the moths far from the 

fittest one fly to the fittest one with big steps. 

These two different behaviors are the exploration 

and the exploitation of any other optimization 

method. 

• Self-Learning MS (SLMS)[16]: In regular MS, 

each individual update their positions according 

to the fittest one. But it may cause it to fall into 

the local optimum. Authors, introduce a new self-

learning strategy to enable individuals to update 

their positions not only according to the fittest one 

but also the closer individuals which have fitter 

than themselves. 

• Modified multi-verse optimization algorithm 

(MMVO)[18]: In this algorithm, authors are 

inspired by the popular multi-verse theory which 

is based on three concepts: the wormhole, the 

black hole, and the white hole. In the algorithm, 

each universe is considered a solution candidate. 

If an individual gets close to the white hole, means 

it is getting better fitness values, and vice-versa 

(closing to the black hole), it is getting worse 

fitness values. And the wormholes are used as a 

diversification operator in the algorithm to 

maintain the diversity in the population. 

• Binary Gravitational Search Algorithm 

(BGSA)[19]: This is the binary version of GSA 

which is based on Newton’s laws of gravity and 

motion: The gravitational force affects the objects 

and makes them attract each other. In the 

algorithm, each object is considered an agent, and 

each one of them has its mass. And their masses 

define their fitness values. As time passes, objects 

are attracted by the fitter masses which leads them 

to get a better fitness value. 

• Binary Hybrid Topology Particle Swarm 

Optimization (BHTPSO)[19]: In the simple 

PSO[20], the particles may fall into local 

optimum if their velocities are zero. Because zero 

velocity means the particle’s fitness value is good 

and shouldn’t be changed. To overcome this, a 

small value is added to their velocities for 

acceleration and enables them to escape from the 

local optimum. 

• Binary Hybrid Topology Particle Swarm 

Optimization Quadratic Interpolation (BHTPSO-

QI)[19]: This is the form of BHTPSO which is 

incorporated with a quadratic crossover operator.  

This paper continues as follows: In Section 2, the 

BMGA is explained. In Section 3, MKP and its 

datasets are explained. In Section 4, the results are 

shown and finally, Section 5 concludes the paper. 

 

2. Bayesian Multiploid Genetic Algorithm 

The BMGA is constructed on the simple GA. 

However, it differs from simple GA in many ways.  

First, the individuals in the simple GA have only 

one chromosome to represent a candidate solution. 

Both genetic operators and fitness calculations are 

done over this chromosome for each individual. 

However, in BMGA, each individual has two 

different structures: The genotypes and a phenotype. 

As we know, in nature, all living things have 

genotypes and phenotypes. Genotypes are inherited 

from the parents. However, the phenotype is the one 

that decides a living thing will look like to what.  

The number of genotypes in an individual can be 

more than one. This feature provides an implicit 

memory scheme to the algorithm. Because all the 

genetic operators (crossover – mutation) are executed 

on the genotypes and the fitness calculations are 

executed on the phenotype of the individual. In this 

way, genotypes act like a memory. On the other hand, 

each individual has only one phenotype and its fitness 

value is calculated using that phenotype. That is, no 

matter how many genotypes an individual has, only 

one phenotype determines its fitness value. The 

structure of an individual is illustrated in Figure 1. 

Second, BMGA uses a well-known Bayesian 

Algorithm 1 Pseudocode of BMGA 

𝑔 ← 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑔𝑒𝑛𝑜𝑡𝑦𝑝𝑒𝑠 

𝑝𝑜𝑝 ← 𝑖𝑛𝑖𝑡(𝑝𝑜𝑝𝑆𝑖𝑧𝑒, 𝑔) 

𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑎 𝑝𝑟𝑜𝑏𝑉𝑒𝑐[ ] 

𝐰𝐡𝐢𝐥𝐞 𝑎 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑛𝑜𝑡 𝑚𝑒𝑡 𝐝𝐨 

𝑔𝑒𝑛𝑜𝑡𝑦𝑝𝑒2𝑝ℎ𝑒𝑛𝑜𝑡𝑦𝑝𝑒(𝑝𝑜𝑝, 𝑝𝑟𝑜𝑏𝑉𝑒𝑐[ ]) 

𝑏𝑒𝑠𝑡 ← 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑝𝑜𝑝) 

𝐵𝑁 ← 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝐵𝑁(𝑝𝑜𝑝) 

𝑎𝑢𝑥𝑃𝑜𝑝 ← 𝑠𝑎𝑚𝑝𝑙𝑒𝐵𝑁(𝐵𝑁) 

𝑝𝑟𝑜𝑏𝑉𝑒𝑐[ ] ← 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑃𝑟𝑜𝑏𝑉𝑒𝑐(𝑎𝑢𝑥𝑃𝑜𝑝) 

𝑝𝑜𝑝 ← 𝑡𝑜𝑢𝑟𝑛𝑎𝑚𝑒𝑛𝑡𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛(𝑝𝑜𝑝) 

𝑝𝑜𝑝 ← 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟(𝑝𝑜𝑝) 

𝑝𝑜𝑝 ← 𝑏𝑖𝑡𝑤𝑖𝑠𝑒𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛(𝑝𝑜𝑝) 

𝐫𝐞𝐭𝐮𝐫𝐧 𝑏𝑒𝑠𝑡 
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Optimization Algorithm (BOA)[21] in it, in order to 

exploit the interactions between the variables. The 

BOA starts with a randomly generated population 

and creates a Bayesian Network (BN) by using this 

population. Since there is no prior information, BOA 

uses a greedy algorithm to form different BNs and 

then measure their quality using a special metric. 

After the algorithm finds the most suitable BN, then 

samples new individuals using that final BN. This 

procedure continues until a termination condition is 

met. 

 
Figure 1 Illustration of an individual 

 

In BMGA, the BOA is used in order to form a 

probability vector to determine the phenotypes of the 

individuals in the population. This works like this: 

First, the GA part of the BMGA randomly generates 

a population. In this generating part, only the 

genotypes of the individuals are generated. For 

instance, if an individual has four genotypes, and the 

size of the population is 100, then 400 genotypes are 

generated. Next, a probability vector is randomly 

formed to determine the phenotypes of the 

individuals for the first iteration. The probability 

vector is formed via genotypes of the best k% 

individuals of the population by calculating the 

probability of being 1 for each gene using Equation 

1. After the probability of being 1 is calculated the 

Equation 1, for each gene in the phenotype, a random 

real number is generated between 0 and 1. This 

generated value is then compared to the 

corresponding value in the probability vector to 

determine the value of the phenotype. Assuming that 

number of genotypes is g, this comparison is held by 

using Equation 2 and Equation 3. 

 

𝑃𝑟𝑜𝑏𝑉𝑒𝑐𝑡𝑜𝑟𝑖 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑛𝑒𝑠 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑔𝑒𝑛𝑒

𝑠𝑖𝑧𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
    (1) 

 

       𝑣𝑎𝑙 = (𝑟𝑎𝑛𝑑() < 𝑃𝑟𝑜𝑏𝑉𝑒𝑐𝑡𝑜𝑟𝑖)? 1: 0               (2) 

                                                                                                                                         

                 𝑝ℎ𝑒𝑛𝑜𝑖 = {

0,          ∑ 𝑔𝑒𝑛𝑜𝑖 = 0
𝑔

1,          ∑ 𝑔𝑒𝑛𝑜𝑖 = 𝑔
𝑔

𝑣𝑎𝑙,                         𝑜𝑡ℎ𝑒𝑟

           (3) 

 

Once the phenotypes are determined, the fitness 

values of all individuals are calculated. After this first 

iteration, for the latter iterations, a new BN is 

constructed by using the same rule, and then a second 

population is sampled via BN. This second 

population is named auxiliary population, in short, 

“aux-pop”. The aux-pop has only one chromosome 

like in the simple GA. For the latter iterations, the 

probability vector is formed by the aux-pop, again, 

using Equation 1.  

After explaining the key points of the BMGA, now 

we can explain it in general. The general pseudocode 

of the BMGA is given in Algorithm 1. After the BOA 

parts of the BMGA are executed, next, the GA part 

of the BMGA starts to run. 

The standard tournament selection (size of n) is 

applied in the BMGA’s selection phase: Randomly 

chosen n solution candidates are compared and the 

fittest one is passed on to the next generation. This 

operation is performed until the size of the next 

generation is satisfied. Without recalculating its 

fitness value, the elite solution candidate from the last 

iteration is passed on to the current generation 

(elitism). 

The uniform crossover approach is employed for 

crossover operation. It begins by randomly 

generating a mask vector in binary and then selecting 

two individuals, say 𝑖1 , and 𝑖2, at each iteration. For 

each variable j (genes in chromosome), if the mask 

vector’s corresponding value is 1, 𝑖1’s 1st genotype’s 

𝑗𝑡ℎ variable is swapped with 𝑖2’s 2nd genotype’s 𝑗𝑡ℎ 

variable with a probability of 𝑝𝑐. This procedure is 

performed on each pair of genotypes in each solution 

candidate separately. 

The simple bitwise mutation is employed as a 

mutation tool. The genotypes of each solution 

candidate are inverted with a probability of pm in the 

bitwise mutation process. 

 

3. Preparing Test Environment 

3.1.  Multidimensional Knapsack Problem 

MKP is a well-known benchmark problem for 

optimization algorithms. The goal of the problem 

finding a subset of given a number of items that obtain 

the optimal profit value while satisfying the given 

constraints. In this problem, there are 𝑛  items, 𝑚 

resources, and 𝑛 × 𝑚 constraints. The formulation of 

the problem is given in Equation 4 and Equation 5. 

 

max              ∑ 𝑝𝑗 × 𝑥𝑗
𝑛
𝑗=1                               (4) 

subject to ∑ 𝑟𝑖𝑗 × 𝑥𝑗 ≤ 𝑐𝑖 ,   ∀𝑖∈ {1,2, … , 𝑚}𝑛
𝑗=1       (5) 
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where 𝑛 is the number of items, 𝑚 is the number of 

resources (knapsacks), 𝑥𝑗  denotes the whether the 

item 𝑗 is collected, 𝑝𝑗 is the profit of the item 𝑗, 𝑟𝑖𝑗 is 

the consumption of the 𝑗𝑡ℎ  item at the 𝑖𝑡ℎ  resource 

and finally 𝑐𝑖 is the capacity of the 𝑖𝑡ℎ resource. 

In order to test BMGA for MKPs, the first five 

problems are taken from the six different datasets 

which are provided on the well-known OR-LIB[22].  

There are 30 different problems in that dataset and 

each has a different problem size. All problems have 

a tightness ratio of 0.25, however, their number of 

items and number of resources is changing. Also, 

they are encoded as “cbX-Y” in the result table, 

which means “Chu-Beasley, dataset X, problem Y”.  

All the necessary information is given in Table 2. 

In this work, all 30 datasets are solved by BMGA. 

Then, the results are compared to the results obtained 

from [16] 
 

3.2. Experimental Studies 

For the experimental tests, first, some parameters of 

BMGA are set. These settings can be seen in Table 1. 

 
Table 1 Parameter settings 

 

Note that, each value in Table 1 is obtained by 

conducting a number of preliminary sensitivity 

tests[15].  

For each test, with the same set of seeds, 30 

independent runs were performed. For each run, best-

of-generation (BOG) is saved and the overall 

performance is calculated as shown in Equation 6. 

�̅�𝐵𝑂𝐺 =
1

𝐺
∑ (

1

𝑁
∑ 𝐹𝐵𝑂𝐺𝑖𝑗

𝑁
𝑗=1 )𝐺

𝑖=1                  (6) 

where 𝐺 is the number of generations, 𝑁 is the number 

of runs, 𝐹𝐵𝑂𝐺𝑖𝑗
 is the BOG of the 𝑗𝑡ℎ  run’s 𝑖𝑡ℎ 

generation. Last, �̅�𝐵𝑂𝐺  is the overall offline 

performance.  

 

4. Results  

After setting the parameters in Table 1, the BMGA 

is tested for 30 different MKP datasets. For each 

problem, 30 independent runs are executed. The results 

can be seen in Table 2. Also, the charts of the first 

problems of each group can be seen in Figure 2. 

In the table, “Optimum” is the best-known optimum 

value so far provided in [22], “Best” is the best solution 

found during each test, and “Mean” is the average 

performance for the particular problem. In the "Prob. 

size" column, the size of the problem is given. For 

example, “5x100-0.25” means that the problem has 5 

resources, 100 items, and a tightness ratio of 0.25. 

Results show that BMGA is capable to solve MKP, 

is competitive, and obtains better solutions in terms of 

#Mean and #Best for most of the problem instances 

because of its Bayesian probability vector. More 

clearly, both in terms of #Best and #Mean, BMGA has 

got better results in 20 of 30 problems. 

Although BMGA performs better than the other 

algorithms, for the test instances with 500 items, it 

performs slightly worse than the other test instances. 

That is because having more items means a bigger BN. 

And since BOA’s BN is constructed with a 1-incoming 

edge rule, it is getting hard to exploit relations between 

the variables. 

 

5. Conclusion 

In this paper, the well-known optimization problem, 

the MKP, is solved by a recently proposed algorithm, 

the BMGA.  

BMGA combines the powers of EDA and MS. By 

saying EDA, we mean BOA and by saying MS, we 

mean GA. While the MS part is responsible for the 

optimization process, the EDA part is responsible for 

exploiting relations between variables. Since it is a 

recently proposed algorithm, it has become mandatory 

to solve well-known optimization benchmark 

problems such as MKP. 

For testing, BMGA is used to solve the most popular 

optimization dataset library’s MKP instances. Then, 

the results are compared to the most recent paper. To 

get a fair comparison, the same number of fitness value 

calculations were done. The results showed that 

BMGA outperforms even the latest proposed 

algorithms. 

This work tells us that exploiting the relations 

between the problem variables is important and useful 

while solving global optimization problems. 

Parameter Value 

number of generations 1000 

Size of the population 100 

Probability of crossover 1.0 

Probability of mutation 0.03 

Tournament size 4 

number of genotypes 4 

Population rate to form BN 0.1 
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Prob. size Prob. Optimum Profit BMGA MS SLMS MMVO BGSA BHTPSO BHTPSO-QI 

5x100-0.25 

cb1-1 24381 
Best 24311 24253 24231 24192 24152 24169 24301 

Mean 24072 24004 24015 24050 23835 23822 23821 

cb1-2 24274 
Best 24274 24258 24274 24274 23986 24109 23944 

Mean 24225 23934 24145 24274 23536 23657 23688 

cb1-3 23551 
Best 23247 23538 23538 23538 23386 23435 23418 

Mean 23175 23272 23440 23520 23041 23072 23073 

cb1-4 23534 
Best 23330 23256 23330 23288 23172 23253 23192 

Mean 23289 23024 23156 23120 22863 22928 22923 

cb1-5 23991 
Best 23952 23845 23947 23947 23755 23815 23774 

Mean 23901 23567 23800 23900 23459 23473 23527 

5x250-0.25 

cb2-1 59312 
Best 59203 58084 59107 58473 57565 57814 57800 

Mean 58980 57369 58736 58240 56554 56874 56685 

cb2-2 61472 
Best 61227 60248 61280 60692 60057 59982 59767 

Mean 61185 59386 61041 60390 58613 58588 58680 

cb2-3 62130 
Best 61831 61212 61787 61702 59936 60630 60524 

Mean 61684 59922 61476 61330 58975 59234 59186 

cb2-4 59463 
Best 59167 58386 59101 58441 57970 57736 57884 

Mean 58777 57752 58787 58300 56744 56773 56584 

cb2-5 58951 
Best 58753 57755 58485 58082 56959 57378 57550 

Mean 58566 56929 58097 58300 55961 56129 56361 

5x500-0.25 

cb3-1 120148 
Best 119992 116296 119914 119978 111206 114493 114438 

Mean 119921 115444 119625 119900 108930 111017 111469 

cb3-2 117879 
Best 116722 113732 117362 115634 108522 112821 112147 

Mean 115888 112257 116858 115400 106631 109276 109247 

cb3-3 121131 
Best 117859 117666 120888 119156 111271 114774 116099 

Mean 117083 116367 120711 118900 109430 112035 112001 

cb3-4 120804 
Best 120501 116454 120030 119124 111283 115828 114327 

Mean 119662 115396 119644 118900 109062 112200 111671 

cb3-5 122319 
Best 119059 117900 121907 121141 112391 115889 117242 

Mean 118284 116767 121512 120800 110564 112253 113364 

10x100-0.25 

cb4-1 23064 
Best 22917 22753 22835 22805 22836 22905 22876 

Mean 22694 22459 22604 22700 22334 22425 22449 

cb4-2 22801 
Best 22836 22611 22650 22630 22441 22573 22408 

Mean 22541 22255 22432 22480 21991 22047 22017 

cb4-3 22131 
Best 22012 21886 21962 22131 21849 21797 21949 

Mean 21662 21466 21632 21720 21313 21342 21461 

cb4-4 22772 
Best 22420 22319 22463 22347 22325 22418 22376 

Mean 22391 21992 22233 22160 21961 22037 22029 

cb4-5 22751 
Best 22312 22440 22619 22417 22168 22215 22254 

Mean 22182 22132 22279 22290 21840 21822 21903 

10x250-0.25 

cb5-1 59187 
Best 58820 57757 58725 58476 56928 57530 57036 

Mean 58812 56708 58148 58310 55759 55854 55960 

cb5-2 58781 
Best 58339 57363 58321 57937 56337 56568 56490 

Mean 58267 56793 58074 57790 55455 55443 55708 

cb5-3 58097 
Best 57804 56690 57764 57062 55573 56426 55982 

Mean 57626 56024 57372 56960 54638 54793 54727 

cb5-4 61000 
Best 60597 59930 60597 60326 58595 59030 59077 

Mean 60460 58934 60194 60030 57766 58057 57721 

cb5-5 58092 
Best 57567 56863 57233 56276 56186 56217 56204 

Mean 57559 56066 56961 56060 54850 54941 54872 

10x500-0.25 

cb6-1 117821 
Best 117371 113362 117287 – 108487 110996 111669 

Mean 116882 112541 116830 – 105760 107698 108367 

cb6-2 119249 
Best 118730 115022 118737 – 109569 114262 113001 

Mean 118250 114250 118385 – 106775 108648 109197 

cb6-3 119215 
Best 118905 115419 118488 – 109705 113987 112419 

Mean 118402 114372 118003 – 106853 108576 109004 

cb6-4 118829 
Best 117354 115038 118116 – 108628 112476 112198 

Mean 116593 113444 117714 – 105679 107692 107796 

cb6-5 116530 
Best 115334 112971 116530 – 106972 109567 109287 

Mean 114447 111707 115301 – 104509 106217 106212 
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Figure 2 Results for the first dataset of each group of problem size 
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 It is an active field of study in studies where the iris center is referenced, such as iris 

center detection, gaze tracking, driver fatigue detection. In this study, an approach for 

real-time detection of iris centers based on convolutional neural networks is presented. 

The GI4E dataset was used as the dataset for the proposed approach. Experimental 

results estimated the test data of the proposed convolutional neural network model with 

an accuracy of 97.2% based on the 0.025 error corresponding to the closest position to 

the iris center according to the maximum normalized error criteria. The study was also 

tested in real time with a webcam built into the computer. While the test accuracy is 

satisfactory, real-time speed performance needs to be improved. 
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1. Introduction 

The eyes, one of the complex organs of the human 

body, are an organ located in the eye socket, 

providing vision with its spherical structure. The 

visible part of the eye consists of three parts, the 

sclera, iris, and pupil. The sclera forms the white area 

of the eye. The iris acts as a diaphragm, which forms 

the middle layer of the eye, whose color varies from 

person to person, and which determines the size of 

the pupil in the middle. The muscle fibers, which are 

positioned in a circle around the iris, cause the pupil 

to contract when they contract, adjusting the amount 

of light entering the eye according to the changing 

environmental conditions. Vision occurs when light 

is refracted from the cornea and transmitted to the 

lens/pupil and from there to the retina (fovea).1 

Detection of the iris center or pupil is an important 

field of study in many different sectors such as gaze 

tracking [1], [2], driver fatigue [3], medical research 

[4]. To be able to detect the iris center, first of all, 
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face and eye detection should be done on the images. 

For face and eye detection, there are ready-made 

algorithms such as DLIB [5], [6], MTCNN [7], 

OpenCv [8] in the literature. Some studies in the 

literature for pupil/iris center detection after eye 

detection are as follows.  

Yu et al. proposed a robust iris center detection 

method for eye gaze tracking in their study. The 

method they propose is based on the geometric 

relationship between the iris center and the eye 

corners. It also presents an algorithm that predicts iris 

edge points to overcome the occlusions in the iris 

region because of eye movements [1]. Donuk and 

Hanbay in their study, they proposed a pupil center 

detection method based on U-Net architecture. They 

trained the proposed Mini-Unet architecture with the 

GI4E dataset. The test performance of the 

architecture detected a position close to the center of 

the pupil with an accuracy of 98.40% based on an 
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error value of 0.025 [9]. Lee et al. presented a fast-

acting method of pupil center detection in robust and 

real-time applications. They used non-local block 

and self-attention block mechanisms in their 

proposed method. Non-local block mechanisms have 

been applied to reduce the delay in face detection, 

and self-attention block mechanisms have been 

applied to provide good image quality for glasses 

removal in images with glasses. The test success of 

the method on the GI4E dataset is 99.84% [10]. 

 

2. Material and Method 

2.1. Dataset: GI4E 

GI4E is a publicly available dataset of 103 user 

images taken via webcam for Iris center detection. 

These images were obtained from 12 different 

images with a resolution of 800x600 pixels for each 

user and looking at different points on the screen. 

Alongside the users' images in the dataset, there is a 

manually labeled guide containing the coordinates of 

the iris centers and eye corners of the eyes in the 

images in pixels [11]. 

 

2.2. Dataset preprocessing 

All images of the GI4E dataset have been 

converted to gray format and normalized for ease of 

data manipulation and Convolutional Neural 

Network (CNN) training. The eyes in the images 

were separated from the rest of the image by using 

the eye corner coordinates in the data set. The new 

iris center coordinates (x, y) of the separated eye 

images were recalculated using the eye corner 

coordinates. A total of 2472 eye images, 2 of each 

image, and the new iris center coordinates of the eye 

images are divided into 80% training and 20% test 

data for the training of the CNN network. In Figure 

1, the process on the image in the data set is 

visualized. 

 

 
 

Figure 1 Dataset preprocessing 

 

2.3. Proposed Method and Training 

With data preprocessing, 2472 right and left eye 

images obtained from the GI4E data set were 

converted to 32x32 spatial dimensions in accordance 

with the input of the CNN model. In the CNN model, 

firstly, three convolutions (3x3) filters were applied 

to the input data, respectively. After the second and 

third convolution layers, the size is reduced by 

applying maxpooling. Then, the obtained features are 

flattened and transmitted to the full connected layer 

of the CNN model. The full connected layer consists 

of 128, 64 neurons and classification layers, 

respectively. It has been tried to increase the 

generalization ability of the network by applying 2 

dropouts (0.4) in these layers, respectively. 

“BatchNormalization” and “ReLU” were applied as 

normalization and activation functions in all layers, 

respectively. Finally, as the learning optimization of 

the network, the “Adam” optimization algorithm and 

for loss detection the euclidean_distance function, 

which expresses the distance between the real iris 

center coordinates and the iris center coordinate 

values estimated by the CNN network, are used. In 

this function, p and q represent the actual and 

estimated iris center coordinates, respectively. The 

distance between p and q is given by Equation 1. 

 

𝑑(𝑝, 𝑞) = √∑ (𝑞𝑖 − 𝑝𝑖)
2𝑛

𝑖=1                 (1) 

The proposed network reached the minimum error 

value in 400 iterations. The proposed CNN structure 

is shown in Figure 2. The accuracy and loss graphs 

of the proposed network are shown in Figures 3 and 

4, respectively. When the loss and accuracy graphs 

are examined, we can see that the network is learning 

properly. 
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Figure 2 Proposed CNN structure

 

 

Figure 3 Loss graph                                                              Figure 4 Accuracy graph 

 

3. Experimental Results 

To evaluate the performance of the trained network 

with the right and left eye images obtained from the 

data set and the coordinate labels corresponding to 

these images, an estimation was made with the 20% 

test data of the data set that was not used in the 

training. For the analysis of the estimation 

performance of the network, the maximum 

normalized error value criterion, which is widely 

used to measure the pupil center estimation 

performance, is used [12]. The formula for this error 

criterion is given in Equation 2. 

 

𝑑𝑒𝑦𝑒(𝑒𝑟𝑟𝑜𝑟) =
𝑚𝑎𝑥⁡(𝑑𝑙,𝑑𝑟)

‖𝐶𝑙−𝐶𝑟‖
                                                (2) 

Given in the equation, 𝑑𝑙 is the distance between 

the true iris center of the left eye and the iris center 

predicted by the CNN model, and 𝑑𝑟⁡is the distance 

between the true iris center of the right eye and the 

iris center predicted by the CNN model. Error 

detection is obtained by the ratio ‖𝐶𝑙 −𝐶𝑟‖⁡ of the 

value greater than these two values to the actual 

distance between the iris centers of the right and left 

eyes. If the obtained 𝑑𝑒𝑦𝑒(𝑒𝑟𝑟𝑜𝑟) value is less than 

0.025 error value, the estimated iris center coordinate 

represents the closest value to the real iris center 

coordinate. If the error value is less than 0.05, the 

estimated iris center coordinate obtained represents a 

coordinate approximately within the actual 
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boundaries of the pupil [9], [13]. In Figure 5, the 

detected iris center detected manually in the data set 

and the estimated iris center are marked on the eye 

image in white and red, respectively.

 

Figure 5 Actual and predicted iris center positions

The prediction results of the proposed CNN model 

on 500 test data obtained an accuracy of 97.2% 

according to 0.025 error and 99.8% according to 0.05 

error from the maximum normalized error criterion. 

The proposed system has also been tested in real time 

with a webcam. In Figure 6, images of the real-time 

iris center detection application are given. For real-

time application, first the face and then the eyes are 

detected from the webcam via OpenCv. After gray 

formatting and normalization, the dimensions of the 

eye regions are converted to 32x32 spatial 

dimensions. The coordinates of the iris center are 

determined by giving the obtained instant eye images 

as input to the trained CNN model. However, these 

coordinates do not reflect the actual coordinate 

values because the spatial dimensions of the real eye 

image have been changed for CNN. Therefore, new 

iris center coordinate values are obtained by applying 

the inverse of the size change for the CNN input of 

the eye images to the detected coordinate values. The 

actual coordinate values obtained are marked on the 

face.

 

        
Figure 6 Real-time iris center detection

4. Conclusion 

The proposed model revealed an accuracy of 

97.2% for the GI4E dataset. Although the model 

gives good results in forward-facing eye positions, 

iris center detection results in higher errors in 

different face and eye poses (right, left, down and 

up). For more robust iris center detection, the 

generalization ability of the model can be increased 

by using datasets with different eye positions. Also, 

the proposed system is slow for real-time 

applications. This is because the system first detects 

face and eye in real-time applications. The resulting 

eyes are then sent to the CNN model for iris center 

detection. This process causes the system to 

experience lag. Therefore, this delay can be 

overcome with face and eye detection algorithms that 

promise high speed in the literature and deep learning 

architectures that will reduce the cost for the CNN 

model. 
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 Facial recognition is used efficiently in human-computer interactions, passports, driver’s 

licence, border controls, video surveillance and criminal identification, and is an 

important biometric’s security option in many device-related security requirements. In 

this paper, we use Eigenface recognition based on the Principal Component Analysis 

(PCA) to develop the project. PCA aims to reduce the size of large image matrices and 

is used for feature extraction. Then, we use the euclidean distance method for 

classification. The dataset used in this project was obtained by AT&T Laboratories at 

Cambridge University [1]. The training dataset contains grayscale facial images of 40 

people; each person has 10 different facial images taken from different angles and 

emotions.      

  This study aims to give researchers a hunch before they start to develop image 

recognition using deep learning methods. It also shows that face recognition can be done 

without deep learning.        
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1. Introduction 

The combination of two Greek words, Bios (life) 

and Metron (measures) generate the term Biometrics 

[2]. Physical attributes and biometric features are 

unique to each person, and that separates each person 

apart from the others. These features include 

fingerprint [3], face, hand, iris [4], speech, smell, and 

gait. Biometric identity, in other words, the biometric 

signature cannot be easily stolen, forgotten and 

difficult to be copied by someone else. Therefore, it 

provides higher and more reliable security in 

identifying the person. Some biometric features, such 

as the iris [5], are stable over time and fingerprints 

never change from childhood to the end of life. In this 

work, face recognition has been researched in greater 

depth with a broader range of techniques.  

This paper aims to investigate existing biometric 

security techniques and principles of facial 

recognition. The research question is: "Can similarity 

measurement techniques be used to model the face 

 
1 Corresponding Author 

e-mail: enes.algul12@gmail.com 

authentication system?". 

In this work, Face recognition was developed with 

Eigenface recognition based on PCA [6]. For this 

system, 400 images of 40 individuals have been 

trained. Then 40 known and 15 unknown facial 

images have been tested to check the accuracy. The 

project performance was measured by two standard 

rate methods: False Acceptance Rate (𝐹𝐴𝑅)  and 

False Rejection Rate (𝐹𝑅𝑅). 
The distance methods were researched for 

classification. Euclidean, Manhattan and Mahalanobis 

distance methods are the three methods examined in this 

study. The Euclidean distance method was chosen to 

measure the distances between facial images. Then, the 

threshold value was selected by multiplying the maximum 

value of the Euclidean Distance by 0.8. The threshold 

value was obtained as a result of many experiments. This 

multiplication process was inspired by Nasser 

Abouzakhar's work [7] and used in this project. 
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2. Related Work 

2.1. Principle Component Analysis (PCA) 

 

PCA has been used in a variety of studies including 

computer science, meteorology, and neuroscience. 

PCA [8–10] was first used for facial recognition by 

Kirby and Sirovich in 1987. Later, Matthew A. Turk 

and Alex P. Pentland discovered a new facial 

recognition technique using Eigenface based on PCA 

in 1991 [11]. Their invention has been used for static 

and automatic real-time face recognition. This 

invention has helped to develop a face recognition 

system with fewer matrices multiplications. The 

purpose of using PCA is to reduce the size of large 

image sets (matrix). For example, suppose there are 

M grayscale images in a dataset for training, and the 

size of the images are𝑁 𝑥 𝑁 . In order to build a 

matrix of images, 2𝐷 images need to be converted to 

1𝐷 . Therefore, each image is represented by 1𝐷  a 

column vector, and the size of this column is 𝑁2 . 

There are  𝑀 images, and if they are stored into one 

matrix, the size of this matrix will be 𝑁2 𝑥 𝑀. Their 

covariance matrix needs to be calculated to find 

relationships between each column vector. Then, this 

covariance matrix will be used to extract 

eigenvectors and eigenvalues. 

Let’s represent the matrix of the dataset with 𝐴. 

Covariance Matrix = 𝐴𝐴′ =  (𝑁2 𝑥 𝑀)(𝑀 𝑥 𝑁2); 

The size of the covariance matrix =  (𝑁2  x 𝑁2). 

This is too large to manage. For example, if the 

number of images is  400 and the size of each image 

is 256 𝑥 256, then the size of the covariance matrix =

 (65536 𝑥 65536). With the PCA technique, instead 

of Covariance = 𝐴𝐴′ , Covariance = 𝐴𝐴′ =

 ( 𝑀 𝑥 𝑁2)(𝑁2 𝑥 𝑀) is calculated. Consequently, the 

dimension of the Covariance matrix is =

 (400 𝑥 400)  and (𝑀 <<  𝑁2) . This size of the 

matrix is easier to manage.  

 

2.2.  Eigenface Technique 

 

The eigenface technique [12,13] is a set of 

eigenvectors commonly used to recognize the human 

face [14]. The eigenvalues and eigenvectors are 

derived from the covariance matrix. The eigenface 

[15,16] can be obtained by multiplying the 

eigenvectors with the normalized matrix. 

Eigenvectors can only be applied to square matrices. 

The covariance matrix in this work is square 

 (400 𝑥 400) . The dominant eigenvectors in the 

covariance matrix correspond to the higher value and 

represent more characteristics and features. Eigenvectors 

were sorted by the eigenvalues. After the eigenvalues are 

sorted in descending order, the first eigenvectors have 

more characteristic features than the second one. The last 

eigenvector is showing the least characteristic features. 

Therefore, k number of eigenvectors were chosen 

heuristically to train the dataset. In this paper, 124 out of 

400  eigenvectors were selected, and other eigenvectors 

were neglected. Then, the eigenfaces were calculated. 

 

2.3. Threshold Value 

 

Threshold [13] value is chosen heuristically. There 

is no specific method developed to find the threshold 

value. Commonly, it is chosen by multiplying 0.8 by 

the maximum values of minimum values of 

Euclidean distance. 

In this article, the purpose of using threshold value 

is to decide whether the newly inputted image is a 

face image or not. If the distance between the 

inputted image and training images is less than the 

threshold value, the inputted images will have more 

facial features. Therefore, we can say that if it holds 

less than the threshold value it is identified as a face 

image. For this reason, choosing the threshold value 

affects the performance and result of the accuracy.  
 

2.4. Distance Methods 

 

To measure the distances between images for 

comparison purposes, three methods are commonly 

used. The equations of Euclidean, Manhattan, and 

Mahalanobis Distances are as follows:  

 

Euclidean Distance: 

 

𝑑(𝑋, 𝑌)  = √∑ (𝑋𝑖 −  𝑌𝑖)2  = ||𝑋 − 𝑌||𝑀
𝑖=1        (1)   

 

Manhattan Distance: 

   𝑑(𝑋, 𝑌)  = ∑ |𝑋𝑖 −  𝑌𝑖|𝑀
𝑖=1                        (2)             

Mahalanobis Distance: 

𝑑(𝑋, 𝑌)  =  √(𝑋𝑖 −  𝑌𝑖)𝑇𝐶−1(𝑋𝑖 −  𝑌𝑖)        (3)        
 

  where 𝐶 refers to the covariance matrix.  
 

3. Dataset 

 

The dataset contains 40 individual persons’ images, 
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and each person has 10 images, each one taken from 

different angles and emotions. The dataset was 

prepared by Cambridge University at AT&T 

laboratories. Each image has two dimensions and is a 

grayscale image as seen in Figure 1. All images are 

in the same sizes. Each image has a width of 112 

pixels and a height of 92 pixels

 

 
Figure 1 The first image of each person in the dataset.

 

4. Algorithm 

 

Part 1: 

Step 1: Prepare a data set for training (40 persons’ 

10 individual images, a total of 400 images). 

 

Step 2: Resize whole images at the same size and 

convert them to grayscale images (2𝐷). 

 

Step 3: Convert each image in the dataset from 2𝐷 

matrix (112 𝑥 92) to 1𝐷 column vector (10304 𝑥1). 

Then build a new matrix (10304 𝑥 400) where each 

column represents an images of the dataset. Here, 𝐼 

refers to 2𝐷 graysacle original images, 𝛤 denotes 1𝐷 

images. 

𝛤 =  (𝛤1, 𝛤2, 𝛤3, . . . , 𝛤𝑀) 

where 𝑀 =  400. 

 

Step 4: Compute the average column 𝛹. 

 

 

                       

Step 5: Normalise the data set. Subtract the 

average column vector from each column of the 

dataset’s matrix.  

𝛷 =  𝛤𝑖  − 𝛹                                                  (5)     

𝐴 =  (𝛷1, 𝛷2, 𝛷3, . . . , 𝛷𝑀)                           (6)  

 

Here, 𝛷  denotes adjusted columns, and 

𝐴(10403 𝑥 400)  denotes the normalised matrix. 

 

Step 6: Calculate the covariance (𝐶)  matrix. Use  

𝐶 =  𝐴𝑡𝐴  instead of 𝐶 =  𝐴𝐴𝑡   to reduce the 

dimensional of the matrix (use PCA). 

 

Step 7: Calculate eigenvalues (𝑉) and eigenvectors 

(𝐷). 

[𝑉 𝐷]  =  𝑒𝑖𝑔(𝐶)                                                 (7)

𝛹 =
1

𝑀
∑ 𝛤𝑖  𝑀

𝑖 = 1                                                  (4)     
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Figure 2 The Eigenfaces look like ghost image 

 

Step 8: Sort the eigenvalues (𝐷)  in descending 

order, then find the corresponding eigenvectors (𝑉). 

Calculate the eigenfaces (𝑈)  by multiplying the 

normalised images (𝐴)  and eigenvectors   (𝑉) . 

Heuristically choose the most (more relevant) 𝑘 

(124) eigenfaces (𝑈). 

𝑈 =  𝐴𝑉                                                               (8) 

Step 9: Multiply transpose of the 𝑘(124) Eigenfaces 

and normalised images (𝐴) to compute weights 𝑊 

𝑊 = 𝑈𝑡𝐴                                                     (9)  

 

Part 2: 

     Step 1: Input a new image. 

 

   Step 2: Convert inputted image to a grayscale 

image. 

 

     Step 3: Resize the inputted image. 

 

     Step 4: Convert 2𝐷 image to 1𝐷 column vector. 

 

   Step 5: Subtract the average column from the 

inputted column vector. 

 

     Step 6: Calculate the weights. 

 

  Step 7: Classify the images using Euclidean 

distance methods. 

 

    Step 8: Decide the threshold value by multiplying 

the max distance by 0.8. 

 

   Step 9: Compute the distance between inputted 

image and trained images for classification.  

 

 Step 9: Multiply transpose of the 𝑘(124) Eigenfaces 

and normalised images (𝐴) to compute weights 𝑊 

𝑊 = 𝑈𝑡𝐴                                                     (9)  

 

5. Experiments and Evaluations 

The recognition performance was analyzed using 

two standard rate methods. These methods are False 

Acceptance Rate (𝐹𝐴𝑅)  and False Rejection Rate 

(𝐹𝑅𝑅). 

The distance between inputted image and the trained 

image in the dataset is calculated by the Euclidean 

Distance method. Then the calculated distances were 

compared by the Threshold value. If the distance is 

greater than the threshold, it is rejected, otherwise 

accepted. Then it matches with the image where the 

distance between them is minimum. 

   The distances between false images and trained 

images were calculated. The percentage of distances 

lesser than the threshold value represents the 𝐹𝐴𝑅. 

On the other hand, the distances of known images and 

trained images were calculated. The percentage of 

distances greater than the threshold value represents 

the 𝐹𝑅𝑅 . 15  unknown faces were tested. 6  out of 

them did not match with any face image in the 

dataset. 9  images have been accepted even if they 

should not have had. So, the percentage of 𝐹𝐴𝑅is 
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%60. On the other hand, 40 known images have been 

tested. 1 out of them rejected though it should have 

been. That is, the percentage of 𝐹𝑅𝑅  is %2.5. The 

threshold value is the same. This accuracy is not 

sufficient to use in real-time systems. Because even 

if the threshold value was very high the accuracy of 

unknown images tested was too low. 

The 𝐹𝑅𝑅  and 𝐹𝐴𝑅  percentages are inversely 

proportional. The threshold value is affect their 

percentage. If the value of the threshold increased, 

the 𝐹𝐴𝑅  is decreased while 𝐹𝑅𝑅 increased as shown 

in Table 1.  

The experimental results on the Cambridge 

University, AT&T dataset using the eigenface-based 

on PCA for facial recognition represent that the 

classification accuracy on known images is %97.5. 

The dataset is small compared to other datasets used 

in deep learning applications. Despite this, very high 

result has been obtained. 

 
Figure 3: The table of 𝐹𝐴𝑅, 𝐹𝑅𝑅  and threshold value (the numbers in the brackets represent the number of tested 

images)  

 

Table 1. The table of FAR, FRR and threshold value 

(the numbers in the brackets represent the number of tested 

image) 

Threshol

d 
%𝐹𝐴𝑅 %𝐹𝑅𝑅 𝐹𝐴𝑅(15) 𝐹𝑅𝑅 (40) 

0.2 0 77.5 0 31 

0.4 20 27.5 3 11 

0.6 40 15 6 6 

0.8 60 2.5 9 1 

 

In the use of deep learning methods, we can use 

mini-batches to train large datasets. Otherwise, it 

requires high memory, powerful CPU and GPU to 

train large image datasets. In the use of the Eigenface 

method, all data is combined into a single matrix. 

This method will produce an extremely large matrix 

for large datasets. Working on a large matrix is very 

risky because it requires a lot of memory to train. The 

Eigenface method is computationally very 

expensive. 

6. Conclusion 

In this work, we have developed a project to 

classify a facial image dataset. We have used the 
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eigenface method based on Principal Component 

Analysis (PCA) to recognise facial images. The 

dataset was obtained from AT &T laboratories at the 

University of Cambridge. PCA was used to reduce 

the dimension of the covariance matrix from the 

(10304 x 10304) to the (400 x 400). Then, 400 

eigenvectors were derived from the covariance 

matrix used to find eigenfaces. The largest 124 out of 

400 eigenfaces were used to recognise faces. The 

Euclidean Distance method was used to classify and 

find distances between tested images and trained 

images. In this work, 40 known and 15 unknown 

images were tested to obtain results. 
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In this article, we investigate the idea of 𝛥𝜆

𝑚 −statistical boundedness of order 𝛽 for 

sequences of fuzzy numbers. Additionally, we provide different inclusion relations 

between 𝛥𝜆
𝑚 −statistical boundedness of order 𝛽 and 𝛥𝜆

𝑚 −statistical convergence of 

order 𝛽. 
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1. Introduction 

In the traditional approach to analysis of 

convergence, almost all of the terms of a sequence 

are required to belong to an arbitrarily small 

neighborhood of the limit. Fast [12] and Steinhaus 

[23]  first proposed the idea of statistical convergence 

and later Schoenberg [21]   gave a formal definition 

of that concept, independently. The essential tenet of 

statistical convergence is to loosen the restrictions of 

this condition and to insist that the convergence 

requirement be valid only for the vast majority of the 

elements. Later on, this concept and summability 

theory was associated by several mathematicians 

([1],[5],[6],[9],[10],[13],[14],[18],[19],[22]). Recent 

years Gadjiev and Orhan [15]  broaden the concept 

of statistical convergence into the ordered statistical 

convergence. Following this, Çolak [7] and Çolak 

and Bektaş [8] conducted research on the concept of 

statistical convergence. These investigations show 

that the principles of statistical convergence give a 

significant addition to the enhancement of classical 

analysis. In the foundational work that was authored 
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by Zadeh [24] the idea of fuzziness was first 

discovered and presented to the scientific world. In 

1986, Matloka [17] provided the notion of fuzzy 

number sequence, and then in 1995, Nuray and 

Savaş [20] established the statistical convergence of 

these sequences. 

The statistical boundedness in sequences of fuzzy 

numbers, was first described by Aytar and Pehlivan 

[4]. Altinok and Mursaleen [3]  then used a difference 

operator to generalize the statistical boundedness. In 

their research, Altinok and Et [2] looked into the 

notion of “𝜆 −statistical boundedness of order 𝛽” in 

relation to sequences of fuzzy numbers. In addition 

to this, they investigated the monotonicity, 

symmetricity and solidity of the sequence class 

𝑆𝜆
𝛽
𝐵(𝐹). 

Let 𝜆 = (𝜆𝑛)  be a non-decreasing sequence of 

positive real numbers that tends toward infinity such 

that 𝜆1 = 1, 𝜆𝑛+1 ≤ 𝜆𝑛 + 1. We denote the set of all 

sequences (𝜆𝑛)  defined in this way by 𝛬.  We 

define  𝜆𝛽 −density of a subset 𝐸 of ℕ by 

https://dergipark.org.tr/en/pub/jscai
mailto:fdd_mithat@hotmail.com
https://orcid.org/0000-0002-2064-2823
https://orcid.org/0000-0001-7836-8946
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𝛿𝜆
𝛽(𝔼) = lim

𝑛

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: 𝑘 ∈ 𝔼}| provided the limit exists, 

where 𝛽 ∈ (0,1] be any real number. Clearly, the 

𝜆𝛽 −density of any finite subset of ℕ is 0 and the 

equality 𝛿𝜆
𝛽(𝐴𝑐) = 1 − 𝛿𝜆

𝛽(𝐴) does not generally 

hold for values 𝛽 ∈ (0,1). The property 𝛿𝜆
𝛽(𝐴𝑐) =

1 − 𝛿𝜆
𝛽(𝐴) holds only for 𝜆𝑛 = 𝑛 for all 𝑛 ∈ ℕ and 

for 𝛽 = 1. In the case of 𝜆𝑛 = 𝑛 for all 𝑛 ∈ ℕ, 

𝜆𝛽 −density becomes equivalent to the 𝛽 −density, 

in the case 𝛽 = 1 reduces to the 𝜆 −density, in the 

special case 𝛽 = 1 and 𝜆𝑛 = 𝑛 becomes equivalent 

to the natural density. 

We say that 𝑥𝑘  fulfills property 𝑝(𝑘) for 𝜆 −almost 

all 𝑘  according to 𝛽  and this is abbreviated as 

“𝑎. 𝑎. 𝑘𝜆(𝛽)” if 𝑥 = (𝑥𝑘)  is a sequence satisfying 

property 𝑝(𝑘)  for every 𝑘  other than a set of 

𝜆𝛽 −density zero. 

A fuzzy set consists of elements with degrees of 

membership. The idea of membership function is the 

most significant aspect of characterizing and defining 

a fuzzy set, and it is essential to the field of fuzzy sets. 

If a fuzzy set 𝑢 on the set of real number ℝ possesses 

the criteria listed below, then we refer to that set as a 

fuzzy number: 

𝑖) 𝑢 is normal, 

𝑖𝑖) 𝑢 is fuzzy convex, 

𝑖𝑖𝑖) 𝑢 is upper semi-continuous, 

𝑖𝑣) suppu = cl{𝑥 ∈ ℝ: 𝑢(𝑥) > 0} is compact. 

In this sense, a fuzzy number is a specific case of a 

normal, convex fuzzy set of the real numbers line and 

is an extension of real number. For a fuzzy number 

𝑢, 𝛼 −level set [𝑢]𝛼 is described by 

[𝑢]𝛼 = {
{𝑥 ∈ ℝ:𝑢(𝑥) ≥ 𝛼}, 𝑖𝑓 𝛼 ∈ [0,1]

𝑠𝑢𝑝𝑝𝑢, 𝑖𝑓 𝛼 = 0
 

When [𝑢]𝛼 is a closed interval for each 𝛼 ∈ [0,1]  
and [𝑢]1 ≠ ∅, it is obvious that 𝑢 is a fuzzy number. 

Kizmaz [16]  defined the difference spaces ℓ∞(𝛥), 
𝑐(𝛥)  and 𝑐0(𝛥) , which consist of any real-valued 

sequences 𝑥 = (𝑥𝑘)  such that 𝛥𝑥 = 𝛥1𝑥 = (𝑥𝑘 −
𝑥𝑘+1) in the sequence spaces ℓ∞ , 𝑐 and 𝑐0 . Et and 

Çolak [11] expanded the concept of difference 

sequences by making the difference 𝑚  times such 

that 𝛥𝑚𝑥𝑘 = 𝛥
𝑚−1𝑥𝑘 − 𝛥

𝑚−1𝑥𝑘+1  for (𝑚 =
1,2,3,… ). 

Within the scope of this investigation, we broaden the 

application of the concept of “ 𝜆 − statistical 

boundedness of order 𝛽 ” to sequences of fuzzy 

numbers and present various inclusion relations by 

making use of the generalized difference operator 

𝛥𝑚.  Moreover, in order to contribute to the field of 

the fuzzy numbers theory, we present certain relation 

theorems as a means of filling in the gaps that 

currently exist. 

 

2. Main Results 

In this part, we define and investigate the idea of 

𝛥𝜆
𝑚 − statistical boundedness of order 𝛽  for fuzzy 

sequences, where 𝛽 denotes any real integer such that 

𝛽 ∈ (0,1]. 

Definition 1. Let 𝜆 = (𝜆𝑛) ∈ 𝛬, 𝛽 ∈ (0,1] and 𝑋 =
(𝑋𝑘) be a fuzzy sequence. A sequence 𝑋 = (𝑋𝑘) is 

said to be a  𝛥𝜆
𝑚 −statistically Cauchy sequence of 

order 𝛽  if there exists a natural number 𝑁(=

𝑁(𝜀)) for every 𝜀 > 0 such that 𝑑(𝑋𝑘 , 𝑋𝑁) < 𝜀  for 

𝑎. 𝑎. 𝑘𝜆(𝛽). i.e. 

lim
𝑛→∞

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: 𝑑(𝛥

𝑚𝑋𝑘 , 𝑋𝑁) ≥ 𝜀 }| = 0. 

Definition 2. Let 𝜆 = (𝜆𝑛) ∈ 𝛬, 𝛽 ∈ (0,1] and 𝑋 =
(𝑋𝑘) be a fuzzy sequence. It is said that a fuzzy 

sequence (𝑋𝑘) is 𝛥𝜆
𝑚 −statistically bounded above 

of order 𝛽 if there is some value 𝑢 satisfying 

lim
𝑛→∞

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: 𝛥

𝑚𝑋𝑘 > 𝑢}

∪ {𝑘 ∈ 𝐼𝑛: 𝛥
𝑚𝑋𝑘 ≁ 𝑢}| = 0. 

Similarly, if we can find a fuzzy number 

𝑢 satisfying 

lim
𝑛→∞

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: 𝛥

𝑚𝑋𝑘 < 𝑢}

∪ {𝑘 ∈ 𝐼𝑛: 𝛥
𝑚𝑋𝑘 ≁ 𝑢}| = 0. 

then a sequence (𝑋𝑘) is said to be 𝛥𝜆
𝑚 −statistically 

bounded below of order 𝛽. Here, we use the symbol 

≁ to show incomparable elements in 𝐿(ℝ). 

A sequence 𝑋 = (𝑋𝑘)  of fuzzy numbers is 

𝛥𝜆
𝑚 −statistical bounded of order 𝛽  if and only if 

(𝑋𝑘) is both 𝛥𝜆
𝑚 −statistical bounded above of order 

𝛽 and 𝛥𝜆
𝑚 −statistical bounded below of order 𝛽. We 

will refer to the set of all 𝛥𝜆
𝑚 −statistically bounded 

sequences of order of 𝛽 fuzzy number sequences as 

𝑆𝛽𝐵(𝛥𝜆
𝑚, 𝐹). On the other hand, 𝑆𝐵(𝛥𝜆

𝑚, 𝐹) will be 

used to designate the set of all 𝛥𝜆
𝑚 − statistically 

bounded fuzzy sequences, 𝑆𝛽𝐵(𝛥𝑚, 𝐹) will be used 

to denote the set of all 𝛥𝑚 −statistically bounded 

fuzzy sequences of order 𝛽, and 𝑆𝐵(𝛥𝑚, 𝐹) will be 

used to denote the set of all 𝛥𝑚 − statistically 

bounded fuzzy sequences. 
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Theorem 3. Let 𝛽  be a constant such that 𝛽 ∈
(0,1]  and sequence 𝜆 = (𝜆𝑛)  belongs to space 

𝛬. Then, if any sequence (𝑋𝑘) is 𝛥𝑚 −bounded, then 

it is 𝛥𝜆
𝑚 −statistically bounded of order 𝛽 , but the 

opposite is not always correct. 

Proof. It is known that an empty set has zero 

𝛽 − density, so the first part of the proof is 

straightforward. To see the inverse, we take a 

sequence 𝑋 = (𝑋𝑘) such that 

𝑋𝑘(𝑥) =

{
 
 
 

 
 
 
1

2
(𝑥 − 𝑘 + 2), for 𝑘 − 2 ≤ 𝑥 ≤ 𝑘

1

2
(𝑘 + 2 − 𝑥), for 𝑘 ≤ 𝑥 ≤ 𝑘 + 2

0, otherwise

}
if 𝑘 = 𝑛2

(𝑛 = 1,2,3, … )

1

2
(𝑥 + 1), for − 1 ≤ 𝑥 ≤ 1

1

2
(3 − 𝑥), for 1 ≤ 𝑥 ≤ 3

0, otherwise

} ≔ 𝑋0 if 𝑘 ≠ 𝑛2.

  

and we obtain 

[𝑋𝑘]
𝛼 = {

[2𝛼 + 𝑘 − 2, 𝑘 + 2 − 2𝛼] if 𝑘 = 𝑛2

[2𝛼 − 1,3 − 2𝛼] if 𝑘 ≠ 𝑛2.
 

After routine operations, 𝛼 −level sets and 

membership functions of (𝛥𝑋𝑘) and (𝛥2𝑋𝑘) can be 

found as follows: 

[𝛥𝑋𝑘]
𝛼 = 

{

[4𝛼 + 𝑘 − 5, 𝑘 − 4𝛼 + 3] if 𝑘 = 𝑛2

[4𝛼 − 𝑘 − 4,4 − 4𝛼 − 𝑘] if 𝑘 + 1 = 𝑛2

[4𝛼 − 4,4 − 4𝛼] otherwise

 

 

△ 𝑋𝑘(𝑥) = 

{
 
 
 
 
 
 
 

 
 
 
 
 
 
 
1

4
(𝑥 − 𝑘 + 5), 𝑘 − 5 ≤ 𝑥 ≤ 𝑘 − 1

1

4
(−𝑥 + 𝑘 + 3), 𝑘 − 1 ≤ 𝑥 ≤ 𝑘 + 3

0, otherwise }
 
 

 
 

if 𝑘 = 𝑛2

𝑛 = (1,2,3, … . )

1

4
(𝑥 + 𝑘 + 4), −𝑘 − 4 ≤ 𝑥 ≤ −𝑘

1

4
(−𝑥 − 𝑘 + 4), −𝑘 ≤ 𝑥 ≤ 𝑘 + 4

0, otherwise }
 
 

 
 

if 𝑘 + 1 = 𝑛2

1

4
(𝑥 + 4), −4 ≤ 𝑥 ≤ 0

1

4
(−𝑥 + 4), 0 ≤ 𝑥 ≤ 4

0, otherwise

if 𝑘 ≠ 𝑛2

 

and  

[𝛥2𝑋𝑘]
𝛼 = 

{
 

 
[8𝛼 + 𝑘 − 9, 𝑘 − 8𝛼 + 7] if 𝑘 = 𝑛2

[8𝛼 + 𝑘 − 7, 𝑘 − 8𝛼 + 9] if 𝑘 + 1 = 𝑛2

[8𝛼 − 2𝑘 − 8,−2𝑘 − 8𝛼 + 8] if 𝑘 + 2 = 𝑛2

[8𝛼 − 8,8 − 8𝛼] otherwise

 

 

△2 𝑋𝑘(𝑥) = 

{
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

1

8
(𝑥 − 𝑘 + 9), 𝑘 − 9 ≤ 𝑥 ≤ 𝑘 − 1

1

8
(−𝑥 + 𝑘 + 7), 𝑘 − 1 ≤ 𝑥 ≤ 𝑘 + 7

0 otherwise }
 
 

 
 

if 𝑘 = 𝑛2

𝑛 = (1,2,3, … . )

1

8
(𝑥 − 𝑘 + 7), 𝑘 − 7 ≤ 𝑥 ≤ 𝑘 + 1

1

8
(−𝑥 + 𝑘 + 9), 𝑘 + 1 ≤ 𝑥 ≤ 𝑘 + 9

0 otherwise }
 
 

 
 

if 𝑘 + 1 = 𝑛2

1

8
(𝑥 + 2𝑘 + 8), −2𝑘 − 8 ≤ 𝑥 ≤ −2𝑘

1

8
(−𝑥 − 2𝑘 + 8), −2𝑘 ≤ 𝑥 ≤ −2𝑘 + 8

0 otherwise }
 
 

 
 

if 𝑘 + 2 = 𝑛2

1

8
(𝑥 + 8), −8 ≤ 𝑥 ≤ 0

1

8
(−𝑥 + 8), 0 ≤ 𝑥 ≤ 8

0 otherwise }
 
 

 
 

otherwise
𝑘 ≠ 𝑛2

 

In the same manner, if we keep taking the difference 

𝑚 times for 𝑚 ∈ ℕ, we can readily demonstrate that 

𝑋 = (𝑋𝑘) ∈ 𝑆
𝛽𝐵(𝛥𝜆

𝑚, 𝐹) for 𝛽 >
1

2
, but it is (𝑋𝑘) is 

not 𝑆𝐵(𝛥𝑚, 𝐹) since 

𝛿𝛽({𝑘 ∈ ℕ: 𝛥𝜆
𝑚𝑋𝑘 > 𝑋0} ∪ {𝑘 ∈ ℕ:𝛥𝜆

𝑚𝑋𝑘 ≁ 𝑋0})
= 0 

and 

𝛿𝛽({𝑘 ∈ ℕ: 𝛥𝜆
𝑚𝑋𝑘 < 𝑋0} ∪ {𝑘 ∈ ℕ:𝛥𝜆

𝑚𝑋𝑘 ≁ 𝑋0})
= 0, 

where [𝑋0]
𝛼 = [2𝑚+1(𝛼 − 1), 2𝑚+1(1 − 𝛼)],  

specifically, when 𝛽 = 1 and 𝜆𝑛 = 𝑛 (See Fig. 1 for 

𝑚 = 1). 
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𝐅𝐢𝐠𝐮𝐫𝐞 𝟏.  𝑋𝑘 𝑖𝑠 ∆
𝑚 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙𝑙𝑦 𝑏𝑜𝑢𝑛𝑑𝑒𝑑 𝑜𝑓 𝑜𝑟𝑑𝑒𝑟 𝛽, 𝑏𝑢𝑡 𝑛𝑜𝑡 ∆𝑚 − 𝑏𝑜𝑢𝑛𝑑𝑒𝑑 𝑓𝑜𝑟 𝑚 = 1 

 

Theorem 4. Let 𝛽 be a constant such that 𝛽 ∈ (0,1] 
and sequence 𝜆 = (𝜆𝑛) belongs to space 𝛬. For any 

fuzzy sequence (𝑋𝑘), if (𝑋𝑘) ∈ 𝑆
𝛽(𝛥𝜆

𝑚, 𝐹), then 

(𝑋𝑘) ∈ 𝑆
𝛽𝐵(𝛥𝜆

𝑚, 𝐹), but the opposite is not correct. 

Proof. Let fuzzy sequence 𝑋 = (𝑋𝑘)  belongs to 

sequence class 𝑆𝛽(𝛥𝜆
𝑚, 𝐹). Then, we can talk about 

the existence of some number 𝑋0 in fuzzy number 

space satisfying equality 

lim
𝑛→∞

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: 𝑑(𝛥

𝑚𝑋𝑘, 𝑋0) ≥ 𝜀}| = 0 

for every 𝜀 > 0. Now we can write 

 

lim
𝑛→∞

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: 𝑑(𝛥

𝑚𝑋𝑘, 0) ≥ 𝑋0 + 𝜀}| 

≤ lim
𝑛→∞

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: 𝑑(𝛥

𝑚𝑋𝑘, 𝑋0) ≥ 𝜀}|. 

For the aforementioned inequality, since fuzzy 

sequence (𝑋𝑘) ∈ 𝑆
𝛽(𝛥𝜆

𝑚, 𝐹), then it can be seen that 

the right side approaches 0. 

To see the inverse, we take a sequence 𝑋 =
(𝑋𝑘) such that 

𝑋𝑘(𝑥) = 

{
 
 
 
 

 
 
 
 
1

2
(𝑥 − 1), for 1 ≤ 𝑥 ≤ 3

1

2
(5 − 𝑥), for 3 ≤ 𝑥 ≤ 5

0, otherwise }
 
 

 
 

≔ 𝐿1 if 𝑘 is odd

1

2
(𝑥 − 7), for 7 ≤ 𝑥 ≤ 9

1

2
(11 − 𝑥), for 9 ≤ 𝑥 ≤ 11

0, otherwise }
 
 

 
 

≔ 𝐿2 if 𝑘 is even

 

and we obtain 

[𝑋𝑘]
𝛼 = {

[2𝛼 + 1,5 − 2𝛼] if 𝑘 is odd
[2𝛼 + 7,11 − 2𝛼] if 𝑘 is even

 

After routine operations, 𝛼 −level sets and 

membership functions of (𝛥𝑋𝑘), (𝛥
2𝑋𝑘) and 

(𝛥𝑚𝑋𝑘) can be found as follows: 

[△ 𝑋𝑘]
𝛼 = {

[4𝛼 − 10,−4𝛼 − 2], if 𝑘 is odd
[4𝛼 + 2,−4𝛼 + 10], if 𝑘 is even

 

 

△ 𝑋𝑘(𝑥) = 

{
 
 
 
 

 
 
 
 
1

4
(𝑥 + 10), −10 ≤ 𝑥 ≤ −6

1

4
(−𝑥 − 2), −6 ≤ 𝑥 ≤ −2

0, otherwise }
 
 

 
 

if 𝑘 is odd

1

4
(𝑥 − 2), 2 ≤ 𝑥 ≤ 6

1

4
(−𝑥 + 10), 6 ≤ 𝑥 ≤ 10

0, otherwise }
 
 

 
 

if 𝑘 is even

 

 

[△2 𝑋𝑘]
𝛼 = {

[8𝛼 − 20,−8𝛼 − 4], if 𝑘 is odd
[8𝛼 + 4,−8𝛼 + 20], if 𝑘 is even

 

 

△2 𝑋𝑘(𝑥) = 

{
 
 
 
 

 
 
 
 
1

8
(𝑥 + 20), −20 ≤ 𝑥 ≤ −12

1

8
(−𝑥 − 4), −12 ≤ 𝑥 ≤ −4

0, otherwise }
 
 

 
 

if 𝑘 is odd

1

8
(𝑥 − 4), 4 ≤ 𝑥 ≤ 12

1

8
(−𝑥 + 20), 12 ≤ 𝑥 ≤ 20

0, otherwise }
 
 

 
 

if 𝑘 is even

 

and 

[𝛥𝑚𝑋𝑘]
𝛼 = 

{
[2𝑚−1(4𝛼 − 10), 2𝑚−1(−4𝛼 − 2)] if 𝑘 is odd

[2𝑚−1(4𝛼 + 2), 2𝑚−1(10 − 4𝛼)] if 𝑘 is even
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△𝑚 𝑋𝑘(𝑥) = 

{
 
 
 
 

 
 
 
 
1

4
(21−𝑚𝑥 + 10), −10.2𝑚−1 ≤ 𝑥 ≤ −6.2𝑚−1

1

4
(−21−𝑚𝑥 − 2), −6.2𝑚−1 ≤ 𝑥 ≤ −2.2𝑚−1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 }
 
 

 
 

𝑖𝑓 𝑘 𝑖𝑠 𝑜𝑑𝑑

1

2
(2−𝑚𝑥 − 1), 2𝑚 ≤ 𝑥 ≤ 3.2𝑚

1

2
(−2−𝑚𝑥 + 5), 3.2𝑚 ≤ 𝑥 ≤ 5.2𝑚

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 }
 
 

 
 

𝑖𝑓 𝑘 𝑖𝑠 𝑒𝑣𝑒𝑛

 

Then, we conclude that 𝑋 = (𝑋𝑘) ∉ 𝑆
𝛽(𝛥𝜆

𝑚, 𝐹), but 

it (𝑋𝑘) ∈ 𝑆
𝛽𝐵(𝛥𝜆

𝑚, 𝐹) in the special case 𝜆𝑛 = 𝑛, 
for all 𝑛 ∈ ℕ (See Fig. 2). 

 

 

 

 

Figure 2.  (𝑋𝑘) 𝑖𝑠 ∆
𝑚 -statistically bounded of order 𝛽, but not ∆

𝑚 – statistically convergent of order 𝛽 for 𝑛 = 𝑛 

Corollary 5. Let 𝛽 be a constant such that 𝛽 ∈
(0,1], (𝑋𝑘) ∈ 𝐿(ℝ)and sequence 𝜆 = (𝜆𝑛) belongs 

to space 𝛬. 

𝑖) If (𝑋𝑘) ∈ 𝑆
𝛽(𝛥𝜆

𝑚, 𝐹), then (𝑋𝑘) ∈ 𝑆
𝛽𝐵(𝛥𝜆

𝑚, 𝐹), 

𝑖𝑖) If (𝑋𝑘) ∈ 𝑆
𝛽(𝛥𝜆

𝑚, 𝐹), then (𝑋𝑘) ∈ 𝑆𝐵(𝛥𝜆
𝑚, 𝐹), 

𝑖𝑖𝑖) If (𝑋𝑘) ∈ 𝑆(𝛥𝜆
𝑚, 𝐹), then (𝑋𝑘) ∈ 𝑆𝐵(𝛥𝜆

𝑚, 𝐹). 

The opposite of above statements is not correct. 

Theorem 6. Let the parameters 𝛽  and 𝛾  are fixed 

real numbers such that 0 < 𝛽 ≤ 𝛾 ≤ 1,  (𝑋𝑘) ∈
𝐿(ℝ)  and 𝜆 = (𝜆𝑛) ∈ 𝛬.  If (𝑋𝑘) ∈ 𝑆

𝛽𝐵(𝛥𝜆
𝑚, 𝐹), 

then (𝑋𝑘) ∈ 𝑆
𝛾𝐵(𝛥𝜆

𝑚, 𝐹),  but the opposite is not 

correct. 

Proof. Let 0 < 𝛽 ≤ 𝛾 ≤ 1, then 

𝛿𝛾({𝑘 ∈ ℕ: 𝛥𝜆
𝑚𝑋𝑘 > 𝑢} ∪ {𝑘 ∈ ℕ: 𝛥𝜆

𝑚𝑋𝑘 ≁ 𝑢}) 

⊆ 𝛿𝛽({𝑘 ∈ ℕ: 𝛥𝜆
𝑚𝑋𝑘 > 𝑢} ∪ {𝑘 ∈ ℕ:𝛥𝜆

𝑚𝑋𝑘 ≁ 𝑢}) 

and similarly 

𝛿𝛾({𝑘 ∈ ℕ: 𝛥𝜆
𝑚𝑋𝑘 < 𝑢} ∪ {𝑘 ∈ ℕ: 𝛥𝜆

𝑚𝑋𝑘 ≁ 𝑢}) 

⊆ 𝛿𝛾({𝑘 ∈ ℕ: 𝛥𝜆
𝑚𝑋𝑘 < 𝑢} ∪ {𝑘 ∈ ℕ:𝛥𝜆

𝑚𝑋𝑘 ≁ 𝑢}) 

This is the first part of the proof. Define the 

sequence (𝑋𝑘) in the following way for the second 

half of the proof: 

 

 

 

 

 

𝑋𝑘(𝑥) = 

{
 
 
 
 

 
 
 
 
1

2
(𝑥 − 𝑘 + 1), 𝑘 − 1 ≤ 𝑥 ≤ 𝑘 + 1

1

2
(−𝑥 + 𝑘 + 3), 𝑘 + 1 ≤ 𝑥 ≤ 𝑘 + 3

0, otherwise }
 
 

 
 

if 𝑘 = 𝑛3

𝑥

2
, 0 ≤ 𝑥 ≤ 2

2 −
𝑥

2
, 2 ≤ 𝑥 ≤ 4

0, otherwise}
 
 

 
 

≔ 𝑋0 if 𝑘 ≠ 𝑛3

 

and we obtain 

[𝑋𝑘]
𝛼 = {

[2𝛼 + 𝑘 − 1, 𝑘 + 3 − 2𝛼], if 𝑘 = 𝑛3

[2𝛼, 4 − 2𝛼], if 𝑘 ≠ 𝑛3
 

After routine operations, 𝛼 −level sets and 

membership functions of (𝛥𝑋𝑘) can be found as 

follows: 

[𝛥𝑋𝑘]
𝛼 = 

{

[4𝛼 + 𝑘 − 5, 𝑘 − 4𝛼 + 3] if 𝑘 = 𝑛3

[4𝛼 − 𝑘 − 4,4 − 4𝛼 − 𝑘] if 𝑘 + 1 = 𝑛3

[4𝛼 − 4,4 − 4𝛼] otherwise
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△ 𝑋𝑘(𝑥) = 

{
 
 
 
 
 
 
 

 
 
 
 
 
 
 
1

4
(𝑥 − 𝑘 + 5), 𝑘 − 5 ≤ 𝑥 ≤ 𝑘 − 1

1

4
(−𝑥 + 𝑘 + 3), 𝑘 − 1 ≤ 𝑥 ≤ 𝑘 + 3

0, otherwise }
 
 

 
 

if 𝑘 = 𝑛3

1

4
(𝑥 + 𝑘 + 4), −𝑘 − 4 ≤ 𝑥 ≤ −𝑘

1

4
(−𝑥 − 𝑘 + 4), −𝑘 ≤ 𝑥 ≤ −𝑘 + 4

0, otherwise }
 
 

 
 

if 𝑘 + 1 = 𝑛3

1

4
(𝑥 + 4), −4 ≤ 𝑥 ≤ 0

1

4
(−𝑥 + 4), 0 ≤ 𝑥 ≤ 4

0, otherwise

if 𝑘 ≠ 𝑛3

 

Then, we can say that (𝑋𝑘) ∉ 𝑆
𝛽𝐵(𝛥𝜆

𝑚, 𝐹) for 0 <

𝛽 ≤
1

3
, but (𝑋𝑘) ∈ 𝑆

𝛾𝐵(𝛥𝜆
𝑚, 𝐹) for 

1

3
< 𝛾 ≤ 1 in the 

special case 𝜆𝑛 = 𝑛. , then (𝑋𝑘) ∈ 𝑆𝐵(𝛥𝜆
𝑚, 𝐹) 

Corollary 7. 

𝑖)  The sequence classes 𝑆𝛽𝐵(𝛥𝜆
𝑚, 𝐹)  and 

𝑆𝛾𝐵(𝛥𝜆
𝑚, 𝐹) are equivalent ⇔ 𝛽 = 𝛾. 

𝑖𝑖)  If (𝑋𝑘) ∈ 𝑆
𝛽𝐵(𝛥𝜆

𝑚, 𝐹),  then (𝑋𝑘) ∈ 𝑆𝐵(𝛥𝜆
𝑚, 𝐹) 

for 0 < 𝛽 ≤ 1. 

Since it’s easy to show that each of the following 

results is true, we’re just going to say them without 

giving proof. 

Theorem 8. Let 𝛽  be a constant such that 𝛽 ∈
(0,1],  (𝑋𝑘) ∈ 𝐿(ℝ)  and 𝜆 = (𝜆𝑛) ∈ 𝛬.  If (𝑋𝑘) ∈
𝑆𝛽(𝛥𝜆

𝑚, 𝐹),  then it is 𝛥𝜆
𝑚 − statistically Cauchy 

sequence of order 𝛽. 

Theorem 9. Let 𝛽  be a constant such that 𝛽 ∈
(0,1],  (𝑋𝑘) ∈ 𝐿(ℝ)  and 𝜆 = (𝜆𝑛) ∈ 𝛬.  Every 

𝛥𝜆
𝑚 −statistically Cauchy fuzzy sequence of order 𝛽 

is 𝛥𝜆
𝑚 −statistical bounded of order 𝛽. 

Theorem 10. Let 𝛽  be a constant such that 𝛽 ∈
(0,1],  (𝑋𝑘) ∈ 𝐿(ℝ)  and 𝜆 = (𝜆𝑛) ∈ 𝛬.  Every 

𝛥𝜆
𝑚 − bounded sequence of fuzzy numbers is 

𝛥𝜆
𝑚 −statistically bounded of order 𝛽. 

Proof. The first part of the proof is straightforward. 

Define the sequence (𝑋𝑘) in the following way for 

the second half of the proof: 

𝑋𝑘(𝑥) = 

{
 
 

 
 𝑥 − 2

𝑘 + 1, for 2𝑘 − 1 ≤ 𝑥 ≤ 2𝑘

2𝑘 + 1 − 𝑥, for 2𝑘 ≤ 𝑥 ≤ 2𝑘 + 1
0, otherwise

}
if 𝑘 = 3𝑛

(𝑛 = 1,2, … )

𝑥 − 1, for 1 ≤ 𝑥 ≤ 2
−𝑥 + 3, for 2 ≤ 𝑥 ≤ 3
0, otherwise

} if 𝑘 ≠ 3𝑛

 

and we obtain 

[𝑋𝑘]
𝛼 = 

{
[𝛼 + 2𝑘 − 1,−𝛼 + 2𝑘 + 1],

if 𝑘 = 3𝑛

(𝑛 = 1,2,3, … )

[𝛼 + 1,−𝛼 + 3], if 𝑘 ≠ 3𝑛
 

After routine operations, 𝛼 −level sets and 

membership functions of (𝛥𝑋𝑘) can be found as 

follows: 

[𝛥𝑋𝑘]
𝛼 = 

{

[2𝛼 + 2𝑘 − 4, 2𝑘 − 2𝛼] if 𝑘 = 3𝑛

[2𝛼 − 2𝑘+1, 4 − 2𝛼 − 2𝑘+1] if 𝑘 + 1 = 3𝑛

[2𝛼 − 2,2 − 2𝛼] otherwise

 

 

△𝑋𝑘(𝑥) = 

{
 
 
 
 
 
 
 

 
 
 
 
 
 
 

1

2
(𝑥 − 2𝑘 + 4), 2𝑘 − 4 ≤ 𝑥 ≤ 2𝑘 − 2

1

2
(−𝑥 + 2𝑘), 2𝑘 − 2 ≤ 𝑥 ≤ 2𝑘

0, otherwise }
 
 

 
 

if 𝑘 = 3𝑛

1

2
(𝑥 + 2𝑘+1), −2𝑘+1 ≤ 𝑥 ≤ −2𝑘+1 + 2

1

2
(−𝑥 − 2𝑘+1 + 4), −2𝑘+1 + 2 ≤ 𝑥 ≤ −2𝑘+1 + 4

0, otherwise }
 
 

 
 

if 𝑘 + 1 = 3𝑛

1

2
(𝑥 + 2), −2 ≤ 𝑥 ≤ 0

1

4
(−𝑥 + 2), 0 ≤ 𝑥 ≤ 2

0, otherwise

if 𝑘 ≠ 3𝑛

 

In the same manner, if we keep taking the difference 

𝑚 times for 𝑚 ∈ ℕ, we can readily demonstrate that 

(𝑋𝑘) ∈ 𝑆
𝛽𝐵(𝛥𝜆

𝑚, 𝐹), but it is not 𝛥𝜆
𝑚 −bounded for 

𝜆𝑛 = 𝑛, 𝛽 = 1 and 𝑚 = 1 (See Fig. 3). 

𝐅𝐢𝐠𝐮𝐫𝐞 𝟑.  (𝑋𝑘) 𝑖𝑠 ∆
𝑚 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙𝑙𝑦 𝑏𝑜𝑢𝑛𝑑𝑒𝑑 𝑜𝑓 𝑜𝑟𝑑𝑒𝑟 𝛽, 𝑏𝑢𝑡 𝑛𝑜𝑡 ∆

𝑚 − 𝑏𝑜𝑢𝑛𝑑𝑒𝑑 𝑓𝑜𝑟 𝑚 = 1 𝑎𝑛𝑑 𝑛 = 𝑛 
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3. Conclusion 

After Matloka [17] gave the definition of fuzzy 

sequence, many studies were carried out on this 

subject and a relationship was established with the 

summability theory. Now in this paper, we defined 

the sequence class 𝑆𝛽𝐵(𝛥𝜆
𝑚, 𝐹) by making use of the 

generalized difference operator 𝛥𝑚  and any 

sequence (𝜆𝑛). Furthermore, we presented various 

inclusion relations between this sequence class and 

other ones as a means of filling in the gaps that 

currently exist. 
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 The boron element forms more than 600 compounds with different element roots and 

shows very different properties. Boron compounds with these different properties 

deserve to be the most crucial strategic feature in the world as they meet the demands 

above the targeted standards in industries such as energy, structure, chemistry, weapons, 

and space. Today, the industries of developed countries have begun to take advantage of 

these energy sources due to the reduction of fossil energy resources, the inability of the 

industry to store enough electricity for an entire facility, and the limitations imposed on 

environmental policies. Developing countries continue to use fossil resources, but health 

and environmental costs are increasing. Whether they are developed or developing 

countries, they have attached importance to the research of energy systems that can 

replace fossil energy systems, which are environmentally friendly, sustainable, and high-

performance. Boron has an essential role in the energy field for the isolation, high energy 

value retention, fuel and ion batteries, solar panels, and high-temperature transistors. In 

this study, the desired properties of boron compounds in energy studies were investigated 

by considering the positive effects of boron on the energy demand. 

Keywords: 

Boron  
Fossil energy resources 
Energy field  
Ion batteries 

 

 

 

 

1. Introduction 

Boron has an atomic weight of 10.81, an atomic 

diameter of 1.17 Å, a density of 2.84 gr/cm3, an 

electronegativity of 2, an ionization energy of 191 

kcal/g atoms, a heat of fusion of 5.3 kcal/g atoms, a 

melting point of 2300 0C, and a boiling point of 4002 
0C (Table 1 and 2). It is classified as a semi-metallic 

element. It is found in the earth with hydrogen, 

oxides, hydro-oxides (water), and alkaline metals 

(such as Mg, Na, and Ca). Boron has a wide range of 

uses, such as carbon and nitrogen. It demonstrates 

non-metal properties in the compounds to which it is 

attached. However, in the elemental state, it has the 
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property of electrical conductivity [1]–[4]. From this 

point of view, there is a need for a system that is both 

environmentally friendly and capable of meeting the 

demands of the industry. Therefore, it is thought that 

the compounds of boron with other elements remain 

within the framework of environmental awareness 

and high-performance issues [5]–[11]. Boron has 

played a leading role in the improvement of hydrogen 

scavengers, the improvement of ion batteries, the 

increase in the efficiency of solar panels, the 

reduction of energy losses in direct fuel processes, 

energy production (electricity) and transportation, 

https://dergipark.org.tr/en/pub/jscai
mailto:fatiharli@sirnak.edu.tr
https://orcid.org/0000-0002-8380-7891
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and the removal of greenhouse gases and heavy 

metals released as a result of combustion. Boron 

elements in nanoparticle form and boron compounds 

such as boric acid and sodium boron hydride are the 

most demanded in the energy sector. These are 

critical to ensure sensitivity (such as resistance to 

oxidation and catalysis), control of energy reactions, 

and uniform distribution of reactions in primary 

cycles [12]–[14]. In this study, the use of boron in 

energy research was examined, and its effects on 

energy use performance and efficiency were 

investigated. 

 

Table 1. Boron atom structure 

 

 

 

 

  

 

Table 2. Boron physical properties 

2. Investigation of the Effect of Boron 

Additives in Fuels 

From the past to the present, there has been a 

decrease in fossil energy sources day by day. The 

emission of greenhouse gases such as CxOy and SxOy to 

the atmosphere by burning these sources reduces the 

air quality and causes an increase in global warming. 

In addition, studies have been started to obtain higher 

performance from this energy. There has been a focus 

on clean energy research that can improve these factors 

and reduce the environmental impact of fossil fuels. In 

these matters, using the boron element guides in 

keeping the energy of hydrogen gas, which has a very 

high calorific value and does not give any gas other 

than water vapor to the atmosphere, and ensures that 

petroleum-based fuels are more efficient and less 

polluting [7], [9], [15], [16]. Hydrogen is an 

environmentally friendly energy source with a high 

combustion degree. However, keeping the reactive 

heat due to the combustion of this energy source 

element is a significant problem. Boron has a crucial 

role in solving this problem. Boron particle materials, 

loading speed, and base fuel type positively affect 

suspension quality and combustion behavior. The 

combustion behavior of dilute and dense suspensions 

Atomic diameter 1.17 Å 

Atomic volume 4.63 cm3/ mol 

Electron array 1s22s22p1 

Valence electrons 2s2p 1 

Electron number (no load) 5 

Ion diameter 0,23 Å 

Proton units 5 

Number of neutrons 6 

Crystalline Rhombohedral 

Atomic Mass 10,811 

Appearance Yellow-brown ametalic and crystal 

Conductivity Electrical: 1.0 E -12 106 / cm 

Thermal Expansion coefficient 0.0000083 cm / oC (0oC) 

Density 2,34 g/cc - 300K 

Hardness Mohs: 9,3 (Vickers: 49000M.N.m-2) 

Flexibility status Bulk: 320/GPA 

Enthalpy 573,2 kj/mol (25oC) 

Enthalpy (Fusion) 22,18 KJ/mol 

Enthalpy (Evaporation) 480 kj/mol 

Heat (Evaporation) 489,7 KJ/mol 

Pressure value (Steam) 0,348Pa – 2300 oC 

Melting point 2573 oK - 2300oC – 4172 oF 

Specific heat value 1,02 J/g.K 

Boiling point 4275 groK – 4002 of – 7236 oF 

Molar volume 4,68 cm3 /mol 

Physical form 20oC ve 1atm: Solid state 
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prevents the reduction of combustion efficiency due to 

the flocculation of the formed residues and boron 

particles [17].The propulsion system's performance in 

combustion engines directly depends on the energy 

density and combustion behavior of the combustible 

material released. Metal particles (such as Al, Fe, and 

Pb) may be suspended in fuel binders with polymeric 

properties. The boron element in the fuel containing 

these particles is ideal due to its energy density. 

However, boron requires prolonged exposure to 

combustibles due to its high melting and boiling points. 

In this, Magnesium seems to be a natural complement 

to boron fuel. While it has a lower energy density, it 

burns with a high flame temperature and reacts quickly 

with a low melting point combustion. The combustion 

temperature in fuels with Fe content is proportional to 

the amount of Fe in them. The burning effects of iron 

can be controlled thanks to the boron element. Doped 

boron's effect on ferrous iron's burning times appears 

to be greater for larger particles. In this combustion 

process, a boron-rich boron-oxygen solution is formed 

in the first stage, and its temperature rises until 

saturation. The second stage begins when the solution 

becomes saturated. Particle temperature concentration 

decreases, and dissolved oxygen increases. During the 

second combustion stage, a vapor phase reaction zone 

is formed. Combustion ends when the composition of 

the combustion particle is formed. The iron selectively 

reacts with the surrounding gaseous oxygen, increasing 

the combustion rate of boron and then easily reducing 

by boron. Thus, a surface reaction of replacing the 

boron-containing gas oxidizer with a faster surface 

results in a rapid reduction in the volume of the iron by 

oxidation. The reaction complexes between the 

burning particles boron and oxidized iron occur in the 

dense phase, and BxOy products are rapidly formed in 

the composition [6], [18]. Silane-coated boron 

nanoparticles are highly dispersible in liquid. 

Hydrocarbon fuels such as decalin can thus increase the 

energy content of liquid fuels. Since Al and B particle 

additives are high energy and boron is a suitable 

catalyst, they increase usability and efficiency by 

increasing the stability and capability of combustion. It 

is observed that there is an upward shift at the highest 

decomposition temperature for B for Al. Adding heat-

sensitive metals such as AI, Mg, and Fe is an effective 

method to overcome the energy release efficiency 

limitation of boron-based fuels. The duration of 

combustion of element B has a remarkable contribution. 

B grains exhibit higher heat release than Al grains [11], 

[19]–[22]. Removing sulfur from the SxOy release is 

essential in clean fuel systems. Due to the textural 

catalyst feature of the boron element, it strengthens the 

particle dispersion. It improves the high catalytic 

activity, providing high rates of sulfur removal [23], 

[24]. Considering all these, it is clear that the element 

boron will play a vital role in the future of 

environmentally friendly fuel energy. 

3. Investigation of the Use of Boron in Battery 

Systems 

Boron is a raw material used in solar cells, fuel cells, 

and lithium-ion batteries. Battery mainly consists of 

four primary components: cathodes, anodes, 

electrolytes, and separators. Figure 1 demonstrates the 

schematics of these components in conventional Li-ion 

batteries (LIBs) and the movement of electrons, ions, 

and current flow during charging and discharging 

conditions [25]. Sodium boron hydride (NaBH4) is a 

boron compound that can be preferred because of its 

advantages, such as hydrogen storage, easy control of 

reactions, and non-flammable and explosive properties. 

Boron-containing complex hydrides are also crucial 

because they are used in liquid conditions and are based 

on NaBH4 containing 10.5% hydrogen by weight in 

solid form. NaBH4 gives its hydrogen in reaction with 

water in a catalyst solution environment and turns into 

sodium metaborate (NaBO2). This reaction makes it 

possible to store hydrogen gas. This reaction is cyclical. 

That is, the development of the catalyst suitable for the 

system and the product of NaBO2 formed as a result of 

the reaction into NaBH4 again emerges. This system 

can be applied in two primary ways in hydrogen 

production, other than fuel cells and directly as a fuel 

cell. Except for the fuel cell, the sodium borohydride 

solution with the catalyst is passed through the 

hydrogen production unit and converted to hydrogen. 

This hydrogen is used in fuel cells because of its low 

temperature. In this system, sodium borohydride 

catalytically releases hydrogen in aqueous media and is 

especially important in applications where hydrogen 

transport and storage are problematic such as weight, 

volume, and safety. In a direct sodium borohydride fuel 

cell, on the other hand, sodium borohydride is directly 

used as fuel without hydrogen production intermediate 

stage, and electrical energy is produced. The direct 

sodium borohydride fuel cell is portable, especially 

with low power requirements [26], [27].Boron nitride 
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nanocomposite increases the hydrogen storage 

capacity in lithium-ion batteries due to the wide 

molecular surface area [28]. The decomposition 

reactions of O2 and H2O at the cathode of fuel cells are 

essential for the cells to function well. 

 
Figure 1 Schematic diagram of LIBs for (a) charging (b) discharging and, (c) formation of SEI. 

Although it provides control of these reactions as a 

platinum catalyst, it is expensive in terms of cost. Here, 

with the use of boron nanostructures as a cheaper 

catalyst for reactions, the dissociation energy of O2 and 

H2O is lower than with the use of platinum [14]. 

4. The Importance of the Use of Boron Internal 

Combustion Engines 

 In using boron in internal combustion engines, the 

distilled boron enters the combustion chamber with the 

appropriate amount of pure oxygen gas (with a purity 

of 99-100%). After the pressure of the oxygen gas is 

increased to a specific value (approximately 100 bar) 

with the movement of the piston in the engine, it enters 

an exothermic reaction with the boron, and by this 

reaction, the explosion pushes the piston up with the air 

shock, thus starting the engine. Boron does not have 

flammable and explosive properties at room 

temperature. With this feature, it is a reliable and non-

hazardous raw material. It releases the energy required 

for the operation of internal combustion engines by 

performing combustion or explosion only in certain 

weather conditions and when combined with certain 

oxygen. Pure boron can be easily recovered by heating 

the oxidized boron compound. On the other hand, pure 

oxygen can be obtained by filtering the oxygen present 

in the air at the rate of 21% by the silver filters to be 

placed in front of the vehicle while the vehicle is 

driving. The residue of boron-fueled engines is B2O3, 

which has a crystalline liquid structure. This compound 

can now be stored as ingots by cooling or pressing, 

repurified, and used as fuel [26]. An improvement in 

energy performance can be achieved when boron 

minerals are compared as an additive to the primary 

fuels of vehicles used in land and sea transportation 

(automobile, truck, locomotive, ship). Among the 

elements that release energy when burned, boron has a 

high density of 92.77 megajoules/Liter of combustion 

energy and comes after aluminum [29]–[31]. Boron 

fuel has a structure that does not burn easily, and its 

safety is higher than other fuels. There is no risk of 

spontaneous combustion. 2.2 units of boron can do the 

work of one unit of hydrogen. However, the weight of 

boron in the same unit volume is 11 times less than the 

weight of hydrogen. In other words, hydrogen there is 

no loss even if it is not used for years. Since boron is 

an environmentally friendly element, it does not cause 

environmental pollution. No harmful gas emission 

occurs as a result of combustion combustion [27], [32], 

[33]. 

5. Use of Boron as Rocket Fuel 

The use of boron in the aircraft and aviation industry 

has become a trend. Investigations in this industry, 

mainly in the USA, Europe, Japan, and Russia are 

noteworthy. Research in Aerodynamics in Aviation 

and the desire to travel and study the universe paved 

the way for space travel operating in the new system 

and has guided progress on better fuel. For this purpose, 

it has been realized that the boron-energy issue has a 

crucial role. In the American air and naval forces, 

significant investments have been made in R&D 

studies and projects to use boron hydrogen compounds 

(Boranes), which can provide approximately 50% 

more energy than fossil-based hydrocarbon 

compounds in rockets and aircraft that can move above 

the atmosphere. As examples of these projects, 

applications such as HERMES and X-Files High 
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Energy Boron fuels are used in Ariane rockets. Boron 

can release high amounts of heat in its exothermic 

reactions per mass and volume. 

When this heat released is analyzed per mass, it is 

approximately two times the heat released in the 

reactions of aluminum and 2.5 times that of magnesium. 

They can perform high-yield reactions with boron, 

fluorine, and its compounds. The heat energy released 

in fluorination reactions with exothermic fluorine 

compounds is about 1.8 times the heat energy released 

in oxidation reactions. Boron fuels are activated with 

high activation energy. It creates a working system 

with high chemical stability and controllable structures. 

The boron compound adsorbed occupies 11 times more 

volume than boron at the same weight. This weight 

provides a significant advantage in terms of storage. In 

addition, it is located on a reel with its structure in the 

form of a boron thread. For hydrogen, it should be 

stored in a thick and cooling tank. Boron fuels are not 

stored in a fuel tank but in a chain link structure on a 

reel. Since it does not have volatility, the outer surfaces 

of the fuels flocculate by forming an interaction 

network with the fuel. Then, the amorphous boron, 

which is absorbed by the Hydro-Carbon (H-C) chains 

in the fuels, can be effective in the combustion waves. 

Boron atoms undergo oxidation during the combustion 

of H-C structures, causing heat to emerge on the 

combustion surface. The effectiveness of the ignition 

and combustion rate increases depending on the 

thermal friction sensitivity of the fuel and the 

substances sensitive to oxidation, such as iron and 

aluminum in the fuel [16], [18], [20]. 

6. Use of Boron in Electric Motors 

Electric motors using boron are associated with fuel 

cells, an electrochemical battery. It is also used alone 

in vehicles and can store energy chemically thanks to 

the anode, cathode, and electrolyte systems. Fuel cells 

do not decrease efficiency over time and do not need 

recharging. It continues to produce electricity as long 

as the fuel and the material that will enable it to oxidize 

are supplied. Electricity is generated by the interaction 

of the anode and the cathode and the reaction of 

hydrogen and oxygen. Pure gaseous water and heat are 

released as a reaction product. While the required 

oxygen is supplied from the air, hydrogen is supplied 

from the fuel used simultaneously. While the structure 

of fuel cells is similar to the battery, the working 

system is similar to internal combustion engines. 

Although it uses electrical energy, it receives from the 

anode and cathodes in its internal structure. It provides 

this energy from the energy it produces, not from the 

energy stored like a battery. This system's operation 

depends on the presence of hydrogen; the most 

important factor of energy production is hydrogen. The 

purpose of cell use is to ensure energy continuity by 

preventing power interruption. The desired energy can 

be obtained if a suitable mass of sodium borohydride 

solution is created in a fuel cell. Although this energy 

is approximately equal to half of the energy obtained 

from the same amount of gasoline, the energy 

conversion efficiency of the electric motor is 

approximately three times higher than that of the 

internal combustion engine. The roads covered with 

the existing fuel tanks are still valid for sodium 

borohydride, and sodium borohydride is present in the 

fuel system. Here, sodium borohydride and water react 

thanks to the catalyst, and as a result of this reaction, 

hydrogen and sodium boron powder are released. The 

released hydrogen feeds the fuel cell and makes it 

possible to obtain direct current (DC) in the fuel cell. 

Direct current is stored in the cell, and energy is 

transferred to the electric motor. The vehicle moves 

when the electric motor transmits the power to the 

vehicle's wheels [34]–[39]. 

7. Effects of Boron on Magnetic Working 

Systems 

For the motors to work, the magnets that will provide 

the magnetic feature must have high B-H characteristic 

data. Using ferroboron (FexBy) alloyed magnetic 

materials with large coherent force and permanent 

magnetization values are vital. The production of 

FexOy, boron oxide, boric acid, or boron ores 

(especially colemanite, boron oxide, and boric acid) as 

raw materials takes place in two stages. In the first 

stage, Ore + Fe Sawdust + Coke + Quartz mixture is 

used as a charge in the Electric Arc Furnace with 

Carbothermic Reduction (High-carbon Ferrobor), and 

in the second stage, Boron oxide + Hematite + Al, 

Powder + Igniter (BaO2 or KClO4 + Al) is used as a 

charge. It is produced using a mixture of the 

Aluminatermic Reduction method (Low carbon, high 

aluminum ferrobor). The essential components in 

Ferrobor Alloys (Fe2B, FeB) are B, C, Si, and Al. 

According to the amount of B, which can vary between 

12-21%, their densities are between about 6.3-7 g/cm3, 

and their hardness is between about 1600-1950 Vickers, 

their thermal conductivity is between about 0.1-0.3 

W/cm K, their melting temperature is about 1389-1550 
oC. Its Curie Temperatures vary between 1550 oC and 

approximately 598-1015 oK. In the quality of 
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applications, the behavior of the ferrobore against 

different chemicals depends on the purity ratio. While 

it can dissolve with Fe2B and HCl under borane 

formation, Pure FeB has high chemical resistance 

against HCl and H2SO4 at all temperatures. Due to the 

presence of N molecules in HNO3, it is completely 

soluble. FeB and Fe2B react with nitrogen gas at 

temperatures above 350°C, resulting in BN product. 

It loses its bright silver color in humid weather and 

becomes pale gray. A reaction can be seen between 

pure hot water and ferrobor. In the Fe–B-containing 

material system, alloys containing approximately 0.04-

4.2% B and steels with a thinly adsorbed FeB layer on 

the surface layer can withstand corrosive oxidation up 

to approximately 800-1000 oC. One of the critical 

magnetic materials in which ferrobore is used is Nd-

Fe-B (Neodymium Ferrobor) alloy magnets. Nd-Fe-B 

magnets commercially have the greatest strength and 

the most significant permanent flux density (12 Kg). 

This density is quite desirable when comparing the 

density of Sm-Co magnets (11.2 Kg) and the density of 

ferrites (11.5-4.4 Kg). Moreover, an 850 g Nd-Fe-B 

magnet works with 3 kg of ferrite. Due to the reasons 

mentioned above, boron magnets have an ideal 

structure thanks to their ability to meet the demands of 

the industry [40]–[49]. 

8. Use of Boron in Nuclear Energy Systems 

Materials with boron elements can be used to 

prevent the damage of radiation emissions in nuclear 

energy reactors in nuclear energy systems. The boron 

material used here is boron carbide. Boron carbide is a 

material with a melting temperature of 2450 oC, high 

hardness, and highly resistant to chemical reactions and 

radiation. Boron carbide is used for loading rods of 

advanced nuclear power plants. The absorption ability 

of high-energy neutrons that can create a boron carbide 

radiation effect is due to the high absorber cross-section 

of the boron isotope in its structure. As a protective 

shield material that does not leak neutrons, boron 

carbides are used in Phenix reactors, fast breeder 

reactors. The new generation stainless steel called Bor-

304 is the material of the tanks used to transport nuclear 

waste fuels. In the nuclear energy sector, gadolinium 

and samarium can be used as they have neutron 

scavenging properties like boron, but it is below the 

system performance provided on the board. In the 

fusion reaction of the B11 atom by colliding with the 

proton, clean nuclear energy without radioactive 

emission was released. During this reaction, the proton 

fuses with the ion, and as the reaction product, C12 is 

formed as an ion with atomic number 6 and mass 

number 12. Boron, which contains B10 and B11 

isotopes in its compounds, these isotopes can absorb 

neutrons during nuclear reactions and slow down the 

reaction rate. Thanks to this, it is used in the control 

rods of nuclear reactors as well as in the construction 

of moderators since it prevents and slows the fission 

reaction of neutrons with the uranium-235 atom and 

turns into one of the compounds of boron oxide, boric 

acid and ferroboron improved with dimethyl ether and 

amorphous boron. They absorb neutrons in nuclear 

reactors and prevent or stop fission, which is a chain 

reaction with uranium-235. In this way, power control 

is provided in fission energy by terminating the reactor 

or by adjusting the amount of reacting neutrons [50]–

[56]. To provide Nuclear Grade, powdered boron 

carbide is used as neutron shield components in nuclear 

reactor systems, boron steels, and boron alloys with 

titanium. Almost every boron atom can absorb a 

neutron. 

For this reason, boron is used in the control systems 

of atomic reactors, cooling pools, and closing the 

reactor with an alarm. Boron emits only a very low-

energy gamma ray and absorbs alpha particles 

smoothly. Neutrons with energies more significant 

than one mega electron volt (1<MeV) form an inelastic 

molecular collision with the target atom. In inelastic 

collisions, the neutrons that come with the neutron-

atom reaction transfer a particular part of their atomic 

energy to the target atom and excite this atom. This 

exciting target atom is unstable and then becomes 

stable by emitting gamma rays. At the beginning of the 

atomic motions of neutron capture, target atoms absorb 

neutrons. Then, it is observed that the atom, which 

becomes excited, transforms into its isotope or gets rid 

of this excited state by emitting gamma rays and takes 

its final state. Here, using a boron atom as the target 

atom leads to the desired results [57]–[62]. It has also 

been reported that after 2016, a neutron reaction with 

B11 in the magnetic field for the tri-alpha reaction took 

place, and a high amount of energy was produced with 

a nuclear reaction without the risk of radiation. The 

way to be used as a nuclear fuel has been opened. 

9. Conclusion 

Boron compounds are used in many critical areas in 

the energy sector. Innovative boron compounds are 
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needed in many fields, from nuclear energy to solar 

panels, from electric motors to internal combustion 

engines, and from rocket fuel technology to space 

technologies. Especially the development of a new 

nuclear engine using the B11 isotope in the tri-alpha 

reaction and its use by NASA for the journey to Mars 

are essential heralds that Boron will be an 

indispensable alternative fuel in future space 

technologies. However, the transition to fuel 

technologies that do not contain fossil fuels to 

compensate for the damages caused by the emissions 

caused by the use of fossil fuels in the last 100 years is 

a harbinger of the fact that boron compounds will be 

used very often in this field. 
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List of abbreviations and nomenclature 

Sodium (Na)                                       

Aluminum (Al) 

Calcium (Ca)                                          

Magnesium (Mg) 

Iron (Fe)                                                

Lead (Pb) 

Hydrochloric acid (HCl)                       

Nitric acid (HNO3) 

Solid electrolyte interface (SEI) 

Ar-Ge, research, and development (R&D) 

Cigapascal (GPa) 

Kelvin (oK) 

Fahrenayt (oF) 

A substance formed naturally in the ground and from which 

metal can be obtained (Ore) 

The dust and small pieces of wood (Sawdust) 

A solid substance obtained from coal (Coke) 

A hard, transparent mineral substance (Quartz) 
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 In this study, NOx emission has been estimated by processing the flame image of visible 

wavelength and its experimental verification has been presented. The experimental study 

has been performed by using a domestic coal boiler with a capacity of 85000 Kcal / h. 

The real NOx value has been measured from a flue gas analyzer device. The flame image 

has been taken by CCD camera from the observation hole on the side of the burner. The 

data set which is related to instantaneous combustion performance and flame images was 

recorded simultaneously on the same computer with time stamps once a second. The 

color flame image has been transformed into a gray scale. Features have been extracted 

from the gray image of flame. The features are extracted by using the cumulative 

projection vectors of row and column matrices. ANN regression model has been used as 

the learning model. The relationship between flame image and NOx emission has been 

obtained with the accuracy of R = 0.9522. Highly accurate measurement results show 

that the proposed NOx prediction model can be used in combustion monitor and control 

systems.        
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1. Introduction 

As a reliable and low-cost fossil fuel, coal is a 

strategic energy source in terms of energy security for 

the very country. Coal stands out as being the safest 

fossil fuel in terms of obtaining, storing, transporting 

and using. For this reason, coal is widely used both 

in domestic areas and industrial areas such as thermal 

power plants, glass, steel and cement industries. On 

the other hand, emission values of coal combustion 

systems are constantly being discussed due to 

environmental concerns. According to the World 

Energy Outlook 2017 [1] report published by IEA, it 

is stated that in 2016, 9.5 billion tons of CO2 (carbon 
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dioxide) was emitted from coal-fired thermal power 

plants to the atmosphere. This rate corresponds to 

approximately 70% of the emission released from the 

conversion sector [2]. When we use coal in power 

plants, sulfur dioxide (SO2), particulate matter and 

nitrogen oxides (NOx) are released into the 

atmosphere. Therefore, measurement and control of 

the emission values stand out as an important and 

daily issue in order to increase efficiency in coal 

burning systems and to reduce their negative effects 

on the environment. 
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1.1. Motivation 

 In practice, emission values are traditionally made 

by flue gas analysis devices[3].  Recently, as an 

alternative method, measurement systems containing 

artificial intelligence based on flame image have been 

used [4]–[8]. Measurement mechanisms that make 

emission estimation by processing flame images are 

both cheaper systems and lower operating costs 

compared to their counterparts. In addition, dead time 

in control systems makes the controller design process 

extremely difficult [9]–[11]. Since the system created 

with flame images quickly  reflect the combustion 

conditions, they constitute an important advantage that 

greatly minimizes the dead time in closed loop control 

systems [12], [13]. In particular, this feature provides a 

significant advantage from the control design 

perspective.  These advantages offered by flame 

image-based measurement systems motivate engineers 

to design a more effective, flame image-based 

emission measurement system with higher accuracy. 

 

1.2. Related Works 

Emission estimation via CCD (Charge-Coupled 

Device) cameras is more advantageous systems 

compared to flue gas analyzer devices because they 

are inexpensive systems and do not require 

consumables. The use of computer vision systems in 

the industry is increasing day by day [14]–[18]. In 

general, there are three types of application 

performed by processing the flame image. The first 

is monitoring and controlling of the combustion 

process in burners  [19]–[23], the second is 

estimation of the emission resulting from the 

combustion [24]–[27] and the last one is estimation 

of the temperature of the combustion chamber [28]–

[30]. In addition to these types of applications, there 

are different studies. For example, coal type can be 

classified with the image of the flame [28]. In NOx 

emission prediction system performed with CCD 

cameras, available in some studies with color space 

of HSI (Hue, Saturation, Intensity) [25] as well as in 

color space of RGB (Red Green Blue) [24]. In a 

combustion process, there are many factors affecting 

NOx emissions. These factors have different effects 

on NOx emissions. To find the appropriate formula 

or mathematical model to predict the NOx emission 

from the coal boiler is very difficult. But, it is 

possible to estimate NOx emission using image 

processing techniques and ANN regression model 

[24]. Because ANNs are very good at modeling the 

complex phenomena. It has been reported in [25] that 

there is a relationship between 30-65 bars and the 

emission level of NOx in the tone level histogram in 

the HSI color space. In studies which uses CCD 

cameras, radial energy emitted from the flame was 

used frequently to extract features from the image of 

flame [27], [31], [32]. In these studies, the Radial 

Energy Signal (RES) is calculated with the gray 

image of flame. A good study on combustor control 

with flame image is given in [31]. Here, NOx 

emission and thermal efficiency are optimized with 

the radiant energy signal obtained from the flame 

image [31]. [19] and [33] have made a nice 

contribution to those studying flame characterization 

by digital image processing on industrial scale 

burners. In the studies which are performed with 

colored flame images, the image is generally 

converted to gray level in order to reduce the 

dimension (to reduce the calculation load) and the 

feature is obtained from the gray level image [19], 

[20], [22], [31]. Similarly, there are studies with only 

one color (blue) channel [34] or only the tone 

component of the color image [25]. Flue gas analyzer 

is used in flue gas emission studies [35] and there are 

studies in which the concentration of radicals formed 

as a result of combustion is determined by 

spectroscopic imaging [26], [27], [36], [37][27], [36]. 

CCD cameras are preferred in emission estimation 

because they are both common and cheap [24], [25], 

[38]. When the studies mentioned above are 

subjected to a general evaluation, it is concluded that 

the subject of estimating the combustion emission 

values from the flame image is a current-trend field 

of study. The methods used in studies [22], [25], 

which came to the fore especially in NOx estimation, 

have been a significant result of the literature search. 

   

1.3. Contribution 

There are some challenging problems with 

studies of imaging the combustion chamber. Some of 

these are the large data size of the flame images and 

the problems of determining the meaningful features 

expressing the burning from these images. The 

operations to solve these problems increase the 

computational complexity. In addition, optimizing 

the appropriate modeling technique to reveal the 

relationship between the features obtained from the 
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flame image and the combustion process is another 

dimension of the problem. In this study, a new 

regression model is presented that reveals the 

relationship between flame image and NOx emission. 

The proposed model includes image processing 

techniques and artificial neural network elements. 

For emission estimation, the features are extracted 

out by using the flame image converted to gray level.  

Position dependent feature vectors are used to 

express the burning process better. For this purpose, 

cumulative projection vectors of row and column 

matrices are used to obtain the features. These simple 

and effective features are ideal for evaluating the 

flame in terms of brightness and volume.  Using 

position dependent features also provides 

information about the homogeneity of the flame. The 

study performed in comparison with the NOx 

emission estimation methods [22], [25] that stand out 

in the literature, reveals the efficiency of the 

proposed estimation model. 

 

 

 

1.4. Outline of the Paper 

In the next Section, data collection process is 

explained. In Section 3, feature extraction from flame 

images is explained. In the Section 4, ANN model is 

designed. In Section 5, experimental results are 

presented in comparison with the methods mentioned 

in the literature. Eventually, the final section 

discusses experimental results. Also, clues about 

future studies have been given. 

 

2. Data Collection  

The experimental study has been carried out with 

a domestic burner system with a capacity of 85,000 

kcal/h. Nut coal has been used as fuel in the 

experimental study. The schematic representation of 

the system is given in Figure 1. The system is 

constructed with a 10 cm diameter circular viewing 

window on the side of the burner. Combustion has 

been monitored by a CCD camera placed behind this 

window. 

 

 
Figure 1 Schema of the burner system  
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Figure 2 Combustion conditions; (a) 𝑁𝑂𝑥 emissions; (b) excess air coefficient; (c) flue gas temperature 

The combustion conditions at the time of obtaining 

experimental data are given in Figure 2. In order to 

illustrate all possible combustion conditions in the 

experimental composition, the combustion conditions 

have been adjusted to be in a wide range. 

Different forms of expressions of a colored flame image 

obtained from the combustion chamber are given in Figure 

3.   

 

 
Figure 3 A flame image; (a) RGB and (b) HSI color spaces, (c) intensity (I), (d) saturation(S) and (e) hue (H) 

components 

 

In this study, the gray level of the flame image in RGB 

color space has been used. The burning process has been 

monitored for 63 minutes by recording a single image per 

second at 1200 × 1200 resolution via a CCD camera. In 

addition, the NOx measurement value per second has been 

taken from the flue gas emission device synchronously 

with the flame images. The region of interest has been 

chosen so that the flame image is 1160 × 1160 pixels in 

size.  The flame image obtained from the camera and the 

NOx value obtained from the flue gas analyzer have been 

recorded on the same computer with time labels. In this 

way, 3780 NOx measurement values and flame images 

have been collected simultaneously during the experiment. 

In cases when it was not possible to obtain data from the 

camera or analyzer, the relevant data acquired at his time 

period have not been taken into consideration.  The NOx 



Golgiyaz et al, Journal of Soft Computing and Artificial Intelligence  03(02): 93-101, 2022  

 

97 
 

emission data obtained from the flue gas analyzer have 

been used as reference data in the training and testing 

stages of the model. 

 

3. Feature Extraction 

The main factors affecting NOx emissions in coal 

combustor systems are given below [39]. 

• Average temperature in the combustion 

chamber. 

• Homogeneity of temperature in the 

combustion chamber. 

• Gas residence time in high temperature zone. 

• Air excess coefficient and property of coal. 

There is a relationship between the flame image 

and the factors affecting NOx emissions  [17], [24], 

[27]. Therefore, the relationship between flame 

image and NOx emission can be revealed by image 

processing and machine learning techniques.  In this 

study, cumulative horizontal and vertical projection 

vectors are used to extract attributes from the flame 

image. 

 

3.1. Horizontal-Vertical   Projection Vectors 

 

Cumulative horizontal and vertical projection 

vectors can be calculated as in Equation 1-2. Here  

𝐼𝑚×𝑛 is the gray level image of the flame. 

𝑋𝑐𝑠𝑢𝑚
𝑘 = ∑ ∑ 𝐼𝑖𝑗 ,n

i=1
k
j=1  1 ≤ 𝑘 ≤ 𝑚          (1) 

𝑌𝑐𝑠𝑢𝑚
𝑡 = ∑ ∑ 𝐼𝑖𝑗

𝑚
j=1

t
i=1  , 1 ≤ 𝑡 ≤ 𝑛       (2) 

𝑋𝑐𝑠𝑢𝑚
𝑘  and 𝑌𝑐𝑠𝑢𝑚

𝑡  have been used together for 

training of the proposed system. Features and density 

information of the flame image were obtained 

depending on the location. Not only does density 

information represent the flame characteristic, but 

also includes positional information, expressing the 

combustion process better. 

 

3.2. Relationship Between Hue Level and 

Combustion 

 

Color HSI image consists of three components 

such as brightness, hue, and saturation. The 

conversion process from RGB color space to HSI 

color space is expressed using Equation 3-4. 

 

r =
𝑅

𝑅+𝐺+𝐵
, g =

𝐺

𝑅+𝐺+𝐵
, b =

𝐵

𝑅+𝐺+𝐵
          (3) 

h = 𝑐𝑜𝑠−1 (
0.5∗((𝑟−𝑔)+(𝑟−𝑏))

((𝑟−𝑔)2+(𝑟−𝑏)+(𝑔−𝑏))
1

2⁄
)         (4) 

Here, if 𝑏 ≤ 𝑔 𝑡ℎ𝑒𝑛 h ∈  [0, 𝜋] 

h = 2𝜋 − 𝑐𝑜𝑠−1 (
0.5∗((𝑟−𝑔)+(𝑟−𝑏))

√(𝑟−𝑔)2+(𝑟−𝑏)+(𝑔−𝑏)
 )    (5) 

Here, if 𝑏 > 𝑔 𝑡ℎ𝑒𝑛 h ∈  [𝜋, 2𝜋], 

𝑠 = 1 − 3 ∗ min(𝑟, 𝑔, 𝑏) ;  𝑠 ∈  [0,1]         (6) 

𝐼 =
𝑅+𝐺+𝐵 

3∗255
;  𝐼 ∈  [0,1].                     (7) 

 

In [25], it has been reported that with the tone level 

of the flame, the light field can represent the 

dominant wavelength. Also, with regard to a 

luminous substance, it has been stated that there is a 

relationship between wavelength and tone level [40]. 

This relationship can be expressed as in Equation 8. 

W =
W𝑚𝑎𝑥−W𝑚𝑖𝑛

2𝑑  𝐻𝑢𝑒 + W𝑚𝑎𝑥            (8) 

In this equation, W is the wavelength and d is the 

bit depth of the image. Wmax and Wmin values are 

700nm and 400nm respectively. For normal images d 

= 8. Light undergoes radical luminescence with 

substances such as OH, CH, CO2, NO2, CO and 

H2O.  

 

4. Artificial Neural Networks 

ANNs are mathematical machine learning models 

inspired by the biological behavior of nerve cells in 

the human body and the structure of the brain. In this 

study, a multi-layer perceptron (MLP) approach 

consisting of at least three layers called input, latent 

and output layer is used to estimate NOx emission. 

During the training phase, the features gathered from 

the flame images constitute the input and the NOx 

emission measured with the analyzer is used as the 

desired output. Coefficients of ANN are optimized 

according to the inputs and the output. A part of the 

data set is used for verification during the training 

phase. In the last stage, the rest of the data set is used 

to test the performance of the model. The rate of the 

data set used for training, testing and verification is 

given in Table 1. In the ANN regression model, the 

number of neurons in the hidden layer was taken as 

8. 
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Figure 4. Block diagram of the proposed measurement system 

 
Table 1. Separation of data in percentages for training, testing and validation 

 All Training Validation Test 

Data Rate %100 %70 %15 %15 

Data number 3780 2646 567 567 

In general, the initial weights are randomly 

selected in ANN and the weights are optimized by 

minimizing the cost function given in equation 9. 

𝐽(𝜃) =
1

2𝑁
∑ (ℎ𝜃(𝑥(𝑖)) − 𝑦(𝑖))

2𝑁
𝑖=1         (9) 

Many training algorithms for ANN have been 

reported in the practice. The appropriate training 

algorithm varies according to many factors. Factors 

such as the complexity of the problem, the number of 

data points in the training set, the weight in the 

network and the number of biases determine the 

selection of the training algorithm.  In the next 

section, the effects of different learning algorithms on 

the accuracy of the regression model have been also 

speculated.  

 

4.1. Performance Metrics for Regression Model 

 

Root mean square error (RMSE) and correlation 

coefficient (R) criteria were used to reveal the 

regression performance obtained during the training, 

validation and testing phases. R and RMSE values 

are defined by expressions given in Equations 10 and 

11, respectively. 

RMSE = [
1

𝑁
∑ (Di − D̃i)

2N
i=1 ]

1
2⁄
           (10) 

R =  [1 −
∑ (Di−D̃i)

2N
i=1

∑ (Di−D̅)2N
i=1

]
1/2

                 (11) 

Here, Di  and  D̅  values represent the individual 

NOx emission value and the average of all Di  values, 

respectively. In addition, D̃i   represents the NOx 

emission value calculated as a result of ANN 

regression model. 

 

5. Experimental Results 

With the designed system, the NOx value 

measured by the flue gas analyzer has been regressed 

with the ANN model using the flame image. The 

NOx value obtained from the flue gas analyzer has 

been taken as a reference value in the proposed 

system and used in the training and testing phase.  

The results obtained for comparison have been run 

ten times for all models. The results presented in 

Table 2 are the average values of these 10 runs. In 

order to demonstrate the performance of the proposed 

feature extraction method better, the results of other 

feature extraction methods presented for NOx 

emission in the literature with the same data set and 

the same ANN architecture are comparatively given 

in Table 2. Training all the proposed methods for the 

same model and parameters in the same data set 

provided objective results in terms of comparing the 
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effectiveness of the methods. Accordingly, the 

proposed ANN regression model estimated the NOx 

emission with at least R = 0.9522 accuracy. The 

results obtained as a result of the experimental study 

revealed the effectiveness of the proposed feature 

extraction method. 

While comparing the results, the results of four 

ANN learning models (LM, BFG, CGF and SCG) are 

given for proposed feature extraction method and 

other methods. Considering the results obtained, LM 

(Levenberg-Marquardt) method gave better results 

despite the high memory requirement. BFG (BFGS 

Quasi-Newton), CGF (Fletcher-Powell, Conjugate 

Gradient) and SCG (Scaled Conjugate Gradient) 

methods have been performed faster than LM. 

However, accuracy is not at the desired level in these 

methods. Although [25] reported a direct relationship 

between NOx emission and the tone histogram [30-

65] bars, the relation in this study became clear 

between the bar bars of the histogram [0-85]. 16 

cameras have been used in [22] given in Table 2. The 

feature extraction method presented in [22] is 

presented for a single camera with the data in this 

study. 

 

Table 2 Proposed method and other methods’ result for same data set and ANN architecture 

 Features Training Algorithm RMSE R 

P
ro

p
o

se
d

 

𝑋𝑐𝑠𝑢𝑚
 , 𝑌𝑐𝑠𝑢𝑚

  LM 59,566 0,952 

𝑋𝑐𝑠𝑢𝑚
 , 𝑌𝑐𝑠𝑢𝑚

  BFG 99,896 0,863 

𝑋𝑐𝑠𝑢𝑚
 , 𝑌𝑐𝑠𝑢𝑚

  CGF 94,072 0,879 

𝑋𝑐𝑠𝑢𝑚
 , 𝑌𝑐𝑠𝑢𝑚

  SCG 95,941 0,874 

O
th

er
s 

Histogram (0-85) [25]  LM 91,581 0,886 

Histogram (30-65)[25]  LM 121,544 0,789 

Histogram (0-85) [25] BFG 121,916 0,787 

Histogram (30-65) [25] BFG 143,506 0,687 

Histogram (0-85) [25] CGF 120,741 0,789 

Histogram (30-65) [25] CGF 145,904 0,672 

Histogram (0-85) [25] SCG 116,810 0,805 

Histogram (30-65) [25] SCG 142,704 0,691 

𝜇 [22] LM 176,640 0,451 

𝜇 [22]  BFG 177,876 0,438 

𝜇 [22]  CGF 178,668 0,430 

𝜇 [22]  SCG 178,187 0,435 

In Figure 5, the NOx values produced by using of 

flame images with the proposed measurement system 

and the NOx values obtained from the flue gas 

analyzer are given. It is seen from this picture that the 

proposed measurement system is capable of 

estimating NOx emissions with at least 95% accuracy 

in all combustion conditions. 

 
Figure 5  Performance of the proposed model 

6. Conclusion 

In this study, a new measurement system is 

proposed for the problem of estimating NOx 

emission from the flame image in the coal 

combustion process. When the obtained results are 

evaluated, the NOx estimation system established 

with the proposed method gives more successful 

results than other methods reported in the literature.  

Since CCD cameras are both cheap and common, the 

measurement structure presented in this study is 

advantageous in terms of cost. It also provides an 

option that minimizes the time delay in establishing 

closed loop combustion control systems. Within the 

scope of this domestic scale study, the proposed 

system can be extended for emission estimation in the 

industry. For future emission estimation studies, both 

the feature extraction phase and the learning models’ 

phase are open to development. 
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