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Keywords Abstract 

Epoxy Marinelli Source 

Efficiency 

Monte Carlo 

Using the gamma spectroscopy system, it can be determined whether environmental samples or standard 

radioactive sources are radioactive, and from which elements their radioactivity originates. The purpose 

of Monte Carlo (MC) simulation is to model a real-life system with its inputs and evaluate the outputs 

with real results. This study calculates the experimental efficiency of a p-type HPGe detector using a 0.5 

g/cc Epoxy Matrix Marinelli beaker and compares these results with GESPECOR and PHITS MC 

Simulation programs. Thus, the thickness of the dead layer, which thickens over time and affects the 

detector efficiency, was determined from the most compatible result of the MC calculations made 

repeatedly at various alternative thicknesses to the experimental results. For 1.5 mm dead layer 

thickness, less than 2 % error was found between the test and MC results, especially at energies above 

165 keV. As a result, it was determined that the dead layer thickness of the detector reached 1.5 mm 

with an increase of 114 % after its production. The current value of the dead layer thickness of each 

detector should be checked, as the efficiency affects the determination of the activity. 
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1. INTRODUCTION 

Marinelli beakers are sample containers that fit into the end cap of the detector, designed in such a way that 

the sample material is close to both the top and sides of the detector crystal for the highest sensitive counting 

of large sample volumes (Gilmore, 2008). In gamma spectrometry, when the radioactivity detected is low, 

Marinelli beakers can be used. These beakers maximize the counting efficiency of the detector because of their 

geometry that almost surrounds the detector (Ahmed et al., 2009). Note that to make quantitative 

measurements, it is necessary to obtain the full energy peak efficiency (FEPE) curve of the detection systems. 

The FEPE  curve is affected the sample geometry, the sample matrix, and the density of the matrix as well as 

the detection system (Harb et al., 2008). The FEPE curve can be obtained either by using a known radioactive 

standard source homogeneously distributed in a Marinelli beaker of the same size and composition 

(Vasconcelos et al., 2011), or by accurately modeling the source geometry, matrix,  the position of the source, 

and the detection system using MC-based simulations (Azli & Chaoui, 2015; Lépy et al., 2019). Using the 

Monte Carlo method, the detection process can be simulated and applied to obtain efficiency values for each 

geometry (Ródenas et al., 2003). It is a convenient tool for situations where it is not always possible to perform 

experimental calibrations due to expensive standard gamma sources (Bölükdemir et al., 2021), and no 

radioactive waste is generated in this process (Vasconcelos et al., 2011). This study aims to find the current 

dead layer (DL) thickness of a p-type HPGe detector with 30 % relative efficiency by using a Marinelli type 

mailto:hicabi@gazi.edu.tr
https://doi.org/10.54287/gujsa.1119622
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source. DL thickness, which affects the detector efficiency as it changes, was investigated with GESPECOR 

and PHITS MC codes. 

2. MATERIAL AND METHOD 

2.1. Experimental Setup 

A p-type coaxial HPGe (GCD-30185) detector with a 0.7 mm Al end cap thickness was used for the 

experiments (Figure 1a). The detector has a relative efficiency of 30 % and a peak to Compton ratio of 58:1 at 

1.33 MeV. The resolutions of given energies are 1.85 keV at 1.33 MeV and 0.875 keV at 0.122 MeV. The size 

information of the detector used in the experiment is given in Table 1. The detector has a connection with a 

digital signal processing analyzer operating through Gamma Vision spectroscopy software. The experimental 

efficiency was calculated using a Marinelli beaker with reference multi-radioactive nuclides dispersed in a 0.5 

g/cc epoxy matrix. The Marinelli beaker snugged on the detector has a volume of 1 liter that is comprised of 

radionuclides in the energy range of 46 - 1836 keV (Figure 1b). 

Table 1. Geometric dimensions of the detector (mm) 

Basic Detector dimensions 

Detector diameter 57.3    

Detector length 57.3   

Hole diameter 7   

Hole depth 40.8  

Detector dimensions and materials 

Description Dimension Material 

End cap to crystal cap 7.5  N.A. 

End cap diameter 83  Aluminum 

End cap window 0.6  Aluminum 

Insulator/shield 0.01 Aluminized/ Mylar 

Outside contact layer 0.7  Lithium 

Hole contact layer 0.003 Boron 

Mount cap wall 1.5 Aluminum 

End cap wall 1.5  Aluminum 
 

 

Figure 1. a) HPGe Detector, b) Marinelli beaker with 0.5 g/cc density used in the experiment 
 

Ɛ(E) =
𝑁𝑝(𝐸)/𝑡

𝐴. 𝑓𝛾(𝐸)
 𝐹𝑐𝑜𝑖 (1) 

Where Np(E) is the full energy peak net area, t is the gamma acquisition live time in seconds, A is the source 

activity in Bequerrels at the measurement date, fγ, and Fcoi are the gamma-ray emission probability of the 

interested energy (%) and TCS correction factor, respectively. To obtain the coincidence summing factors, 

GESPECOR, a program that can also calculate coincidence-summing effects with cascade gamma photons, 

coincidence losses, Kα, Kβ, and multiple X-rays, was used. 
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2.2. PHITS 

In this study, HPGe detector was modeled using PHITS version 3.26 (Particle and Heavy Ion Transport Code 

System) and Marinelli beaker that snugs on the detector. PHITS, which has recently gained increasing 

popularity, is a Monte Carlo particle transport simulation code and was developed by the Japanese Atomic 

Energy Agency in collaboration with various institutions in Japan and Europe (Sato et al., 2018). PHITS can 

transport most types of particles with an energy of up to 1 TeV using several nuclear reaction models and data 

libraries. While modeling the experimental setup with this simulation, first the given geometric parameters of 

the detector and its surroundings, such as crystal dimensions, the thickness of the end cap window, the DL 

thickness, the structure of the detector components, etc. are defined (Ordóñez et al., 2019; Zamzamian et al., 

2020). Marinelli beaker with its dimensions, its wall thickness, and the material (EPOXY) inside it was also 

modeled in the simulation (Figure 2). T-deposit tally reveals the deposited energy distribution in a specified 

location by ionization of charged particles. It is used to calculate FEPE values for the energy of interest. The 

history number in this simulation is 106 for each energy value, a sufficient amount for the required counting 

statistics to obtain an uncertainty of around 1 %. 

 

Figure 2. Two-dimensional view of the detector and Marinelli beaker modeled in PHITS 

2.3. GESPECOR 

Another MC simulation program used in this study is GESPECOR version 4.2, which is a practical and useful 

code commonly used in Gamma Measurement Laboratories. The efficiency computation, self-absorption 

effects, and coincidence summing can be calculated by just entering the parameters into its user-friendly 

interface. GESPECOR is easily applicable to various sample geometries such as point, cylindrical, and 

Marinelli measured using well-type, closed-end coaxial HPGe detectors (Sima et al., 2001; Murphy et al., 

2020). While creating the model of the experiment using GESPECOR, first the detector was modeled by 

entering the relevant parameters in the interface, then the source geometry was selected as Marinelli and the 

experimental setup was simulated by entering the dimensional parameters of the Marinelli beaker, the 

components and density of the epoxy material in the container (Figure 3). The number of photons in this 

simulation was again taken 106. The DL thickness was increased to 1.7 mm in 0.1 mm steps from the 0.7 mm 

provided by the manufacturer to determine the optimum DL thickness that was consistent with the 

experimental efficiency. As the DL thickness increased, the efficiency values decreased and the agreement 

with the experiment was observed. 
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Figure 3. Two-dimensional view of the detector and Marinelli beaker modeled in GESPECOR 

3. RESULTS AND DISCUSSION  

The experiment was carried out with a Marinelli beaker containing a multi-energy point radioactive source in 

an epoxy matrix with a density of 0.5 g/cc attached to the detector. The elemental composition of the epoxy 

used was 62.040 % C, 27.547 % O, and 10.413 % H by weight. The radionuclides used in the experiment, the 

energy values of the gamma rays emitted from these nuclides, the source activity, the error percentage of the 

source activity, the half-life (days) of the radioactive sources, the gamma density, the experimental efficiency, 

the total count rate, and absolute error uncertainties are given in Table 2. 

Table 2. The energy (keV) values, activities (μCi), half-lives, gamma emission probabilities, net count rate, 

experimental efficiency values, and percentage error of the multiple radioactive Marinelli sources used in 

the experiment 

Nuclide 

Energy 

(keV) A0 (μCi) 

A0(μCi) 

UTotal% t1/2 (day) f(γ) 

Net 

Count ε-Exp Uexp% 

210Pb 46.54 0.30320 4.0 8140 4.252 1.1 0.00229 4.4 

241Am 59.54 0.03014 3.0 157740 35.920 4.0 0.01008 3.4 

109Cd 88.03 0.42430 3.0 462.6 3.660 14.8 0.02750 3.1 

57Co 122.06 0.01661 3.0 271.79 85.490 16.1 0.03431 3.1 

139Ce 165.86 0.02051 3.0 137.64 79.900 16.1 0.03335 3.1 

203Hg 279.20 0.06153 3.0 46.595 81.480 23.3 0.02418 3.1 

113Sn 391.70 0.07979 3.0 115.09 64.970 27.5 0.01868 3.0 

85Sr 514.00 0.10000 3.0 64.849 98.500 33.7 0.01481 3.1 

137Cs 661.66 0.07143 3.0 11012 84.990 27.3 0.01218 3.0 

88Y 898.04 0.16840 3.0 106.63 93.700 40.5 0.00969 3.0 

60Co 1173.23 0.08579 3.0 1924.3 99.850 23.2 0.00786 3.0 

60Co 1332.49 0.08579 3.0 1924.3 99.983 21.0 0.00710 3.1 

88Y 1836.07 0.16840 3.0 106.603 99.346 24.3 0.00553 3.0 

The experimental setup was modeled using GESPECOR and PHITS MC programs. The DL thickness was 

increased from 0.7 mm given by the manufacturer to 1.7 mm in 0.1 mm steps. As the DL thickness was 

increased, a decrease was observed in the efficiency values. Except for 46.5 keV, 59 keV, and 88 keV energies, 

the photopic efficiency closest to the experimental efficiency was obtained at 1.5 mm thickness in both 

GESPECOR (Figure 4) and PHITS MC (Figure 5) simulations. This mismatch in the low-energy region is due 

to the DL thickness in p-type HPGe detectors (Ješkovský et al., 2019). The DL thickness is due to lithium 
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intrusiveness on the outer surface of the Germanium crystal in high-purity germanium detectors (Modarresi et 

al., 2018). Even at room temperature, lithium atoms are aggressive to the crystal surface (Huy et al., 2007). 

The reason is that the manufacturer does not explain the DL thickness with precise measurements and that it 

reaches this thickness randomly during the lifetime of the detector. Even the millimeter variation in DL 

thickness must be carefully considered to arrive at an accurate calculation of the experimental efficiency. 

Discrepancies in the low energy region have also been reported for both Marinelli geometries and point sources 

in the literature (Ródenas et al., 2003; Huy, 2011; Britton et al., 2013). 

 

Figure 4. Energy dependence of efficiency from GESPECOR for DL thicknesses between 0.7 - 1.7 mm 
 

 

Figure 5. Energy dependence of efficiency from PHITS for DL thicknesses between 0.7 - 1.7 mm 

The photon energy of 59.54 keV is insufficient to reach the crystal just through the detector's outer top dead 

layer, but the photon energy of 662 keV is sufficient to reach both the outer lateral and inner dead layers of the 

crystal (Azli & Chaoui, 2015). At energies above 122.06 keV, the results of both GESPECOR (Table 3) and 

PHITS MC (Table 4) codes are in good agreement with experimental efficiencies with a maximum deviation 

of 2 % and 2.8 % respectively, at 1.5 mm dead layer. These DL thicknesses can be determined effortlessly 

using simulation programs.  
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Table 3. The percentage difference in the efficiency values calculated using GESPECOR according to the 

dead layer change in the experimental efficiency 

Energy 

(keV) 
εexp 

0.7 

mm  

0.8 

mm  

0.9 

mm  

1.0 

mm  

1.1 

mm  

1.2 

mm  

1.3 

mm  

1.4 

mm  

1.5 

mm  

1.6 

mm  

1.7 

mm  

46.54 0.00229 233.8 160.6 103.9 59.8 25.4 1.4 22.4 38.8 51.7 61.9 69.9 

59.54 0.01008 98.3 73.6 52.0 33.3 17.0 2.8 9.7 20.6 30.1 38.5 45.8 

88.03 0.02750 36.1 28.8 22.0 15.6 9.6 3.8 1.7 6.8 11.6 16.2 20.5 

122.06 0.03431 23.7 19.9 16.3 12.9 9.4 6.0 2.8 0.2 3.2 6.0 8.7 

165.86 0.03334 20.3 17.7 15.2 12.8 10.3 7.9 5.5 3.2 1.0 1.1 3.3 

279.20 0.02418 17.5 15.4 13.4 11.5 9.5 7.6 5.7 3.8 2.0 0.3 1.6 

391.70 0.01868 14.2 12.5 10.6 8.8 6.9 5.2 3.4 1.6 0.1 1.9 3.6 

514.00 0.01481 14.9 13.0 11.1 9.3 7.4 5.6 3.8 2.1 0.2 1.4 3.0 

661.66 0.01218 14.5 12.6 10.7 8.8 7.1 5.2 3.4 1.6 0.3 2.0 3.7 

898.04 0.00968 14.1 12.2 10.4 8.6 6.5 4.6 3.1 1.4 0.2 2.0 3.5 

1173.23 0.00786 14.3 12.5 10.8 9.1 7.2 5.5 3.9 2.1 0.6 1.2 3.1 

1332.49 0.00710 14.5 12.9 11.0 9.3 7.7 6.0 4.0 2.3 0.6 1.1 2.9 

1836.07 0.00552 14.3 12.1 10.4 8.7 7.2 5.4 3.4 1.5 0.3 2.0 3.8 
 

Table 4. The percentage difference in the efficiency values calculated using PHITS according to the dead 

layer change in the experimental efficiency 

Energy 

(keV) 
εexp 

0.7 

mm  

0.8 

mm  

0.9 

mm  

1.0 

mm  

1.1 

mm  

1.2 

mm  

1.3 

mm  

1.4 

mm  

1.5 

mm  

1.6 

mm  

1.7 

mm  

46.54 0.00229 152.6 91.2 48.7 13.7 11.1 32.3 25.4 60.7 68.1 75.4 81.2 

59.54 0.01008 65.3 42.6 23.4 7.1 7.4 19.1 29.6 39.3 47.3 54.4 60.3 

88.03 0.02750 24.8 17.5 10.7 4.2 1.9 7.6 12.9 17.7 22.4 26.9 30.8 

122.06 0.03431 18.1 14.2 10.4 6.8 3.3 0.0 3.5 6.7 9.6 12.4 15.3 

165.86 0.03333 16.9 14.3 11.6 9.1 6.6 4.1 1.8 0.5 2.8 5.0 7.1 

279.20 0.02418 15.9 13.9 11.8 10.0 8.1 6.3 4.5 2.6 0.8 1.0 2.9 

391.70 0.01868 13.8 11.8 10.0 8.1 6.3 4.5 2.8 1.0 0.7 2.1 3.6 

514.00 0.01481 13.9 12.1 10.2 8.3 6.5 4.7 3.0 1.5 0.2 1.7 3.3 

661.66 0.01218 13.0 11.2 11.2 7.5 5.8 4.1 2.3 0.7 0.9 2.6 4.3 

898.04 0.00968 12.0 10.5 8.6 6.9 5.1 3.6 1.9 0.2 1.3 2.3 3.8 

1173.23 0.00785 14.3 12.4 10.7 9.1 7.5 5.7 4.0 2.4 0.9 0.8 2.2 

1332.49 0.00709 15.1 13.5 11.6 10.0 8.1 6.5 5.1 3.5 1.9 0.5 1.0 

1836.07 0.00552 15.1 12.9 11.1 9.5 8.1 6.3 4.8 3.2 1.5 0.0 1.4 
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4. CONCLUSION 

In this study, the FEPE curve of the detector for this Marinelli geometry was experimentally obtained using a 

Marinelli source containing an epoxy matrix with a density of 0.5 g/cc. Experimental efficiencies were 

obtained by counting a multi-energy point radioactive source in the range of 46.5 - 1836 keV in the HPGe 

detector.  The experimental efficiency values of the detector at 0.7 mm dead layer thickness given by the 

manufacturer were calculated with Monte Carlo. Experimental efficiency results were compared with Monte 

Carlo efficiency values. In comparison, a difference between the experimental efficiency value of 233.8 % and 

14.1 % was observed in the GESPECOR program in the range of 46.5 - 1836 keV. Likewise, a difference of 

152.6 % - 12 % was observed in this energy range in the PHITS program. In order to obtain the correct dead 

layer thickness and to understand the change in the active volume of the crystal after eight years of use, when 

Modeling was done using Monte Carlo simulation codes GESPECOR and PHITS, the most compatible results 

with the experiment were obtained at 1.5 mm DL thickness for both GESPECOR and PHITS. In the 

GESPECOR program, a difference of 51.7 %, 30.1 %, 11.6 %, 122 keV and 3.2 % was obtained at 46.5 keV, 

59 keV and 88 keV, and 122 keV, respectively, while this difference was found between 2 % and 0.1 % from 

165 keV. In the PHITS program, 46.5 keV, 59 keV, 88 keV and 122 keV are 68.1 %, 47.3 %, 22.4 % and 9.6 

%, respectively, while the difference from the experimental efficiency is between 2.8 % and 0.2 % in the 165 

- 1836 keV range. In addition, while the simulations are being run, it has been determined that the active 

volume of the detector crystal decreases as the dead layer thickness increases and thus the efficiency values 

decrease. Good agreement was obtained at 1.5 mm DL in the high energy region, although inconsistency was 

observed between simulations and experiments in the low energy region of 46.5 keV and 122 keV. Marinelli 

beakers are almost completely they cover the detector crystal, are very useful geometries for calculating 

experimental efficiency against energy values. The compatibility between the detector's efficiency calculation 

and the Monte Carlo simulation for multi-energy radioactive sources was studied in an epoxy Marinelli beaker 

with a density of 0.5 g/cc. Inconsistencies in the low energy region such as 46.5, 59, 88 and 122 keV are due 

to the detector being p-type. This incompatibility is explained by the random and time-time diffusion of lithium 

on the crystal surface in high purity germanium detectors (Modarresi et al., 2017). It can be caused by errors 

in the position of the Marinelli beaker on the detector or by the wall thickness of the Marinelli beaker. 
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Longitudinal studies involve repeated measurements from the same subjects or blocks over short or an 

extended periods of time. In longitudinal studies, usually the most important step is to decide how many 

experimental units to use. There are no closed form equations for determining sample size in many 

complex designs. Monte Carlo simulation method is an effective tool in complex designs to estimate 

power or sample size. This paper introduces estimating sample size for the number of blocks or 

experimental units based on a fixed number of treatment/time in randomized complete block designs 

with correlated longitudinal responses analyzed by nonparametric tests against ordered alternatives. The 

sample size of subjects is estimated for each test statistics by taking into account the autocorrelation 

structure of the error terms which form either a stationary first-order moving average or autoregressive 

with non-normally distributed white noise terms. An extensive sample size/power comparison among 

the recently proposed Modification of S test and the other two well-known nonparametric tests such as 

the Page test and the generalized Jonckheere test against ordered alternatives in randomized complete 

block designs is carried out under stationary first-order autoregressive and moving average error 

structures with white noise terms distributed with either Laplace or Weibull distributions. Simulation 

study indicates that the distribution of white noise and the error structure have an important role on 

sample size estimation for each nonparametric test. The Modification of S test requires large sample size 

in contrast to other tests for longitudinal data in the specified simulation setting. 
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1. INTRODUCTION 

Longitudinal data taken from same subjects over time can occur within the randomized complete block designs 

(RCBDs). In RCBDs with longitudinal data, homogeneous subjects are blocks and a complete set of 

treatments/time points are randomly assigned to each block. Testing the trend/direction change of responses 

over time can be assessed by nonparametric tests for assessing the efficiency of treatment in a RCBD which is 

often expected to increase or decrease with the ordering of treatments. Many studies have examined the 

behavior of nonparametric tests in independent situations. Although longitudinal studies are quite popular 

today, the use of nonparametric tests in these studies is quite rare and nonparametric trend tests’ behavior has 

almost never been investigated. In some clinical trials, it is reasonable to observe that the efficiency of 

treatment may increase or decrease based on the dose value of a drug throughout the study (Dmitrienko et al., 

2007). The case that responses would incline or decline over time leads to the statistical testing problem with 

ordered alternatives and many nonparametric tests have been developed for this problem in RCBDs (Hollander, 

1967; Shan et al., 2014; Best & Rayner, 2015). The Page (P) test is a well-known distribution-free tests for 

ordered alternatives on treatments in RCBDs (Page, 1963). The generalized Jonckheere (GJ) test was proposed 

for repeated measures in RCBDs (Zhang & Cabilio, 2012). The Modification of S (MS) test is a new 
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nonparametric test based on the rank differences within each block to detect monotonic trend of treatments in 

RCBDs (Akdur et al., 2019). All of these nonparametric tests assume that the within-block responses are 

independent and error terms follow an identical continuous distribution with known parameters. However, in 

some situations, such as when the blocks/subjects have repeated measures, the existence of autocorrelated 

errors and distribution of responses should be taken into account commonly. Recently, Akdur (2020) has 

investigated power performances of some nonparametric trend tests in RCBDs when randomized blocks 

contain dependent observations by using the circular block bootstrap method. The defining feature of 

longitudinal data is that repeated measures are likely to be autocorrelated over time. It is unreasonable to 

assume that the within-block responses or repeated measurements are independent over time in the analysis of 

this kind of popular statistical experimental designs. In RCBDs with longitudinal data, let 𝑌𝑖𝑗 be the 

measurement of the 𝑖th subject at 𝑗th time point, where 𝑖 = 1,2, … , 𝑏 and 𝑗 = 1,2, … , 𝑛. A model for RCBDs 

with balanced and equally spaced longitudinal data can be written as 

𝑌𝑖𝑗 = 𝜇 + 𝛽𝑖 + 𝜏𝑗 + 𝜀𝑖𝑗 , 𝑖 = 1, … , 𝑏; 𝑗 = 1, … , 𝑛; (1) 

where 𝜇 is a common mean, 𝛽𝑖 are block (subject) effects, 𝜏𝑗 are time (treatment) effects, 𝑏 is the number of 

blocks (subjects) and 𝑛 is the number of time points (treatments) at which subjects (blocks) are measured. The 

error terms 𝜀𝑖𝑗 are here assumed to follow popular stationary time series processes, a stationary first-order 

moving average (MA1) or a stationary first-order autoregressive (AR1) model. The null hypothesis on the 

treatment effect is as 

𝐻0: 𝜏1 = 𝜏2 = ⋯ = 𝜏𝑛 = 0 (2) 

against the increasing ordered alternative 

𝐻0: 𝜏1 ≤ 𝜏2 ≤ ⋯ ≤ 𝜏𝑛 (3) 

or the decreasing ordered alternative 

𝐻0: 𝜏𝑛 ≤ 𝜏𝑛−1 ≤ ⋯ ≤ 𝜏1 (4) 

with at least one inequality. When the ordering of treatments is already known, the ordered alternative is a 

natural choice as in Equation (3) or Equation (4). Nonparametric tests are useful for statistical testing problem 

with the ordered alternative, when longitudinal data are not distributed normally or quite small to satisfy 

assumptions of traditional ANOVA models in RCBDs. Zhang and Cabilio (2012) proposed the GJ test against 

ordered alternatives for longitudinal data in RCBDs which are assumed to be autocorrelated in AR1 and 

second-order autoregressive (AR2) model to test the direction of change over treatments/time, when the errors 

follow 𝑁(0,1) or Student-t distribution. Akdur et al. (2019) modified the S test for ordered alternative 

hypothesis in RCBDs for two-way ANOVA layout under the assumption of independent errors. However, they 

do not investigate the most general case in which the responses are assumed to be autocorrelated and non-

normally distributed in RCBDs. Before starting clinical studies, it is an indispensable prerequisite to determine 

a suitable sample size according to the structure of the data. For the intended power value of the statistical test 

of interest, in recent years, many statistical studies have been carried out especially for the parametric tests 

with various effect sizes under independence assumption (Aslan et al., 2021; Serdar et al., 2021; Unalan, 2021). 

This paper proposes a new idea for calculating sample sizes (i.e. number of blocks) of P, GJ and MS test 

statistics for a target power against ordered alternatives for longitudinal data in RCBDs, when the error terms 

form either a stationary MA1 or AR1 model under Laplace and Weibull distributions. A broad set of Monte 

Carlo simulations is performed to model autocorrelated non-normally distributed responses and to compare 

these three nonparametric tests in terms of sample sizes and power values under a wide range of conditions. 

The remainder of this paper is organized as follows. The P, GJ and MS test statistics are briefly introduced in 

Section 2. In Section 3, the performance of MS test is compared with other commonly used nonparametric 

tests with regard to sample size under various conditions. In Section 4, a real example from a clinical trial is 

given to illustrate sample size calculations for the MS, P and GJ tests to obtain required 80% power. Section 

5 is given to discussion and further works. 
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2. MATERIAL AND METHOD 

This paper focuses on the P and GJ tests, well-known rank-based nonparametric tests for ordered alternatives 

in RCBDs. The MS test is a recently proposed nonparametric test which is an alternative to the GJ test for the 

ordered alternative problem in RCBDs. 

2.1. Page’s Test Statistics 

For an ordered alternative hypothesis, Page’s test statistics has been proposed as a nonparametric test based on 

within-block ranks, in which responses are ranked within each block (subject) (Page, 1963). The Page (P) test 

statistics is given as 𝑃 = ∑ 𝑗𝑟𝑗
𝑛
𝑗=1 , where 𝑟𝑗 = ∑ 𝑅𝑖𝑗

𝑏
𝑗=1  is the sum of ranks of the j th treatment (time point) 

for block (subject) 𝑖 and 𝑅𝑖𝑗 is the rank of response within block 𝑖 at treatment 𝑗. Under the null hypothesis in 

Equation (2), the P test asymptotically follows a normal distribution with the mean 𝐸(𝑃) =
𝑏𝑛(𝑛+1)2

4
 and the 

variance 𝑉(𝑃) =
𝑏(𝑛−1)𝑛2(𝑛+1)2

144
 (Page, 1963). The null hypothesis would be rejected for a large value of the 

P test. Thas et al. (2012) provided a new version of Page test 𝑃𝐿 =  √𝑐 ∑
𝑙𝑗𝑅𝑗̅̅ ̅

𝑑
𝑛
𝑗=1  statistic using orthogonal 

trend contrast for tied and untied data where 𝑅�̅� is the mean of the ranks for treatment 𝑗, 𝑙𝑗 are the linear trend 

coefficients, 𝑑2 = ∑ 𝑙𝑗
2𝑛

𝑗=1 . Here, 𝑐 = 𝑏(𝑛 − 1)/(𝑛𝑉) for tied 𝑉 = {∑ 𝑅𝑖𝑗
2

𝑖,𝑗 /(𝑏𝑛)} − (𝑛 + 1)2/4 whereas for 

untied data, 𝑉 = (𝑛2 − 1)/12. Additionally, Best and Rayner (2015) suggested a new test statistic which 

developed upon the idea of orthogonal trend analysis used in ANOVA and provided as 𝑃𝑇 = √𝑏 ∑ 𝑙𝑗𝑅�̅�/𝑑𝑆𝑛
𝑗=1  

where 𝑆2 is the mean square error of a randomized block ANOVA of the 𝑅𝑖𝑗. 

2.2. Generalized Jonckheere Test Statistics 

The GJ test statistics is an alternative nonparametric test to the P test for the problem of testing the ordered 

alternative hypothesis in RCBDs (Zhang & Cabilio, 2012). It is based on the Kendall’s Tau correlation that 

measures the association between responses within each block and the alternative ordering where each block 

is ranked within itself over treatment or time (Kendall, 1938). The J test statistics was generalized for RCBDs 

as given 𝐺𝐽 =
1

𝑏
∑ 𝑇𝐾(𝑖),

𝑏

𝑖=1
 where 𝑇𝐾(𝑖) = (

𝑛
2

)
−1

𝐴𝐾(𝑖) is a Mann-Kendall statistics for testing the direction 

of change in responses (repeated measures over time for subject 𝑖 and 𝐴𝐾(𝑖) = ∑ (𝑅𝑖𝑚 − 𝑅𝑖𝑙
𝑛
𝑙<𝑚 ) is the non-

standardized Kendall’s tau correlation where 𝑠𝑔𝑛(𝑅𝑖𝑚 − 𝑅𝑖𝑙) is either 1 or -1, depending on whether 𝑅𝑖𝑚 >
𝑅𝑖𝑙 or 𝑅𝑖𝑚 < 𝑅𝑖𝑙 (Skillings & Wolfe, 1978; Zhang & Cabilio, 2012).  

2.3. Modification of S Test Statistics 

The Modification of S (MS) test statistics is the recently proposed nonparametric test based on the S test for 

RCBDs. Rank differences within each block are calculated in the MS test to compose an overall test statistic 

(Shan et al., 2014; Akdur et al., 2019). The MS test statistic is defined as 𝑀𝑆 =
1

𝑏
∑ 𝑇𝐾(𝑖)

𝑏

𝑖=1
, where 𝑇𝐾(𝑖) =

(
𝑛
2

)
−1

𝑆𝐾(𝑖) and 𝑆𝐾(𝑖) = ∑ (𝑅𝑖𝑚 − 𝑅𝑖𝑙)𝑛
𝑙<𝑚  𝐼(𝑅𝑖𝑚 > 𝑅𝑖𝑙) for subject 𝑖. 𝐼((𝑅𝑖𝑚 > 𝑅𝑖𝑙) is the indicator function 

which is either 1 or 0, depending on whether 𝑅𝑖𝑚 > 𝑅𝑖𝑙 or 𝑅𝑖𝑚 < 𝑅𝑖𝑙. 

3. SIMULATION-BASED SAMPLE SIZE ESTIMATION  

In this section, Monte Carlo simulations are conducted to compare the performances of the three nonparametric 

tests against ordered alternatives in RCBDs when observations are autocorrelated longitudinal data: 1) the P 

test; 2) the GJ test; and 3) the MS test. These tests are compared with each other in terms of sample sizes 

required to obtain 80% empirical power. Laplace and Weibull distributions are taken into account for 

longitudinal data. The nominal value of 𝛼 is set to be as 0.05 for all simulation scenarios. Total 10000 iterations 

are utilized to obtain the 95% cutpoint for all tests. Giving the number of repeated measures over time, sample 

sizes are computed from simulated data based on the 95% cutpoint and 80% power. These are estimated for 

both AR1 and MA1 error models with parameter values 𝜌 or 𝜃 = 0.20, 0.40, 0.60 and 0.80 under various 

approximations to the distribution of longitudinal data and the whole is carried out for n = 4, 5, 7, 10. 

Additionally, sample sizes are also estimated for independent errors (𝜌 or 𝜃 = 0) over time/treatment. For 
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random block and error distributions, Laplace distribution with location parameter 0 and dispersion parameter 

1 (L(0,1)) and Weibull distribution with shape parameter 1 and scale parameter 1 (W(1,1)) are considered. In 

order to compare sample size calculations for the MS, P and J tests, the model with a linear trend alternative 

with individual block (subject) effects is considered here is written as 

𝑌𝑖𝑗 = 𝛽𝑖 + 𝜙𝑗 + 𝜀𝑖𝑗 , 𝑖 = 1, . . . , 𝑏;  𝑗 = 1, . . . , 𝑛 (5) 

assuming that for each subject, 
ij  are time series and they represent AR1 or MA1 errors. In Equation (5),   

is the slope term to generate an increasing order of treatments. For the linear trend model in Equation (5),   

is set to be as 0.2, 0.3 and 0.4 to assess the effect of different trends of longitudinal data on nonparametric 

tests. In such a model as in Equation (5), the repeated measures are considered to be from a linear model with 

errors following a AR1 or MA1 process over time and non-normal white noise terms. It is assumed that the 

error terms form either a stationary AR1 model 

𝜀𝑖𝑗 = 𝜌 𝜀𝑖𝑗−1 + 𝑒𝑖𝑗, (6) 

or a stationary MA1 model 

𝜀𝑖𝑗 =  𝑒𝑖𝑗 − 𝜃𝑒𝑖𝑗−1, (7) 

where 𝜌 and 𝜃 are autocorrelation coefficients for AR1 and MA1 process, respectively and 
ije  are independent 

and non-normally distributed white noise terms. In AR1 error model (Equation 6), it is assumed that  >0 and 

the magnitude of correlation among responses declines as they become farther apart. In MA1 error model 

(Equation 7), the correlation is the same for any two consecutive responses. The results of 10000 Monte Carlo 

iterations generated by the model in Equation (5) for each combination of 𝑛, 𝜌, 𝜃 and error distributions are 

summarized in Table 1-3. All simulations are performed for the P, J and MS tests against increasing ordered 

alternatives for repeated measures over time in RCBDs. Simulation studies are conducted in Cran R 3.4.3. The 

steps of this algorithm are inspired by the bi-section method and a sample size can be estimated based on a 

Monte Carlo simulation for the model in Equation (5) through the following steps: 

(1) Obtain the pre-specified parameters through either historical data or previous clinical trials. 

(2) Specify a desired statistical power (i.e. 80%) and a type-1 error rate (i.e. 5%). 

(3) Simulate correlated responses within blocks for a fixed sample size n of treatment/time within each block 

under null hypothesis to obtain critical values of each trend test and record them. 

(4) Simulate correlated responses within blocks for a fixed sample size n of treatment/time within each block 

under alternative hypothesis. From the obtained data set, estimate each nonparametric test statistics value 

based on the simulated data set. 

(5) Repeat steps 3 to 4, M (i.e. M=10 000) times under various conditions explained through of this section. 

(6) Then, using critical values record if a p-value is smaller than 0.05. Estimate the empirical power of the 

model based on the fraction of p-values that are smaller than 0.05. 

(7) If the power calculated is less than the targeted power, divide the sample size into half and add it to itself 

and estimate the new power with this new sample size. If the power obtained is greater than the targeted 

power, divide the sample size in half and subtract it from itself and estimate the new power with this new 

sample size. Go to first step and repeat them through Step 7. 

(8) Stop the simulation if the desired statistical power is obtained with a small tolerance value, i.e. 0.009. 

Table 1 displays sample size calculations to obtain 80% empirical power of tests for longitudinal data generated 

by the model in Equation (5) with uncorrelated error terms within blocks for n = 4, 5, 7, 10. It can be seen that 

sample sizes estimated for Laplace distribution are greater than those for Weibull distribution. For each test, 

under all combinations for n and 𝜙, the smallest sample size is obtained for Weibull distribution. Under 

uncorrelated error terms over time, sample sizes for 80% power are same for the MS and P tests for Weibull 

distribution. On the other hand, under both distributions, for each n, sample sizes of the GJ test are smaller 

than the others. As n increases, sample size decreases for all values of 𝜙. Additionally, as shown in Figure 1, 

for fixed n, as 𝜙 increases, sample size estimated to obtain 80% empirical power of tests decreases. 
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Table 1. Simulated sample size and power study based on uncorrelated errors following Laplace or Weibull 

distribution ( =0.05) 

𝜙 n Laplace distribution  Weibull distribution 

  MS P GJ  MS P GJ 

0.2 4 59 (0.799) 53 (0.808) 54 (0.809)  59 (0.807) 53 (0.793) 41 (0.794) 

 5 41 (0.808) 41 (0.794) 36 (0.807)  41 (0.797) 41 (0.793) 32 (0.799) 

 7 32 (0.804) 32 (0.800) 27 (0.793)  27 (0.802) 27 (0.797) 21 (0.807) 

 10 24 (0.799) 24 (0.796) 20 (0.799)  20 (0.800) 21 (0.804) 17 (0.806) 

0.3 4 24 (0.795) 24 (0.797) 20 (0.792)  21 (0.799) 21 (0.806) 17 (0.802) 

 5 18 (0.795) 18 (0.799) 17 (0.808)  17 (0.806) 17 (0.794) 14 (0.797) 

 7 14 (0.795) 14 (0.801) 11 (0.797)  11 (0.794) 11 (0.796) 9 (0.801) 

 10 11 (0.802) 11 (0.796) 9 (0.799)  9 (0.805) 9 (0.793) 8 (0.806) 

0.4 4 14 (0.799) 14 (0.792) 11 (0.791)  11 (0.798) 11 (0.792) 9 (0.808) 

 5 11 (0.802) 11 (0.804) 9 (0.794)  9 (0.795) 10 (0.800) 8 (0.799) 

 7 8 (0.794) 8 (0.796) 6 (0.799)  6 (0.793) 6 (0.795) 5 (0.796) 

 10 6 (0.800) 6 (0.880) 5 (0.795)  4 (0.793) 4 (0.799) 3 (0.801) 

 

 

Figure 1. Sample size (number of blocks) required to obtain 80% power curves of the MS, P and GJ tests for 

longitudinal data with uncorrelated errors following L(0,1) and W(1,1) distribution (α = 0.05) 
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Table 2. Simulated sample size and power study based on MA1 and AR1 error models following L(0,1) for 

𝛼=0.05 

   L(0,1) 

   MA1  AR1 

𝜙 ρ or 𝜃 n MS P GJ  MS P GJ 

0.2 0.20 4 47 (0.809) 47 (0.796) 41 (0.793)  47 (0.806) 47 (0.808) 41 (0.806) 

  5 35 (0.796) 36 (0.796) 32 (0.807)  36 (0.801) 35 (0.798) 32 (0.808) 

  7 27 (0.791) 27 (0.804) 24 (0.807)  27 (0.802) 27 (0.808) 24 (0.799) 

  10 21 (0.791) 21 (0.805) 17 (0.806)  21 (0.795) 21 (0.798) 18 (0.797) 

 0.40 4 47 (0.792) 47 (0.798) 41 (0.807)  41 (0.801) 41 (0.803) 36 (0.806) 

  5 32 (0.796) 35 (0.802) 32 (0.807)  32 (0.808) 35 (0.808) 27 (0.802) 

  7 27 (0.804) 27 (0.799) 21 (0.806)  24 (0.793) 24 (0.797) 20 (0.802) 

  10 23 (0.808) 21 (0.794) 18 (0.799)  21 (0.797) 21 (0.808) 17 (0.804) 

 0.60 4 47 (0.802) 47 (0.795) 41 (0.799)  35 (0.793) 36 (0.804) 35 (0.807) 

  5 35 (0.808) 32 (0.803) 32 (0.803)  32 (0.803) 27 (0.792) 24 (0.797) 

  7 27 (0.795) 27 (0.795) 21 (0.792)  21 (0.795) 21 (0.793) 20 (0.798) 

  10 21 (0.795) 24 (0.807) 18 (0.806)  18 (0.806) 18 (0.801) 14 (0.799) 

 0.80 4 51 (0.797) 51 (0.793) 47 (0.803)  36 (0.793) 41 (0.806) 35 (0.803) 

  5 41 (0.808) 41 (0.801) 32 (0.794)  27 (0.800) 27 (0.796) 24 (0.803) 

  7 27 (0.794) 32 (0.808) 24 (0.807)  21 (0.799) 21 (0.808) 17 (0.796) 

  10 24 (0.802) 24 (0.796) 20 (0.804)  18 (0.808) 18 (0.805) 14 (0.795) 

0.3 0.20 4 21 (0.792) 21 (0.794) 18 (0.806)  21 (0.805) 21 (0.799) 17 (0.803) 

  5 17 (0.803) 17 (0.808) 14 (0.799)  17 (0.805) 18 (0.808) 14 (0.806) 

  7 11 (0.796) 14 (0.807) 11 (0.806)  11 (0.805) 14 (0.809) 9 (0.796) 

  10 11 (0.808) 11 (0.808) 8 (0.793)  11 (0.805) 11 (0.809) 8 (0.793) 

 0.40 4 20 (0.804) 21 (0.795) 18 (0.802)  18 (0.792) 20 (0.806) 18 (0.807) 

  5 14 (0.799) 17 (0.808) 14 (0.802)  14 (0.805) 17 (0.807) 14 (0.796) 

  7 11 (0.801) 11 (0.795) 9 (0.795)  11 (0.800) 11 (0.793) 9 (0.796) 

  10 9 (0.794) 9 (0.791) 8 (0.792)  9 (0.803) 9 (0.792) 8 (0.799) 

 0.60 4 23 (0.805) 24 (0.805) 20 (0.793)  18 (0.803) 18 (0.792) 17 (0.806) 

  5 17 (0.808) 17 (0.800) 14 (0.807)  14 (0.805) 14 (0.804) 11 (0.804) 

  7 11 (0.794) 11 (0.793) 11 (0.806)  11 (0.799) 11 (0.806) 9 (0.798) 

  10 9 (0.800) 11 (0.808) 8 (0.807)  9 (0.800) 9 (0.803) 8 (0.800) 

 0.80 4 24 (0.801) 27 (0.803) 21 (0.792)  18 (0.792) 18 (0.797) 17 (0.799) 

  5 17 (0.794) 18 (0.802) 14 (0.808)  14 (0.801) 14 (0.802) 11 (0.793) 

  7 14 (0.805) 14 (0.798) 11 (0.797)  11 (0.808) 11 (0.808) 9 (0.809) 

  10 11 (0.793) 11 (0.801) 9 (0.796)  9 (0.806) 9 (0.807) 6 (0.794) 

0.4 0.20 4 14 (0.805) 14 (0.807) 11 (0.800)  14 (0.806) 14 (0.803) 11 (0.808) 

  5 9 (0.791) 9 (0.798) 8 (0.794)  9 (0.794) 9 (0.795) 8 (0.792) 

  7 8 (0.799) 8 (0.808) 6 (0.805)  8 (0.805) 8 (0.805) 6 (0.894) 

  10 6 (0.797) 6 (0.808) 5 (0.796)  6 (0.806) 6 (0.806) 5 (0.793) 

 0.40 4 14 (0.806) 14 (0.808) 11 (0.806)  11 (0.793) 11 (0.798) 11 (0.801) 

  5 9 (0.808) 9 (0.803) 8 (0.799)  9 (0.795) 9 (0.802) 8 (0.794) 

  7 6 (0.791) 6 (0.793) 6 (0.802)  6 (0.801) 6 (0.793) 6 (0.801) 

  10 6 (0.803) 6 (0.800) 5 (0.800)  5 (0.798) 5 (0.795) 5 (0.800) 

 0.60 4 14 (0.805) 14 (0.803) 12 (0.798)  11 (0.808) 11 (0.801) 9 (0.793) 

  5 9 (0.793) 9 (0.799) 8 (0.800)  8 (0.799) 8 (0.805) 8 (0.804) 

  7 8 (0.809) 8 (0.797) 6 (0.796)  6 (0.796) 6 (0.794) 5 (0.795) 

  10 6 (0.802) 6 (0.807) 5 (0.805)  5 (0.801) 4 (0.794) 5 (0.806) 

 0.80 4 17 (0.805) 14 (0.793) 14 (0.794)  11 (0.804) 11 (0.797) 9 (0.792) 

  5 11 (0.806) 11 (0.797) 9 (0.803)  8 (0.805) 9 (0.802) 8 (0.809) 

  7 8 (0.797) 8 (0.808) 6 (0.792)  6 (0.793) 6 (0.800) 5 (0.794) 

  10 6 (0.796)  6 (0.801) 5 (0.802)  5 (0.792) 5 (0.793) 5 (0.806) 
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Table 3. Simulated sample size and power study based on MA1 and AR1 error models following W(1,1) 

distribution for 𝛼=0.05 

    W(1,1) 

   MA1  AR1 

𝜙 ρ or 𝜃 n MS P GJ  MS P GJ 

0.2 0.20 4 195 (0.803) 173 (0.793) 80 (0.796)  135 (0.799) 131 (0.801) 59 (0.798) 

  5 135 (0.806) 131 (0.799) 68 (0.794)  153 (0.805) 153 (0.798) 68 (0.798) 

  7 80 (0.791) 87 (0.803) 41 (0.793)  116 (0.806) 116 (0.802) 53 (0.793) 

  10 53 (0.792) 47 (0.799) 32 (0.804)  60 (0.797) 60 (0.792) 35 (0.801) 

 0.40 4 456 (0.793) 456 (0.802) 131 (0.806)  99 (0.794) 102 (0.808) 47 (0.802) 

  5 405 (0.795) 386 (0.802) 102 (0.791)  401 (0.801) 405 (0.805) 87 (0.803) 

  7 281 (0.799) 270 (0.795) 80 (0.795)  597 (0.794) 597 (0.793) 168 (0.802) 

  10 132 (0.805) 135 (0.799) 51 (0.808)  339 (0.803) 339 (0.801) 120 (0.802) 

 0.60 4 867 (0.803) 827 (0.807) 162 (0.796)  32 (0.797) 32 (0.807) 18 (0.803) 

   5 591 (0.794) 608 (0.798) 113 (0.794)  87 (0.798) 87 (0.806) 36 (0.802) 

  7 584 (0.802) 566 (0.796) 106 (0.792)  196 (0.799) 196 (0.796) 93 (0.799) 

  10 249 (0.806) 249 (0.791) 77 (0.808)  138 (0.798) 138 (0.801) 63 (0.800) 

 0.80 4 2228 (0.793) 2228 (0.792) 356 (0.806)  11 (0.807)  11 (0.797) 9 (0.798) 

  5 734 (0.802) 699 (0.801) 131 (0.799)  14 (0.801) 14 (0.806) 9 (0.798) 

  7 734 (0.793) 684 (0.796) 128 (0.804)  32 (0.804) 32 (0.793) 17 (0.800) 

  10 239 (0.805) 230 (0.793) 77 (0.803)  17 (0.802) 17 (0.807) 8 (0.793) 

0.3 0.20 4 41 (0.804) 36 (0.792) 24 (0.804)  27 (0.804) 27 (0.802) 17 (0.799) 

  5 27 (0.803) 32 (0.806) 20 (0.804)  14 (0.801) 14 (0.804) 11 (0.803) 

  7 20 (0.791) 21 (0.809) 14 (0.803)  21 (0.796) 24 (0.799) 14 (0.794) 

  10 14 (0.808) 14 (0.809) 9 (0.807)  17 (0.808) 14 (0.794) 11 (0.800) 

 0.40 4 53 (0.800) 51 (0.797) 32 (0.804)  27(0.802) 27 (0.807) 18 (0.800) 

  5 41 (0.807) 41 (0.799) 21 (0.796)  41 (0.806) 36 (0.796) 21 (0.798) 

  7 21 (0.802) 32 (0.793) 17 (0.795)  47 (0.803) 47 (0.797) 21 (0.804) 

  10 14 (0.803) 21 (0.796) 14 (0.806)  36 (0.793) 36 (0.799) 18 (0.806) 

 0.60 4 68 (0.800) 77 (0.804) 36 (0.804)  14 (0.805) 14 (0.801) 11 (0.806) 

  5 47 (0.807) 47 (0.806) 27 (0.800)  20 (0.804) 21 (0.808) 11 (0.805) 

  7 41 (0.804) 41 (0.792) 21 (0.796)  53 (0.8069 53 (0.796) 20 (0.798) 

  10 27 (0.796) 27 (0.803) 14 (0.797)  135 (0.801) 135 (0.803) 27 (0.798) 

 0.80 4 111 (0.802) 116 (0.806) 53 (0.791)  8 (0.793) 8 (0.804) 5 (0.799) 

  5 60 (0.793) 60 (0.796) 32 (0.804)  8 (0.804) 8 (0.804) 5 (0.801) 

  7 47 (0.809) 47 (0.792) 27 (0.808)  9 (0.800) 9 (0.804) 6 (0.792) 

  10 32 (0.802) 32 (0.808) 17 (0.799)  27 (0.800) 27 (0.797) 11 (0.797) 

0.4 0.20 4 18 (0.791) 18 (0.799) 14 (0.809)  17 (0.806) 17 (0.806) 11 (0.809) 

  5 14 (0.807) 14 (0.804) 9 (0.793)  14 (0.808) 14 (0.808) 9 (0.794) 

  7 9 (0.791) 9 (0.800) 6 (0.800)  11 (0.799) 11 (0.808) 6 (0.793) 

  10 6 (0.800) 6 (0.791) 5 (0.804)  8 (0.806) 8 (0.809) 5 (0.796) 

 0.40 4 21 (0.804) 21 (0.800) 14 (0.794)  14 (0.808) 14 (0.798) 9 (0.791) 

  5 17 (0.807) 17 (0.800) 11 (0.798)  14 (0.801) 14 (0.798) 9 (0.795) 

  7 11 (0.792) 11 (0.794) 8 (0.808)  14 (0.797) 14 (0.794) 8 (0.808) 

  10 9 (0.804) 8 (0.792) 6 (0.806)  11 (0.798) 11 (0.792) 6 (0.798) 

 0.60 4 27 (0.798) 27 (0.805) 15 (0.805)  8 (0.801) 8 (0.794) 5 (0.793) 

  5 18 (0.791) 18 (0.799) 11 (0.798)  9 (0.805) 9 (0.808) 6 (0.806) 

  7 14 (0.808) 14 (0.797) 9 (0.803)  14 (0.796) 14 (0.802) 8 (0.804) 

  10 11 (0.809) 11 (0.806) 6 (0.792)  17 (0.797) 18 (0.796) 8 (0.807) 

 0.80 4 36 (0.792) 36 (0.800) 24 (0.808)  6 (0.802) 6 (0.803) 5 (0.794) 

  5 24 (0.805) 24 (0.800) 14 (0.807)  6 (0.800) 6 (0.798) 5 (0.799) 

  7 17 (0.799) 17 (0.799) 11 (0.808)  5 (0.803) 5 (0.802) 3 (0.792) 

  10 11 (0.808) 11 (0.792) 8 (0.804)  9 (0.799) 9 (0.803) 5 (0.808) 
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As can be seen in Table 2, the GJ test provides the smallest sample size even with small n. Additionally, for 

each 𝜙 and fixed correlation coefficient of either AR1 or MA1 structure, when n increases, sample sizes 

required to obtain 80% decreases for each test. It can be also seen that for each 𝜙, sample size of each test 

under AR1 structure is smaller than sample size estimated under MA1 structure, when ρ or 𝜃 is greater than 

0.40 for fixed values of n. In some simulation combinations, sample sizes are found to be same for the MS and 

P tests. When error terms have AR1 or MA1 structure, as n increases, sample size required to obtain at least 

80% power of each test decreases for fixed ρ or 𝜃. Additionally, for fixed n and ρ or θ, sample sizes estimated 

by AR1 error model are much smaller. For all combinations, the sample size of the GJ test is smaller than that 

of other tests. Figure 2 displays the plots of sample sizes required to obtain 80% power of the tests, when error 

terms have AR1 or MA1 structure and follows L(0,1) distribution. 

 

Figure 2. Sample size (number of blocks) required to obtain 80% power curves of the MS, P and GJ tests for 

longitudinal data, when errors are autocorrelated in MA1 or AR1 structures  and distributed in L(0,1) (𝛼 

=0.05) 

Table 3 presents sample sizes for the P, GJ and MS tests required to obtain 80% power under the MA1 and 

AR1 models with white noise terms following Weibull distribution. The results of simulations under Weibull 

distribution are not completely similar with those under the Laplace distribution. For ρ from 0.4 to 0.8, as n 

increases from 4 to 7, sample sizes of all tests increase. Under AR1 structure, for all ρ, sample sizes for n = 10 

are smaller than those for n = 7. On the other hand, when errors terms have MA1 structure, for all θ, as n 

increases from 4 to 10, sample size decreases. Also, sample sizes of the all tests under MA1 error model are 

larger than those provided under AR1 error model for Weibull distribution. The greatest sample size in this 

simulation study is obtained for θ = 0.80, n = 4 and 𝜙 = 0.2, when errors terms have MA1 model with white 

noise terms following W(1,1) distribution. The sample size of the GJ test has been observed to be the smallest 

in comparison to the other two tests. The smallest sample sizes for each combination of n, 𝜙 and ρ or θ are 

obtained by the GJ test. Usually, sample sizes of the MS and P tests are same. Figure 3 represents estimated 

sample sizes to obtain 80% power for the tests in RCBDs with longitudinal data, when error terms have either 

MA1 or AR1 model with W(1,1) distributed white noise terms. 
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Figure 3. Sample size (number of blocks) required to obtain 80% power curves of the MS, P and GJ tests for 

longitudinal data, when errors are autocorrelated in MA1 or AR1 structures and distributed in W(1,1) 

(𝛼=0.05) 

4. DATA EXAMPLE 

Data set in (Zhang & Cabilio, 2012) is taken into consideration to estimate sample sizes required to obtain 

80% power of the MS, P and GJ tests for analyzing longitudinal data in RCBDs. This data set from a self-

report survey was containing the total scores (0 (worst)-100 (best)) of pain, stiffness, and disability scores for 

each knee using the Western Ontario and McMasters Osteoarthritis Index (WOMAC). The longitudinal data 

set analyzed in (Zhang & Cabilio, 2012) includes 88 participants (b = 88) who have no missing pain records 

at the baseline and three 12-month interval visits (n = 4). They were concerned with changes of the total score 

over time in order to illustrate the implementation of the GJ test. The total WOMAC scores are appeared to be 

L-shaped with a long tail to the right and a declining trend in terms of medians for the left knee. Zhang and 

Cabilio (2012) analyzed these scores assuming AR(1) error terms with ρ = 0.5 and standard normal white 

noise. Here, the data are investigated for the MS, P and GJ tests for the AR(1) error model with white noise 

terms following W(1,1) and ρ = 0.5. At α = 0.05, sample sizes required for 80% power of the MS, P and GJ 

test statistics based on 10 000 MC simulations are estimated as 60 (0.806), 59 (0.7983) and 36 (0.8053), 

respectively. 

5. DISCUSSION AND CONCLUSION 

In the case of independent error terms, the distribution of the GJ statistics developed for RCBDs only depends 

on n and b and has an asymptotic normal distribution (Zhang & Cabilio, 2012). The expected values and 

variances of nonparametric tests depend on the error model parameters and distribution. Even if the parameters 

and distributions of the error terms are known, it is quite difficult to determine the asymptotic distributions of 

nonparametric tests, especially in the case of a dependent response variable. Therefore, it is almost impossible 

to obtain the exact formulas for the power and sample size of these tests. In this case, it will be inevitable for 

practitioners to estimate the power and sample size with simulation-based methods. This study is the first study 

in the literature that estimates the number of experimental units, that is, the number of blocks, which should 

be included in a research in an increasing or decreasing order for nonparametric tests to reach 0.80 power for 

testing the ordered alternatives hypothesis in the case of longitudinal data in two-way ANOVA form of 
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RCBDs. This study shows that, in the autocorrelated error models for RCBDs with longitudinal data, the 

number of blocks, i.e. sample size of subjects depends on the number of time points, the magnitude of 

autocorrelation coefficient, the slope term of the linear model and the distribution of errors. The fewer 

experimental units involved in clinical trials, the less costly it is, so choosing the trend test that requires a small 

sample size is very important. Monte Carlo simulations are conducted in this paper, because asymptotic 

distributions of tests are not known due to non-normal distributions and auto correlated error, even when the 

error term model is known. The sample size performance of nonparametric tests under various non-normal 

distributions is examined through an extensive simulation study in this paper. It is assumed that the error terms 

form either a stationary AR1 or MA1 model with independent white noise terms from Laplace or Weibull 

distribution. However, all simulations based on the fact that blocks are independent. The main purpose of this 

study is to investigate how sample size is affected by the distributions of errors and blocks, autocorrelation 

structure and the magnitude of trend in RCBDs with longitudinal data. The sample sizes for the P, GJ and MS 

tests under each non-normal distribution assuming that each subject has the same autocorrelation structure 

over time/ treatment were estimated by Monte Carlo simulations. When the error distribution follows laplace 

or weibull distributions under AR1 or MA1 correlation structures, the required sample size of GJ test is smaller 

than the required sample size of MS and Page tests in this study. For fixed 𝜙 and the coefficient parameter θ 

in the MA1 error model, as the number of time points n increases, sample size appears to be decreasing for 

each test under both non-normal error distributions. However, under Weibull distribution, when errors are 

autocorrelated in AR1 model, as n increases, sample sizes of all tests are increasing. For fixed n and 𝜙, when 

the coefficient parameter ρ in the AR1 model approaches to 1, even for large n, sample size required for 80% 

power values of the P, GJ and MS tests appears to be decreasing under both distributions. However, for fixed 

n and 𝜙, when the coefficient parameter θ in the MA1 model approaches to 1, sample sizes of the P, GJ and 

MS tests appears to be increasing under both distributions. In the light of simulation results, it can be seen that 

for RCBDs with longitudinal data, sample size of subjects is closely associated with the underlying error 

model, the values of its parameters, the distribution of data and the direction of time, all of which are unknown 

in practice. In comparison of sample sizes in terms of error distributions, for all combinations of correlation 

coefficient, number of time points and direction of time, the sample sizes estimated under Weibull distribution 

are much greater than those under Laplace distribution. Under Laplace distribution of errors, the more time 

points involved in the study and the larger correlation coefficient, the smaller sample size tends to be. The MS, 

P and GJ tests depend on the error distribution, the error correlation model and the direction of time/treatments. 

As a future study, the performance of alternative Page tests can be investigated in terms of sample size 

requirements for a target power in a Monte Carlo simulation study. In conclusion, we provide a simulation-

based tool for situations in which the response variable is correlated within/ blocks and for which the accuracy 

of normal approximations is not sufficient in RCBDs. 
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To support farming year-round, a variety of smart IoT irrigation devices have recently been developed. 

It is crucial to forecast the soil moisture of agricultural farms so as to produce high yields since the high 

yields depends on the efficiency of water supply on farmlands. In smart irrigation, anytime water is 

needed on the farms, the smart pumps switch on to pump the required water so as to prevent the crops 

from drying up. The smart pumps also shut down if the farms have the ideal level of soil moisture, 

preventing over-flooding of the fields. Data is generated when the smart pumps are ON or OFF at any 

given time. Therefore, it is crucial to classify the data produced by smart IoT-enabled irrigation devices 

when these devices are ON or OFF. In this paper, the soil moisture, temperature, humidity, and time are 

used as inputs into machine learning techniques for classification. These machine learning techniques 

include logistic regression, random forest, support vector machine, and convolutional neural network. 

According to experimental findings, the accuracy of the logistic regression was 71.76%, that of the 

random forest was 99.98%, that of the support vector machine was 90.21%, and that of the convolutional 

neural network was 98.23. Based on the high accuracy that the random forest attained, it has more 

potential to help in assessing smart irrigation conditions (wet or dry) in an optimized manner. 
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1. INTRODUCTION 

Crop growth is now severely hampered by the relative scarcity of water brought on by drought or insufficient 

rainfall throughout the world (Goap et al., 2018). Irrigation is the process of delivering the necessary amount 

of water to plants at predetermined intervals. It is necessary for both farming and raising agricultural output 

and it has historically been the solution to the problem of water scarcity on farms (Surendran et al., 2015). 

Prior to today, farms have relied on conventional irrigation techniques including furrow irrigation, check basin 

irrigation, strip irrigation, and basin irrigation to lessen the impact of water scarcity. To irrigate crops, 

traditional irrigation techniques included buckets, pumps, canals, and watering cans. This approach frequently 

requires a lot of labor to convey water to the roots of the plants (Janani & Jebakumar, 2019). 

Research has produced better irrigation techniques known as "smart irrigation" using the Internet of Things 

(IoT) to control water scarcity on farms. Utilizing sprinklers, pipes, ditches, and other similar equipment, smart 

irrigation distributes a controlled amount of water at the proper moment (Adam et al., 2020). This aims to 

increase crop yields while conserving water and money (Iorliam et al., 2021). Smart irrigation systems that use 

machine learning are more accurate at estimating how much water plants need (Çetin & Beyhan, 2022). In 

order to successfully address the issue of inadequate or excessive irrigation, these machine learning techniques 
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https://doi.org/10.54287/gujsa.1141575
http://dergipark.org.tr/gujsa
https://orcid.org/0000-0001-8238-9686
https://orcid.org/0000-0003-3342-6457
https://orcid.org/0000-0002-0812-0109
https://orcid.org/0000-0002-9973-6151
https://orcid.org/0000-0001-8924-9344


379 
Aamo IORLIAM, Sylvester BUM, Iember S. AONDOAKAA, Iveren Blessing IORLIAM, Yahaya SHEHU 

GU J Sci, Part A, 9(4): 378-391 (2022) 
 

 

consider agricultural parameters to effectively curtail the issue of under or over irrigation (Çetin & Beyhan, 

2022). Different machine learning techniques have been created or adopted by researchers in order to create 

smart irrigation systems that make use of wireless sensor networks, big data, cloud computing, and the internet 

of things in order to efficiently manage the water requirements of crops on smart farms (Sanjeevi et al., 2020). 

In order to replicate human behaviors and make informed choices, decision-support tools have used irrigation 

data from human specialists to comprehend the scheduling patterns of irrigation systems (Pluchinotta et al., 

2018). These tools continuously learn from their experiences and improve their performances. For the goal of 

smart irrigation management, machine learning methods such as artificial neural networks, support vector 

regressions, decision trees, random forests, and naive bayes have been applied (Goap et al., 2018; Romero et 

al., 2018; Nawandar & Satpute, 2019). By utilizing computational tools to learn from irrigation data, these 

machine learning algorithms or techniques play significant roles in smart irrigation systems. The main goal of 

this learning process is to train IoT-enabled data in order to carry out smart irrigation operations (Janani & 

Jebakumar, 2019). The collection of the training data is determined by some features, which may be binary, 

nominal, or numeric (Janani & Jebakumar, 2019). Therefore, to classify IoT-generated data from smart 

irrigation systems, this research uses machine learning techniques such as logistic regression (LR), random 

forest (RF), support vector machine (SVM), and convolutional neural network (CNN) algorithms. In order to 

identify when the IoT-enabled device is malfunctioning, under attack from malware, or has the potential to 

destroy farms that they are supposed to properly irrigate for the effective and efficient growth of crops, it is 

crucial to classify the IoT-generated data from smart irrigation based on whether it is ON or OFF. Therefore, 

the inability of machine learning techniques to classify the data produced by these devices could indicate that 

they are unsuitable for use in smart irrigation. Four algorithms (LR, RF, SVM, and CNN) were selected for 

this study because they are the machine learning techniques that have been used the most frequently in the 

literature (Torres-Sanchez et al., 2020; Dhasaradhan et al., 2021). We evaluated our proposed approach using 

datasets from Mittal (2020). 

2. RELATED WORKS 

Automation technology is being used in agriculture more often to reduce costs and increase yields. Automation 

of irrigation systems is essential for controlling water and electricity usage in rice cultivation while preserving 

grain quality. To develop a rice irrigation system, Pfitscher et al. (2011) utilized wireless connectivity and 

Supervisory Control and Data Acquisition (SCADA). It demonstrated a completely automated irrigation 

system for rice. They used an ultrasonic sensor to monitor and control crop water levels, and a GPRS 

communication system to enable system remote control. Both water and power can be supplied by this gadget. 

By using soil moisture to determine when to turn ON or OFF the irrigation system, Tyagi et al. (2017) created 

an automated smart irrigation system. The developed system has benefits including minimal human 

intervention, great affordability, and simplicity of deployment (Tyagi et al., 2017). 

On the basis of precise real-time farm data, Gondchawar and Kawitkar (2016) proposed a smart irrigation 

system with certain sensor modules for measuring light, soil moisture, humidity, and temperature. 

Furthermore, an automated watering system was developed by Shekhar et al. (2017) using Raspberry Pi 3 and 

Arduino Uno integrated electronics that are inexpensive. Shekhar et al. (2017) developed an intelligent IoT-

based system that records and analyzes sensor data related to soil moisture and temperature for irrigation 

forecasting. This is an entirely automated system that uses irrigation intelligence and interacts with other 

devices. The Raspberry Pi 3 edge level processor receives the sensor data serially and employs the K-NN 

machine learning method to make an estimation of the soil quality based on a training set of data. In a direct 

connection to smart farming, several academics have argued for scalable network designs for managing and 

monitoring farms in rural areas (Monaco et al., 2016). Such systems enhance communication by utilizing 

technologies like the cross-layer-based channel access and routing solution for sensing and actuation to 

improve coverage range, throughput, and latency (Dholu & Ghodinde, 2018). 

Reviewing the viability of using several proposed/developed automatic irrigation systems for rice irrigation 

were Kumar et al. (2018). The researchers chose rice because it requires a lot of water and is frequently 

produced underwater. According to the study, an autonomous irrigation system can make use of several 

cutting-edge irrigation approaches, including time-based systems, volume-based systems, real-time feedback 
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mechanisms, and computer-based irrigation control systems (Kumar et al., 2018). A comprehensive IoT 

irrigation design was put up by Fernández-Ahumada et al. (2019) for the automation of irrigation networks for 

agricultural use. The developed system has shown to be extremely reliable and stable. A recent proposal for 

the detection and classification of intrusions on networks created and utilized for agricultural purposes was 

made by Raghuvanshi et al. (2022). For the purpose of classifying preprocessed data such as NSL, KDD, and 

NSL-KDD, they used machine learning techniques. These datasets are not generated by IoT smart irrigation 

systems, even though they are used for anomaly detection. 

Iorliam et al. (2020) proposed a unique approach based on artificial neural networks for classifying soil data 

from IoT-enabled soil nutrients. Between 81.33% and 97.13% of accuracy was attained by their proposed 

approach. For the effective irrigation of crop areas, Roy et al. (2020) created an IoT automatic and manual 

irrigation system. Their research revealed that the AgriSens technology they developed increased crop output 

by 10.21% (Roy et al., 2020). Roy et al. (2020) proposed that in the future, machine learning should be used 

to analyze how factors like wind, humidity, temperature, and UV rays affect crop yields. Neforawati et al. 

(2019) classified the Paddy growth stage into seeding, transplanting, flowering, and maturity using CNN and 

found that their classifications had an overall accuracy of 82%. Also, Nindam et al. (2019) classified normal 

and abnormal Jasmine rice germination using CNN. According to experimental findings, their suggested 

method had a validation accuracy of 96.43%. Inspired by Iorliam et al. (2020), Roy et al. (2020), Neforawati 

et al. (2019) and Nindam et al. (2019), the researchers proposed using machine learning methods such as LR, 

RF, SVM, and CNN for the classification of IoT-enabled data generated while the smart irrigation devices are 

either ON or OFF. 

3. PROPOSED METHOD  

3.1. Dataset Description and Pre-Processing 

As pointed out by Cheng et al. (2022), there is a general lack of public labelled IoT smart irrigation datasets 

for performing supervised learning experiments. This experiment therefore used publicly available data from 

Mittal (2020), which includes features like soil moisture (SM), temperature (T), humidity (H), and time (t). 

The algorithms employed in this experiment use each of these features as an input. The status column's "ON" 

or "OFF" values acted as class labels (ON = 1, OFF = 0). 

The Kaggle dataset used to produce the smart irrigation IoT dataset is available at: 

http://autoirrigationdataforricecrop.herokuapp.com/. It is critical to classify the secondary data produced by 

IoT smart irrigation devices since it may include extremely intriguing statistical information that can 

characterize the device whether it is ON or OFF. Failure to classify these data points could indicate that the 

designed smart irrigation pump is failing or has been compromised by malware. Figure 1 displays the input 

data we used for this experiment, which includes columns for soil moisture (column A), temperature (column 

B), humidity (column C), time (column D), and status (column E). 

 

Figure 1. Input Data 

http://autoirrigationdataforricecrop.herokuapp.com/
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Machine learning algorithms (LR, RF, SVM, and CNN) were utilized to analyze and categorize the smart 

irrigation dataset based on the device status (ON = 1, OFF = 0). There are 100,000 samples in the overall 

dataset. 70% of the dataset is used for training, while 30% is used for testing. In a Google Colaboratory, Python 

is utilized for programming. The "dropna ()" method in Python is used to remove any rows with NULL values 

during data pre-processing. 

3.2. Methodology 

The proposed model gathers raw data from smart irrigation systems, pre-processes it to extract SM, T, H, and 

t, and then uses this processed data as input into four separate algorithms (LR, RF, SVM, CNN). The outcomes 

of these algorithms' classifications are subsequently produced as confusion matrices. Figure 2 summarizes the 

proposed model's functionality as a whole. 

 

Figure 2. Machine Learning Techniques for Classification of IOT-Enabled Smart Irrigation 

The following is a description of the machine learning techniques used in this paper: 

i. Logistic regression (LR) 

In this instance, the LR is used to classify data that is generated depending on whether the smart irrigation 

equipment is turned "ON" or "OFF." Since the LR technique uses supervised learning, labels are given for 

"ON = 1" and "OFF = 0". Either our dependent or target class is "ON" or it is "OFF." The variables that are 

independent are SM, T, H, and t. 

Taking 𝜋 as the probability of the event occurring, the LR model is therefore represented as: 

𝜋 = 𝑃( 𝑌 = 1|𝑋1 … 𝑋𝑛 = 𝑥𝑛) (1) 

=
1

1 + 𝑒2
 (2) 

where 𝑧 =  𝛽0 + 𝛽1𝑥1  + ⋯ +  𝛽𝑛𝑥𝑛  

and 𝛽0, 𝛽1 … 𝛽𝑛 are model parameters (estimators). 

In our case, 𝑌 represents the outcome of our prediction (ON or OFF). 𝑋1, 𝑋2, … , 𝑋𝑛 are a set of n explanatory 

variables (SM, T, H, and t) (Bhowmik et al., 2011). 
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ii. Random forest (RF) 

The RF has shown to improve the prediction performance of decision tree classifiers and controls over-fitting. 

As a result, it is chosen for the classification of data produced by smart irrigation devices. 

The number of trees chosen for the forest (n-estimators) in our experiment was set to default = 100. The RF 

formula utilized for the classification task is based on the Gini index, which is mathematically stated as:  

Gini Index = 1 − ∑(𝑃𝑘)2

𝑛

𝑘=1

 (3) 

where 𝑃𝑘 = the probability of an object being classified to a particular class (class 1 = “ON”, or class 0 = 

“OFF”) in the dataset 

𝑛= number of classes (2, ON or OFF) (Qi, 2012). 

iii. Support vector machine (SVM) 

Both separable and non-separable instances can be handled by the linear SVM. In our case, the radial basis 

function, or "RBF," was employed as the default kernel. 

The following illustration shows a two-dimensional data set that can be divided along a line:  

𝑦 = 𝑎𝑥 + 𝑏 (4) 

if 𝑦 = 𝑥2, and 𝑥 = 𝑥1, the we get: 

𝑎𝑥1 − 𝑥2 + 𝑏 = 0 (5) 

When 𝑥 = (𝑥1, 𝑥2), 𝑎𝑛𝑑 𝑤 = (𝑎, −1)  

We therefore get: 

𝑤 ∗ 𝑥𝑖 + 𝑏 = 0 (6) 

Based on the hyperplane, we can make predictions using the hypothesis function (h), defined as: 

ℎ(𝑥𝑖) = {
+1, 𝑖𝑓 𝑤 ∗  𝑥𝑖 + 𝑏 ≥ 0
−1, 𝑖𝑓 𝑤 ∗  𝑥𝑖 + 𝑏 < 0

 (7) 

Therefore, any point above the hyperplane will be classified as +1 class, whereas any point below the 

hyperplane will be considered as -1 class (Fan, 2018).  

iv. Convolutional Neural Network (CNN) 

The CNN (Krizhevsky et al., 2017) is used in this paper since it has been demonstrated in literature to be one 

of the most often used artificial neural networks. The objective of this experiment is to use CNN to categorize 

IoT-smart irrigation data according to whether the device is "ON" or "OFF." The first class is denoted by the 

number 1 for "ON," and the second class, "class 0," is denoted by the number 0 for "OFF." The following steps 

illustrate the CNN setup used in this paper: 
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1. The dataset described in 3.1 is used  

2. The sequential model “sequential ( )” is used as the first layer due to the fact that we are using linear 

stack of layers 

3. Our model added the first hidden layer with 4 input parameters, and 480 neurons. The rectified linear 

activation function (ReLu) is first chosen due to its ability to achieve higher performance 

4. Additional two dense layers are added with 240, and 120 neurons, respectively 

5. Our model is ended with a dense layer, no activation, and a sigmoid activation function. The sigmoid 

activation function is chosen because we are considering a binary classification (ON or OFF) and the 

sigmoid activation function best fits our case in order to acquire our score 

6. Our compiled model is done using the binary crossentropy, the Adam optimizer, and accuracy. 

7. The training data of X, training data of Y are fit to our model using 1000 epochs, and a batch size of 

128. The test data of X, and test data of Y are validated as well using the same epochs and batch size. 

Based on the above setup, the results achieved are presented in Section 4 D. 

3.3. Evaluation Metrics 

To evaluate the proposed approach, the following evaluation measures are used: 

i. Accuracy: Expressed mathematically as: 

Accuracy =  
(TP +  TN)

(TP +  TN +  FP + FN)
 (8) 

ii. Precision: Expressed mathematically as: 

Precision =  
(TP)

(TP +  FP )
 (9) 

iii. Recall: Expressed mathematically as: 

Recall =  
(TP)

(TP +  FN )
 (10) 

iv. F1-Score: Expressed mathematically expressed as: 

F1 − Score =  
(2 x Precision x Recall)

(Precision +  Recall )
 (11) 

where: 

True Positive (TP): The outcome of the developed model correctly predicts the positive class. 

True Negative (TN): The outcome where the negative class is correctly predicted by the developed model. 

False Positive (FP): The outcome where the positive class is incorrectly predicted by the developed model. 

False Negative (FN): The outcome where the negative class is incorrectly predicted by the developed model. 

4. RESULTS AND DISCUSSIONS 

To classify data from IoT-enabled smart irrigation devices, four algorithms were used (LR, RF, SVM, and 

CNN). Based on the information produced by the IoT smart irrigation system, the machine learning algorithms 

were able to divide the dataset into two classes. Class 0 (information while the smart irrigation pump is off) 
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and Class 1 (data when the smart irrigation pump is ON). The data (100,000 rows) are divided at random into 

70% training and 30% testing, with the results displayed and discussed in 4 A–D. 

A. Performance of Logistic Regression 

The pre-processed IoT-enabled smart irrigation data given in 3.1 are supplied into the LR algorithm. As can 

be seen in Figure 3, the logistic regression technique achieved 71.76% accuracy, 0.7155 F1 score, 0.7303 

precision value, and 0.7501 recall, respectively. 

 

Figure 3. Results of Logistic Regression 

Again, Figure 4 shows the result of the confusion matrix for the LR algorithm. The LR algorithm correctly 

classified 9469 as class 0 (OFF) and wrongly classified 4454 samples of class 0 as class 1 (ON). Furthermore, 

the LR algorithm correctly classified 12059 samples of class 1 (ON), and wrongly classified 4018 samples of 

class 1 as class 0 (OFF).  

 

Figure 4. Confusion Matrix for Logistic Regression 

Recent research by Raghuvanshi et al. (2022) showed that the LR's classification accuracy on intrusion 

detection datasets like NSL, KDD, and NSL-KDD was less than 78%. Our classification accuracy using LR 

on a realistic smart irrigation dataset is 71.76%, which is quite similar to the outcome in Raghuvanshi et al. 

(2022). 
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B. Performance of Random Forest  

As can be observed in Figure 5, the Random Forest (RF) algorithm achieved 99.98%, 0.9998, 0.9996, and 

0.9999 for the Accuracy, F1 score, Precision value, and Recall, respectively. 

 

Figure 5. Results for Random Forest 

The RF’s confusion matrix shows that the algorithm correctly classified 13917 as class 0 (OFF) and wrongly 

classified 6 samples of class 0 as class 1 (ON). Furthermore, the RF algorithm correctly classified 16076 

samples of class 1 (ON), and wrongly classified only 1 sample of class 1 as class 0 (OFF) as seen in Figure 6.  

 

Figure 6. Confusion Matrix for Random Forest 

This shows that the RF algorithm accurately classified data generated by IOT smart irrigation device up to 

99.98%. Our accuracy outperformed that of Raghuvanshi et al. (2022), when they used the RF algorithm on 

intrusion detection datasets such as NSL, KDD, and NSL-KDD and achieved an accuracy of less than 78% 

(Raghuvanshi et al., 2022). Moreover, our accuracy also outperformed that of Ok et al. (2012) when they 

utilized the random forest algorithm for agricultural crop classification and achieved an accuracy of 85.89%. 

C. Performance of Support Vector Machine 

As shown in Figure 7, the Support Vector Machine (SVM) algorithm achieved 90.21% Accuracy, 0.9014 F1 

scores, 0.9019 Precision value, and 0.9170 Recall. 



386 
Aamo IORLIAM, Sylvester BUM, Iember S. AONDOAKAA, Iveren Blessing IORLIAM, Yahaya SHEHU 

GU J Sci, Part A, 9(4): 378-391 (2022) 
 

 

 

Figure 7. Support Vector Machine Results 

Again, the confusion matrix for the SVM shows that it correctly classified 12319 samples as class 0 (OFF) and 

wrongly classified 1604 samples of class 0 as class 1 (ON). Furthermore, the SVM algorithm correctly 

classified 14743 samples of class 1 (ON), and wrongly classified 1334 samples of class 1 as class 0 (OFF) as 

seen in Figure 8. 

 

Figure 8. Confusion Matrix for Support Vector Machine 

This further proves that our proposed method can effectively be applicable for the separability of smart 

irrigation IoT data using SVM with a high accuracy of 90.21%. Our proposed method performs a bit lesser as 

compared to Raghuvanshi et al. (2022), when they used the SVM algorithm on intrusion detection datasets 

such as NSL, KDD, and NSL-KDD and achieved an accuracy of more than 98% (Raghuvanshi et al., 2022). 

Interestingly, our proposed method achieved a slightly higher result to that of Jagtap et al. (2022) when they 

applied the SVM in the classification of crop images and achieved an accuracy that was less than 90%.  

D. Performance of Convolutional Neural Network (CNN) 

The Convolutional Neural Network (CNN) algorithm achieved an accuracy of 0.9823, precision of 0.98, recall 

of 0.98, and F1 score of 0.98. Furthermore, the training loss vs the epochs for the CNN classification of the 

IoT-enabled dataset is presented in Figure 9. 
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Figure 9. Training Loss Vs Epochs for the CNN 

Generally, when the Loss Vs Epochs graph is taken into account, lower Loss values result in a good 

performance. Figure 9 shows that the graph was more consistent for the train datasets. The Loss values got 

closer to zero as the number of Epochs tends towards 1000. Additionally, as Epoch values tends towards 1000, 

the Loss values tends more towards zero (0) for the validation dataset. 

Once more, while examining the training accuracy vs. epochs for this experiment as shown in Figure 10, it can 

be seen that the accuracies for the train dataset and test dataset were over 0.98 when the epochs were closer to 

1000. 

 

Figure 10. Training Accuracy Vs Epochs for the CNN 

This demonstrates that for this experiment, epochs of over 1000 were well suited for the effective classification 

of IoT enabled data. 

The confusion matrix is shown in Figure 11 to clearly demonstrate the number of samples that were classified 

using CNN based on the "ON" or "OFF" of the smart irrigation device. 
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Figure 11. Confusion Matrix for the CNN 

It can be seen from Figure 11 that the CNN algorithm correctly classified 0.98 (98%) samples as class 0 (OFF) 

and wrongly classified 0.02 (2%) samples of class 0 as class 1 (ON). Furthermore, the CNN algorithm correctly 

classified 0.98 (98%) samples of class 1 (ON), and wrongly classified 0.02 (2%) samples of class 1 as class 0 

(OFF). With an accuracy of up to 98% shown in the confusion matrix, it proved that the proposed method of 

using the CNN for the classification of IoT-enabled data was very successful. 

The accuracy of our proposed method (98.23%) outperformed that of Neforawati et al. (2019), when they used 

the CNN to classify Paddy growth level and achieved an overall accuracy of 82%. Furthermore, the accuracy 

of our proposed method outperformed that of Nindam et al. (2019) when they utilized the CNN for the 

classification of normal and abnormal Jasmine rice germination and achieved a validation accuracy of 96.43%. 

In summary, Table 1 and Figure 12 compares the results of the machine learning techniques achieved in this 

paper. 

Table 1. Comparison Performance of Algorithms 

Algorithm Accuracy F1 score Precision Value Recall 

LR 71.760 0.715 0.730 0.750 

RF 99.980 0.999 0.999 0.999 

SVM 90.210 0.901 0.901 0.917 

CNN 98.230 0.980 0.980 0.980 

Applying machine learning techniques for the separability of data produced by IoT-enabled smart irrigation 

devices is necessary because, if an IoT smart irrigation pump is supposed to go "OFF" but does not, this could 

result in flooding of the farm that is receiving irrigation, and vice versa. Therefore, the precise classification 

of data derived from whether the smart irrigation pump is "OFF" or "ON" can help in identifying when such a 

device is faulty (malfunctioning), under attack from malware, and has a potential of destroying farms which 

they are supposed to properly irrigate for the effective and efficient growth of crops. 
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In this study, the RF algorithm outperformed the SVM, LR, and CNN in all the evaluation metrics employed. 

The classification accuracy of the RF is 99.98%, followed by the CNN which is 98.23%, then the SVM which 

is 90.21%, and the LR which is 71.76%. From the comparative analysis, it can also be deduced that the LR 

performed least in all evaluation metrics used in this study. 

 

Figure 12. Graph Showing the Performance of Algorithms 

5. CONCLUSION AND FUTURE WORK 

This study examines how to classify (separate) data produced by IoT-enabled smart irrigation devices using 

machine learning approaches. The researchers concluded that smart irrigation device pre-processed IoT-

generated datasets can be employed as input data into machine learning algorithms to understand patterns and 

carry out classification tasks. The RF algorithm, which was one of the four machine learning algorithms (LR, 

RF, SVM, and CNN) used in this study, was judged to be the most successful because it accurately 

distinguished between the times when the smart irrigation device was "ON" and "OFF" with 99.98%, 0.9998, 

0.9996, and 0.9999 for the Accuracy, F1 score, Precision value, and Recall, respectively. The precise 

classification of IoT smart irrigation data by machine learning algorithms may indicate that the IoT devices 

that produced such data are particularly effective and efficient in the irrigation of crop farms, which may result 

in improved crop yields. In the future, we intend to classify IoT-enabled smart irrigation data for agricultural 

purposes using Benford's law and Zipf's law. 
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A sudden slope failure occurred in Manisa possibly due to the effect of water infiltration because of a 

slightly damaged sewage pipe. Considering that there was no other evidence such as rainfall or any 

loading conditions to trigger the slope failure, a laboratory investigation on the soil’s unsaturated hydro-

mechanical properties was initiated. Slopes are naturally unsaturated soils, and they may lose their 

stability with increased saturation degrees with water infiltration. Thus, for a proper investigation, the 

unsaturated hydro-mechanical properties of soils should be determined. The results presented in this 

study are focused on determining the key parameters to evaluate the slope failure for unsaturated soil 

conditions. In this regard, hydraulic conductivity and suction characteristics and the shear strength 

parameters were determined as well as the classical geotechnical properties of the soil. Classification of 

soil was determined as silty sand which is known to have slight to moderate suction stresses and mostly 

affected suddenly by water infiltration. A flexible-wall permeability test was run with a falling head 

procedure and the saturated hydraulic conductivity of the soil sample was measured as 1x10-7 m/s. 

Suction characteristics were detected by filter paper method, besides, the soil water retention curve of 

the soil was constructed. The maximum matric suction of the soil was measured as 2887 kPa for an air-

dried sample. Following, the shear strength parameters were measured by conventional direct shear test 

for both dry and soaked conditions. Finally, the friction angle due to suction was calculated to be 1.7 

degrees from the results of dry and saturated shear strength parameters.  
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1. INTRODUCTION 

Slope failures can occur due to many reasons, but one is particularly the interest of this study which is slope 

failures triggered by water infiltration. Slopes are naturally unsaturated soils; however, the conventional soil 

mechanics principles handle the slope stability analyses regarding the saturated conditions. Slopes can be stable 

even at very steep angles when they are unsaturated, and when subjected to an infiltration caused by rainfall, 

snowmelt or any leakage, then, the same slope may suddenly lose its stability due to the increase in its 

saturation degree which causes decrease in capillary forces. In literature, there are many examples of failures 

caused by infiltration (Oh & Lu, 2015; Batali & Andreea, 2016; Xian et al., 2022) and also many studies to 

predict the event before it happens like early warning systems (Intrieri et al., 2012; Naidu et al., 2018). In 

addition, there are such modeling studies which aims understanding the behavior of the infiltration caused 

slope failures (Vanapalli et al., 1996; Zhang et al., 2014; Tang et al., 2018). In fact, using laboratory data is 

the most convenient way to investigate the stability of a certain slope, it is not very common for practical 

purposes. Some of the theoretical studies used imaginary soil properties where some of them used real 

laboratory data or data from unsaturated soil hydraulic database (UNSODA, 2022). The main characteristic 

properties which affect the slope stability and failure mechanism are known as the matric suction and hydraulic 
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conductivity (HC). Concerning the unsaturated soil mechanics, matric suction is a key parameter to enhance 

the strength and the unsaturated soil strength relations are suggested by Fredlund et al. (1978) as a modified 

equation given in Equations 1 and 2, in addition, the graphical forms of the relation for both saturated (Figure 

1a) and unsaturated soils (Figure 1b) are also given in Figure 1. 

𝜏𝑓 = 𝑐′ + (𝜎𝑓 − 𝑢𝑎)
𝑓

tan ∅′ + (𝑢𝑎 − 𝑢𝑤) tan ∅𝑏 (1) 

𝑐 = 𝑐′ + (𝑢𝑎 − 𝑢𝑤) tan ∅𝑏 (2) 

where; 

(𝜎𝑓 − 𝑢𝑎)
𝑓
 is net normal stress 

(𝑢𝑎 − 𝑢𝑤) is the matric suction 

b is the angle which gives the rate of change in shear strength related to the changes in matric suction.  

c' and ' are classical effective cohesion and angle of internal friction, respectively.  

 

Figure 1. Classical and modified failure criteria of 

a) saturated soils and b) unsaturated soils (after Chowdhury & Azam, 2016) 
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The friction angle due to suction, b, is accepted to be constant as shown in Equation1 and Figure 1 and in 

literature it is generally used as a constant called as the average rate of increase in shear strength relating to 

matric suction. The results from many reported studies (Gan & Fredlund, 1995; Bai & Lui, 2012; Chowdhury 

& Azam, 2016) b is found to be smaller than ' in addition, according to Gan and Fredlund (1995) b 

approaches to ' with increasing saturation and finally equals when the soil approaches full saturation.  

When studying with unsaturated soils it is very important to measure their suction values in order to properly 

obtain their strength characteristics. The shear strength measurements can be done by modified forms of test 

apparatus such as direct and ring shear tests and triaxial tests. The modification usually includes a controlled 

suction measurement system; however, the modifications are mostly expensive and time-consuming so that, 

separate measurements of suction characteristics and shear strength are still accepted. Oh and Vanapalli (2010) 

used a modified triaxial apparatus to measure the unsaturated shear strength parameters and investigated the 

factor of safety of a glacial soil under the rainfall conditions. The axis translation method was applied, and the 

study also reported a constant b although, the change in shear strength relating to matric suction was not 

linear. Bai and Liu (2012) performed conventional direct shear tests and then, combined the shear strength 

results with the suction characteristics of findings from filter paper tests. The findings of the study showed the 

relation between b and matric suction, the results implied that, with increasing matric suction b decreased 

and reached very smaller values where it was equal to ' when there was no suction. To combine suction and 

shear strength tests, a soil water retention curve (SWRC) is usually constructed by measured suction values 

for corresponding volumetric water contents or saturation degrees to find the desired suction value for a 

specific volumetric water content or a saturation degree (Fattah et al., 2017). Then, this suction value is related 

to the strength parameters using Equation1. Thus, an appropriate laboratory work to properly study a stability 

problem for an unsaturated soil is the key initial situation. The objective of this study is to investigate and find 

out the hydro-mechanical properties of a soil picked up from a failed slope in Manisa triggered by water 

infiltration. In this regard, index properties, sieve analysis, Atterberg limits, HC test and direct shear tests (dry 

and soaked) were conducted. Besides, matric suction measurements were done and SWRC was also 

constructed. 

2. MATERIAL AND METHOD 

A slope failure occurred in Manisa after a leakage from a slightly damaged sewage pipe (Figure 2). Considering 

that there was not any other evidence to trigger the slope failure, an investigation on the soil hydro-mechanical 

properties was initiated. Sieve analyses was done and Atterberg limits were determined along with the index 

properties such as unit weight and specific gravity and all the basic geotechnical descriptive properties were 

presented in Table 1. 

 

Figure 2. Condition of the slope 

The saturated HC of the soil was measured by a flexible wall permeameter with falling head procedure (ASTM 

D5084-16). A soil sample was taken directly from the slope origin and cut into dimensions to fit in the 

permeameter (Figure 3) and then carefully trimmed to a diameter of 10 cm and a height of 9.6 cm thus, no 

compaction procedure was followed and, the soil was in its air-dried state.  Geotextiles of 10 cm diameter were 

used as porous material and the HC of the geotextiles were initially found to be 10-4 m/s which was convenient 

Collapsed soil due to 
infiltration 

Collapsed soil due to 
infiltration 
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to use to determine the HC of the slope soil. During the test, the confining stress was 35 kPa, the average 

hydraulic gradient was 11 and no backpressure was applied. The flow direction was upwards to avoid any air 

bubbles and tap water was used during the permeation in addition, the inflow path itself was also flushed 

avoiding any air bubbles. For the first 24 h, the inflow valves were kept open while the outflow valves were 

closed which helped the prehydration of the soil specimen for a homogeneous diffusion. The test was lasted at 

least for 3 pore volumes of flow (PVF) and terminated when the outflow and inflow remained constant for the 

last 5 consecutive measurements while the ratio of consecutive hydraulic conductivities were in the range of 

±25%. 

Table 1. Some geotechnical properties of the soil 

Property Quantitiy or Definition 

Gravel % 13 

Sand % 58 

Fines % 29 

Soil Classification SM 

PI Non-Plastic 

Specific Gravity (Gs) 2.68 

Unit weight,  (kN/m3) 18 

Natural water content, w (%) 6.5 

Void ratio, e 0.43 

 

 

Figure 3. Setup and process of the hydraulic conductivity test 
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The suction measurements were done by using filter paper method (ASTM D5298-16). Filter paper method is 

known to be an easy, cost-effective method and the only method to measure matric and total suction together 

(Bulut & Leong, 2008). Filter papers were directly used from box as air dried and no pre-treatment was made. 

A bio-incubator type incubator (Santez SI-150K) was used during the equilibrium process and the equilibrium 

time was 1 week. The temperature of the incubator was held constant at 20℃ with a sensitivity of ±0.1 where 

the relative humidity was 65%. During the matric suction measurements, the contact filter paper is buried 

between two soil layers. This study followed the description in Durukan and Akıncı (2017) which suggests 

placing the filter paper between two separately compacted soil layers in order to have a smooth contact surface 

between the soil layers and the filter paper. Following the suction measurements, the SWRC of the soil was 

also constructed by using a free program SWRC-Fit (Seki, 2007; Seki et al., 2022) and the van Genuchten 

parameters were determined. SWRC-Fit can fit several soil hydraulic unimodal or bimodal models to measured 

soil water retention data and the model of van Genuchten is one of those models. 

To obtain the mechanical properties of the soil, conventional direct shear tests were run for both dry and soaked 

conditions (ASTM D3080-11). An original soil sample was directly taken from the slope as it was in hydraulic 

conductivity test thus, no compaction process was needed. The box size was 60x60 mm and for soaked 

samples, the soil was saturated at least 24h under surcharge loading conditions. The vertical change in the 

specimen height was observed and when no further increase was achieved in the vertical displacement then, 

full saturation was also assumed to be achieved. Three tests for both dry and saturated samples were run with 

three different dead loading conditions and the shearing rate was 0.02 mm/min. At the end of the test, the water 

content of the saturated test sample was measured to be 16%. The friction angles were obtained based on the 

assumption of Jewell and Wroth (1987) where the horizontal plane was assumed to be the plane of maximum 

stress ratio (τ/σn) 

3. RESULTS AND DISCUSSION 

The hydromechanical properties of a soil from a slope failure were investigated. Thus, saturated hydraulic 

conductivity, suction characteristics and mechanical properties were determined along with basic geotechnical 

properties previously presented in Table 1. Hydraulic conductivity test results were presented in Figure 4 in 

terms of hydraulic conductivity (HC), the ratio of outlet and inlet fluid (qout/qin) and the change in hydraulic 

conductivity (HC) as a function of PVF. The test lasted at least for 3 PVF and the hydraulic conductivity was 

found to be 1x10-7 m/s. The HC behavior of the soil sample was stable and qout/qin values scatter was in a 

narrow interval around 1 after 1 PVF (Figure 4a). Similarly, the wide scatter of HC stabilized after 1.5 PVF 

and reached the acceptable variation limits and, after 2.6 PVF the scatter became narrower resulting in 

termination of the test (Figure 4b). 

In order to construct a SWRC, the matric suction characteristics were detected by filter paper method. During 

the test there were 6 soil samples having different water contents which varied between 0 and 13%. Five of 

these specimens were compacted to have the same unit weight which the original sample had, for varying 

water contents. The 6th sample was the original air-dried sample which was also used in direct shear tests. The 

data was shown as dots in Figure 5 as well as the SWRC seen in dashed lines. The data showed good agreement 

and the coefficient of determination (R2) was found to be 0.98. The matric suction value of the air-dried original 

soil sample was 2887 kPa. The suction and volumetric water content data measured from filter paper test were 

entered in SWRC-Fit program to obtain the van Genuchten parameters (Seki, 2007; Seki et al., 2022). The van 

Genuchten parameters of the soil sample which are saturated water content (cm3/cm3) (Ɵs), residual water 

content (cm3/cm3) (Ɵr), the soil water characteristic curve index (shape parameter of the curve) (n), a scaling 

parameter which is inversely proportional to mean pore diameter (cm−1) () were presented in Table 2. These 

fitting parameters, n and   are the key estimated parameters to construct a SWRC. The van Genuchten 

equation presenting the effective saturation (Se) is given in Equation 3.  

𝑆𝑒 = [
1

1 + (𝛼ℎ)𝑛]
𝑚

        𝑎𝑛𝑑        𝑚 = 1 − 1/𝑛 (3) 
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Figure 4. HC characteristics of the soil sample 

a) along with qout/qin and b) along with HC as a function of PVF 
 

 

Figure 5. SWRC of the soil sample 
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Table 2. Van Genuchten parameters of the soil 

Parameters Quantitiy 

Ɵs
 (cm3/cm3) 0.24474 

Ɵr (cm3/cm3) 7.2E-16 

 (cm-1) 0.028653 

n 1.5039 

Constructing a SWRC provides to obtain any suction value for a specific water content and/or saturation 

degree. Combining the suction characteristics with hydraulic conductivity lets one to obtain a hydraulic 

conductivity function (HCF). McCartney et al. (2007) investigated estimation of HCF using infiltration column 

tests and declared that the HCF was sensitive to any change in the moisture content and suction, which could 

cause inaccuracy in the gradient and also in negative pore pressures. The authors also added that the HCF 

predicted from the SWRC was found to underestimate the values of hydraulic conductivity. In this study, each 

hydraulic conductivity values (KSe) were calculated using the relative hydraulic conductivity (Kr) relations 

defined in van Genuchten (1980) (Equation 4) related to the matric suction, saturated hydraulic conductivity, 

effective saturation (Se) and fitting van Genuchten parameters as mentioned in the study of van Genuchten 

(1980) and placed in a graph and presented in Figure 6. The hydraulic conductivity values decreased with 

increasing matric suction as expected. 

𝐾𝑟 = 𝑆𝑒
(1 2⁄ )

[1 − (1 − 𝑆𝑒
(1 𝑚)⁄

)
𝑚

]
2

 (4) 
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Figure 6. The change in HC with matric suction of the soil sample 

Direct shear tests were conducted on two saturation states, dry and soaked states, and soaked state was assumed 

to be saturated in the study. Test results were given in Figure 7, the angle of internal friction for saturated and 

dry samples were 18 and 23.5 degrees, respectively. Results are in harmony with those of Bai and Liu (2012) 

where the angle of internal friction decreased while the water content increased. The cohesion intercepts of the 

dry and saturated samples were found to be 10.5 kPa and 95.5 kPa, respectively. The matric suction of the dry 

sample was measured as 2887 kPa. Regarding Equations 1 and 2, the friction angle due to suction, b, 

referencing the change in saturated and dry states, was found as 1.7 degrees. The friction angle due to suction 

is expected to increase with increasing saturation and at full saturation b to reach ' as mentioned in Gan and 

Fredlund (1995) and Bai and Lui (2012). The shear test equipment used in this study was not modified to 

measure the mechanical properties for controlled suction situations so, other comparisons for b was not done.  



399 
Seda DURUKAN, Ender BAŞARI 

GU J Sci, Part A, 9(4): 392-400 (2022) 
 

 

0

50

100

150

200

0 50 100 150 200

Dry Sample

Saturated Sample

S
h

ea
r 

S
tr

es
s 

(
) 

(k
P

a
)

Normal Stress () (kPa)

u
a
- u

w 
= 2887 kPa

u
a
- u

w 
= 0 kPa

y = 95.473+ 0.4338x  R = 0.999

y = 10.487 + 0.3253x   R = 0.999

 

Figure 7. Direct shear results of the soil sample 

4. CONCLUSION 

The hydro-mechanical properties of a soil concerning a slope failure associated with water infiltration were 

investigated. In this regard, an experimental study was conducted, and hydraulic conductivity, suction 

characteristics and shear strength were measured along with classical geotechnical properties. Because the 

measured characteristics could be used in modelling the slope failure. The hydraulic conductivity and direct 

shear tests were done with original soil samples and saturated HC of the soil sample was found to be 1x10-7 

m/s. Matric suction values were detected by filter paper method and the results gathered from suction tests 

were used to construct the SWRC of the soil. The maximum suction value was 2887 kPa for the air-dried 

original sample. Finally, the van Genuchten characteristics were found to be 0.24474 for Ɵs, 7.2E-16 for Ɵr, 

0.028653 for  and 1.5039 for n. The shear strength characteristics were measured for both dry and saturated 

states in order to compare and calculate b which was found to be 1.7 degrees. The angle of internal friction 

for saturated and dry samples were 18 and 23.5 degrees, respectively. The results were compatible with those 

given in literature.  In addition, the cohesion intercepts of the dry and saturated samples were found to be 10.5 

kPa and 95.5 kPa, respectively.  
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The fractional order operator is the backbone of the fractional order system (FOS). The fractional order 

operator (FOO) is generally represented as 𝑠±𝜇(0 < 𝜇 < 1). Discrete time FOS can be obtained through 

the discretization of the fractional order operator. The FOO is the general form of either fractional order 

differentiator (FOD) or integrator (FOI) depending upon the values of μ. Out of the two discretization 

methods, direct discretization outperforms the method of indirect discretization. The mapping between 

the continuous time and discrete time domain is done with the development of generating function. 

Continuous fraction expansion (CFE) is used expand the generating function for the rational 

approximation of the FOO. There is an inherent problem associated with the discretization of FOO in 

discrete z-domain particularly at very fast sampling rate. In the other hand, discretization using delta 

operator parameterization provides the continuous time and discrete time results in hand to hand, when 

the continuous time systems are sampled at very fast sampling rate and circumventing the problem with 

shift operator parameterization at fast sampling rate. In this work, a new generating function is proposed 

to discretize the FOO using the Gauss-Legendre 3-point quadrature rule and generating function is 

expanded using the CFE to form rational approximation of the FOO in delta domain. The benchmark 

fractional order systems are considered in this work for the simulation purpose and comparison of results 

are made to prove the efficacy of the proposed method using MATLAB. 
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1. INTRODUCTION 

Nowadays, scientists and researchers are paying much more attention to the theory and application of fractional 

calculus (Oldham & Spanier, 1974; Miller & Ross, 1993), though it was invented more than 300 years back. 

The researchers are really overwhelmed to rediscover the untouched and undiscovered part of engineering 

application as well as in the diversified classes of science using fractional calculus (Sun et al., 1984a, 1984b; 

Skaar et al., 1988; Caponetto et al., 2010). Fractional calculus plays the most important role in fractional order 

control study. Analytical design Fractional order PID controller for fractional order or integer order plant has 

been studied in (Yumuk et al., 2019). Robust fractional order controller was designed by (Yumuk et al., 2022) 

using the ideal Bode transfer functions using the fundamental property of fractional order calculus. The 

fractional order calculus extends its horizon even in the field of electromagnetics. In the study of plane wave 

diffraction by two strips, (Tabatadze et al., 2020) have applied fractional boundary conditions on strips having 

different fractional order. For the analysis of complex system, fractional order derivative and partial differential 

equations are widely used in the field of science and technology. Caputo version (Caputo, 1967) as well as 

Atangana-Baleanu derivative (Atangana & Baleanu, 2016) version of fractional order derivatives are used in 

the literature. Garden equation is a kind of nonlinear partial differential equation, commonly used to describe 
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complex systems. To solve this garden equation, (Dokuyucu, 2020) have expanded the garden equation to 

Caputo derivative sense in order to make it fractional order. 

The fundamental part of the fractional order calculus or fractional order differential equation is the fractional 

order operator (FOO), generally represented by 𝑠±𝜇. The operator can be termed as fractional order 

differentiator (FOD) or fractional order integrator (FOI) considering the positive and negative values of 𝜇 

(Nakagawa & Sorimachi, 1992; Podlubny, 1999). The FOO needs to be converted into rational transfer 

function for the realization of the fractional order system (FOS). The rationalization may be done in continuous 

time domain or in discrete time domain. There are bench mark solutions for conversion of FOO into rational 

approximation in continuous time domain (Vinagre et al., 2000; Xue et al., 2006; Khanra et al., 2010). 

Nowadays, there is a call for paradigm shift from the continuous time domain to discrete time domain 

realization of every system. This results in a serious attempt to get the FOS to be realized in discrete time 

domain. Therefore, the continuous time (Oustaloup, 1995) rational approximation of the FOO is to be 

converted into the discrete domain to realize FOS in the discrete time domain. This method is known as indirect 

discretization (Chen & Moore, 2002; Krishna, 2011; 2015; Maione, 2011; Keyser & Muresan, 2016) and it is 

having certain flaws. The problems associated with the indirect discretization is overcome with the direct 

discretization method. 

In direct discretization method, generating functions are used to get the relationship between the s  -domain 

and 𝑧 -domain in shift operator parameterization. Euler, Tustin, Al-Alauoi are some of the renowned 

mathematicians to propose the new generating functions for the aforesaid application and finally the generating 

functions are expanded using continued fraction expansion (CFE) method (Chen et al., 2009). 

As the demand is increasing day by day for the digital realization of the fractional order controller or fractional 

order system, the systems to be designed for maximum accuracy. To implement any FOS in discrete time 

domain, the continuous time systems need to be sampled with very high sampling rate. The increased sampling 

rate will make the results ill conditioned when implemented in discrete z  -domain and also there will be issue 

with finite word length effect (Middleton & Goodwin, 1990a, 1990b; Chen & Moore, 2002). Therefore, the 

considerable features of the traditional continuous-time system cannot be produced by shift operator 

parameterization of discrete time systems at high sample rates. In other way around, delta operator 

parameterization (Middleton & Goodwin, 1990a, 1990b) provides meaningful outcome at very high sampling 

frequency and the results are found for both continuous time and discrete time in hand to hand rather than two 

special cases. The problems associated with traditional shift operator parameterization thus can be avoided 

using delta operator parameterization and is used in numerous application (Middleton & Goodwin, 1986; 

Cortés-Romero et al., 2013; Sarkar et al., 2016; Zhao & Zhang, 2017; Swarnakar et al., 2017; Gao et al., 2018; 

Lamrabet et al., 2020; Quezada-Téllez et al., 2020; Ganguli et al., 2021). 

In this paper, the FOO is directly discretized using delta operator parameterization though direct discretization 

of the FOO using shift operator parameterization (Vinagre et al., 2003; Pan & Das, 2013) has been worked out 

in earlier work. The 3-point Gauss-Legendre quadrature rule (Khattri, 2009) is a powerful computational tool 

for numerical computation and this is capitalized in this paper to form the new generating function for direct 

discretization of FOO in delta domain. The developed generating function is expanded using the traditional 

CFE tool to get the rational approximation of the FOO in delta domain. 

The following section discusses the significant contributions of this work. It can be observed from literature 

that the discretization of the fractional order system was made through the discretization of the fractional order 

operator in shift operator parameterization. This paper deals with the direct discretization of FOS using delta 

operator parameterization. At a very high sampling rate, the shift operator parameterized discrete time system 

fails to provide meaningful information whereas, delta operator parameterized discrete time system provides 

the same result as that of the continuous time system making the approach a unified one. A direct relationship 

between the continuous time variable and discrete delta domain variable is developed and that gives rise to a 

new generating function for rational approximation of the fractional order operator. The results obtained are 

compared with the results obtained using the other standard methods, to prove the efficacy of the proposed 

method. 
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The paper is organized as follows: Introduction to fractional order operator and direct discretization of FOO 

in delta domain are illustrated in section 2. In Section 3, three different examples are considered for simulation 

purpose to analyze the results. The section 4 is devoted for conclusion.  

2. MATERIAL AND METHOD  

2.1. Fractional order operator and fractional order system 

A non-integer order system is literally said to be a fractional order system. Like the integer order system, any 

fractional order system can be described by its fractional order differential equation. A fractional order 

differential equation is described below (Pan & Das, 2013). 
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where, ia and jb are the coefficients. D signifies the fractional derivative operator. The generalized operator 

used in (1) is known as integro-diffrerentiator operator and expressed as (Boubaker & Jafary, 2018): 

















=



=

 )0()(

)0(1

)0(
















g

tg

dt

dt

d

D  (2) 

Taking the Laplace transform on both sides of (1) considering initial condition zero, the transfer function of 

the fractional order system is taking the form as: 
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where, 𝐿[𝑦(𝑡)] = 𝑌(𝑠), 𝐿[𝑢(𝑡)] = 𝑈(𝑠). L  stands for Laplace trasform. 

Mathematical representations of integro-diffrerentiator operator are usually done with the help of Grünwald-

Letnikov (GL), Riemann-Liouville (RL) and Caputo derivative based approach. R-L definition is utilized in 

this paper to represent any fractional order system. 

The RL definition is mathematically represented as: 
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where, g  and t are the operating limits, n is an integer and )( − n is the gamma function of )( −n . 

Taking the Laplace transform of (4) with initial condition zero, the transfer function of a FOS is obtained. 
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From (5), it is observed that 𝑠𝜂plays the pivotal role for the realization of a FOS and this is known as fractional 

order operator (FOO), conceptualized using R-L definition. 
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2.2. Discretization of fractional order operator in delta domain 

The delta operator is defined as: 



−
=

1q
  (6) 

q is the forward shift operator and   is termed as sampling time. It is nothing but the scaled and shifted version 

of the forward shift operator. Applying the delta operator (δ) on any differentiable signal 𝜉(𝑡) gives the 

following relationship at high sampling limit (Δ → 0). 
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In complex delta domain,  is used to represent the frequency domain variable similar to z  in shift operator 

parameterization. The relationship between these two variables are represented by (8) (Middleton & Goodwin, 

1990a, 1990b) 
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At high sampling time limits (𝛥 → 0), (8) is rewritten as  
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From (9), the relationship between the frequency domain variable   in delta domain and frequency domain 

variable s in continuous time domain is established at fast sampling rate. It is observed that at fast sampling 

rate two domain results coincide making the approach a unified one and this philosophy is capitalized in this 

work. Equation (10) is established by rearranging (8). 
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For the discretization of fractional order operator in delta domain, (10) acts as the pivotal equation. CFE is 

used to get the rational transfer function using the generating function in delta domain. ( )+1ln has to be 

approximated in its closed form such that CFE can be utilized for expansion. One of the best close form 

approximation of ln(1 )x+ is 3P -GILOG which is done using trapezoidal quadrature rule (Khattri, 2009) 

Applying 3P -GILOG rule, )1ln( x+ is approximated with an error of 0.00002548744. 
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Equation (10) is re-established in (12) by using (11)  
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The discrete-time frequency variable (  ) in delta domain coincides with the continuous- time frequency 

variable ( s ) at fast sampling limit ( 0→ ) which is again established from (12).Therefore, the direct 

relasionship between (  ) and ( s ) can be expressed by (12).Equation (12) is used as the generating function 

for rest of the paper. 

Consider the general form of a fractional order differentiator (FOD): 

( )10)( = rssG r
 (13) 

Equation (13) can be used as the fractional order integrator (FOI) if r is replaced by r− .In general rs is the 

representation of a FOO. For the direct discretization of the FOO in delta domain, generating function 

developed in (12) is used. This will be called as CFE3P-GILOG method. The delta domain rational is expressed 

by (14). 
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The CFE approximation is mathematically formulated using (15). 
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To obtain the standard form of CFE as given in (15), p is replaced by 
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the rational approximation of fractional order trasfer function as described by (13).
 

Third and fifth order approximation of the r th order FOO in delta domain are obtained in this study and 

corresponding integer order transfer functions are given by (16) and (17) respectively. 

3122130

3122130

3322

322

3
3369060

116060
)(

bbbb

aaaa
CFEGs

r

r

+++

+++
=





























+++

++
=

−−−

−−−








  (16) 

5

1

4

2

3

3

2

4

1

5

0

5

1

4

2

3

3

2

4

1

5

0

3322

322

5
3369060

116060
)(

bbbbbb

aaaaaa
CFEGs

r

r

+++++

+++++
=





























+++

++
=

−−−−−

−−−−−








  (17) 

The coefficients of fifth order approximation as given in (17) are tabulated in Table 1 and Table 2. Third order 

coefficients can also be generated using same method.  
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Table 1. Numerator coefficients in Delta Domain (Fifth order approximation) 
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31300000570870143000000020403307668588800

312000009385303900141317430

1530000001372031100012040500311

















 

4a  

)/(D))/(r+^)**r^(.-

)*r^(^*.-^*.)+*r^(^*.-

^)**r^(.+^)**r^(.+^)**r^(.+

^)**r^(.)-*r^(^*.)-*r^(^*.+

)*r^(^*.)+*r^(^*.+^)**r^(.-

)*r^(^*.-^)**r^(.+^)**r^(.-

^)**r^(.+^*r*.)^r*(-/(

14500217096530

14400000005260402002123590174700000000000
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1640000000005044015054124704900007703540

2403009229000430043795008041000004659890

41100000644940400292368900311















 

5a  

)/D)))/(r+*r^(^*.-

^*.)+*r^(^*.)-*r^(^*.+

)*r^(^*.)-*r^(^*.)+*r^(^*.+

)*r^(^*.)+*r^(^*.)^r*(-/(
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650001641415012500000009190165200000000000
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




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Table 2. Denominator coefficients in Delta Domain (Fifth order approximation) 

Coefficients Denominator 

0b  

)/(D))/(r+.*r+.)+*r^(.-

)*r^(.)-*r^(.)-*r^(.)+*r^(.+

)*r^(.)-*r^(.)-*r^(.)-*r^(.+

)*r^(.)+*r^(.)-*r^(.)-*r^(.+

)*r^(.)+*r^(.)+*r^(.)-*r^(.-

)*r^(.)+*r^(.)+*r^(.(

11407588613027192573290203475877230

335421705270414261129930513707077370609438551580

7018932998708025692054209000889981101000369791980

1100064216430120002647606013000080887301400000645510

1500000438250160000001739017000001063201800000001180

1900000000080200000000020210800000000000

 

1b  

)/(D)))/(r+*r^(*.-

)*r^(*.)-*r^(*.-

)*r^(*.)+*r^(*.-*.+

*r*.)+*r^(*.)+*r^(*.+

)*r^(*.)+*r^(*.)+*r^(*.+

)*r^(*.)+*r^(*.)+*r^(*.-

)*r^(*.+)**r^(.)+*r^(*.-

)*r^(*.-)**r^(.)-*r^(*.(

1801809716620

380395753760266896467720

1400001850120160000004127056876013240

550858603401000373940610602394564550

1500000137100204000000000001800000000230

90118943514013000006633901100073513800

19000000000905387896189201700000005930

1200037346500791868602390416444349760

















 

2b  

)/(D))/(r+^)**r^(.-

^)**r^(.+^*.+

^)**r^(.+^)**r^(.-^*r*.+

^)**r^(.)-*r^(^*.+^)**r^(.+

)*r^(^*.+^)**r^(.+^)**r^(.-

)*r^(^*.+^)**r^(.-^)**r^(.-

^)**r^(.+^)**r^(.-^)**r^(.+

^)**r^(.+^)**r^(.(-

126061671360

21000015145400250832256580

25213725675702271461103140228484549100

21500000051160820051773501021700000000090

9200775953460218807000000001402705366559370

1929000000000002127060000629870021100063864680

2140000044924023426780713102431306574280

2130000276031021600000013110

















 

3b  

)/(D)))/(r+*r^(^*.-

^)**r^(.+^)**r^(.+^)**r^(.-

)*r^(^*.-^)**r^(.)-*r^(^*.+

^*r*.)+*r^(^*.+^)**r^(.+

^*.)+*r^(^*.-^)**r^(.+

)*r^(^*.-^)**r^(.-^)**r^(.+

^)**r^(.)+*r^(^*.-^)**r^(.(-

16302750566290

3800375611610350384625577031000027931470

232337211260037009677339504311400544870

3050972047301730000000014031800000000100

3157799438101630000000056031300000570870

14300000002040330766858880031200000938530

39001413174301530000001372031100012040500















 

4b  

)/(D))/(r+^)**r^(.+

*r^(^*.-^*.)+*r^(^*.+

^)**r^(.+^)**r^(.-^)**r^(.+

^)**r^(.)+*r^(^*.)-*r^(^*.-

)*r^(^*.)+*r^(^*.+^)**r^(.+

)*r^(^*.-^)**r^(.-^)**r^(.-

^)**r^(.-^*r*.(

14500217096530

)1440000000526040200212359017400000000070

412000002201047000537190304800054896120

41300000030080640037739418015400000000540

1640000000006044015054124704900007703540

2403009229000430043795008041000004659890

41100000644940400292368900















 

5b  

)/(D)))/(r+*r^(^*.-

^*.)+*r^(^*.-

)*r^(^*.)+*r^(^*.)-*r^(^*.+

)*r^(^*.)+*r^(^*.)+*r^(^*.(-

12500133818080

500089334940105600000019700

8500002353850650001641415012500000009190

16500000000020450006633505014500000000210








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3. SIMULATION AND RESULT ANALYSIS 

Here, three different fractional order transfer functions are considered as examples for simulation study to 

find the efficacy of the proposed method. 

Example 1: 

A half order differentiator (1/2nd) is considered in this example (Swarnakar et al., 2017) with transfer function 

as shown below: 

5.0)( ssG =  (18) 

In delta domain, the mathematical formulation of the 1/2nd order differentiator is expressed by (19) where, 

the sampling rate is considered as sec01.0= . 
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


 CFEGs P-GILOGdelCFE-  (19) 

For a sampling rate of 01.0=  sec, The third and fifth order approximation of 5.0s  in delta domain after 

continued fraction expansion of 
5.0

3322
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3369060

116060


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





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++




 results in Eq. (20) and Eq. (21) respectively.  
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












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
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=  
(21) 

For )(53 P-GILOGdelCFE-G , Table 1 and Table 2 are used to compute the coefficients for the numerator and 

denominator taking 5.0=r and 01.0=  sec. The frequency responses of delta domain transfer functions for 

both 3rd order and 5th order approximations are demonstrated in Figure 1. The magnitude and phase error in 

frequency responses for )(33 P-GILOGdelCFE-G  and )(53 P-GILOGdelCFE-G are shown in Figure 2. The error in magnitude 

and phase are calculated with respect to the frequency response characteristics of the continuous time half 

order differentiator. It can be observed that the higher order approximation gives more closer result to the 

original half order differentiator. 
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Figure 1. Fifth order and third order approximation of s0.5 in delta domain using proposed method (Frequency 

Response) 

 

 

Figure 2. Error comparison between fifth order and third order approximation of s0.5 in delta domain using proposed 

method (magniude error and phase error) 
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The magnitude response is more closer to the original half order diffrentiator than the phase response 

characteristics for a wide range of frequency. The error in frequency response characteristics between original 

system and rational approximation is compared on the basis of the maximum absolute values of magnitude 

and phase error and these values are tabulated in Table 3. 

Table 3. Absolute maximum phase error and magnitude error for discretization of 0.5th- order differentiator using 

CFE-3P-GILOGDel 

Approximation order Maximum magnitude error (dB) Maximum phase error (Degree) 

Fifth 0.862 4.563 

Third 1.02 27.5 

The fifth order CFE approximation has been employed to develop the frequency responses for the various 

systems taken into consideration in this study since the approximation findings for the fifth order are more 

evident than those for the third order. At a sampling time of 0.01s = , the fifth order rational approximation 

of 1/2nd order differentiator is considered to be realized in discrete time domain based upon the four methods 

described in this paper namely CFE of Euler (CFEEuler), CFE of Tustin (CFETust), CFEDO and CFE of 3P-

GILOG in Delta domain (CFE-3P-GILOGdel) and following rational transfer functions are obtained. 

54321

5

4

321

0105
62393094381096124

692323241116172464023940
-----

-

-

---

.ΔCFEEuler
 - z z. +  z. +  z. -  z - .

 z. -  z.-  z +  z +  z - 
(z)G =

=
 (22) 

54321
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53344581578243890545572
-----

-----
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 - z z.+  z. +  z.-   z - .

 z. -  z.-  z +  z +  z - 
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=
 (23) 

13.13 +  66.02 +  41.02 + 2.676 +  0.03308 +  0.0001505 +  07-2.344e

1.875 +  39.43 +  66.61 +  14.45 +  0.2051 +  0.001001 +  06-1.641e
)(

23456

23456

01.05



 =

=CFEDOG  (24) 
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e-. γγ +e-. +  γe-. +  γ. +  γ. + γ
(γγG

.ΔP-GILOGdelCFE- =
=

 (25) 

 

 

Figure 3. Frequency response comparison after discretization of (s)G  using four methods for r=0.5 and Δ=0.01 
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Example 2: A fractional order system is considered (Baranowski et al., 2015). 

12318.0

5863.0
)(

958.01
+

=
s

sG  (26) 

 

For the discretization of the above system, sampling time considered is 0001.0=  sec. The discretization of this 

fractional order transfer function results in four rational approximation T.F. as given by (27), (28), (29) and 

(30) by using four methods as mentioned in earlier section. 
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Figure 4. Frequency response comparison after discretization of 1 (s)G  using four methods for r=0.958 and Δ=0.0001 

Example 3: 

The FO system (Kothari et al., 2019) is chosen and the transfer function is given as: 

9.0997.0

979.0
)(

716.02
+

=
s

sG  (31) 

A higher sampling rate is considered in this case to discretize the system function represented by (31).The 

sampling rate is considered as 0.00001s= . CFEEuler, CFE Tust, CFEDO and CFE-3P-GILOGdel are the 
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four methods used to discretize this continuous time transfer function results in four rational approximation 

T.F. as given by (32), (33), (34) and (35) respectively. 
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Figure 5. Frequency response comparison after discretization of G2(s) using four methods for r=0.716 and Δ=0.00001 

Four different methods including the proposed method are used in this work to discretize the fractional order 

operator contained in three different continuous time fractional order systems. All systems' frequency 

responses (in fractional order), as well as the related discrete-time systems' frequency responses in shift as well 

as delta operator paramerterized domain are shown in Figure 3, Figure 4 and Figure 5 respectively. The 

magnitude approximation turns out to be superior over the phase approximation as can be shown from the 

above results.CFE-3P-GILOGDel produces the excellent frequency responses in the frequency range of (0.001 

rad/s to 1000 rad/sec) for all the three cases mentioned above. The proposed method is thus more promising 

than the other three approaches for discretization of fractional order system or operator in discrete time domain. 

Additionally, the superiority of the suggested approach is demonstrated by a comparison of the results with 

another method created in the delta domain. From Figure 5, it can be observed that at high sampling time (

0.00001 = sec), the frequency responses using The CFE-3P-GILOGDel method is very much closer to the 

frequency responses of the corresponding continuous time system. Therefore, the continuous time findings 

and the discrete time results with high sampling rate in delta domain are obtained in hand to hand, leading to 

the development of a unified framework for direct discretization o FOO in complex delta domain.  
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Figure 6. Magnitude and phase error after discretization of (s)G  using four methods, at r=0.5 and Δ=0.01 

 

 

Figure 7. Magnitude and phase error after discretization of 1 (s)G  using four methods at r=0.958 and Δ=0.0001 
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Figure 8. Magnitude and phase error after discretization of 2 (s)G  using four methods at r=0.716 and Δ=0.00001 

The error in approximation of the fractional order operators using four methods are shown in Figure 6, Figure 

7 and Figure 8. In each system, magnitude and phase errors are calculated through the absolute value of 

maximum magnitude and phase error using each of the four methods and they are tabulated in Table 4. 

Table 4. Absolute maximum magnitude error and phase error for four discretization methods for different systems 

FOS 

Maximum magnitude error (dB) Maximum phase error (degree) 

CFE-3P 

GILOG

Del 

CFEDO Euler Tustin 

CFE-3P 

GLOGD

el 

CFEDO Euler Tustin 

𝑮(𝒔) = 𝒔𝟎.𝟓 13.1065 24.3833 53.0980 56.1083 44.0834 44.9375 45 45 

𝑮𝟏(𝒔) =
𝟎. 𝟓𝟖𝟔𝟑

𝟎. 𝟐𝟑𝟏𝟖𝒔𝟎.𝟗𝟓𝟖 + 𝟏
 9.5916 9.4648 17.0709 22.2271 47.0785 47.8811 10.7379 70.7052 

𝑮𝟐(𝒔) =
𝟎. 𝟗𝟕𝟗

𝟎. 𝟗𝟗𝟕𝒔𝟎.𝟕𝟏𝟔 + 𝟎.𝟗𝟖𝟓
 16.2447 16.2449 31.2399 35.4573 54.7988 54.8412 62.1541 62.1493 

For the systems described in example 1, example 2 and example 3, the errors in magnitude and phase are less 

when the system is discretized using CFE3PGILOGDel method of discretization in delta domain than the other 

methods. At a very high limiting value of sampling rate, 0.00001s= , the maximum absolute magnitude error 

and phase error is much higher in case of discretization using Tustin and Euler method in z -domain in 

comparison to the discretization using delta operator parameterization. The results is visualized be visualized 

from Figure 8. The proposed method is proved to be superior as compared to the other methods in the literature 

for all three examples as stated in this paper. 

The pole and zero positions of the rational transfer functions obtained using four different methods are 

calculated and plotted in Figure 9, Figure 10, Figure 11 and Figure 12. 
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Figure 9. The pole zero plot of third-order and fifth order approximation of s0.716using CFE-3P-GILOGDel 

Another delta domain based discretization method (CFEDO) is adopted in this paper to discretize the fractional 

order operator. From Table 4, the superiority of the proposed method over CFEDO in terms of magnitude and 

phase error of approximation is explained. The pole–zero plot for the rational approximation of 716.0s using 

CFE3GILOGDEl method and CFEDO method are shown in Figure 9 and Figure 10 respectively. It can be 

observed from Figure 10 that the system's rational transfer function is unstable because the system's poles are 

located in an unstable area, as opposed to how the poles were produced using third-order and fifth-order 

approximations using CFE3GILOGDEl are lying in the stable region as can be observed in Figure 9. Therefore, 

it is evident that the proposed method delivers preferable approximation amidst all the four discretization 

methods and is a viable alternative in the literature of direct discretization of fractional order operator in delta 

domain. 

 

Figure 10. The pole zero plot of third-order and fifth order approximation of s0.716using CFE-DO method 
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Figure 11. The pole zero plot of third-order and fifth order approximation of s0.716 using Tustin method 

 

 

Figure 12. The pole zero plot of third-order and fifth order approximation of s0.716 using Euler method 
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An anlaysis is made in this section to show that direct discretization of the fractional order operator is preferable 

(𝑠±𝜇 , 0 < 𝜇 < 1) over the indirect discretization in complex delta domain. For the illustration purpose a 1/2nd 

order differentiator is considered for the discretization purpose. This operator is discretized using indirect 

discretization approach proposed by Oustaloup approximation (Baranowski et al., 2015) method as an 

intermediate step. 

Rational approximation of 5.0s is obtained using (Azarmi et al., 2016) as given in (36). 

109940046742059092063031

064732060062059566

0502116178143

11436178050211059566

060062064732063031

059092046742994010

234

567
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234

567

891011

5.0

 s + . +  se.+  se. +  se.

 +  se. +  se. +  se.+ 

  se. +  s +  s + s

 s +  +  s +  se. +  se. 

 + se. +  se. +  se.+ 

 se. +  se. +  s. +  s

s
Ous

=  (36) 

Equation. (36) is discretized in delta domain to get the rational approximation of 5.0s  w i t h  0001.0=  s e c .  

1039500555910053664005125300447742947

945004474403291420053664005561004041
2345

2345
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s

ind 


=  (37) 

The rational approximation of 5.0s in delta domain using proposed direct discretization method 

(CFE3GILOGDEl) is illustrated in (38) w i t h  0001.0=  s e c .  
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Figure 13. Frequency response of transfer function obtained using indirect discretization of s0.5 at Δ=0.0001 sec 
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Figure 14. Frequency response transfer function obtained using direct discretization of s0.5 at Δ=0.0001 sec 

From the Figure 13 and Figure 14, it is clearly seen that the magnitude and phase plot obtained using the direct 

discretization in delta domain resembles to that of the 1/2nd order differentiator continuous time domain. In 

otherway, there is a notable deviation in the magnitude and phase plots of the rational transfer function obtained 

using indirect discretization via Oustaloup approximation technique with respect to the frequency reponse 

characterstics of 1/2nd order differentiator continuous time domain. Thus, direct discretization of the fractional 

operator in delta domain proves to be superior over indirect discretization of fractional order operator. 

4. CONCLUSION 

In this paper, a new direct discretization method for fractional order operator is proposed. The discretization 

of the fractional order operator or system using tradional discrete z -domain can not provide meaningful 

information when sampled at a very fast sampling frequency. The corrsponding delta operator parameterized 

systems provides the continuous time results at high sampling frequency. For obtaining rational transfer 

function, mapping between the continuous time and delta domain variables are required. In this work, an 

approximation mapping between the s -domain and  -domain is established through trapezoidal quadrature 

rule and traditional CFE method is used to obtain the rational transfer function corresponding to the fractional 

order operator in discrete delta domain. 

From the simulation results, it is observed that the the proposed discretization method using delta operator is 

producing gratifying frequency response for the approximated transfer functions in delta domain. At fast 

sampling rate (Δ=0.00001 sec), the delta operator parameterized system produces almost same result as that 

of the response obtained with original fractional order systems (Figure 5). The Table 4 illustrates the minimum 

errors in magnitude and phase for delta operator parameterized approximation of FOO. The superiority of the 

proposed method over the indirect discretization method is also verified as can be observed from Figure 13 

and Figure 14. Therefore, the method proposed is said to be a viable alternate method of the direct discretization 

in discrete delta domain for discretizing the fractional order operator or systems available in the literature. 
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The aim of this study is to fabricate in-situ TiC particle reinforced Fe matrix composites via volume 

combustion synthesis (VCS) through heating by two different sources. One group of reactant pellets was 

ignited by heating in an induction furnace (IF). The other group was ignited via heating by using a 

tungsten inert gas (TIG) torch. Thus, the differences in the microhardness and microstructure of the 

obtained composites could be compared. Fe, C and Ti elemental powders were used to obtain composites 

that contained 50 vol. % TiC in the Fe matrix. In the repeated experiments, the ignition temperatures of 

the IF pellets were found to be in 1164-1184 oC range. The formation of composites was verified by X-

ray diffraction (XRD) analyses, where it was seen that the products were composed of TiC and Fe with 

trace impurity phase. Scanning electron microscope (SEM) examinations showed that the in-situ formed 

TiC particles were regularly distributed in matrix in both series. The TiC particles obtained by TIG 

heating were about 5 times larger than the particles obtained by induction heating. Microhardness values 

of the samples were higher in IF series as compared to TIG series. It was shown that 50 vol. % TiC 

particle reinforced Fe matrix composites could be obtained by both heating methods. TIG was found to 

be a much practical method, when compared to conducting VCS in a furnace. 
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1. INTRODUCTION 

Materials consist of different type of constituent that have different mechanical and thermal properties, are 

called as composites. Metals and polymers are mostly used as the matrix of a composite. They are preferred 

because of their ductility. On the other hand, ceramics are commonly used as reinforcement materials in metal 

matrix composites due to their high hardness (Koczak et al., 1993). Moreover, in-situ production of the 

composites has some superiorities such as thermodynamic stability at elevated temperatures, cleanliness of the 

matrix-reinforcement interfaces, even distribution of the particles in the matrix when they are compared to the 

ex-situ methods (Tjong & Ma, 2000).  

Fe has been a popular matrix material since it has advantages such as low cost and ease in accessibility. 

Carbides (TiC, SiC, etc.) borides (TiB2, etc.) and oxides (Al2O3, etc.) are in the list of reinforcements for Fe 

matrix composites. Mechanical and physical properties such as high hardness, low density and good wettability 

with Fe, render TiC a suitable reinforcement (Emamian et al., 2011).  

Combustion synthesis is a relatively simple technique that exploits the self-maintaining characteristic of the 

exhothermic reactions. This method may be applied in two forms. In the first one, reaction travels from one 

side to the other, after the ignition from one side. This sort of synthesis is called self-propagating high 

temperature synthesis. In the second one, as a result of even heating, as opposed to ignition from one side, a 
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complete reaction occurs in the total of the green pellet. Thus, this kind is called the volume combustion 

synthesis (Rogachev, 2017). 

Combustion mechanism of Fe-Ti-C system was investigated intensively by different researchers (Fan et al., 

1999; Jing & Yisan, 2007; Kocyigit & Camurlu, 2022; 2023). Choi et al. (1992) introduced the requirements 

of exothermic reactions in combustion synthesis in three steps. First, reaction needed to have high 

exothermicity. Second, there should be a liquid or vapor form for pre-reaction diffusion to occur. Third, heat 

loses must be less than heating rate. Accordingly, in some studies it was suggested that Fe-Ti eutectic 

temperatures play an important role on the reaction mechanism of the Fe-Ti-C system (Fan et al., 1999). In 

literature, there are studies that focus on the effect of the in-situ produced TiC particles, on the mechanical 

properties. It was reported that by Rahimi-Vahedi et al. (2018) that addition of TiC provided rise in hardness 

of the composite which was produced via combustion synthesis. 

In some studies, on the formation of Fe matrix surface composites and coatings in literature, tungsten inert gas 

(TIG) heating method was used (Xinhong et al., 2009).  The intense heat, which is created by the TIG torch, 

brings about the possibility of local heating on the surfaces of metals. Most studies concerning TIG heating, 

involve heating and melting of a powder mixture on the surface of a substrate. Thereby a surface composite is 

formed (Xinhong et al., 2009). Mechanical properties such as microhardness and wear resistance were reported 

to increase by incorporation of Fe-TiC surface composites via TIG heating (Zhao et al., 2019). 

Although there are studies in literature on Fe-Ti-C system, no study was encountered on comparison of 

microhardness and microstructural properties of in-situ Fe-TiC composites which were produced by different 

heat sources such as induction furnace heating and TIG heating.  In this study, in-situ formed TiC reinforced 

Fe matrix composites were produced by combustion synthesis from elemental fine Fe, Ti and graphite powders 

via both induction furnace heating and TIG heating processes. Unlike the studies in literature, in the present 

study TIG was not used for melting the products or formation of a coating. It was used solely for initiating the 

exothermic reaction in a preformed pellet of powder mixture. Effects of the two heating methods on 

microstructure and microhardness were compared. It was shown that 50 vol. % TiC particle reinforced Fe 

matrix composites could be obtained by both methods. TIG was found to be a much practical method, when 

compared to conducting VCS in a furnace. 

2. MATERIAL AND METHOD 

In-situ formed TiC-Fe composites were produced through VCS. Ignition of the samples were accomplished by 

two different methods. The first method involves heating in an induction furnace (IF) and in the second method 

the samples were heated by a tungsten inert gas (TIG) torch. 

Elemental iron, titanium and carbon (as graphite) were employed to produce the in-situ Fe-50 vol.% TiC 

composites. In Table 1, the designation of the sample and contents of the starting materials are given. The 

same starting compositions were used for both induction furnace heating (IF) and tungsten inert gas (TIG) 

heating experiments according to Reaction (1). Prepared mixtures were pressed in a die. The green pellets were 

quite loose. The green pellet can be seen in Figure 1a. 

Ti + C + xFe → TiC + xFe (1) 

 

Table 1. TiC contents and sample codes of the obtained composites and compositions of the starting powder 

mixtures 

TiC ratio of the Fe-TiC Composite 

(Vol. %) 
Designation 

Initial Mixtures 

Fe (g) Ti (g) C (g) 

50 IF50/TIG50 1.6689 0.8352 0.2094 
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2.1. Thermodynamic Calculations 

Adiabatic temperatures (Tad) of the systems that contained 50 vol. % TiC was calculated by HSC Chemistry 

9. Tad of a reaction is the maximum temperature that the products will get as a consequence of the developed 

exothermic energy, in the state that there is no heat loss from the yields. The Gibbs free energy (ΔG) of the 

Reaction (1) and of the other reactions which may occur in the system were calculated by the HSC 9.  

2.2. Heating Processes 

The IF50 series was heated in an induction furnace. Before the experiments, vacuum was applied to the system 

and then argon gas was supplied. A pyrometer was used for monitoring the temperature of the sample during 

heating. The exothermic reaction started by the escalation of temperature, which was taken as the ignition 

temperature, Ti. In induction heating, power was turned off by the time the ignition occurred. The temperature 

of the sample continued to increase due to the released heat and reached the combustion temperature, Tc.  

The TIG50 was heated by a TIG torch (40A electrical current). In TIG heating, heating was continued for 10s 

since it was sometimes not possible to distinguish the ignition moment. Therefore, higher temperatures are 

expected to be attained by TIG heating than induction heating. The argon gas blow of the TIG torch prevented 

the oxidation of the reactants and the products. The argon gas blow was continued until the products were 

cooled to room temperature. In TIG heating, there is also an instant heating and occurrence of the reaction in 

the whole volume of the sample at once. Therefore, it is believed that TIG heating can be defined as VCS. 

2.3. Characterization 

The products were sanded with 180 - 3000 number sandpapers. Micro structures were examined by optical 

microscopy and scanning electron microscope which had a field emission gun (FEI). Microhardness was 

determined by a Micro Vickers Hardness Tester (THV-1DTe). XRD analyses were conducted on product 

pellets by a Rigaku Smartlab Unit by Cu-Kα cathode tube. 

3. RESULTS AND DISCUSSION 

3.1. Tad, Ti and Tc 

According to the calculations which were made in this study, the adiabatic temperature of the reaction for the 

formation of the composite that contained 50 vol. % TiC is 1535 oC. This is the melting point of Fe. It was 

seen that the heat formed by the reaction is capable of heating the products to the melting point of iron. It can 

be inferred that some of the iron melts.  

The combustion temperatures that were recorded during the formation of samples IF50 in different trials are 

presented in Table. 2. It can be seen that the measured Tc are below the calculated Tad values.  The difference 

probably arises from the loss of heat from the products through the substrate and the crucible during VCS. 

Table 2. Ti and Tc of IF50 samples 

Sample Ignition Temperature, Ti (oC) Combustion Temperature, Tc (oC) 

IF50 (Trial 1) 1164 1358 

IF50 (Trial 2) 1175 1358 

IF50 (Trial 3) 1184 1338 

The ignition temperatures of the samples were between 1164-1184 oC. The closeness of the obtained results 

indicates the accuracy of the temperature measurements. In combustion synthesis, ignition mostly takes place 

by the formation of liquid phase in the system. In Fe-Ti there are two eutectic reactions at 1085 oC (Ti-FeTi) 

and the at 1290 oC (Fe2Ti-Fe) (Murray, 1981). The measured combustion temperatures are slightly above the 
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eutectic reaction at 1085 oC. It can be suggested that after diffusion of Fe atoms into Ti particles, as a result of 

the eutectic reaction of Ti-FeTi, a liquid phase forms and ignition takes place. Ti and C dissolves and TiC 

particles precipitates in the formed liquid (Fan et al., 1999). 

In this study, ignition of the reactant pellet was conducted by both induction furnace (IF) heating and TIG 

heating. After the combustion synthesis reactions in both systems, the product pellet remained intact and 

maintained its integrity (Figure 1). This observation indicated that TIG heating was utilized successfully for 

the ignition of the pellet.  

  
(a) (b) 

Figure 1. Images of a) IF50 green pellet, b) IF50, after VCS (Polished) 

Gibbs free energy values of some of the compounds, in the Fe-Ti-C system are given in Figure 2. It can be 

seen that TiC is the most feasible compound in the system, with the lowest free energy values. Formation of 

Fe3C is not expected due to its high free energy of formation. Fe2Ti and FeTi are possible products, with 

negative Gibbs free energies. Their formation may be possible at points where C concentration is low and 

Reaction (1) is not complete (Kocyigit & Camurlu, 2023). 

 

Figure 2. Gibbs free energy of some species in Fe-Ti-C reaction system; 

(1) Fe3C; (2) FeTi; (3) Fe2Ti; (4) TiC 



425 
Melih KOÇYİĞİT, H. Erdem ÇAMURLU 

GU J Sci, Part A, 9(4): 421-428 (2022) 
 

 

3.2. XRD Analyses 

XRD pattern of the starting mixture of Fe-50 vol.% TiC composite is presented in Figure 3a. It can be seen 

that the pattern contains Fe and Ti peaks. After the VCS reaction, the Fe peaks remain, on the other hand, the 

peaks of the Ti phase disappear in the XRD pattern of the VCS products (Figure 3b). This indicates the 

consumption of the Ti phase. The Fe peaks in the XRD pattern of the products indicate that the matrix phase 

is composed of Fe in the composites, as intended, with trace amount of impurity phase, Fe2Ti. According to 

Gibbs free energy calculations, formation of Fe2Ti is possible, however it is not a stable product when C is 

present. Trace amount of this phase may have formed in regions where carbon is limited and TiC formation 

was not possible (Kocyigit & Camurlu, 2023). There is also the possibility of C loss from the system., which 

would lead to a surplus of Ti in the system. It can be seen in the XRD pattern of the products that the peaks of 

the TiC phase appear, indicating the formation of the TiC particles in the products. 

 

Figure 3. XRD pattern of the a) IF50 initial powder mixture, b) IF50 composite formed after VCS by 

induction heating; (1) Fe, (2) Ti, (3) TiC, (4) Fe2Ti 

3.3. Microstructure 

SEM micrographs of the composites containing 50 vol. % TiC are presented in Figure 4. Product in Figure 4a 

was obtained by induction furnace heating and product in Figure 4b was obtained by TIG heating. In these 

images, the dark-colored round particles are TiC (marked as C in the Figure 4) as verified by the EDS analyses. 

Homogenous distribution of TiC particles was seen to take place in the composites which were obtained by 

both of the heating methods.  

The sizes of the TiC particles were observed to be smaller in the samples which were ignited by IF heating, 

than the samples which were ignited by TIG heating. The sizes of the TiC particles were below 1 micrometer 

in the composites obtained by induction heating. On the other hand, the size of the TiC particles were 3-4 

micrometers in TIG heated composite. It can be inferred that the sizes of the formed TiC particles were larger 

in the composites which were obtained by TIG heating. The difference may have arisen due to higher 

temperatures attained during TIG heating. In induction heating, power was turned off as soon as the ignition 

took place. On the other hand, in TIG heating, heating was continued for 10 s since it was not possible to 

distinguish the ignition moment. Therefore, higher temperatures are expected to be attained by TIG heating. 

Higher temperature attained in TIG heating may have led to higher rate of TiC grain growth caused by the 

Ostwald ripening. 
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According to the EDS analyses, regions that are marked as A (Figure 4) have 25/75 molar Ti/Fe ratio. On the 

other hand, regions that are marked as B has 7/93 Ti/Fe molar ratio (Table 3). The detected Ti in Fe can be 

taken as an indication that Reaction (1) was not complete in the system. The unconsumed Ti may have 

remained in the Fe matrix. Although TiC and Fe major phases were detected by the XRD analyses of the 

products (Figure 3), trace amount of Fe2Ti phase was present. Therefore, the XRD results are in accord with 

the EDS analysis. 

  
(a) (b) 

Figure 4. SEM images of the induction and TIG heated composites a) IF50, b) TIG50 (Magn. 10kX) 

 

Table 3. Molar Ti/Fe ratios of the regions that are given in the Figure 4 

Region A B 

nTi/nFe 25/75 7/93 

3.4. Microhardness 

TiC was found to be effective in enhancing hardness, since the microhardness value of unreinforced Fe matrix 

was 29.8 HV0.2. It can be seen in Table 4 that in general, composite that was obtained by induction heating 

presented slightly higher microhardness values than the composite which was obtained by TIG heating. This 

difference may be a result of the presence of finer TiC particles in the samples, which were obtained by 

induction furnace heating. The finer sizes of TiC particles were observed during microstructural examinations 

(Figure 4). Composites having finer reinforcement particle size generally exhibit higher hardness than the ones 

having coarser reinforcement (Koczak et al., 1993).  

Table 4. Microhardness Values of IF50 and TIG50 

Sample 

Measurements 

Average (HV0.2) Std. Dev. 

1. 2. 3. 4. 5. 

IF50 775.3 785.9 710.3 675.2 690.5 727.4 50.2 

TIG50 630.9 570.1 702.9 624.4 554.8 
616.6 58.5 

When the two heating methods are compared, it can be suggested that the TIG heating is a much easier and 

faster method. TIG was found to be more practical than heating in the induction furnace. 
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4. CONCLUSION 

In this study, the effect of different heating sources (induction furnace (IF) and tungsten inert gas (TIG) 

welding machine) on microstructure and microhardness of in situ TiC particle reinforced Fe matrix composites 

was investigated. According to microstructure examinations and XRD results, TiC particles were formed 

successfully in-situ in the Fe matrix via combustion synthesis by both heating techniques. Trace amount of 

Fe2Ti was also detected. The TiC particles were homogeneously distributed in the structure. The TiC particles 

obtained by TIG heating were about 5 times larger than the particles obtained by induction heating. In general, 

the samples which were produced by induction furnace heating exhibited higher microhardness values than 

TIG produced samples. This was attributed to finer reinforcement size of the obtained composites when IF 

heating was used. It was shown that 50% TiC particle reinforced Fe matrix composites could be obtained by 

both methods. TIG was found to be a much practical method, when compared to VCS in a furnace. 
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1. INTRODUCTION 

Porous metals are used in structural applications of various industries, including the automotive and 

aerospace industries, shipbuilding, sports equipment and biomedical industries (Banhart, 2001). The spacer 

or space holder (SH) method attracted interest because of its ability to regulate the dimensions, shape, and 

connection of porosity (Arifvianto & Zhou, 2014). In this method, removable particles are used for creating 

pores of controlled size and amount. In literature, urea and NaCl particles are most widely utilized space 

holders. After shaping the metal structure, they can be removed by dissolving in water or urea can also be 

removed by thermal decomposition (Banhart, 2001). The sintering method is one of the methods used in the 

production of porous materials including porous ceramics and metals. During sintering the characteristics of 

the pores may be regulated by physically adjusting the morphology, size and amount of the space holder 

among the starting powder particles (Jiang et al., 2021). 

Volume combustion synthesis (VCS) is a convenient method for obtaining articles made of intermetallic 

compounds. It utilizes the exothermic energy of the reactions; therefore, it is an economical process. In this 

method, a powder mixture is ignited by heating throughout its whole volume and the reaction takes place all 

at once. Self-propagating high-temperature synthesis (SHS) on the other hand, involves ignition of the 

reactant pellet from one side, mostly by heating with a resistance wire. Systems which have higher adiabatic 

temperatures than 1800K were suggested to be self-propagating (Su et al., 2014). However, in VCS, 

sysnthesis of systems which have lower adiabatic temperature can be possible. VCS has been used for 

preparation of compounds such as FeAl, NiAl and NiTi, etc (Varma et al., 1998). 3 significant temperature 
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points in the combustion synthesis that affect the reaction process and properties of the end product are: 1) 

ignition temperature (Ti) is expressed as the stage at which the SHS initiates, 2) adiabatic temperature (Tad) is 

the highest combustion temperature reached in adiabatic circumstances, 3) the actual combustion 

temperature (Tc) is the highest temperature obtained in non-adiabatic conditions (Moore & Feng, 1995). 

In one of the studies in literature which employed both space holder and combustion synthesis technique, 

Wang et al. (2016) have produced porous TiAl-based intermetallics by VCS. They used NaCl as the space 

holder (SH) agent. They found that TiAl was developed as the major phase in materials sintered at 1100°C, 

and the open porosity increased up to 84% with the addition of 80% NaCl to Ti-50Al. Cai et al. (2021) 

prepared porous NiAl intermetallics by thermal explosion by using space holder NaCl. They showed that 

there was no cracking or deformation in the sample when the space-retaining NaCl content in NiAl reached 

30% by volume. They reported that the porosity was increased to 63% when 50% NaCl was added by 

volume. In the study of Shu et al. (2019) porous Ni3Al, NiAl and NiAl3 were obtained by reactive sintering 

at 650°C for 10800 s. The products were reported to exhibit good energy absorbing characteristics. Li et al. 

(2019) have synthesized porous Ni3Al, NiAl and NiAl3 intermetallics by thermal explosion process. The 

open porosity of Ni3Al, NiAl and NiAl3 were obtained as 27.4%, 40.3% and 41.5%, respectively. They stated 

that especially porous NiAl showed excellent oxidation resistance. Yang et al. (2019) investigated 

compression fatigue properties of open-celled Al foams produced by the spacer method with different 

porosities. Fatigue strengths of 50%, 60% and 70% porous Al foams were obtained as 12.77 MPa, 7.61 MPa 

and 3.02 MPa, respectively. It was observed that there was a linear decrease with increasing porosity. 

The amount of diluent is critical for the mechanical properties of the products in VCS. This is because the 

adiabatic temperature of the reaction decreases with the increase in the amount of diluent. When the diluent 

amount is too high, mechanical properties of the products becomes inferior due to inefficient sintering. On 

the other hand, when the diluent amount is too low, too much liquid phase may form in the product as a 

result of the high adiabatic temperature. This leads to partial melting, shape distortion of the product and also 

reduction in porosity if porous products are aimed. 

In the present study, NiAl porous materials were produced using the space holder method. Pores were 

formed with controlled size and amount by using 25, 50 and 75 vol.% NaCl particles in NiAl as space 

holder. In order to control the adiabatic temperature during VCS, preformed NiAl was utilized as diluent. 

Therefore, the effect of 30 and 40% diluent NiAl addition on macrostructure of the formed porous articles 

were investigated and mechanical properties were determined. 

2. EXPERIMENTAL PROCEDURE 

Porous NiAl samples were produced according to Reaction (1) by using 25, 50, 75 vol.% NaCl (Merck, 

>99.5) as space holder particles. NaCl particles were sieved in a sieve set, in order to separate the particles in 

300-500 µm range. These particles were utilized as space holder. Preformed NiAl was added to nickel 

(Merck, 99+%, <10 µm) and aluminum (Alfa Aesar, 99.5%, <10 µm) powders as diluent, as shown in 

Reaction (1). 

(x)Ni + (x)Al + (y)NiAl = (x + y)NiAl (1) 

2.1. Preparation of Preformed NiAl Powder 

Ni, Al and MgO (Merck, 99.5%, <1 µm) were weighed and mixed. MgO was used as diluent. After the 

prepared powder mixture was taken into a steel mold with a diameter of 10 mm, a pressure of 100 MPa was 

applied. The compressed sample was removed from the mold and volume combustion synthesis was 

conducted in an induction furnace. The formed product was crushed in a mortar and pestle. In order to 

dissolve the MgO in the mixture, it was kept in HCl+pure water for about 1 hour. Then, this mixture was 

filtered and the residue was dried in an oven at 65°C for 1 day. As a result of these processes, diluent NiAl 

was obtained. XRD analyses verified that the product was single phase pure NiAl powder. 
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2.2. Sample Preparation 

Ni, Al powders, preformed NiAl and NaCl were weighed on an analytical balance and mixed 

homogeneously in the mixing bowl. The sample height for each piece was calculated as 9 mm. The 

cylindrical samples obtained were prepared in an 8 mm diameter steel mold by applying 100 MPa pressure in 

a cold press. The produced part was kept in pure water for about one day in order to dissolve the NaCl 

particles. Afterwards, the samples were dried in an oven for about a day. After drying, the parts were 

subjected to combustion synthesis reaction by heating in a tube furnace up to 700°C at a rate of 10°C/min. in 

Ar atmosphere. Codes of the prepared samples, amount of diluent NiAl and space holder NaCl are presented 

in Table 1. 

Prepared sample codes, amount of diluent NiAl and space holder NaCl are presented in Table 1. For 

example, 30DN25SN is code used for the sample that contained 30% Diluent NiAl and 25% Space holder 

NaCl. 

Table 1. Amount of diluent NiAl and space holder NaCl in the prepared samples and their codes 

Diluent NiAl amount (%) 
NaCl Amount (vol.%) 

25 50 75 

30 30DN25SN 30DN50SN 30DN75SN 

40 40DN25SN 40DN50SN 40DN75SN 

Adiabatic temperatures (Tad) of the reactant mixtures were calculated by the HSC Chemistry software 

according to Reaction (1). Adiabatic temperature is the maximum temperature that the products will reach as 

a result of an exothermic reaction, when there is no heat loss in the system. It can be calculated by Equation 

(1). ∆𝐻298, ∆𝐻𝑚, Tm and Cp in Equation (1) are the reaction enthalpy, and latent heat of fusion, melting 

temperature and heat capacity of the product phase, respectively. TAd is the adiabatic temperature. 

∆H298 = ∫ CpdT +  ∆Hm +  ∫ CpdT 
TAd

Tm

Tm

298

 (2) 

2.3. Sample Characterization 

Before and after the removal of NaCl particles, the pellets were weighed, and their dimensions were 

measured. The density of the green pellet after NaCl removal was calculated by dividing the weight of the 

pellet by the volume of the pellet. The relative % density of the green pellet was calculated by dividing the 

density of the pellet by the theoretical density of NiAl (5.9 g/cm3) and multiplying by 100. % total porosity 

was calculated by subtracting the relative % density of the pellet from 100. The amount of porosity in the 

cell walls of the green pellet was calculated by subtracting the NaCl amount from % total porosity of the 

pellet. 

Density of the green pellet =
weight of the pellet

volume of the pellet 
 (3) 

% Relative density = (
density of the pellet

theoretical density of NiAl
) ∗ 100 (4) 

% total porosity = 100 − Relative % density (5) 

Porosity in the cell walls of the green pellet = % total porosity −  NaCl amount of the pellet (6) 

XRD analyses were performed on selected samples. A Rigaku Smartlab unit was used with 0.02o steps and 

2o/min speed. Compression test was applied to the produced samples with a Shimadzu Autograph Universal 

Tensile-Compression Device (50 kN) after volume combustion synthesis, in accordance with the ISO 13314 

standard. The strength values of the materials were measured, and the results were presented in a stress-strain 

diagram. For macrostructural examinations, metallographic preparation methods were employed. Porous 

NiAl parts formed after volume combustion synthesis were ground on 600, 1200 and 3000 grit sandpaper 

and polished. After polishing, the macro structure of the samples was examined with a stereo microscope. In 
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addition, an optical microscope was utilized for microstructural examinations (Nikon Eclipse LV150). 

Microhardness measurements were conducted via a vickers microhardness tester by applying 200g load. 

3. RESULTS AND DISCUSSION 

3.1. Adiabatic Temperature Calculations 

The adiabatic temperatures of the reactions were calculated by the HSC Chemistry (Roine, 2002) software. 

The calculated adiabatic temperatures of Reaction (1) is presented in Figure 1, up to 50% preformed NiAl 

addition. It was seen that the adiabatic temperature remains constant at 1638.9°C up to 30% preformed NiAl 

addition. 1638.9°C is the melting temperature of NiAl. When there is no diluent in the system, a certain 

fraction of NiAl in the products melts. The high amount of liquid phase that is formed in the system when 

there is no diluent NiAl results in distortion of the product pellet. The shape of the pellet and the pores can be 

preserved by the addition of diluent NiAl in VCS. 

The fraction of liquid phase decreases with the increase in the diluent NiAl addition to the starting mixture, 

since the preformed NiAl absorbs some of the evolved heat. This continues up to 30% preformed NiAl 

addition. After this point, the evolved heat is not sufficient to cause melting of the products and there will be 

no liquid phase formation in the products. The adiabatic temperature starts to decrease with preformed NiAl 

addition after 30%. Tad is 1460.8°C and 1253.2°C when 40 and 50% preformed NiAl was added, 

respectively. According to these results, 30% preformed NiAl addition was selected in order to decrease the 

adiabatic temperature and the amount of liquid phase in the system, for preventing the distortion of the 

product pellet. In VCS the reaction initiates at a higher temperature than the room temperature. Therefore, 

the attained temperature of the pellet may be higher than the calculated adiabatic temperature. Thus, the 

effect of addition of 40% diluent NiAl was also investigated.  

 

Figure 1. Calculated adiabatic temperatures of the Ni+Al mixtures as a function of diluent preformed NiAl 

addition 

Selected samples in the prepared sample groups were subjected to XRD analyses. It was found that pure 

NiAl phase was formed in the samples by using both 30 and 40% diluent NiAl addition.  

3.2. Macrostructure 

Addition of both 30 and 40% diluent NiAl powder addition to the starting mixture resulted in preserving the 

shape of the cylindrical pellet. There was no sign of melting in the pellets. On the other hand, when no 

diluent NiAl was used, the shape of product pellet was distorted. 

The macrostructures of the product pellets are presented in Figure 2. These images were obtained from the 

cross-sections of the pellets. It can be seen in these images that the created pores mostly replicated the initial 
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shape of the NaCl particles. The porosity increased with increasing amount of NaCl content of the initial 

mixture. When 75% NaCl was used, the formed pores tended to combine and unify. It can be concluded that 

75% is above the limit of proper space holder content. 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 2. Macrostructures of the product pellets 

a) 30DN25SN, b) 30DN50SN, c) 30DN75SN, d) 40DN25SN, e) 40DN50SN, f) 40DN75SN 

Average total porosity of the green pellets having 30 and 40% diluent NiAl before VCS are presented in 

Table 2 and Table 3, respectively. The amount of total porosity in the green pellets before VCS was very 

similar in both series, as expected. It was seen that the total porosity amount was more than the added space 

holder NaCl amount in both series. This is due to the presence of porosity in the cell walls which contained 

the Ni+Al particles. This difference decreased with the increase in the NaCl content, or decrease in the 

amount of Ni+Al. The cells in the green pellet are the voids which were formed by the removal of the NaCl 

particles by dissolution in water. 

The amount of porosity in the cell walls before VCS decreased with the increase in the space holder NaCl 

amount as shown in Table 2 and 3. It can be suggested that compressibility increased with the increase in the 

amount of NaCl particles. 

Table 2. SH NaCl contents and average total porosity of the pellets having 30% preformed NiAl, before and 

after VCS 

 Before VCS After VCS 

SH NaCl 

Content 

(%) 

Av. Total 

Porosity 

(%) 

Standart 

Dev. 

% Pore in 

Cell walls 

Standart 

Dev. 

Av. Total 

Porosity 

(%) 

Standart 

Dev. 

25 48.8 2.4 31.8 3.2 50.1 3.0 

50 62.3 1.6 24.7 3.2 64.2 2.0 

75 78.3 1.3 13.4 5.2 78.3 0.1 
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Table 3. SH NaCl contents and average total porosity of the pellets having 40% preformed NiAl, before and 

after VCS 

 Before VCS After VCS 

SH NaCl 

Content 

(%) 

Av. Total 

Porosity 

(%) 

Standart 

Dev. 

% Pore in 

Cell walls 

Standart 

Dev. 

Av. Total 

Porosity 

(%) 

Standart 

Dev. 

25 49.1 2.3 32.1 3.1 54.3 3.1 

50 62.6 1.6 25.2 3.2 65.6 1.8 

75 77.9 2.3 11.4 9.2 77.9 1.2 

Average pore amount in the products obtained from 30 and 40% NiAl diluent added mixtures after VCS, as a 

function of NaCl content are presented in Tables 2 and 3, and in Figure 3. In both series, the total porosity 

increased a few percent after VCS as compared to green pellets. For comparison, amount of NaCl space 

holder amount is indicated in Figure 2 as the gray straight line. Increase in the pore amount is expected in 

VCS due to gas release as a result of the temperature increase, Kirkendall effect during diffusion and density 

difference of the reactants and the products (Jiang et al., 2021). 

 

Figure 3. Average pore amount in the products obtained from 30 and 40% NiAl diluent added mixtures after 

VCS, as a function of NaCl content 

3.3. Microstructure 

The microstructural images of the samples are presented in Figure 4. In these images, the white regions are 

the cell walls and black regions are the pores. The large primary pores (cells) of about 400 µm size were 

formed by the space holder NaCl particles. The sizes of these large pores match well with the size of the 

utilized NaCl particles. It can be seen that the cell walls also contained some porosity. These secondary pores 

in the cell walls are believed to form due to the Kirkendall effect, porosity of the green pellet and volume 

difference between the reactant and product phases. It was inferred from microstructure examinations that 

the amount of the secondary pores in the cell walls increased with increasing diluent NiAl amount. 
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 4. Optical microscope images of the product pellets 

a) 30DN25SN, b) 30DN50SN, c) 30DN75SN, d) 40DN25SN, e) 40DN50SN, f) 40DN75SN (magn. 50X) 

3.4. Mechanical Tests 

Compression strength values of the samples formed by the addition of 30 and 40% diluent NiAl and 25, 50 

and 75% space holder NaCl are presented in Figure 5 and Table 4. Samples with 30% NiAl diluent addition 

had higher compressive yield strength values than samples with 40% NiAl diluent addition. This may be a 

result of higher amount of liquid phase and thus better sintering of the samples that contained 30% diluent 

NiAl. With the increase in the amount of diluent NiAl from 30 to 40%, less amount of liquid phase is 

expected to form in the sample during VCS, as a result of the increased dilution effect of the higher amount 

of preformed NiAl. 

The samples obtained from a mixture of 30 and 40% diluent NiAl and 25% spacer NaCl added showed 

average compressive strength values of 112.0±29.5 and 66.0±20.5 MPa, respectively. The high standard 

deviation may be attributed to the brittle nature of NiAl. With the increase in the amount of NaCl, there was 

a gradual decrease in the compressive strength of the porous NiAl samples. The compressive strength of the 

samples obtained from the mixtures with the addition of 30 and 40% diluent NiAl and 75% NaCl exhibited a 

compressive strength of 8.0±1.3 and 6.4±0.4 MPa, respectively. 

Table 4. Compressive yield strength values of the products obtained from 30 and 40% NiAl diluent added 

mixtures, as a function of NaCl content 

 30% Diluent NiAl 40% Diluent NiAl 

SH NaCl 

Content 

(%) 

Av. Comp. 

Yield Str. 

(MPa) 

Standart 

Dev. 

Strain at 

max. 

stress 

(%) 

Av. Comp. 

Yield Str. 

(MPa) 

Standart 

Dev. 

Strain at 

max. 

stress 

(%) 

25 112.0 29.5 5.4 66.0 20.5 5.0 

50 38.3 5.4 6.1 25.4 2.5 1.9 

75 8.0 1.3 10.1 6.4 0.4 2.4 
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Figure 5. Average compressive yield strength values of the products as a function of NaCl content in 30 and 

40% diluent NiAl added samples 

Compressive stress-strain plots of the samples formed by the addition of 25, 50 and 75% space holder NaCl 

and 30 and 40% diluent NiAl are presented in Figure 6a and 6b, respectively. It can be observed that 30% 

diluent NiAl added samples exhibited higher compressive strength values for all NaCl amounts. There was a 

gradual decrease in the stress values, especially in the 50 and 75% NaCl added samples. This may be a result 

of the collapse of the cell walls in a sequence. 

The microhardness measurements were conducted on samples which contained 25% NaCl. The thickness of 

the cell walls of the samples which contained higher amount of NaCl was not suitable for microhardness 

measurements. In addition, they contained high amount of secondary porosity in the cell walls. 

Microhardness of the samples which contained 30% diluent NiAl was higher than that of the samples which 

contained 40% diluent NiAl. This was attributed to the lower amount of secondary porosity in the samples 

which contained 30% diluent NiAl. The microhardness values of the samples which were produced by using 

25% NaCl, and 30 and 40 diluent NiAl were 243±34, 188±25 HV0.2, respectively. The microhardness of non-

porous NiAl was previously reported as 394±37 HV0.2, (Camurlu & Maglia, 2009) which is in accordance 

with the microhardness values obtained in the present study for porous samples. 

  
(a) (b) 

Figure 6. Compressive stress-strain plots of samples which were formed by a) 30% and b) 40% diluent NiAl 

and 25, 50 and 75% space holder NaCl addition 
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4. CONCLUSION 

Porous NiAl parts were prepared by using NaCl space holder particles and via volume combustion synthesis 

technique, from Ni and Al powders. Addition of both 30 and 40% diluent preformed NiAl powder to the 

starting mixture resulted in preserving the shape of the cylindrical pellet. The adiabatic temperatures of the 

mixtures having 30 and 40% diluent NiAl were calculated as 1638.9 and 1460.8°C, respectively. The total 

porosity amount was seen to be more than the added space holder NaCl amount in both series. There was 

slight increase in total porosity amount in both series as a result of VCS reaction. This was attributed to the 

density difference of reactants and products, initial porosity in the reactants and Kirkendall effect during 

diffusion. Secondary porosity in the cell walls increased with increasing amount of diluent NiAl. 

Compressive strength and microhardness values were higher when 30% diluent NiAl was utilized. This was 

attributed to better sintering of the samples. Strength values decreased as a result of increase in the pore 

amount. 
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In this study, ZnO thin films were grown by the Successive Ionic Layer Adsorption and Reaction 

(SILAR) method. The SILAR method is a chemical solution-based method consisting of 4 steps: 

solution, hot water, air and deionized water. Our main goal is to examine the changes in SILAR method 

production by changing the hot water parameter from these steps. It is widely known that chemical 

synthesis methods and their relative parameters have a crucial effect on the size of the produced thin 

films, surface area/volume ratio, porosity as well as defects in the film which in turn affect the 

morphology. All parameters were kept the same and changes were made in the hot water step, in addition 

to the classic 90°C hot water step, constant temperature ultrasonic cleaner at 40 ºC, an ultrasonic cleaner 

at room temperature, and an ultrasonic breaker at room temperature are used instead of the hot water 

step. For this purpose, alternative devices such as ultrasonic cleaner and ultrasonic breaker were used to 

break the unwanted weak bonds at lower temperatures during production. The structural, morphological, 

optical and electrical properties were characterized and the results were investigated in detail. 
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1. INTRODUCTION 

Zinc oxide (ZnO) material is one of the most promising candidates due to its inexpensive, abundance, chemical 

and mechanical stability, and optical and electrical properties among metal oxide materials (Irani et al., 2016; 

Vaizoğullar, 2018). One of the most significant reasons for the wide application area of ZnO material is that 

the direct band gap of ZnO is 3.37 eV and the excitation binding energy value is 60 meV (Şahin et al., 2022). 

Due to these properties, ZnO has lots of applications. Some of these are rubber, ceramic, pharmaceutical and 

electronic industry, medical applications, and many others. Great interest in ZnO nanoparticles is used by 

biological sciences such as an antibacterial, antifungal, and antifouling agent. The safeness of ZnO molecules 

and their compatible nature with the human body made them appropriate materials for biological applications. 

ZnO nanoparticles have diameters less than 100 nanometers.  

The effect of defects on the performance of optoelectronic devices is a well-known issue. Defects can act as 

non-namely recombination centers in optoelectronic circuit devices such as light-emitting diode and Iazer. 

Thus, it can reduce the efficiency of the circuit device and even make light production impossible. In this case, 

the defects can act as centers that reduce carrier mobility and that prevent the circuit device from operating at 

high frequencies. Particle size and crystal morphology play an important role in making better circuits. For 

this reason, many thin-film growth methods have been developed. These are physical vapor deposition, ion 

sputtering, solvothermal method, hydrothermal methods, sol-gel methods, spray pyrolysis, chemical bath 
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deposition, and SILAR (Successive Ionic Layer Adsorption and Reaction), etc. Among these methods, SILAR 

is one of the fast and most affordable methods because it does not require any sophisticated substrate (Çorlu 

et al., 2018). Parameters can be controlled and changeable according to the main purpose. SILAR method is 

based on sequential ionic layer adsorption and reaction (Çorlu et al., 2018). The originality in this method is 

the adsorption (deposition) of one substance onto another substance on the substrate (Şahin et al, 2022). 

Changing the molarity of the solution used in the SILAR cycle, increasing or decreasing the hot water 

temperature, changing the thickness, differences in the waiting time in the solution, etc. parameters lead to 

different structural, optical and electrical properties in samples grown with SILAR (Karaduman Er et al., 2021). 

The spooling operation can be performed in a single row or with multiple consecutive repetitions (Radhi Devi 

et al., 2020). The removal of unwanted substances that may occur on the surface is achieved by rinsing with 

the step of deionized water. In general, the quality of the films can be changed by changing the structural, 

optical and electrical properties of the films produced by changing one or more parameters from these steps. 

Şahin et al. (2022) have studied the effect of thymus syriacus plant extract on the physical properties of ZnO 

nanoparticles synthesized by SILAR method and studied their properties with this changing process. 

Gahramanli et al. (2021) have investigated role of temperature in the growth and formation of CdxZn1-xS/PVA 

nanocomposites through SILAR method. The main purpose of this study is to discuss the results obtained by 

changing the hot water parameter from SILAR parameters and also the effect of the vibration on this parameter. 

Structural, optical and electrical changes will be shown on the effect of changing this step on production and 

its difference from the traditional production method. For this purpose, the structural, morphological, optical 

and electrical properties of the produced ZnO thin films were investigated and The most suitable parameter 

for advanced industrial or technological applications was determined. 

2. MATERIAL AND METHOD 

([Zn(NH3)4]2+) zinc-ammonia mixture was used for the production of ZnO on the cleaned glass substrates. In 

order to prepare the zinc-ammonia mixture, firstly, 1,363 g of ZnCl2 (99% Sigma Aldrich) material was 

weighed on a precision balance. The weighed material was placed in a flask and 100 mL of distilled water was 

placed on it and mixed in a magnetic stirrer for 30 minutes. Thus, 0.1 M ZnCl2 (pH≈5.5) solution was obtained. 

The prepared solution was mixed with 25-28% (2 mL) NH3 at [18:2] ratios to make it ready for growth. 

A SILAR cycle of the produced ZnO thin films is given in Figure 1. Each glass substrate was cleaned 

individually in propanol for 10 minutes. Solutions were prepared during the substrate cleaning process. The 

cleaned and prepared glass substrates were subjected to the classical SILAR cycle as the first growth method. 

The glass substrate was kept in the ([Zn(NH3)4]2+) solution, which was prepared before, for 15 seconds, 

respectively. The substrate, which was removed from the solution, was kept in distilled water at 90°C for 7s. 

The substrates, which were kept in air for 60 s after hot water, were then immersed in distilled water at room 

temperature and kept there for 30 s. Thus, a cycle is completed. After the first growing process, ultrasonic 

cleaner was chosen as the hot water parameter in the second growing method. The cleaned substrate was first 

immersed in the prepared solution and then in an ultrasonic cleaner containing water at 40°C temperature, and 

the subsequent stages were kept the same as the first growth process. In another growth process, the prepared 

glass substrate was immersed in an ultrasonic cleaner filled with room-temperature water as an alternative to 

the hot water parameter. Finally, the cleaned glass substrate was used in the magnification process at room 

temperature using an ultrasonic breaker. Thus, ZnO material was grown on glass substrates by using different 

methods as an alternative to the hot water parameter. This cycle was repeated forty times. 

Each sample was named according to the production parameter. The sample grown using the 90°C hot water 

parameter was named ZnO1, the growth using the ultrasonic cleaner with 40°C water was named ZnO2, the 

growth made with an ultrasonic cleaner with room temperature water was named ZnO3, and the growth with 

a 1 pulse vibration ultrasonic breaker with room temperature water was named ZnO4, as given in Table 1. 

XRD analysis were measured in the Bruker D8 Advance Twin-Twin XRD system using the Bragg-Brentano 

method in the angle range of 20°-80° (2Θ). The surface morphological characterization using FEI QUANTA 

FEG 250 SEM device of ZnO thin films were observed. Elemental components were obtained by using energy 

dispersive X-ray spectrometry (EDAX) together with SEM analysis. Optical analyzes such as absorbance and 
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transmittance were performed using the UV-1800 SHIMADZU device. The surface morphology of all the thin 

films were investigated with using the ez-AFM Nanomagnetics device in 2×2 μm2 area. The electrical 

characterization was taken with a Keithley 2400 source meter by a computer. 

The thickness was estimated by the weight difference method using this relation; 

d =
m

ρA
 (1) 

with m is the film mass deposited on the substrate, ρ is the density of the ZnO material in the bulk form (ZnO; 

𝜌=5.61 g/cm3). The thickness of the ZnO thin films were found 375 nm, 390 nm, 400 nm and 415 nm for 

ZnO1, ZnO2, ZnO3 and ZnO4, respectively It is thought that the molecules in the solution cannot sufficiently 

adhere to the surface due to the vibration effect and as a result, the thickness of the samples decreases. Even if 

samples are grown in the same cycles, changes in parameters can lead to changes in thickness (Abdulrahman 

et al., 2021). 

 

Figure 1. The schematic diagram of SILAR cycle 
 

Table 1. Renaming of each sample according to the production parameter 

Producing Parameter Sample Code 

the 90°C hot water  ZnO1 

the ultrasonic cleaner with 40°C water ZnO2 

with an ultrasonic cleaner with room temperature water ZnO3 

with a 1 pulse vibration ultrasonic breaker with room temperature water ZnO4 
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3. RESULTS AND DISCUSSION 

Figure 2 shows the pattern of XRD analysis of all samples. It was observed that (100), (002) and (101) zinc 

peaks were dominant in ZnO1 and ZnO2 thin films and the peaks overlapped with a wurtzite structure (JPDS 

Card No: 01-079-0208) (Gujar et.al., 2008; Yıldırım & Ateş, 2010). The water parameter was utilized to 

deposit nanoparticles on the substrate. Each alternative parameter affected the thickness and crystallinity of 

the produced films and therefore the peak intensities in the XRD patterns changed. Since the ZnO material is 

very thinly coated in ZnO3 and ZnO4 thin films, no peak is observed in the XRD pattern (Raidou et al., 2014). 

Raidou et al. (2014) have changed the rinsing period of ZnO films to 20 s, 30 s and 40 s. They looked at the 

changes in the XRD peaks with the change of time and seen that the crystallinity of the XRD peaks increased 

with increasing time. The enhancement of the rinsing period was provided more thermal energy (Raidou et al., 

2014). There are several factors that increase the reaction rate during thin film production. High temperature 

causes situations such as increasing chemical reactivity and changing the reaction path in production. This is 

why good quality films are produced using the temperature parameter. The transition phase from the prepared 

solution to the thin film form consists of two processes; nucleation and growth. Thin film thickness occurs 

when small molecules come together to form larger particles during the nucleation stage. In this research, the 

use of an ultrasonic breaker formed an obstacle for the molecules to come together, so that the desired thickness 

of the sample did not occur (Rayathulhan et al., 2017). 

 

Figure 2. The pattern of XRD analysis of ZnO thin films; a) ZnO1, b) ZnO2, c) ZnO3 and d) ZnO4 

Figure 3 depicts the SEM analysis of ZnO thin films. It was observed that the ZnO1 material coated on the 

glass was thicker and more homogeneous than the other magnifications Although similar homogeneity was 

seen in the ZnO2 thin film, the material grew thinner on the surface than the ZnO1 thin film. The surface 

homogeneity and adhesion of the material on the surface decreased gradually in ZnO3 and ZnO4 thin films, 

respectively. 
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Figure 3. SEM analysis ZnO thin films; a) b) ZnO1, c) d) ZnO2, e) f) ZnO3 and g) h) ZnO4 
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EDAX analysis was taken to confirm the existence of desired elements in the thin films produced. EDAX 

spectra of all the synthesized samples are provided in Figure 4. It is important to note that all expected elements 

(Zn and O in samples) were detected along with the other impurities (Si and C). Changes were observed in the 

amount of elements depending on the differences used in the hot water parameter. Also, it is thought that the 

molecules in the solution cannot sufficiently adhere to the surface due to the vibration effect and as a result, 

the atomic ratio is decreased. Consequently, looking at the article as a whole, it is seen that the results 

compatible with the classical method are obtained in the sample produced with the help of an ultrasonic cleaner 

by changing the temperature parameter. It is understood from this that the Zn atoms of the samples produced 

at room temperature cannot sufficiently adhere to the sample.  There are problems in the entry of atoms into 

the structure due to the low kinetic energy due to the low temperature of the water. 

 

Figure 4. EDAX analysis of ZnO thin films; a) ZnO1, b) ZnO2, c) ZnO3 and d) ZnO4 

Figure 5 shows the AFM AFM images of ZnO1 (a), ZnO2 (b), ZnO3 (c) and ZnO4 (d). All samples were 

investigated with using the ez-AFM Nanomagnetics device in 2×2 μm2 area. It was observed that the films, 

which were given AFM images, respectively, had rough surfaces. With the change of the hot water parameter 

in the production step, some changes in the surface roughness of the films were observed (Méndez-Vilas et al., 

2007). The surface roughness values of each thin film are given in Table 2. These values were found to be 

compatible with the results of SEM, EDAX and XRD analysis. 

Although no clear growth was observed in the SEM and XRD analyses, it can be seen from the AFM results 

that the samples were formed very thin and the surface was completely amorphous. However, roughness values 

were obtained from the AFM results, which may indicate some growth in the samples. One pulse vibration 

will be so strong that the coating has not grown in the desired thickness and homogeneity. It can be attributed 

that the bonds of the chemicals are broken and there are difficulties in adhering to the surface. When the ZnO2 

and ZnO3 samples are compared, the effect of temperature is clearly seen. Desired growth was not observed 

at room temperature. As the temperature increases, better adhesion to the surface is provided. The best example 

is ZnO1. 

In optoelectronic systems, ZnO lasers are used distance and height measurement systems, medical 

communication and communication systems. The spectrum of light emitted in semiconductor lasers depends 

on the material used. They have a very high working speed. Therefore, ZnO is preferred more than other 

semiconductor types. Also, the electrical properties, atomic structure, and electronic band structure of 

semiconductors can be associated with the optical properties. Figure 6 shows the absorbance measurements of 

SILAR-deposited ZnO thin films. ZnO exhibits strong UV absorption spectra with the absorption peak ranging 

from 360 to 375 nm due to their excitonic transition (Kumar et al., 2014). This is in harmony with the 

semiconductor behavior (Kumar et al., 2014). ZnO film exhibits high transmittance (⁓75%) in the visible 

region, as given in Figure 7. Transmission is inversely proportional to absorbance. As you explained above, 

the film thickness increases, which means more light is absorbed in the thick film. Therefore, the permeability 

is reduced. 
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Figure 5. AFM images of a) ZnO1, b) ZnO2, c) ZnO3 and d) ZnO4 
 

Table 2. Surface roughness values of each thin film 

 ZnO1 ZnO2 ZnO3 ZnO4 

Surface Roughness 46.58 nm 39.84 nm 20.32 nm 19.73 nm 

 

 

Figure 6. Absorbance spectrum of deposited films 
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Figure 7. Transmittance spectrum of deposited films 

Reflectance can be calculated from the below equation (Komaraiah et. al., 2016); 

Absorbance + Transmittance + Reflectance = 1 (2) 

Figure 8 gives the Reflectance spectra of ZnO thin films. When the reflectance values are examined, it is seen 

that the samples are compatible with each other. As can be seen, there is a reflectance graph for the ZnO2 

sample, but it is very low compared to other samples. The peak at 380 nm corresponds to the intrinsic transition 

of exciton from the ZnO conduction band to valence band. The electron transition from the localized level 

slightly below conduction band to valence band is associated with the peak at 392 nm, which has been reported 

by several authors (Fu et al., 1998; Komaraiah et. al., 2016). 

The variation of absorption coefficient (α) is showed in Figure 9 and the following equation is being used to 

compute this parameter (Komaraiah et. al., 2016); 

α =
2.303

d
. A (3) 

Where A is absorbance and d is film thickness. Extinction coefficient (k) analyse is some of the very important 

parameter in optical-based device design. The following equation is being used to compute this parameter 

(Tekin and Karaduman Er, 2022);  

k =
αλ

4π
 (4) 

Figure 9 and Figure 10 show the absorption and extinction coefficient of thin films. It is believed that the 

absorption coefficient has exponential behavior due to random fluctuations of the interior fields in structural 

disorders. 
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(a) 

 
(b) 

Figure 8. a) Reflectance spectrum of ZnO thin films b) Reflectance spectrum of ZnO2 thin films 

Since band gap change is an important issue in optoelectronic applications, band gap change of thin films has 

been investigated. Figure 11 shows the plot of (αhν)2 against hν. The nature of the transition was determined 

by using this relation, Tauc plot (Hammad et al, 2018); 

α =
A(hϑ − Eg)

n

hϑ
 (5) 

where the symbols have their usual meanings. The optical band gap energy values of 3.39 eV, 3.40 eV, 3.43 

eV and 3.45 eV were estimated ZnO1, ZnO2, ZnO3 and ZnO4, respectively. Variation is observed depending 

on the thickness and producing hot water parameters, affecting the optical band gap.  When examined in the 

literature, an increase and decrease can be observed depending on the thickness, which is given by Zheng et 

al. (2022) and Hammad et al. (2018), respectively. Also, Shaba et al. (2021) have reported that synthesis 
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parameters affecting the properties of zinc oxide and its applications. Habibi et al. (2009) have reported that 

SILAR-deposited ZnO thin films were investigated by tuning the synthesis parameters and as a result of this, 

changes in the formation of structures were seen. Also, the quality of ZnO with the reaction time was enhanced 

in their study. 

 

Figure 9. Absorption Coefficient of ZnO thin films 
 

 

Figure 10. Extinction Coefficient of ZnO thin films 

Figure 12 shows the current-voltage characteristics of SILAR-deposited ZnO thin films. All plots in Figure 12 

indicate the ohmic behavior which is the nature of semiconductor ZnO thin films. ZnO4 is formed in a more 

amorphous structure, its electrical resistance is quite high compared to ZnO1, ZnO2 and ZnO3 samples. The 

resistance of growth samples was calculated as 1.21x105 , 1.33x105  , 9.14x105  and 2.48x109  for ZnO1, 

ZnO2, ZnO3 and ZnO4, respectively. The obtained resistance values are in good agreement with the previously 
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reported results (Gurav et al., 2010; Jambure et al., 2014). Table 3 shows the parameters of each thin film with 

morphological, optical and electrical results.  

 

Figure 11. The plot of (αhν)2 against hν of ZnO thin films 
 

 

Figure 12. The I-V plots of ZnO thin films 
 

Table 3. The parameters of each thin film with morphological, optical, electrical results 

 ZnO1 ZnO2 ZnO3 ZnO4 

Thickness (nm) 375  390  400  415  

Optical Band Gap (eV) 3.39  3.40  3.43  3.45  

Electrical Resistance () 1.21x105  1.33x105  9.14x105  2.48x109  
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4. CONCLUSION 

In this work, ZnO material was grown by changing the second parameter of the classical SILAR method on 

glass substrates and the structural characterizations of the grown thin films were investigated. Adhesion effects 

of the material to be coated on the substrates were investigated by using hot water, ultrasonic cleaner and 

ultrasonic breaker, respectively, during magnification. It was observed that the dominant peak intensities also 

changed with the changed SILAR parameter in the thin films whose XRD patterns were examined. While the 

crystal phase orientation intensities were the highest in the ZnO1 thin film, the orientation intensity decreased 

in the ZnO2 thin film, and no peak was observed in the ZnO3 and ZnO4 thin films. Each value was found to 

be compatible. Optical analysis shows that thin films have high transmittance values, compared to absorbance 

and reflectance. Despite the fact that alternative devices such as ultrasonic cleaner and ultrasonic breaker were 

used to remove unwanted weak bonds at lower temperatures during production, The desired results could not 

be obtained and the samples could not adhere to the surface. It is thought that these vibrations cause excessive 

breakage and prevent the adhesion of Zn and O molecules. Different from the classical SILAR method 

production method, when the samples produced at 40 °C with the help of an ultrasonic cleaner are examined 

in detail, structural, optical and electrical results compatible with the literature have been obtained and a new 

approach has been brought to the SILAR method production.  
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Half-metallic properties of NbAl2F4 spinel and semiconductor characteristics of TcAl2F4 spinel were 

investigated with the help of the WIEN2k program. NbAl2F4 spinel shows a metallic character in the up-

electron states, while it has a semiconductor nature in the down-electron states. In NbAl2F4 spinel, the 

Eg bandgaps were calculated in GGA and GGA+mBJ 1.551 eV and 1.622 eV, respectively. The EHM 

half-metallic bandgaps were obtained 0.410 eV and 0.422 eV, respectively. In the up-spin states of 

TcAl2F4 spinel, Eg values were obtained 1.199 eV and 1.447 eV for the GGA and GGA+mBJ methods, 

respectively, while they were obtained 1.281 eV and 1.519 eV in the down-spin states, respectively. 

When GGA+mBJ is used, it is easily observed that the semiconductor characters increase. Total 

magnetic moments of NbAl2F4 and TcAl2F4 spinels were calculated 6.00 µB/cell and 10.0 µB/cell, 

respectively. When both electronic and magnetic moment values are carefully examined, NbAl2F4 and 

TcAl2F4 spinels can be used as alternative compounds in spintronic applications. 
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1. INTRODUCTION 

In recent years, the characteristics of magnetic materials, especially with the effect of their spin orientation, 

have begun to be used in many areas of technological applications. This branch of science, which forms the 

basis of spin orientations, is called spintronics. In short, spintronics is the science that examines the 

technological properties of nano-sized devices depending on their spin orientation. Hirohata et al. (2020) have 

recently carried out a very detailed study involving spintronic applications. They showed similar and different 

properties of magnetic and semiconductor devices. Since spin generation and spin-polarized electrons form 

the basis of spintronic applications, they mentioned the methods by which spins can be polarized even in non-

magnetic materials. These methods are spin injection from a magnetic field, an electric field or a ferromagnetic 

material. Magnetic random-access memories (MRAM) are one of the application products of spintronic 

technology. Shin et al. (2006) investigated the effects of Cl2 and O2 gases with varying density on the Co2MnSi 

magnetic film, which was thought to be used for MRAM devices. They experimentally proved that the etch 

rate of the Co2MnSi magnetic film decreased with increasing Cl2 and O2 gas densities. Quiroz et al. (2020) 

investigated the properties of Co/TiO2 bilayer and TiO2:Co thin films. It was observed that these materials, 

obtained experimentally at 293 K and 473 K temperatures, had low energy consumption and expanding storage 

capacities in the applied magnetic field. Just like MRAM, magnetic sensors (MS) are one of the products 

obtained as a result of spintronic applications. Zhang et al. (2020) investigated the magnetic sensor properties 

of boron-doped FeGa film. As a result of their experimental measurements, the magnetic sensitivity of the 

FeGaB magnetic sensor was obtained as 152.1 Hz/mT. This value was found to be almost four times the FeGa 

film obtained without boron doping. The sensitivity characteristics of the BaTiO3-Fe-Ga&PDMS magnetic 
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sensor were reported by Xu et al. (2022). The best value of the sensitivity of the magnetic sensor was 

experimentally obtained as 3.4 V/T when the BaTiO3 concentration was 20%. In addition, experimental 

investigations of silicon-based Bi2FeNiO6 double perovskite-based and MgAl2O4 barrier magnetic tunnel 

junctions (MTJ) were performed by Ravi (2020) and Khanal et al. (2022), respectively. When Bi2FeNiO6 

double perovskite was used, tunnelling magnetoresistance varying from 0.2% to 1.8% was obtained at different 

temperatures. While the magnetic anisotropy energy density of the MgAl2O4 barrier magnetic tunnel joint 

annealed at 400 0C degree was obtained as 2.25 mJ/m2, 60% success was achieved in the magnetoresistance. 

As can be seen from the examples, there are many technological devices that spintronic applications are 

transformed into. 

When de Groot et al. (1983) discovered the half-metallic (HM) features of NiMnSb ferromagnetic material, 

half-metallic materials have also been widely used in spintronic applications. Half-metallic materials attract 

attention with their 100% spin polarization and different electronic properties under magnetic fields. One of 

the spin orientations of HM materials shows metallic character around the Fermi energy level, while the other 

shows semiconductor character. The spin orientation, which shows semiconductor character, adds 100% spin 

polarization to the materials. Therefore, these materials are true half-metallic. In cases where the Fermi energy 

level is cut by electrons and still has a band gap, the spin polarization ratio decreases. In such cases, materials 

are called nearly half-metallic. Birsan and Kuncser (2022) and Patel et al. (2022) investigated the half-metallic 

character of Zr2CrAl and Mn2SiRh Heusler compounds. The HM band gap (EHM) and total magnetic moment 

of Zr2CrAl ferrimagnetic compound were calculated as 0.35 eV and 1.00 µB/f.u., respectively. In Mn2SiRh 

compound, the EHM value was obtained as 0.36 eV. The half-metallic characters of the Cd1-xZnxCr2Se4, 

GeGa2O4 and MnTi2O4 spinels were studied by Bouhbou et al. (2019), Rafiq et al. (2022) and Nadeem et al. 

(2022), respectively. Differences in half-metallic band gaps were observed according to varying x-amounts of 

Cd1-xZnxCr2Se4 (x = 0, 0.125, 0.375 and 0.5) compounds. In x=0, the theoretical band gap values were obtained 

as 0.43 eV and 1.11 eV by GGA and GGA+mBJ methods, respectively. Here, an experimental band gap of 

1.3 eV was obtained and the closest theoretical calculation to this value was with GGA+mBJ. It was observed 

that the theoretical band gaps obtained with increasing x values decreased. GeGa2O4 oxide spinel showed 

semiconductor character with band gaps of 1.605 eV in the spin-up state and 1.578 eV in the spin-down state. 

The MnTi2O4-x compound was obtained with a direct band gap of about 5 eV in the spin-up states. Here x 

represents the vanadium concentration. The band gap rises above 5 eV when the compound is changed to 

MnTi2-xO4. As can be seen from the examples given, spintronic application areas involved different types of 

materials. One of the most widely used among these types is half-metallic characters. The main purpose of this 

study is to examine in detail the electronic, magnetic and HM characters of 4d-transition metal-based NbAl2F4 

and TcAl2F4 spinels. The magnetic moments of NbAl2F4 and TcAl2F4 spinels were calculated as 6.00 µB/cell 

and 10.0 µB/cell, respectively. NbAl2F4 spinel has a half-metallic ferromagnetic structure while TcAl2F4 spinel 

has a semiconductor nature. Therefore, two different compounds NbAl2F4 and TcAl2F4 spinels will be 

alternative compounds for spintronics applications. 

2. MATERIAL AND METHOD 

Electronic and magnetic properties of NbAl2F4 and TcAl2F4 spinels were performed using WIEN2k developed 

by Blaha et al. (2020, 2022). Both GGA-PBE (Perdew et al., 1996) and GGA+mBJ (Tran & Blaha, 2009) 

methods were used with the help of WIEN2k, which is based on Density Functional Theory. Some research 

on Density Functional Theory and its methods was carried out by Singh (1994). While forming NbAl2F4 and 

TcAl2F4 spinels, 227-space number and Fd-3m symmetry group were chosen.  

Here, the transition metals (Nb, Tc), Al and F atoms are placed at the space coordinates of 0.125/0.125/0.125, 

0.50/0.50/0.50 and 0.25/0.25/0.25, respectively. The cubic structures obtained with the help of all these space 

numbers, symmetry groups and atomic coordinates were given in Figure 1. For the initial state calculations, 

the spin cutoff values (RMTKmax) were set to 7 giving the minimum energy values. While performing the 

potential calculations of the atoms using the GGA method, all atoms of the formed structure are examined 

separately. Therefore, potential calculations of Nb, Tc, Al, and F atoms examined in this study are performed 

in Muffin-Tin spheres, an imaginary sphere surrounding these atoms. The radii of these Muffin-Tin spheres 

must be larger than the radii of the atoms they surround. If they are small, potential leaks from atoms can occur. 

Therefore, inaccurate results may occur in the calculations performed. In this study, the radii of Muffin-Tin 
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spheres surrounding Nb, Tc, Al, and F atoms were selected as 2.00 a.u., 1.88 a.u., 2.22 a.u., and 2.02 a.u., 

respectively. Electron convergence values were chosen as 0.0001 e within 1728 special k-points in the first 

Brillouin zone. 

 

Figure 1. The molecular schematic representations of NbAl2F4 and TcAl2F4 spinels 

3. RESULTS AND DISCUSSION 

The energies obtained around the values corresponding to -10%, 8%, 6%, 4%, 2%, 0%, 2%, 4%, 6%, 8% and 

10% changes of the lattice parameters, and volume-energy curves of NbAl2F4 and TcAl2F4 spinels were 

obtained. According to these curves, ferromagnetic phases were obtained as more stable for both spinels. Since 

Murnaghan’s equation of state (1944) fit these energy values, the initial state values were calculated, and 

optimization curves were given in Figure 2. 

 

Figure 2. The calculated energy-volume curves of NbAl2F4 and TcAl2F4 spinels 

Equilibrium lattice parameters, bulk modulus and the first derivative of bulk modulus, equilibrium volume and 

energy values of NbAl2F4 and TcAl2F4 spinels were given in Table 1. The lattice parameter of NbAl2F4 spinel 

was calculated as 10.11 Å, while it was calculated as 10.25 Å for TcAl2F4 spinel. The lattice parameter obtained 

at the equilibrium point of the TcAl2F4 spinel formed by using the Tc element, whose atomic radius is smaller 

than the Nb element, is larger. Therefore, the equilibrium lattice parameters of the compounds may need to be 

evaluated independently of the atomic radii of the elements. Similar studies were obtained by Mahmood et al. 

(2022). The equilibrium lattice parameters of CaTi2S4, CaV2S4, CaCr2S4, and CaFe2S4 spinels obtained as 10.73 

Å, 10.75 Å, 10.91 Å, and 10.88 Å when Ti, V, Cr, and Fe elements were used, respectively. Although the 

atomic radii of the transition metals are used to decrease, the equilibrium lattice parameters and thus the 

volumes of the compounds obtained tend to increase. However, it may not be right to talk about the fact that 

this increase or decrease can occur at certain rates. As can be seen, there was a decrease in the lattice parameter 

when the transition metal Fe was used. The bulk modulus of NbAl2F4 and TcAl2F4 spinels were obtained as 

51.25 GPa and 48.44 GPa, respectively. Therefore, the resistance of NbAl2F4 spinel to volume change was 

higher than that of TcAl2F4 spinel. The Bᶦ value, which shows the value of the bulk modulus against pressure 

change, was obtained as 4.90 in NbAl2F4 spinel, while it was obtained as 5.26 in TcAl2F4 spinel. This is the 
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expected result. Since the value of the bulk modulus is lower in TcAl2F4 compound, it indicates that there is a 

possibility of undergoing more volume changes with the applied pressure. Comparison of decreasing bulk 

modulus with increasing lattice parameter can be done with CaTi2S4, CaV2S4, CaCr2S4, and CaFe2S4 spinels. 

When Ti, V, Cr, and Fe transition metals were used, the ballast modulus of the structure obtained was 65.38 

GPa, 62.10 GPa, 50.00 GPa, and 54.71 GPa, respectively. As can be seen, when Ti, V, and Cr transition metals 

are used, decreases in bulk modulus were observed inversely with increasing lattice parameters. 

Table 1. The initial state values of NbAl2F4 and TcAl2F4 spinels 

Compounds a (Å) B (GPa) Bᶦ V0 (a.u.)3 E0 (Ry) 

NbAl2F4 10.11 51.25 4.90 1740.807 -18822.638 

TcAl2F4 10.25 48.44 5.26 1815.716 -20687.184 

After the obtained initial state values, the electronic properties of NbAl2F4 and TcAl2F4 spinels were 

investigated. First, the total densities of states (TDOS) were plotted for the -10 eV and +8 eV energy regions 

and were given in Figure 3.  

 

Figure 3. TDOS of NbAl2F4 and TcAl2F4 spinels 

Positive values of the total densities of states represented up-spins (majority), while negative values represent 

down-spins (minority). In the far negative energy densities of NbAl2F4 spinel, sharp peaks were observed at 

the GGA method. The 100% symmetry between the up and down spins indicated that electrons were bounded 

in these energy regions. These conditions were the same both in the value obtained by the GGA+mBJ of 

NbAl2F4 spinel and in the calculation results of TcAl2F4 spinel. The vertical dotted lines at total densities of 

states indicated Fermi energy levels. As the Fermi energy levels were approached, there were separations in 

the electron densities. At each method, the up-spin electrons of NbAl2F4 spinel contacted Fermi energy levels. 

This showed that the valence electrons can pass to the conduction band, that is, the metallic character revealed. 
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In down-spins, band gaps existed. In down-spin states, NbAl2F4 spinel had a semiconductor character. 

Therefore, NbAl2F4 spinel was a half-metallic ferromagnetic material. It is possible to see band gaps in both 

the up and down spins of TcAl2F4 spinel when using the GGA and GGA+mBJ. In this case, TcAl2F4 spinel 

had a semiconducting nature. The differences in the symmetry between the up and down spins of NbAl2F4 

spinel around the Fermi energy level allow for the formation of a net magnetic character. Likewise, the 

presence of these asymmetric electron distributions in energy ranges near the Fermi energy level of TcAl2F4 

spinel made the magnetic characters appear. It is possible to talk about studies similar to the electronic structure 

of spinels in this study. Nazar et al. (2022) investigated the magnetic and electronic calculations of Gd2MgS4 

and Tm2MgS4 spinel sulfides using the first principles method. The band gaps of the up and down electrons of 

the Gd2MgS4 spinel were obtained as 1.44 eV and 1.65 eV, respectively. Thus, Gd2MgS4 spinel showed a 

semiconductor character. While the up spins of the Tm2MgS4 spinel showed a metallic character, the down 

spins showed a semiconductor character. Therefore, Tm2MgS4 spinel was obtained as half-metallic 

ferromagnetic by Nazar et al. (2022). The electronic properties of the semiconductor and half-metallic spinels 

Gd2MgS4 and Tm2MgS4 obtained by Nazar et al. (2022) show similar characteristics to the electronic properties 

of TcAl2F4 and NbAl2F4 spinels obtained in this study. 

The atomic contributions of NbAl2F4 and TcAl2F4 spinels were shown in Figure 4 and Figure 5 to investigate 

the partial electron densities to the total electron distributions. The electron contributions of the 4d transition 

metals Nb and Tc atoms were shown in the energy range of -6 eV to +6 eV. Their changes clearly and 

unequivocally come from these transition metals. Nb atoms have band gaps in their down-spins while their up-

spin cuts the Fermi energy levels. This supports TDOS. Most electron contributions come from d-orbitals in 

transition metals. In the -9 eV and -6 eV energy regions, contributions belong to the p-orbitals of fluorine 

atoms, while the main contributions come from the s-orbitals of aluminum atoms. This is the expected result 

because Nb atom has 5 electrons in 4d orbital, Tc atom has 4 electrons in 4d orbital and 1 electron in 5s orbital. 

The main electron contributions of 4d orbitals of Nb and Tc atoms have also been shown by Saberi et al. (2014) 

in transition metals doped to GaN nanotubes, Zhang et al. (2022) in Tc, Ru, Rh, and Cd doped to the blue P 

monolayer, Ali et al. (2021) in K2NbCl6 and Rb2NbCl6 variant perovskite compounds. In short, the electronic 

properties obtained in this study gave similar results with many studies in the literature. 

It can be said that the electron distributions of aluminum and fluorine atoms of both NbAl2F4 and TcAl2F4 

spinels have almost 100% symmetry. That is, the electrons of the aluminum and fluorine atoms are almost 

completely bounded. Both total and partial electron (PDOS) states show that NbAl2F4 spinel shows a half-

metallic character, while TcAl2F4 spinel shows a semiconductor character.  

 

Figure 4. The obtained PDOS of (a) NbAl2F4 and (b) TcAl2F4 spinels in GGA method 
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Figure 5. The obtained PDOS of (c)NbAl2F4 and (d) TcAl2F4 spinels in GGA+mBJ method 

In order to support all these densities of states, the band structures were obtained and given in Figure 6 for the 

up and down spins of NbAl2F4 and TcAl2F4 spinels. It can be clearly seen in Figure 6 that the up-spins of 

NbAl2F4 spinel show metallic character by cutting the Fermi energy levels in each method. In the GGA, 

electron densities are available in the -0.5 eV energy region. However, in the GGA+mBJ, all the electrons are 

destroyed in the range of 0 to -1 eV. Electron densities obtained in the GGA shifted to the range of -2 eV in 

the GGA+mBJ. In other words, the GGA+mBJ directly affected the energy gaps of the valence electrons. 

 

Figure 6. The calculated majority (up-spin) and minority (down-spin) band structures of NbAl2F4 and 

TcAl2F4 spinels 
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In down-spin states, there are direct band gaps in each method. Valence band maximum (VBM) and conduction 

band minimum (CBM) values were at Γ-points. VBM, CBM, band gap (Eg) and HM band gap (EHM) values of 

NbAl2F4 and TcAl2F4 spinels were given in Table 2 and Table 3 for each method. 

Table 2. The calculated VBM, CBM, Eg and EHM of down-spin of NbAl2F4 spinel 

Compounds 
VBM 

(eV) 

CBM 

(eV) 

Eg 

(eV) 

EHM 

(eV) 

NbAl2F4
GGA -1.141 0.410 1.551 0.410 

NbAl2F4
GGA+mBJ -1.200 0.422 1.622 0.422 

 

Table 3. The calculated VBM, CBM, and Eg of both up and down-spins of TcAl2F4 spinel 

Compounds 
VBMMajority 

(eV) 

CBMMajority 

(eV) 

VBMMinority 

(eV) 

CBMMinority 

(eV) 

Eg
Majority 

(eV) 

Eg
Minority 

(eV) 

TcAl2F4
GGA 0 1.199 -0.067 1.214 1.199 1.281 

TcAl2F4
GGA+mBJ -0.047 1.400 0 1.519 1.447 1.519 

In GGA calculations, the VBM and CBM values were calculated as -1.414 eV and 0.410 eV, respectively. In 

the GGA+mBJ, the VBM and CBM values were -1.200 eV and 0.422 eV, respectively. According to these 

results, the band gap values were obtained 1.551 eV and 1.622 eV in GGA and GGA+mBJ, respectively. The 

band gap values in the down spins of NbAl2F4 spinel, a HM ferromagnetic material, can be calculated as 

different values in different applied methods. The band gaps of both the up and down spins of TcAl2F4 spinel 

with semiconductor character can be clearly seen. There are direct band gaps in each method. In Figure 6, the 

band gaps increase when the GGA+mBJ is used. In addition, the VBM values in the up-spins are 0 and -0.047 

eV in the GGA and GGA+mBJ, respectively, while the CBM values are 1.199 eV and 1.400 eV, respectively. 

Therefore, band gaps in the up-spin of TcAl2F4 spinel were obtained as 1.199 eV and 1.447 eV in GGA and 

GGA+mBJ, respectively. When using the GGA method in down-spin conditions, the VBM value was 

calculated as -0.067 eV, while the CBM value was obtained as 1.214 eV. The band gap in the down-spin of 

the NbAl2F4 spinel using the GGA method was 1.281 eV. When the GGA+mBJ was used, it was observed that 

the valence band electrons approached the Fermi energy level. The CBM value was 1.519 eV while the VBM 

value was 0. In other words, the Eg was obtained as 1.519 eV in the GGA+mBJ. The Eg values obtained in 

GGA+mBJ methods increased in both spinels. In short, while NbAl2F4 spinel is a HM ferromagnetic material 

with its semiconductor character in its down-spins, TcAl2F4 spinel was obtained as a semiconductor 

ferromagnetic material with its semiconductor character in both up and down spins. 

Total magnetic moment values of NbAl2F4 and TcAl2F4 spinels were obtained as 6.00 µB/cell and 10.0 µB/cell, 

respectively. Most contributions to the total magnetic moments came from the Nb and Tc transition metals. 

The partial magnetic moments of the NbAl2F4 spinel are 1.561 µB/f.u., 0.003 µB/f.u. and 0.031 µB/f.u. for Nb, 

Al and F, respectively. The partial magnetic moments of TcAl2F4 spinel are 3.149 µB/f.u., 0.003 µB/f.u. and 

0.092 µB/f.u. for Tc, Al and F, respectively. It was mentioned that the unbounded electrons at the total state 

densities are the 4d transition metals Nb and Tc. Therefore, these unbounded electrons did not create magnetic 

moments. It is clearly seen how much these electron contributions in Fermi energy levels affect the magnetic 

moments. As a result, NbAl2F4 spinel is a HM ferromagnetic material with 6.00 µB/cell magnetic moment, 

while TcAl2F4 spinel is a semiconductor ferromagnetic material with 10.0 µB/cell magnetic moment. 

4. CONCLUSION 

In this study, the electronic and magnetic properties of NbAl2F4 and TcAl2F4 spinels were investigated. 

Ferromagnetic phases of spinels were found to be more stable at ground state values. NbAl2F4 spinel was 

obtained as a true half-metallic ferromagnetic in each method. In the down-spins of NbAl2F4 spinel, the 

Eg=1.551 eV and Eg=1.622 eV values were found for the GGA and GGA+mBJ, respectively. However, since 

the value of electron densities closest to the Fermi energy level was CBM, the half-metallic band gaps were 

obtained as EHM=0.410 eV and EHM=0.422 eV in each method. TcAl2F4 spinel showed semiconductor character 
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in both methods. The band gaps in the up-spins were obtained as Eg=1.199 eV and Eg=1.447 eV, respectively, 

while the band gaps in the down-spins were obtained as Eg=1.281 eV and Eg=1.519 eV, respectively. NbAl2F4 

and TcAl2F4 spinels have high magnetic moment values. The magnetic moment of NbAl2F4 spinel was 

obtained as 6.00 µB/cell, while it is 10.0 µB/cell in TcAl2F4 spinel. In both spinels, the most contributions 

belonged to the 4d transition metals Nb and Tc. As a result, NbAl2F4 spinel is a true half-metallic ferromagnetic 

and TcAl2F4 spinel is obtained as a semiconductor ferromagnetic material, and they are good alternative 

materials in spintronic applications for experimental works. 
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In this study, the microstructure and mechanical properties of Al 2024 powder, the prominent type of Al 

2XXX series aluminum alloys widely used in the aerospace industry, and TiO2 and ZrO2 reinforcement 

elements used to improve material properties were investigated. Each reinforcement element is included 

in the material at the rate of 10%. For hybrid composite sample production, 10% hybrid composite 

material was procured by adding each reinforcing element equally. For each sample, powders were 

mixed in a 3D mixer to ensure an equal distribution of matrix powder and reinforcement elements in the 

samples. The samples were churned out by subjecting the two-stage them to a one-way hot press process. 

The furnace temperature was kept at 600 o C to preserve samples. Density and microstructure analyses 

were performed on the formed samples, and the results were evaluated. After all, the Archimedean 

density measurement method was used to obtain final densities, these samples were taken to bakelite for 

optical images, then scanning electron microscope (SEM) and Brinell hardness of the samples was 

measured. The cross-fracture strength test was completed to analyze each sample’s microstructural 

behavior. Finally, the theoretical radiation shielding properties of each sample were investigated. The 

Phy-X/PSD program was used to examine the radiation permeability properties. According to the test 

and analysis results, the effect of reinforcement elements on the material was determined. As a result, 

the highest hardness value measured was 97.5 HB at the 10% ZrO2 -reinforced MMCs. However, the 

relative density of the hybrid composite is better than ZrO2-reinforced MMCs. Thus, the best cross-

fracture strength measured was 635 MPa in 10% hybrid MMCs. The radiation shielding parameters 

showed that the 10% ZrO2 -reinforced MMCs are best for shielding. Therefore, the second reasonable 

material for radiation shielding is hybrid reinforced materials. In the final decision, hybrid composite 

materials became prominent because the distinctive features of each material enhanced the samples. 
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1. INTRODUCTION 

Composites, which are widely used in aviation, are preferred in the industry because they improve the physical 

and mechanical properties of the structure. However, composites reinforced with various reinforcing elements, 

such as ceramics, have become the materials sought in the aerospace industry by providing good wear 

resistance, high hardness, strength, and improvements in corrosion resistance (Naito et al., 2021). The widely 

preferred aluminum matrix composites combine critical lightness and high-strength properties. Features such 

as high wear, low density, and flexible production ability play an essential role in the aerospace industry’s 

preference for aluminum matrix composites (Naito et al., 2021). 2XXX series aluminum alloys are 

distinguished from other series due to their superior machinability and are frequently preferred in aircraft 

structures and the automotive industry. ZrO2 and TiO2 materials have higher densities, according to aluminum 

compounds. Though, they are used as reinforcement elements in MMCs, they improve the properties of 
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materials. The zirconia particles are expected to increase the strength and toughness of the composite due to 

their ability to undergo the stress-induced transformation from a tetragonal to a monoclinic phase (Eckner et 

al., 2016). Titanium dioxide has properties like chemical stability, good optical transparency, wear resistance, 

and mechanical and good thermal properties (Joshua et al., 2018). 

This research examines the mechanical properties of Al 2024 metal matrix composites enriched with TiO2 and 

ZrO2 reinforcing elements to evaluate their use in aerospace. TiO2 and ZrO2 can be examples of ceramic 

materials added to the aluminum matrix to form composite materials. At the same time, hybrid composites 

containing TiO2 and ZrO2 ceramic particles offer better properties by taking advantage of the mechanical 

properties of two different reinforcement elements. Composite material production can be achieved in different 

ways. In this study, three different metal matrix composite samples were produced using the powder metallurgy 

method. The powder metallurgy method provides distinct advantages, such as homogeneous reinforcing 

element distribution and reasonable microstructure control (Gökmen, 2016; Alekhya, 2022). The samples 

produced as 10% TiO2, 10% ZrO2, and 10% hybrid by weight were produced by powder metallurgy method at 

Gazi University laboratories and formed by applying the hot-pressing method. After the hot-pressing method, 

the effect of reinforcement ratio on the microstructure and mechanical properties of the composite material 

was determined by obtaining optical images, scanning electron microscope, cross-fracture tests, and radiation 

permeability analysis.  

Most known and common radiation shielding materials are generally lead-based and polymeric structures 

(McAlister, 2018). TiO2 is a good choice because it is a chemically stable material, and it is known for its 

mechanical properties to improve the flexural and compressive strength of the composite (Nikbin et al., 2019; 

Park et al., 2019). The ZrO2 envelopes the TiO2 with its decent hardness value to become a suitable shielding 

material. As far as is known, there is no available data about the radiation shielding properties of TiO2 and 

ZrO2-based aluminum matrix hybrid composites. Hence, this study enlightens the microstructural properties 

of selected materials and investigates radiation shielding parameters to widen the literature. 

2. MATERIAL AND METHOD 

2.1. Material 

In this research, metal matrix composite samples were produced by Powder Metallurgy (PM) and hot-pressing 

methods. The matrix material is pre-alloyed Al 2024, and TiO2 and ZrO2 powders are used as reinforcement 

elements. The powder’s SEM images do not exist. Though, the SEM images are taken after the production of 

each sample. The matrix alloy's chemical composition and the powders' physical properties are given in Table 

1 and 2, respectively. 

Table 1. Chemical Composition of the Matrix Alloy 

Element Cu Mn Mg Fe Al 

Rate (Weight %) 4,4 1,8 0,25 0,5 Other 

 

Table 2. Physical Properties of Powders Used 

Material 

Physical Properties 

Density (g/cm3) Melting Temperature (℃) Powder Size (µm) 

Al 2024 2,74 502-638 20 µm 

TiO2 4,26 1843 1 µm 

ZrO2 5,68 2370 20 µm 
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2.2. Method 

Pre-alloyed Al 2024 powder was mixed separately in a three-dimensional mixer as separate samples, 

containing 10% TiO2 and 10% ZrO2 by weight. Afterward, 10% hybrid composite powder was mixed in which 

5% TiO2 and 5% ZrO2 were included simultaneously. The turbulent mixer was run for 30 minutes for each 

sample to homogenize. Next, the mixed powders were exposed to a pressure of 400 MPa on a one-way press 

machine and sintered for 1 hour by being thrown into the vacuumed furnace at 600 ℃. At the end of the period, 

the mold removed from the furnace was again subjected to 800 MPa pressure on a one-way pressure machine, 

and then the sample was left to cool. The sample dimensions obtained are 31.2*12.6*6.35 mm. After the 

cooling process, the samples removed from the mold were cut by wire erosion to become cross-fracture test 

products by powder metal sample standards (MPFI-41, 1998). 

In the present study, three metal matrix composite samples containing 10% reinforcement elements were 

obtained using a hot press with the PM method. Three samples were produced from each reinforcement 

material matrix composite, and nine samples were used in the experiments. For sample production, each 

reinforcement element and Al 2024 were added to the mixing bowl in the determined proportions and mixed 

with a turbular mixer for 30 minutes until they became homogeneous. The powder mixtures obtained were 

taken into the lubricated mold and first pressed with a uniaxial hydraulic press under a load of 10 tons and 

made compact. After pressing, the samples were kept in the oven at 600 ℃ for 1 hour and pressed again under 

20 tons of load. Materials whose sample production was completed were subjected to a 3-point bending test. 

Then, bakelite was taken from the broken samples to obtain optical images, and the surface roughness was 

removed. After all, the SEM images were obtained. The gamma behaviors of a novel shielding material of Al 

2024 Metal Matrix Reinforced with TiO2 and ZrO2 were also investigated. The shielding effectiveness of these 

materials for gamma-ray has not been studied until now. In this work, for the first time, the LAC, MAC, TVL, 

HVL, and MFP of Al 2024 Metal Matrix Reinforced with TiO2 and ZrO2 using the Phy-X platform were 

theoretically calculated considering the radiation shielding. Furthermore, all the values calculated for these 

composite materials by running the Phy-X platform were compared. 

2.3. Characterization 

Densities of the samples produced by applying a hot press with powder metallurgy method were determined 

according to Archimedes principle by using Sartorius brand balance with 0.0001 g precision and density kit. 

The composite samples obtained were sanded under water with 240-400-800-1200 grit sandpapers for 

characterization and then polished using 1 and 3 µm diamond paste on the polishing felts. The interfaces of 

ZrO2 and TiO2 particles dispersed in the produced hybrid composites with the matrix material were examined 

with the help of a Leica brand optical microscope and JEOL JSM 6060LV Scanning Electron Microscope 

(SEM), and EDS analyzes were made. Fractured surfaces were characterized with the help of SEM. The 

hardness measurements of the composite samples were measured as Brinell using the Emco test duravision 

2000 brand hardness measuring device. The hardness values were determined by taking the average 

measurements from 5 regions for each sample. Cross-fracture tests of sintered and extruded samples were 

performed using Instron 3369 model test device. Cross-fracture tests were performed by taking the average of 

3 samples for each composite. MPIF Standard 41 and previous studies were taken as references in preparing 

the test samples and executing the tests (Gökmen, 2016). 

3. RESULTS AND DISCUSSION 

3.1. Density and Microstructure Analysis 

The densities are calculated for manufactured composites, and the microstructure of the samples is 

characterized. As the density of Al 2024 is 2.78 g/cm3, the reinforcement materials, which are TiO2’s density 

is 4.26 g/cm3, and ZrO2’s density is 5.68 g/cm3. Thus, the content ratio of each sample is 10% mixed with 90% 

Al 2024. In the beginning, theoretical densities are calculated, as shown below. 
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𝑑10% 𝑇𝑖𝑂2
=

90% (𝐴𝑙2024) + 10% (𝑇𝑖𝑂2)

100
 𝑑10% 𝑇𝑖𝑂2

=
250.2 + 42.6

100
= 2.928

𝑔

𝑐𝑚3
 

𝑑10% 𝑍𝑟𝑂2
=

90% (𝐴𝑙2024) + 10% (𝑍𝑟𝑂2)

100
 𝑑10% 𝑍𝑟𝑂2

=
250.2 + 56.8

100
= 3.07

𝑔

𝑐𝑚3 

𝑑10% 𝐻𝑦𝑏𝑟𝑖𝑑 =
90% (𝐴𝑙2024) + 5% (𝑇𝑖𝑂2) + 5% (𝑍𝑟𝑂2)

100
 𝑑10% 𝐻𝑦𝑏𝑟𝑖𝑑 =

250.2 + 28.4 + 21.3

100
= 2.998

𝑔

𝑐𝑚3 

The theoretical density of 10% TiO2 reinforced Al 2024 is 2.93 g/cm3, 10% ZrO2 reinforced Al 2024 is 3.07 

g/cm3, and finally, the 10% hybrid (5% both TiO2 and ZrO2) reinforced Al 2024 metal matrix composite is 

calculated as 2.99 g/cm3. After the sample production, the density of each sample is calculated according to 

the principles of Archimedes. In Figure 1, the comparison of the theoretical and actual densities is graphed. 

The Archimedes density results are lower than the theoretical densities of the samples. The closer results are 

obtained in Al 2024 without reinforcement element, and the most distant results are observed in 10% ZrO2 

reinforced MMCs. In the metal matrix composite prepared by using both reinforcement elements, changes in 

the density values were determined after the sintering and pressing processes. Even if the reinforcement 

element percentage is the same for every sample, we are getting different densities because the particle size 

used is different for each element powder. It is known that as the particle size increases, the powder metal 

material’s density will decrease (Rahimian et al., 2009). 

 

Figure 1. Comparison between the theoretical and the Archimedes density for each sample 

Figure 2 shows the optical microscope images of 10% TiO2, 10% ZrO2, and 10% Hybrid composite samples. 

Figure 2 includes the maximized microstructural images showing the relation between the particle and matrix 

material interface. It is observed that particles are dispersed equally in the Al 2024 matrix with the guidance 

of these figures. Also, the micropores are independent of each other and when these images are analyzed there 

are partial flocculation occurs in material samples. 
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Figure 2. a) Optical image of 10% TiO2 reinforced Al 2024, b) Optical image of 10% ZrO2 reinforced Al 

2024, c) Optical image of 10% Hybrid reinforced Al 2024 

After the optical microscope images are taken, the EDS analysis is done to analyze the elemental distribution 

of each sample. 

Figure 3 and 4 show the selected point’s elemental distribution of TiO2 and ZrO2 separately. At point number 

2 for Figure 3a, it can be seen that TiO2 and Al 2024 materials are mixed, and the intermediate phase is 

comprised. For Figure 3b and 4b, The ZrO2 is clearly observed in point 1. 

  

Figure 3. a) EDS image of 10% TiO2 reinforced Al 2024, b) EDS image of 10% ZrO2 reinforced Al 2024 
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Figure 4. a) Elemental analysis for obtained points in 10% TiO2 reinforced Al 2024 image, b) Elemental 

analysis for obtained points in 10% ZrO2 reinforced Al 2024 image 

The hybrid composite sample’s EDS analysis resulted in Figures 5 and 6. The obtained points 2 and 4 are 

investigated in figures. As a result, the ZrO2, TiO2, and the compounds of Al 2024 were observed from EDS 

analysis.  

 

Figure 5. EDS image of 10% hybrid reinforced Al 2024 
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(a) 

 
(b) 

Figure 6. a) Elemental analysis for point 2 in 10% hybrid reinforced Al 2024 image, b) Elemental analysis 

for point 4 in 10% hybrid reinforced Al 2024 image 

The SEM images after the hot press given in Figure 7 supports the partial aggregation detected between the Al 

2024 matrix and the particles. It is known that in powdered metal composite materials, particles cause 

agglomeration and pores, and this affects the material’s performance (Dobrzański et al., 2005). In the 

examinations, it was observed that the agglomeration caused by the reinforcement particles in the structure 

before the extrusion process occurred more, the agglomerations were distributed after the extrusion process, 

and a more homogeneous structure was formed.  

SEM images showing the distribution of TiO2 and ZrO2 particles in the Al 2024 matrix are given in Figure 3. 

According to the images given in Figure 3, it can be said that the particles existing in the composite are 

homogeneously distributed. Partial voids were observed between the matrix surface and TiO2 and ZrO2 

particles, as well as partial particle aggregation in some regions according to the SEM images given in Figure 

7, at 7b and 7c. However, it has been determined that these particle aggregations do not exist in the entire 

composite structure. It is thought that the hot extrusion process disperses the particle aggregations and supports 

the homogeneity of the ceramic particle distribution in the matrix. Gaps were observed between the Al 2024 

matrix and the ceramic particles. When the SEM image of the hybrid composite given in Figure 7, at 7d is 

examined, it is seen that the ZrO2 particles are partially clustered around the TiO2 particles. 
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Figure 7. a) SEM image of Al 2024, b) SEM image of 10% TiO2 reinforced Al 2024, c) SEM image of 10% 

ZrO2 reinforced Al 2024, d) SEM image of 10% Hybrid reinforced Al 2024 

3.2. Mechanical Properties 

In Figure 8, each TiO2 and ZrO2 reinforced Al 2024 hot-pressed metal matrix composite’s Brinell hardness 

values can be reviewed. It is normal to observe that as the particle amount increases in the Al 2024 matrix, the 

hardness increases (Leyi et al., 2011). The lowest hardness value is measured at 80.52 HB in 10% TiO2-

reinforced Al 2024 elements. Also, the highest hardness value is observed in 10% ZrO2-reinforced Al 2024 

material. That makes sense to get a hybrid metal matrix composite’s hardness is 83.74 HB, an average for 

overall observation. The highest hardness value is measured as 97.5 HB in the Al 2024 sample containing 10% 

by weight of ZrO2. When the hardness values of samples containing the same amount of TiO2 and ZrO2 in the 

Al 2024 matrix are compared, it is observed that the hardness values of the composites containing ZrO2 are 

significantly higher. 

In the literature, it is known that ZrO2 particles have higher hardness values according to the TiO2 particle 

(Kumar et al., 2019; Paul & Islam, 2021). It was determined that the hardness value of the Al 2024 matrix with 

the TiO2 and ZrO2 reinforced hybrid composite was higher than the composite sample containing 10% 

TiO2reinforced Al 2024 matrix composite. It is thought that the 5% ZrO2, which is one-half of the 10% 

reinforcement elements in the hybrid composite, together with the high density obtained after the pressing 

process caused an increase in hardness value. 

In Figure 9, the strength and elongation values obtained after the cross-fracture test applied to Al 2024 MMCs 

are given. Ceramic-based composites have high hardness values, and they need to be produced in smaller 

dimensions. Thus, the TRS method is optimum for ceramic-based MMCs. Tensile stress is the most common 

and one of the most accurate tests to measure the elastic deformation of the sample. Nevertheless, this research 

focused on the effect of porosity ratios on the sample’s rupture strength. Porosity is an important problem in 
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parts produced with powder metallurgy. This test method is interesting because the transverse rupture strength 

test is very sensitive to porosity levels (Fang, 2005). The highest cross-fracture strength was obtained in the 

composite sample reinforced with 10% Hybrid with 635 MPa. The cross-fracture value obtained in the 

composite samples containing ZrO2 was higher than the samples reinforced with TiO2. The highest elongation 

amount reached in the produced MMCs was determined in Al 2024 samples without reinforcement elements, 

and the lowest elongation value was determined in composites containing 10% TiO2. The change observed in 

the elongation values is parallel with the hardness of the MMCs. It is thought that the change observed in the 

cross fracture and elongation amounts of 10% hybrid composite materials is due to the increase in density in 

parallel with this situation, where the TiO2 and ZrO2 particles gather around each other and improve the 

particle/matrix interface with the extrusion process. The cross-fracture strength relates to the hardness values 

of the material. It is expected that materials with high hardness also have high cross-fracture strength (Kim et 

al., 2005; Qian et al., 2005). Thus, the materials containing ZrO2 particles showed better cross-fracture strength 

than the TiO2-reinforced MMCs in Figure 9. The hybrid composite sample has the best strength because the 

relative density results of the hybrid composite are better than the ZrO2-reinforced MMCs. As the relative 

density increases, the porosity amount decreases. In addition to this, the material’s strength against dislocation 

formation increases (Bin et al., 2006; Kim et al., 2016). Figure 9 shows that the hybrid MMC sample resulted 

from better cross-fracture strength than the ZrO2-reinforced MMCs. 

 

Figure 8. Brinnel Hardness Test Results of Samples 
 

 

Figure 9. Transverse Rupture Strength Results of 10 wt. % Reinforcement Elements with Al 2024 
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3.3. Radiation Shielding 

Radiation can be defined as the energy traveling in the medium. The source of radiation can be investigated as 

natural and artificial. (Gökmen et al., 2022) Natural radiation sources are radiation that occurs without human 

contribution. Also, the radiation can be examined in two subtopics which are ionizing and non-ionizing 

radiation. The alpha, beta, and neutron particles are particle-based ionizing radiations, and the X and gamma 

rays are electromagnetic radiations (Sürücü & Subaşı, 2021; Gökmen et al., 2022). The situation that 

distinguishes ionizing radiation from non-ionizing radiation is that the charge balance in the atom is disrupted 

as a result of ionizing radiation removing electrons from the atom or binding electrons to the atom (Sürücü & 

Subaşı, 2021). 

As seen in Figure 10a, the lowest LAC value among the samples was calculated as Al 2024 without 

reinforcement. The LAC values of the other samples are pretty close to each other. However, when evaluated 

among them, the highest LAC value was measured as 10% doped ZrO2. The samples following this value are 

hybrid-doped Al 2024 and 10% doped TiO2, respectively. The LAC value generally decreases and increases 

inversely with the energy. The MAC value is procured by dividing the LAC values by the sample densities. 

Accordingly, Figure 10b shows that the lowest MAC value was calculated for Al 2024 without reinforcement 

material, while the highest MAC value was assessed as 10% doped TiO2. In general, HVL and TVL values 

were examined in Figure 11 to determine the material that gives the best shielding properties among the four 

composite materials. The material thickness values required for material radiation shielding increased in direct 

proportion to the increase in energy. The sample Al 2024 without reinforcement that required the most material 

thickness for shielding was approximately 10 cm for HVL, while it was 40 cm for TVL. The half-value layer 

of the 10% ZrO2 reinforced MMCs are measured at ~9 cm, and the tenth-value layer is measured at ~32 cm. 

The material requiring the lowest thickness was determined as 10% doped ZrO2. In this case, the best shielding 

properties were determined as 10% doped ZrO2, 10% doped hybrid, 10% doped TiO2, and undoped Al 2024, 

respectively. Figure 12 shows that the distance required for photon collision is less in low-energy regions, but 

the distance increases gradually in higher energy ranges where pair production and Compton scattering can 

occur. The lowest distance is measured at ~13 cm in 10% ZrO2-reinforced MMCs. Figure 13 shows the 

effective atomic mass number and the number of electrons of each sample. Results showed that 10% ZrO2-

reinforced MMCs are significantly higher than others. 

 

Figure 10. a) The linear attenuation coefficient of each sample versus Energy, b) The mass attenuation 

coefficient of each sample versus Energy 
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Figure 11. a) The half-value layer alteration of each sample versus Energy, b) The tenth-value layer 

alteration of each sample versus Energy 
 

 

Figure 12. The mean free path alteration of each sample versus Energy 
 

 

Figure 13. a) The effective atomic mass number alteration of each sample versus Energy, b) The number of 

electrons of each sample versus Energy 
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4. CONCLUSION 

The samples are produced by the powder metallurgy method. For each sample, the production method, which 

is a hot-pressed powder metallurgy method, is done to strengthen the samples. After all, optical images of these 

samples are taken from bakelite. The optical images show that the materials mixed homogeneously and the 

porosity distribution over the sample. The highest hardness value among the samples taken from Brinell 

hardness values was observed as 97.5 HB in 10% ZrO2-added samples. After that, a 3-point bending test was 

done to investigate the relationship between the maximum load applied to the sample and the elastic 

deformation. The TRS test was the best option due to the sample size. Results show that the maximum load is 

read in a 10% hybrid reinforced Al 2024 sample. The maximum applied load at the breaking point is calculated 

as 9180.713 N. The maximum flexural stress at break is also read in the 10% Hybrid reinforced Al 2024 

sample. In conclusion, the Radiation shielding test results, the MAC, LAC, HVL, TVL, and MFP values are 

calculated. When the radiation shielding values of the samples are examined, LAC and MAC values show the 

absorption capacity of the material. High values indicate a good absorption capacity. The HVL, TVL, and 

MFP values determine the shielding properties. Low values indicate that the material has a good shielding 

capacity. According to the logarithmic increase in energy, the most absorptive sample is observed as a 10% 

ZrO2-reinforced Al 2024 sample. The hybrid composite sample has close results with the 10% ZrO2. The most 

vulnerable material from all of the samples is decided as Al 2024 sample without reinforcement. This leads us 

to understand that each material and reinforcement element have different advantages, and they provide 

improvement for the material’s shielding properties. 
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In this study, Differential Pulse Polarography (DPP) method was preferred of Cd (II) and Pb (II) levels, 

which have toxic effects. This method was applied to determine Cd and Pb levels in cold-pressed olive 

oil brought from 5 different provinces of Turkey. The samples were dissolved in microwave digestion 

using concentrated HNO3 and H2O2. Analyses were carried out in acetate buffer (pH 4) to which EDTA 

was added. The LOD for Cd and Pb was found as 0.74, 0.52 µg L-1 and the LOQ was 0.96, 0.82 µg L-1. 

Additions were made from standard Cd and Pb solutions and the % recovery values were measured as 

98 and 99. The relative standard deviation (RSD, %) was found < 5. This method was found to be 

sensitive to the analyses of two toxic elements in cold pressed olive oil. 
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1. INTRODUCTION 

Fats play an important role among the essential nutrients necessary for people to carry out their life activities. 

People meet about 25-30% of their daily energy needs from fats. Vegetable oils are obtained from many plant 

species (Nash et al., 1983). In Turkey, it is produced from olives, sunflowers and hazelnuts. Recently, the 

tendency of people to consume oil has been increasing. Cold pressed oils are preferred more because of their 

unique smell, aroma and not using chemicals.  

As a result of direct or indirect pollution of air, water and soil, heavy metal contents increase. Excess amounts 

of heavy metals cause many vital problems and poisonings in living things. Pb, Hg and Cd determinations 

were made in hair samples taken from various age groups and their effects on child health were investigated 

(Orun et al., 2011). Therefore, the determination of heavy metals becomes extremely important. 

Spectroscopic, chromatographic and electroanalytical methods are used in heavy metal analyses. Metals were 

determined by using the EAAS method with some organic solvents and appropriate test conditions were 

investigated (Karadjova et al., 1998; Schiavo et al., 2008). The elements in oils were measured using the GF-

AAS method with a THFA atomizer (Canário & Kaskov, 2005). The copper in the samples was enriched with 

the micro-extraction method. In the naturel sample was carried out with the FAAS method (Menghwar et al., 

2019). Other spectroscopic methods (Jiménez et al., 2003; Frazolli et al., 2007) were used for metal analyses 

in oil. In addition, ion chromatography method of heavy metal determinations in oils was also used (Ramos et 

al., 2020). 
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It has been used in electroanalytical methods in metal analyses (Kalayci & Somer, 2020; Kalayci, 2021; 

Kalayci & Muhammet, 2021). It is preferred in the determination of metal levels due to its high sensitivity, 

absence of interference effects and pre-concentration processes (Somer et al., 2019). The amounts of some 

metals in oils were determined at the ng level. Toxic elements in various oils were analyzed after the samples 

were dissolved with a microwave digestion (Kucukkolbasi et al., 2014). Recently, electroanalytical methods 

with a modified electrode have also been used (Devnani & Satsangee, 2015; Wang & Yue, 2017; Silah et al., 

2021). 

In this study, some cold-pressed olive oils were dissolved in Pb and Cd by microwave digestion method. 

Samples were analyzed using DPP with a dripping mercury electrode with high reproducibility and sensitivity. 

Our method determined for the analyses in this study is summarized in Figure 1 below. 

 

Figure 1. Summary of method used for Pb and Cd determination in oil 

2. MATERIALS 

2.1. Instruments 

These measurements (Figure 2) were made with the Entek brand polarography analyzer with a dripping 

mercury electrode, Ag/AgCl with Pt electrode and C4 cell. In addition, pure nitrogen gas was used to eliminate 

the effect of dissolved oxygen in the solution. Milestone microwave digestion device was used to dissolve the 

oil samples. 

2.2. Reagents 

Deionized water system was used as solvent in solutions and samples (Heal Force, Smart RO30, Chinese), the 

resistivity measured after this treatment was not less than 10 MΩ cm. Certain volumes of nitric acid (63%, 

w/w) and hydrogen peroxide (35%, w/w) were used for sample dissolution. For element determination, 1 mol 

L-1 solution was prepared from acetic acid (100%, w/w) and ammonia (17%, w/w) as electrolytes. As the 

working electrode, metallic mercury and the salts of the elements to be used in the analyses (Merck) have 

analytical purity. 



476 
Şükrü KALAYCI, Sinan Mithat MUHAMMET, Bekir Sıtkı ÇEVRİMLİ 

GU J Sci, Part A, 9(4): 474-481 (2022) 
 

 

2.3. Solubilization of Oil Samples 

Cold pressed oil samples brought from 5 different parts of Turkey were named O1 (Bursa), O2 (Manisa), O3 

(Muğla), O4 (Denizli) and O5 (Kilis), respectively. The samples weighed about 0.500 g. In the process of 

solubilization of the samples, it was carried out with a microwave digestion device by applying high heat and 

pressure. The solubilization of oils was done with a microwave digestion device. The samples were placed in 

Teflon containers and to them, a mixture of acid was added according to the procedure. These were resolved 

by applying the parameters for 15 minutes at 200 psi and 10 minutes at 170 °C. This oil samples were cooled 

at 25°Cm, filtered and diluted to 25 ml in volume. 

 

Figure 2. A) Polarography and B) microwave digestion device used during analyses 

3. RESULTS AND DISCUSSION 

3.1. Polarographic Behavior of Elements 

Qualitative analyses of elements are carried out according to their potential. The potentials of the elements 

differ according to the electrolytes. (Locatelli & Melucci, 2013). Electrolyte medium with high sensitivity 

should be chosen in elemental analyses. The polarograms of Pb and Cd in olive oils were examined in various 

electrolytes. These peak potentials are given in Table 1. From this, electrolytes suitable for the quantitation of 

each element were determined. EDTA added acetate buffer was used for the measurements of the elements. 

Table 1. Peak potentials of elements in oil samples 

Analyte 
pH 4 

(1M AcOH + 0.1 M EDTA) 

pH 7 

(1M AcOH + 0.1 M EDTA) 

pH 10 

(1M NH3) 

Pb -0.20 -0.30 -0.40 

Cd -0.40 -0.41 -0.55 
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3.2. Method Evaluation 

The analytical parameters of the applied method were examined. For this, the sensitivity, linear range, LOD 

and LOQ of the method were measured (Kalayci, 2022). These parameters are shown in Table 2. 

Table 2. Performance values of the applied method 

Analyte LOD, µgL-1 LOQ, µgL-1 R2 Linear range, µgL-1 

Pb 0.52 1.82 0.9975 5-50 

Cd 0.74 2.36 0.9956 5-50 

3.3. Samples Analyses 

Olive oil is produced from olives in the early harvest period. Olive oil is a healthy oil on its own. However, 

especially cold-pressed olive oil is a very healthy type of oil. Olive oils are produced by cold press method in 

two-phase systems under 22°C. With this production method, the values of vitamin E, phenolic components 

and antioxidant substances that are beneficial for health are at high levels (Matthäus & Brühl, 2003). 

Differential pulse polarography method, which can determine high and low concentrations with sensitivity, 

reproducibility, has been used in metal analyses in many samples. Standard addition method was preferred for 

content of Cd and Pb in olive oils. This type of calibration was chosen to minimize the error rate in metal 

analyses in oil types. The polarograms of the samples are given in Figure 3 and calibration graphics obtained 

by adding standard solutions are given in Figure 4. Analyses of Pb and Cd levels in 5 olive oils are shown in 

Table 3.  

 

Figure 3. Polarograms obtained from analytical curves of standard solutions Pb and Cd. 
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Figure 4. Analytical signals versus Pb and Cu concentrations 
 

Table 3. Pb and Cd amounts in 5 different cold pressed oil samples (CL 95%, N=4) 

Sample 
Concentration, µg L-1 (x ± 

𝒕𝒙𝑺

√𝑵
) 

Pb Cd 

O1 18.23 ± 2.74 4.52 ± 0.27 

O2 16.85 ± 1.95 3.23 ± 0.22 

O3 14.46 ± 1.37 2.89 ± 0.18 

O4 17.23 ± 2.22 4.05 ± 0.24 

O5 19.23 ± 3.12 4.86 ± 0.33 

In addition, the amount and recovery values found against the amount of analyte added to the cell were 

examined and these parameters are given in Table 4.  

Table 4. The recovery versus standard additions in O1(Bursa) sample 

Sample Analyte 
Added 

µg L-1 

Found 

µg L-1 
Recovery, % 

O1 

Pb 0 ULQ --- 

 1.50 1.48 ± 0.15 99 

 3.25 3.23 ± 0.26 99 

Cd 0 ULQ --- 

 1.00 0.97 ± 0.04 97 

 2.00 1.96 ± 0.13 98 

ULQ: Under the limit of quantification 
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3.4. Comparation of Electroanalytical and Other Methods 

The comparison of Pb and Cd values in oil samples with electroanalytical methods given in the literature is 

shown in Table 5. The name of each method was given the detection limit. In Pb and Cd analyses, it was 

determined that the most suitable method among the compared methods was electroanalytical methods. 

Table 5. The comparation of methods for Pb and Cd contents in oils samples in literature 

Analytes Sample Methods Detection limits Reference 

Cd, Pb Edible oil ASV Cd:0.3; Pb:0.5 ng g-1 Kucukkolbasi et al., 2014 

Cd, Pb Vegetable oil SWASV Cd:0.006; Pb: 0.01 µg kg-1 Shishov et al., 2022 

Cd, Pb Olive oil DPP Cd: 0.96; Pb:0.82 µg L-1 This work 

The O1 (Bursa) oil sample was analyzed by atomic absorption spectroscopy and ICP-OES, respectively, and 

the results were compared with the results obtained by differential pulse polarography. The t-test was applied 

to the obtained results. These values are given in Table 6. The results were found to be compatible with each 

other. 

Table 6. Comparison of Pb and Cd amounts of AAS, ICP-OES and Differential pulse polarography, 

(CL 95%, N=4) 

Methods Pb (II): µg L-1 Cd (II): µg L-1 

AAS 20.11 ± 3.54 4.79 ± 0.315 

ICP-OES 18.41 ± 2.89 4.55 ± 0.285 

Differential pulse polarography 18.23 ± 2.74 4.52 ± 0.268 

t-test (t Critical=3.18) 2.03 2.61 

4. CONCLUSION 

For Cd and Pb analyses in cold pressed olive oil brought from 5 different regions of Turkey, measurements 

were made by differential pulse polarography method. The detection limits were between 0.82-0.92 µg L-1 and 

allowed the determination of two toxic metal levels in 5 samples. The recovery values obtained against the 

added Pb and Cd amounts show that this method is suitable for analyses in the samples. Differential pulse 

polarography method was found to be suitable because of its high reproducibility, no need for pre-

concentration processes, no interference effects, and low detection limit. It was also determined that the 

measured Pb and Cd values were not in the range to cause toxic effects. 

ACKNOWLEDGEMENT 

Every stage of this study was conducted in Gazi University Chemistry Research Laboratory.  

CONFLICT OF INTEREST 

The authors declare that they have no competing interests. 

REFERENCES 

Canário, C. M., & Kaskov, D. A. (2005). Direct determination of Cd and Pb in edible oils by atomic absorption 

spectrometry with transverse heated filter atomizer. Journal of Analytical Atomic Spectrometry, 20(12), 1386-

1388. doi:10.1039/B506627C 

Devnani, H., & Satsangee, S. P. (2015). Green gold nanoparticle modified anthocyanin-based carbon paste 

electrode for voltammetric determination of heavy metals. International Journal Environmental Science 

Technology, 12(4), 1269-1282. doi:10.1007/s13762-014-0497-z 

https://doi.org/10.1039/B506627C
https://doi.org/10.1007/s13762-014-0497-z


480 
Şükrü KALAYCI, Sinan Mithat MUHAMMET, Bekir Sıtkı ÇEVRİMLİ 

GU J Sci, Part A, 9(4): 474-481 (2022) 
 

 

Frazolli, C., D`llio, S., & Bocca, B. (2007). Determination cadmium and lead in honey by SF-ICP-MS: 

validation figures and uncertainly of results. Analytical Letters, 40(10), 1992-2004. 

doi:10.1080/00032710701484525 

Jiménez, M. S., Velarte, R., & Castillo, J. R. (2003). On-line emulsions of olive oil samples and ICP-MS multi-

elemental determination. Journal of Analytical Atomic Spectrometry, 18(9), 1154-1162. 

doi:10.1039/B303131D 

Kalayci, S. (2021). High Sensitivity Sulphite Membrane Selective Electrode and its Application. Journal of 

the Chemical Society of Pakistan, 43(4), 451-455. doi:10.52568/000590/JCSP/43.04.2021 

Kalayci, S. (2022). Investigation of Arsenic Content in Field Pesticides using inductively coupled plasma 

optical emission spectroscopy (ICP-OES). GU. J Sci, Part A, 9(2), 96-103. doi:10.54287/gujsa.1100870 

Kalayci, S., & Muhammet, S. (2021). Analysis of trace elements in Turkish raki by differential pulse 

polarography. International Journal of Electrochemical Science, 16, 210932. doi:10.20964/2021.09.43 

Kalayci, S., & Somer, G. (2020). Differential Pulse Polarography Method for the Determination of Trace Fe, 

Ni, Pb, Zn, Se and Cu in Black Tea Leaves. Chemical Science International Journal, 29(4), 15-23. 

doi:10.9734/CSJI/2020/v29i430171 

Karadjova, I., Zachariadis, G., Boskou, G., & Stratis, J. (1998). Electrothermal atomic absorption 

spectrometric determination of aluminum, cadmium, chromium, copper, iron, manganese, nickel and lead in 

olive oil. Journal of Analytical Atomic Spectrometry, 13(3), 201-204. doi:10.1039/A707256B 

Kucukkolbasi, S., Temur, O., Kara, H., & Khaskheli, A. R. (2014). Monitoring of Zn (II), Cd (II), Pb (II) and 

Cu (II) during refining of some vegetable oils using differential pulse anodic stripping voltammetry. Food 

Analytical Methods, 7(4), 872-878. doi:10.1007/s12161-013-9694-5 

Locatelli, C., & Melucci, D. (2013). Voltammetric method for ultra-trace determination of total mercury and 

toxic metals in vegetables. Comparison with spectroscopy. Open Chemistry, 11(5), 790-800. 

doi:10.2478/s11532-013-0221-8 

Matthäus, B., & Brühl, L. (2003). Quality of cold-pressed edible rapeseed oil in Germany. Nahrung/Food, 

47(6), 413-419. doi:10.1002/food.200390092 

Menghwar, P., Yilmaz, E., Sherazi, S. T. H., & Soylak, M. (2019). A sensitive and selective deep eutectic 

solvent-based ultrasound-assisted liquid phase microextraction procedure for separation preconcentration and 

determination of copper in olive oil and water samples. Separation Science and Technology, 54(15), 2431-

2439. doi:10.1080/01496395.2018.1547317 

Nash, A. M., Mounts, T. L., & Kwolek, W. F. (1983). Determination of ultratrace metals in hydrogenated, 

vegetable oils and fats. Journal of American Oil Chemists’ Society, 60(4), 811-814. doi:10.1007/BF02787433 

Orun, E., Yalcin, S. S., Aykut, O., Orhan, G., Morgil, G. K., Yurdakok, K., & Uzun, R. (2011). Breast milk 

lead and cadmium levels from suburban areas of Ankara. Science of the Total Environment, 409(13), 2467-

2472. doi:10.1016/j.scitotenv.2011.02.035 

Ramos, A. C. O. P., Caldeira, G. R. F., Nunes, C. R. O., Terra, W. S., & Souza, M. O. (2020). Optimization of 

extraction induced by emulsion breaking variables for subsequent determination of crude oil salinity by ion 

chromatography. Brazilian Journal of Analytical Chemistry, 7(27), 31-39. doi:10.30744/brjac.2179-3425.AR-

15-2020 

Schiavo, D., Neira, J. Y., Nóbrega, J. A. (2008). Direct determination of cadmium, copper and lead in wines 

and grape juices by thermo spray flame furnace atomic absorption spectrometry. Talanta, 76(5), 1113-1118. 

doi:10.1016/j.talanta.2008.05.010 

Shishov, A., Volodina, N., Semenova, E., Navolotskaya, D., Ermakov, S., & Bulatov, A. (2022). Reversed-

phase dispersive liquid-liquid microextraction based on decomposition of deep eutectic solvent for the 

determination of lead and cadmium in vegetable oil. Food Chemistry, 373(Part B), 131456. 

doi:10.1016/j.foodchem.2021.131456 

https://doi.org/10.1080/00032710701484525
https://doi.org/10.1039/B303131D
https://doi.org/10.52568/000590/JCSP/43.04.2021
https://doi.org/10.54287/gujsa.1100870
https://doi.org/10.20964/2021.09.43
https://doi.org/10.9734/CSJI/2020/v29i430171
https://doi.org/10.1039/A707256B
https://doi.org/10.1007/s12161-013-9694-5
https://doi.org/10.2478/s11532-013-0221-8
https://doi.org/10.1002/food.200390092
https://doi.org/10.1080/01496395.2018.1547317
https://doi.org/10.1007/BF02787433
https://doi.org/10.1016/j.scitotenv.2011.02.035
http://dx.doi.org/10.30744/brjac.2179-3425.AR-15-2020
http://dx.doi.org/10.30744/brjac.2179-3425.AR-15-2020
https://doi.org/10.1016/j.talanta.2008.05.010
https://doi.org/10.1016/j.foodchem.2021.131456


481 
Şükrü KALAYCI, Sinan Mithat MUHAMMET, Bekir Sıtkı ÇEVRİMLİ 

GU J Sci, Part A, 9(4): 474-481 (2022) 
 

 

Silah, H., Erkmen, C., Demir, E., & Uslu, B. (2021). Modified indium tin oxide electrodes: Electrochemical 

applications in pharmaceutical, biological, environmental and food analysis. TrAC Trends in Analytical 

Chemistry, 141, 116289. doi:10.1016/j.trac.2021.116289 

Somer, G., Kalayci, S., & Yılmaz, U. (2019). Determination of Sulfite in Wine Using Differential Pulse 

Polarography. Russian Journal of Electrochemistry, 55(12), 1360-1365. doi:10.1134/S1023193519020101 

Wang, T., & Yue, W. (2017). Carbon nanotubes heavy metal detection with stripping voltammetry: a review 

paper. Electroanalysis, 29(10), 2178-2189. doi:10.1002/elan.201700276 

https://doi.org/10.1016/j.trac.2021.116289
https://doi.org/10.1134/S1023193519020101
https://doi.org/10.1002/elan.201700276


*Corresponding Author, e-mail: esrauyar@gazi.edu.tr 

Research Article GU J Sci, Part A, 9(4): 482-489 (2022) https://doi.org/10.54287/gujsa.1193047 

Gazi University 

Journal of Science 

PART A: ENGINEERING AND INNOVATION 

http://dergipark.org.tr/gujsa 

Attenuation Effect of Sample Container in Radioactivity Measurement by 

Gamma-ray Spectroscopy 

Esra UYAR1*  

1Gazi University, Faculty of Sciences, Department of Physics, Ankara, Türkiye 

 

Keywords Abstract 

Gamma-Ray 

Spectroscopy 

Efficiency 

Self-Attenuation Effect 

Sample Container 

PHITS 

GESPECOR 

The measurement of radioactivity in environmental samples containing natural radionuclides such as 
238U, 232Th, and 40K in gamma-ray spectrometry is the most common application. One of the most widely 

used sample containers for environmental radioactivity measurements is volumetric sample containers 

of certain sizes in cylindrical geometry. These cylindrical containers can be made of materials with 

different densities and thicknesses. In this intention, in this study, the effect of the sample container, 

which is one of the many parameters affecting the detector efficiency, was investigated. For this purpose, 

acrylic and polypropylene materials with of different densities were examined. IAEA RGU-1, IAEA-

RGTh-1 and IAEA-RGK-1 standards containing uranium, thorium and potassium environmental 

radionuclides analyzed in gamma-ray spectrometric measurements were used as samples for these 

sample containers with different densities. Additionally, since the spectra in cylindrical geometry are 

taken by placing them on the detector endcap, the effect of the bottom thickness was investigated by 

changing the bottom thickness of these materials. Different material and bottom thickness evaluations 

were made using PHITS and GESPECOR Monte Carlo simulation programs. Compatible results were 

obtained with a difference of <5% between the PHITS and GESPECOR programs. From the outcome 

of this study, it can be concluded that when choosing the container material, the density should be as 

low as possible and especially the bottom thickness should be thin. 
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1. INTRODUCTION 

γ-ray spectrometry is a rapid and non-destructive method used to determine the radioactivity of gamma-ray 

emitting radionuclides in a sample. Due to their high-energy resolution, high-purity germanium (HPGe) 

detectors can be used in gamma-ray spectrometry to measure the activity of natural and artificial radionuclides 

in environmental, geological and biological samples (Azbouche et al., 2015). There are many parameters in 

the calculation of activity in gamma-ray spectrometry. For an accurate calculation, we must minimize the 

uncertainties that may come from these parameters such as efficiency, count rate, decay, random summing and 

self-absorption correction, mass, sample height and homogeneity (Gilmore, 2008). This is the uncertainty that 

can come from the efficiency calculation, which is directly related to the sources of uncertainty. Because there 

are similar uncertainties when calculating the efficiency. The efficiency value, which shows the performance 

of HPGe detectors, must be determined accurately and precisely, no matter what the detector is used for 

(Modarresi et al., 2017). It has been shown by many studies in the literature that the Monte Carlo simulation 

method can be successfully applied in gamma-ray spectrometry, especially in the efficiency calculation (Abd 

El Gawad et al., 2020; Trang et al., 2021; Stríbrnský et al., 2022). Two types of Monte Carlo simulation 

software are used in gamma-ray spectroscopy: these are either general-purpose codes such as GEANT, 
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PENELOPE, EGS4, FLUKA, PHITS, or GESPECOR, DETEFF, ETNA, EFFTRAN, etc. as dedicated-

purpose codes (Lépy et al., 2019; Sima et al., 2020). 

In this study, the effect of the sample container on the efficiency, which has not been examined in the literature, 

was investigated using PHITS and GESPECOR Monte carlo programs. The attenuation effect of the sample 

container material type and thickness on the radioactivity measurement of volumetric samples in cylindrical 

geometry was examined. For this purpose, acrylic and polypropylene, which are mostly used sample container 

materials in gamma-ray spectroscopy laboratories, were chosen (Knoll, 2010; Guerra et al., 2018). Such 

samples are usually prepared in cylindrical sample containers of different sizes according to the sample 

amount, and the volume source is obtained. Self-absorption and true coincidence summing corrections, which 

are the correction factors that need to be made in the radioactivity calculation, are also effective in the volume 

source geometry counted on the detector endcap. Self-absorption correction is a factor that is effective 

especially in high-density matrices containing elements with high atomic number, which occurs as a because 

of the absorption of gamma rays passing through the sample due to the sample matrix and density, causing 

losses in the photopeak count (Yücel et al., 2010). Therefore, this loss depends not only on the sample, but 

also on the sample container, as it depends on a process until it reaches the detector. The more high-density or 

thicker sided sample containers are used, the more absorption there will be, which will affect the count. The 

sample container to be used should have the appropriate size, shape and density (Knoll, 2010). 

2. MATERIAL AND METHOD 

Two Monte Carlo programs were used in this study. The first is the general-purpose Monte Carlo program, 

PHITS, and the other is the dedicated-purpose program, the GESPECOR Monte Carlo program. It has been 

shown that both programs can be used reliably in gamma-ray spectrometric studies (Sima et al., 2001; Lépy et 

al., 2019; Uyar & Bölükdemir, 2022). While Monte Carlo programs have similar algorithms, it is expected that 

there will be differences between their results because they use different cross-sections, databases and libraries. 

With the EGS5 (Electron Gamma Shower) library in the PHITS Monte Carlo program, the atomic interactions 

of electrons and photons in a wide energy range ranging from 1 keV to 1 TeV (depending on the atomic 

numbers of the target materials) are simulated in the desired geometry. EGS code system started with EGS1 

written in FORTRAN-IV language and consists of EGS5, which is the last version developed and improved 

continuously as EGS2, EGS3, EGS4. The data library in EGS5 is PHOTX (Photon Interaction Cross Section 

Library). The PHOTX data library provides results for elements with atomic numbers between 1 and 100 and 

photon energies between 1 keV and 100 MeV. It provides cross sections for coherent and non-coherent 

scattering, photoelectric absorption and pair production (Hirayama et al., 2006). In GESPECOR, the photon 

interaction cross sections are evaluated for each material of interest before starting the simulations, in the step 

of preparing and saving the material file. The basic cross sections are computed using the XCOM program 

which can be dowloaded from the NIST website (Berger et al., 2010). These basic cross sections are used for 

evaluating the interaction coefficients in a grid of 100 energy points equally spaced in logarithmic scale 

between 2 keV and 4 MeV. 

PHITS (version 3.28) is a multi-application, general-purpose Monte Carlo simulation program that deals with 

the transport of all particles from thermal energies to 1 TeV using various nuclear data libraries and nuclear 

reaction models (Sato et al., 2018). In PHITS, full-energy peak efficiency values are obtained using the [t-

deposit] tally, a function of calculating the energy deposited in the volumes specified by the users. IAEA RGU-

1, RGTh-1 and RGK-1 materials with cylindrical geometry were modeled in PHITS using s-type=1. When the 

s-type parameter is set to 1, the source constructs a sphere with the center coordinates (x, y, and z) and radius 

r in an inward direction. The HPGe detector, whose geometric parameters were given in our previous study, 

was modeled (Bölükdemir et al., 2021).  

GESPECOR is a user-friendly code commonly used in gamma-ray spectrometry to obtain true coincidence 

summing and self-absorption correction factors and to calculate the full energy peak efficiency (Sima & 

Arnold, 2002). Similarly, the detector is modeled in GESPECOR by entering dimension information into the 

parts defined in the program. Then, the sample containers were modeled in cylindrical geometry. The 

geometric dimensions of the modeled cylinder are; the inner height is 6 cm, the inner radius is 2.5 cm, and the 

side wall thickness is 0.15 cm. These sizes are chosen because they are generally the most commonly used 
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cylinder container sizes. Since it was aimed to examine the effect of the sample container, materials with 

different densities, polypropylene and polymethyl methacrylate (acrylic), which are widely preferred in 

gamma-ray spectroscopy laboratories, were used as container materials. Density and chemical composition 

data of polypropylene and acrylic from NIST are given in Table 1 (NIST, 2022). 

Table 1. Densities and chemical compositions of the acrylic and polypropylene 

  
Chemical composition 

(Fraction by weight) 

 Density (g/cm3) H C O 

Acrylic 1.19 0.080538 0.599848 0.319614 

Polypropylene 0.9 0.143711 0.856289 - 

Additionally, the bottom thickness of the sample containers was increased from 1 mm to 5 mm at 1 mm 

intervals, and the effect of thickness was investigated (Figure 1). IAEA RGU-1, RGTh-1 and RGK-1 materials 

containing radionuclides with different energies were used as samples inside the containers. To examine the 

change in a wide energy range, 46.5 keV, 63.3 keV, 143.8 keV, 185.7 keV, and 1001 keV peaks in RGU-1 

material, 129.1 keV, 209.2 keV, 583.2 keV, 860.5 keV, and 2614.5 keV peaks in RGTh-1 material and 1460.8 

keV peak, which is the only energy found in RGK-1 material, were investigated. As can be seen, the energy 

range of the peaks used in the radioactive analysis results in the gamma spectrometer, in the range of 46.5 keV 

– 2614.5 keV, has been examined. 

All simulations used 10 million particles as the number of histories. The statistical error of the simulated 

efficiency values obtained is less than 0.1% with this particle history number. 

 
(a) 

 
(b) 

Figure 1. Schematic representation of the sample container modeled in PHITS with 

a) bottom thickness of 1 mm, b) bottom thickness of 5 mm 
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3. RESULTS AND DISCUSSION 

In this study, the effect of the sample container on the efficiency was focused using IAEA-RGU-1, IAEA-

RGTh-1 and IAEA-RGK-1 samples with different densities and chemical compositions. This effect was 

investigated in detail according to the efficiency values obtained from PHITS and GESPECOR by changing 

the bottom thickness of the sample container materials of different densities. 

The efficiency values obtained with the PHITS Monte Carlo program are given in Table 2 and 3. Since PHITS 

is a general-purpose Monte Carlo program, the detector and sample container are modeled as desired. Since 

GESPECOR is a ready-made package program, it limits the user. For example, since there is no parameter in 

GESPECOR to model the front edge of the germanium crystal with rounded edges as it should be, the detector 

is modeled as sharp-edged and the copper contact pin in the middle of the Ge crystal cannot be included in the 

modeling. Therefore, there may be differences between the results obtained from the two programs due to both 

the modeling differences and the differences in the libraries and databases they use in the background. For this 

reason, the results from PHITS are given in more detail. 

In Table 2, the acrylic is chosen as the container materials and the efficiency change depending on the bottom 

thickness of the container is seen. In Table 3, polypropylene is selected as the container materials and the 

efficiency change depending on the bottom thickness is given similarly. When Table 2 and 3 are examined, it 

is seen that the efficiency values obtained with the low density (0.9 g/cm3) polypropylene container are higher 

than those with the acrylic material (1.19 g/cm3) and the acrylic material decreases the detector efficiency. 

Table 2. Effect of change in thickness of sample container material on full-energy peak efficiency (for 

acrylic) 

Reference 

material 

Gamma-

ray energy 

Acrylic 

1 mm 2 mm 3 mm 4 mm 5 mm % Diff.* 

RGU-1 46.5 keV 0.001564 0.001519 0.001474 0.001431 0.001386 11.4 

RGU-1 63.3 keV 0.015780 0.015241 0.014724 0.014219 0.013743 12.9 

RGTh-1 129.1 keV 0.062174 0.059630 0.057171 0.054845 0.052622 15.4 

RGU-1 143.8 keV 0.068012 0.065165 0.062491 0.059925 0.057507 15.4 

RGU-1 185.7 keV 0.068684 0.065817 0.063102 0.060509 0.058039 15.5 

RGTh-1 209.3 keV 0.066299 0.063528 0.060910 0.058425 0.056053 15.4 

RGTh-1 583.2 keV 0.043226 0.014570 0.039972 0.038483 0.037060 14.3 

RGTh-1 860.5 keV 0.036096 0.034754 0.033507 0.032299 0.031186 13.6 

RGU-1 1001.0 keV 0.033573 0.032357 0.031198 0.030087 0.029039 13.5 

RGK-1 1460.8 keV 0.027147 0.026190 0.025295 0.024444 0.023640 12.9 

RGTh-1 2614.5 keV 0.019522 0.018875 0.018261 0.017676 0.017109 12.4 

*% Differences between 1 mm and 5 mm thickness. 
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Table 3. Effect of change in thickness of sample container material on full-energy peak efficiency (for 

polypropylene) 

Reference 

material 

Gamma-

ray energy 

Polypropylene 

1 mm 2 mm 3 mm 4 mm 5 mm % Diff.* 

RGU-1 46.5 keV 0.001584 0.001547 0.001509 0.001473 0.001440 9.1 

RGU-1 63.3 keV 0.015941 0.015476 0.015013 0.014571 0.014141 11.3 

RGTh-1 129.1 keV 0.062684 0.060357 0.058120 0.055970 0.053924 14.0 

RGU-1 143.8 keV 0.068535 0.065953 0.063493 0.061129 0.058872 14.1 

RGU-1 185.7 keV 0.069155 0.066526 0.064007 0.061623 0.059326 14.2 

RGTh-1 209.3 keV 0.066733 0.064188 0.061756 0.059458 0.057249 14.2 

RGTh-1 583.2 keV 0.043405 0.041842 0.040341 0.038924 0.037576 13.4 

RGTh-1 860.5 keV 0.036223 0.034946 0.033761 0.032622 0.031539 12.9 

RGU-1 1001.0 keV 0.033682 0.032524 0.031431 0.030364 0.029355 12.8 

RGK-1 1460.8 keV 0.027225 0.026302 0.025445 0.024639 0.023859 12.4 

RGTh-1 2614.5 keV 0.019564 0.018931 0.018330 0.017774 0.017226 12.0 

*% Differences between 1 mm and 5 mm thickness. 

As the bottom thickness increases, it is seen that there is a decrease of up to 15.5% in the acrylic material and 

14.2% in the polypropylene material, independently of energy. 

Figure 2 shows the percentage difference between acrylic and polypropylene materials at 1 mm and 5 mm 

bottom thickness obtained with PHITS. When polypropylene is used instead of acrylic, there is an increase of 

up to 0.3% - 1.2% in efficiency at 1 mm bottom thickness and up to 0.9% - 3.8% at 5 mm bottom thickness 

(Figure 2). While this increase is more effective, especially at low energies (46.5 keV and 63.3 keV), the 

material difference does not have a significant effect (<1%) on the efficiency at energies >1000 keV as the 

energy increases. 

Similarly, in Figure 3, the percentage difference between acrylic and polypropylene materials in 1 mm and 5 

mm base thicknesses obtained with GESPECOR is seen. When polypropylene is used instead of acrylic, there 

is an increase of up to 0.3% - 1.3% in efficiency at 1 mm bottom thickness and up to 0.8% - 4.4% at 5 mm 

bottom thickness (Figure 3).  

It is used in some laboratories in containers made of polyethylene with a density of 1.05 g (Lépy et al., 2010). 

Since it has a density between the acrylic and polypropylene used in this material, it will cause a similar change. 

In other words, the yield values to be obtained will be between acrylic and poly, and the change depending on 

the thickness will be approximately 10% - 15% as in the others. 
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Figure 2. Percentage difference between acrylic and polypropylene materials at 1 mm and 5 mm bottom 

thickness (with PHITS) 
 

 

Figure 3. Percentage difference between acrylic and polypropylene materials at 1 mm and 5 mm bottom 

thickness (with GESPECOR) 

4. CONCLUSION 

In this study, we examined the effect of the sample container material on the efficiency value, which is one of 

the most important parameters determined by the user and shows the performance of the detector. For this 

purpose, IAEA-RGU-1, RGTh-1 and RGK-1, which contain the most commonly used material types as 

container materials, acrylic and propylene, and the most radioactively analyzed uranium, thorium and 

potassium environmental radionuclides as samples, were modeled. The difference of <5% between the PHITS 

and GESPECOR programs used to obtain the efficiency values is also within acceptable limits. 

According to the results obtained from both programs, it was observed that the efficiency values calculated 

using the sample container made of polypropylene material, which has a lower density in all energy values, 
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increased compared with the results obtained using the acrylic sample container under the same conditions. 

Additionally, as the bottom thickness of the sample container increased, the efficiency decreased.  

The sample container, which is easily available in the market and preferred by gamma-ray spectroscopy 

laboratories, is acrylic containers with a bottom thickness of 1-3 mm. Therefore, with this study, it is seen that 

it would be more appropriate to choose low-density materials instead of this material and the bottom should 

be chosen as thin as possible. In this way, while there are many parameters that reduce and affect the efficiency, 

there is no extra reduction from the selected sample container material provided by the user. 
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Utilization of wood waste particles (WWP) is important for environmental and economic concern. This 

study focuses on the behavior of mortars having WWP with various amounts. Incorporation of WWP 

brings about the advantages such as decrease in the mass and cost of the mortar. In the present study, 

the proportions of the wood waste particles replacing the crushed sand in the mortars by volume were 0, 

10, 20, 30 and 40 %. Physical, mechanical and capillary absorption properties have been investigated. 

In addition, microstructure of the mortars has been examined with optical microscope. As compared to 

control specimen, dry bulk density decreased from 2.2 to 1.5 kg/m3, apparent porosity increased about 

2 folds, and water absorption increased about 4 folds, for sample in which 40 % of crushed sand was 

replaced with WWP. Mechanical values reduced with increasing WWP amount. On the other hand, 

during compressive and flexural strength tests, samples containing WWP presented a gradual decrease 

in strength, thus they exhibited a more ductile behavior. 
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1. INTRODUCTION 

Some wastes emerging from industrial applications remain unutilized and cause storage problems, or they are 

used inefficiently in some fields such as filling material, etc. There are attempts that seek alternative ways to 

exploit these materials effectively (Akhavan Kazemi et al., 2015; Gupta et al., 2015; Nazmul Huda et al., 2016; 

Mostonejad et al., 2017; Dhinakaran & Sreekanth, 2018; Gulmez & Kockal, 2021). However, most of them 

require energy and cost due to many additional operations such as burning at high temperatures or penetrating 

into alkali solutions to improve binding abilities. Some of these industrial wastes are used in the construction 

sector, which brings about solutions for environmental and economic problems. Wood waste is one of the 

industrial wastes which can be used as a component of construction materials especially for energy efficiency. 

The huge quantity of wastes formed as a result of the wood treating processes in numerous countries causes 

difficulties for their handling. This may actually be an opportunity for the utilization of these wood wastes as 

a construction material (Udoeyo et al., 2006). 

Manufacturers of wood products and furniture produce chips and sawdust. They are generated as a result of 

furniture machining operations in which the wood is cut, drilled or milled for obtaining the final article. The 

wood dust particles are accumulated by filtering. The wood waste is mainly utilized in the form of ash that is 

formed by combusting the waste sawdust or wood shavings. 

There are many investigations conducting experimental studies on concrete containing wood waste ash 

(Udoeyo et al., 2006; Sashidhar & Rao, 2010). In the study of Udoeyo et al. (2006) wood waste ash (WWA), 
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which was obtained from sawdust and wood shaving, was added into concrete at ratios of 0, 5, 10, 15, 20, 25, 

and 30% by weight of cement. The mechanical and physical properties of the matrix were examined. Sashidhar 

and Rao (2010) performed durability studies on concrete with wood ash additive. It was found that 28 day 

cube compressive strength decreases with increasing WWA content from 0 to 30%. 

However, production of ash requires high energy for combustion, and therefore it is highly expensive process. 

Thus, attempts have been made to recycle wood waste as aggregate in concrete in recent years (Taoukil et al., 

2013; Gloria & Filho, 2016; Thandavamoorthy, 2016; Akkaoui et al., 2017;). In the study of Thandavamoorthy 

(2016), concretes, having wood aggregate 0, 15, 20 and 25 % instead of crushed stone, were prepared. The 

mix proportion was 1:1.26:2.76 and water/binder was 0.45. Addition of wood aggregate generally resulted in 

a reduction in compressive strength, however, there was a slight increase in compressive and indirect tensile 

strength values when 15% wood particle was used. The increase in wood aggregate was seen to increase acid 

and alkali attack and water absorption rates. In a comprehensive review by Momoh and Osofero (2020), 

utilization of oil palm trunk fibers was stated to increase the strength of cement composites. This was attributed 

to the high intrinsic strength of the fibers. 

Some of the studies in the literature on utilization of wood waste aggregate focus on the thermal properties of 

the obtained concretes. In the study of Gloria and Filho (2016), wood shaving/cement ratio was changed in 

1:0.5 and 1:3.0 ratio. Thermal conductivity was seen to decrease down to 0.06 from 0.535 W/mK, with the 

increase in the wood shaving/cement to 1:0.5 from 1:3.0. On the other hand, compressive strength values for 

the respective samples were 0.44 and 15.97 MPa. In the study of Taoukil et al. (2013), wood shavings and 

sawdust were utilized in order to lighten the concrete and to alter thermal properties. It was seen that with 10 

% addition of sawdust or shavings, thermal conductivity value was about half of that observed in control 

sample. On the other hand, porosity increased and bulk density decreased. 

In the present study, mortar samples were produced by adding wood waste particles (WWP) in order to reduce 

the amount of crushed sand in mortar. This composite material can be used in panels that function as partitions 

and in applications where lightness should be at the forefront. The advantages are believed to be three-fold. 

First, a waste product is utilized and its negative effects on storage and cost of its elimination are decreased. 

Secondly, the substitution of WWP with crushed sand reduces the weight of the mortar, which brings about a 

structural advantage. Thirdly, by this means, the cost of the mortar decreases. This is expected to decrease the 

density of the mortar, resulting in improvement of thermal insulation properties. The properties of WWP 

containing mortar samples were compared with those of the control samples which had only crushed sand as 

aggregate. 

2. MATERIAL AND METHOD 

Binding material used in mortar was CEM I 42.5R. Specific gravity and Blaine specific surface of cement are 

3.13 and 3610 cm2/g, respectively. Table 1 represents the constituents of the cement. Fine aggregate was 

calcareous sand provided from Burdur region, Turkey. Wood waste particles were shavings collected from a 

local manufacturer of wood products and furniture. Gradation curves of calcareous sand and wood waste 

particles are shown in (Figure 1) SSD state specific gravity and fineness modulus of waste particle were 1.1 

and 3.43, respectively. The fine aggregate was crushed sand with a specific gravity, absorption, and fineness 

modulus of 2.71, 1.7% and 2.80, respectively. Some properties of wood waste and crushed sand are given in 

Table 2. 

The proportions of the waste particles replacing with the crushed sand by volume were 0%, 10%, 20%, 30%, 

40% and the notations for those specimens were CS, WWP10, WWP20, WWP30, WWP40, respectively. All 

aggregates were introduced into the mix in saturated surface dry (SSD) state. The water/cement and total 

cement values were maintained the same, as 0.60 and 300 kg/m3, respectively. 
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Table 1. Chemical composition of the cement 

Oxides CaO SiO2 Al2O3 Fe2O3 MgO SO3 Loss on Ignition 

Percentages 63.80 21.10 4.07 3.61 1.08 2.40 2.74 

 

 

Figure 1. Gradation of calcareous sand and wood particle aggregates 
 

Table 2. Some properties of aggregates used in the study 

Aggregates 
Specific Gravity 

(g/cm3) 

Rodded Bulk Density 

(g/dm3) 

Loose Bulk Density 

(g/dm3) 

Rodded Void Ratio 

(%) 

Loose Void Ratio 

(%) 

CS 2,71 1746 1611 35,4 40,4 

WWP 1,1 113 93 89,7 91,6 

Prismatic specimens 40x40x160 mm in size were cast according to ASTM C192. Mixtures were cast in layers. 

The specimens were demoulded after 1 day and all mortars were kept in a tank to be cured for 7 and 28 days 

before testing. 

Consistency, bulk density, water absorption, porosity, compressive strength, flexural strength, capillary 

absorption coefficient were determined. Compressive and flexural strength values of the control sample and 

samples containing WWP were determined by a Shimadzu Autograph 50kN universal tester, with a rate of 0.5 

mm/s. The porosity values were determined on 40x40x160 mm3 prismatic specimens according to the 

procedure described in ASTM C 642 by the equation given below: 

P = [(W2 −W1) (W2 −W3)⁄ ] × 100 (1) 

P is the porosity (%); W1 is the mass of oven-dried sample in air (g), W2 is the mass of surface-dry sample in 

air (g) and W3 is the mass of surface-dry sample in water (g). 
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3. RESULTS AND DISCUSSION 

Produced samples were characterized in terms of density and porosity, water absorption and capillarity, 

microstructure; split tensile, compressive and flexural strength. 

3.1. Density and Porosity 

Fresh unit weight values of the obtained specimens are presented in (Figure 2) Fresh unit weight values of the 

samples were found to decrease with the increase in the WWP content. It can be seen that fresh unit weight of 

control specimen was 2250 kg/m3, on the other hand fresh unit weight of the WWP40 specimen was 1750 

kg/m3. 

Dry bulk density values presented a similar trend with that of fresh unit weight data, as shown in (Figure 3) It 

was decreasing with increasing WWP content of the samples. Dry bulk density of control sample was 2.1 

kg/m3 whereas that of the WWP40 sample was 1.5 kg/m3. Dry bulk density values of the samples were similar 

after 7 days and 28 days. SSD bulk density values of the samples presented a similar trend with that of dry 

bulk density data, as shown in (Figure 4) They were about 15 % higher than dry bulk density values. Gloria 

and Filho (2016) used wood shavings in cement and they also observed a decrease in the density, as a result 

of the increase in the amount of wood shavings in cement. Sadiku (2015) also revealed that wood particles 

decreased the density of wood-cement composites.  

Apparent porosity values of the samples exhibited an opposite trend to that was observed for fresh unit weight 

and dry bulk density. Apparent porosity was found to increase with the increase in WWP content, as shown in 

(Figure 5) Apparent porosity was 15 % in the control sample and it was slightly over 35 % in the WWP40 

sample. In all the samples, apparent porosity values after 7 days were slightly higher than that after 28 days. 

3.2. Water Absorption and Capillarity 

Water absorption and coefficient of capillarity values are presented in Figure 6 and Figure 7, respectively. 

Water absorption and coefficient of capillarity values of the samples exhibited a similar trend to that was 

observed apparent porosity values. Differences in porosity of mortars can be due to the ingredients selected 

for recipe also affecting quality of interfacial transition zone (Kockal 2013; 2015; 2016). Water absorption and 

capillarity coefficient was found to increase with the increase in WWP content. They were 7 % and 0.0007 

cm/s1/2, respectively, for the control sample and they were about 25 % and 0.0045 cm/s1/2, respectively, for the 

WWP40 sample. In all the samples, water absorption and coefficient of capillarity values after 7 days were 

higher than those after 28 days. This can be attributed to the fact that water penetrable voids and capillary 

pores decreased due to the enhancement of microstructural properties of cement paste matrix resulting from 

continuing hydration. However, in contrast to water absorption of WWP40 sample, which is observed to 

decrease by time (Figure 6), capillarity of these samples did not change within time (Figure 7). 

 

Figure 2. Fresh unit weight values of the specimens 



494 
Niyazi Uğur KOCKAL, H. Erdem CAMURLU 

GU J Sci, Part A, 9(4): 490-499 (2022) 
 

 

 

 

Figure 3. Dry bulk density values of the specimens 
 

 

Figure 4. SSD bulk density of the specimens 
 

 

Figure 5. Apparent porosity values of the specimens 
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Figure 6. Water absorption values of the specimens 
 

 

Figure 7. Coefficient of capillarity values of the specimens 

3.3. Microstructure 

Microstructural illustrations of the specimens are presented in (Figure 8) It can be observed that the aggregates 

are homogenously distributed in the microstructure of control sample and there is small amount of porosity 

(Figure 8a). Samples containing 20 % and 40 % WWP are presented in (Figure 8b, 8c), respectively. The 

yellowish-brown fractions in these images are WWP.  The amount of these particles can be seen to increase 

with the increase in the WWP amount in the mortar. The size of the WWPs is similar to the size of the 

calcareous sand aggregates. They are 1-3 mm in length and about 0.5 mm in thickness. They are seen to have 

acicular morphology and mostly needle-like shape. Sizes pronounced here satisfy the data given in (Figure 1) 

which illustrates the particle size distribution of aggregates. It can be inferred from the cross-sectional images 

of entire body (representative typical images are given in (Figure 8) that porosity in cement paste matrix among 

the aggregate particles increases with the increase in the WWP amount. This finding is in accordance with the 

results of the porosity and capillarity test, which were given in the previous sections; and they are also in 

accordance with the results of the mechanical tests, which will be presented in the following sections. The 

reason of increasing porosity with increase in WWP amount may be the seepage of water from WWP in 

saturated surface dry condition into the cement paste, leading to the rise in water-cement ratio. 
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(a) 

 
(b) 

 
(c) 

Figure 8. Optical micrographs of the a) control sample, and samples containing b) 20 % and c) 40 % WWP 

3.4. Compressive Strength 

The compressive strength values of the control specimen and specimens containing WWP are presented in 

Figure 9. The control specimen had 27 MPa after 7 days and 38-40 MPa after 28 days. The compressive 

strength values of WWP mortars were smaller than that of the CS mortar and they showed a reduction in 

compressive strength with the rise in the WWP amount. WWP 40 sample had a compressive strength of 5 MPa 

after 7 days and 6 MPa after 28 days. The stress-strain graphs of the control sample, WWP20 and WWP40, 

which were obtained after 28 days, are given in Figure 10. It can be seen that there was a sharp decrease of 

stress in the control sample after fracture. On the other hand, samples containing WWP present a gradual 

decrease in stress and therefore they exhibit a tougher behavior. In the studies of some other researchers (Bdeir, 

2012; Mohammed et al., 2014; Thandavamoorthy, 2016), compressive strength values were also seen to 

decrease with the increase in the wood aggregate addition. They observed a slight increase in the compressive 

strength when 15 % wood waste was used. Gloria and Filho (2016) used wood shavings in cement and they 

reported a reduction in the compressive strength with the rise in the amount of wood shavings. If the wood in 

the mortar is exposed to moisture and water for a long time, it may rot. On the contrary, there is no decay in 

the short term. If the mortar samples are maintained in dry condition and/or insulated, wood rot is not observed. 

Considering that the wood in the mortar does not contribute positively to the strength, additional strength 

reductions are not expected after rotting. 

3.5. Flexural Strength 

Flexural strength values of the control sample and samples containing WWP, which were determined after 7 

days and 28 days, are presented in Figure 11. The flexural strength values of the control sample were 5.5 and 
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7 MPa after 7 and 28 days, respectively. The flexural strength values were seen to decrease with the increase 

in the WWP contents in the concretes. The flexural strength of WWP40 sample was 2 MPa. The reduction in 

the flexural strength with the rise in the WWP amount is an expected result. Since the WWP act as voids in 

the structure of the concrete, in which crack initiation is possible. 

The flexural stress vs. strain graphs of the control sample and of the WWP20 and WWP40 samples are 

presented in Figure 12. It can be seen that after fracture, stress decreased abruptly in the control sample. 

However, stress decreased gradually after fracture of the WWP20 and WWP40 samples. This can be taken as 

an indication the toughness and ductility of the WWP samples was higher than the control sample. In the study 

of Thandavmoorthy (2016), flexural strength values were also seen to decrease with the increase in the wood 

aggregate addition. In their study, shredded wood waste was utilized. They observed a similar compressive 

strength when 15 % wood waste was used, as compared to control sample. Corinaldesi et al. (2016) reported 

that the replacement of sawdust with wood shavings at a similar ratio resulted in a decrease in mechanical 

strengths of about 30%. The reason could also be the geometry of wood particles which were flat and thin. 

 

Figure 9. Compressive strength values of the specimens 
 

 

Figure 10. Compressive stress-strain plots of a) control sample, b) WWP20, c) WWP40 
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Figure 11. Flexural strength values of the specimens 
 

 

Figure 12. Flexural stress-strain plots of a) control sample, and samples containing 

b) 20 % WWP, c) 40 % WWP 

4. CONCLUSION 

Mortars having lower weight and lower cost were successfully produced by utilizing a wood waste in place of 

crushed sand.  Dry bulk density decreased about 30%, whereas apparent porosity and water absorption 

increased significantly as a result of 40% replacement of crushed sand with WWP the mortar. Compressive 

and flexural strength values decreased with increasing WWP amount. However, during compressive tests, 

samples containing WWP presented a gradual decrease in strength, indicating their higher ductility. 
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The aim of this study is to establish an effective protocol for in vitro micropropagation from node 

explants of the 'Paradox' (Juglans regia x J. hindsii) rootstock. In the first stage of the study, the node 

explants were cultured in semi-solid media after being exposed to different sterilization methods. The 

most effective sterilization method was observed as ST2 with the lowest darkening rate (4 %). According 

to the results, SP4 medium provided the highest number of shoots per unit explant (1.05 shoots/explant) 

and 100 % shoot formation, SP2 medium provided the best mean shoot length (1.6 cm) and the mean 

number of nodes per unit explant (7.95 nodes/explant). Best root induction was provided from ½ 

Modified MS medium containing 4 mg/L IBA with 30 g/L sucrose. For root induction explants were 

retained under dark conditions for 7 days at 24±2oC. In order to ensure root formation and elongation, 

shoot explants with root induction cultured in a 16-hour photoperiod (3500 lux) for 21 days in different 

nutrient media containing 2.4 mg/L Gelrite, hormone-free and mixed with vermiculite (1:1 v/v) and was 

rooting rate is 45.45 % in ¼DFe medium. 
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1. INTRODUCTION 

Systematically, walnut is included in Juglandales (Walnuts) order, Juglandaceae (Walnuts) family, and Juglans 

(Walnut) genus. Walnut has 2n=32 chromosomes and 25 species, and the most important and first thing that 

comes to mind is Juglans regia L.. This species is known in the world as "Anatolian walnut", "Persian walnut" 

and "English walnut" and is widely cultivated especially for its fruit (Şen, 2011). Walnuts are consumed a lot, 

especially in the form of dried fruit. The bark, fruit peel, green fruit peel and leaf parts of the walnut plant are 

widely used in the pharmaceutical and cosmetic industry, and as a dyestuff in the carpet and textile industry 

(Yiğit et al., 2009).  

The important walnut producing countries in the world are China, the United States of America, Iran and 

Turkey. All walnut production in the USA is obtained from closed walnut orchards established with standard 

varieties (Açıksöz, 2020). While our country was at the forefront of walnut production in the world in the 

1970s, it fell to the second place in the 1980s, the third in the 1990s, and the fourth in the 2000s, and even the 

amount of walnuts we produce has become unable to meet the needs of our country (Aslansoy, 2012). The 

biggest obstacles to walnut production in our country are; high pH of the soil, walnut anthracnose disease and 
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indoor worm. Therefore, it is necessary to expand the production and plantations of materials resistant to these 

stress factors in Turkey (Budak, 2010).  

As with other fruit species, propagation by seed in walnuts is not a preferred propagation method due to genetic 

expansion, except for rootstock or seedlings and breeding studies. For this reason, the most frequently used 

reproduction method is grafting (Budak, 2010). However, grafting processes are dependent on many factors, 

which reduces the chance of success and alternative methods are sought (Er et al., 2017). Plant tissue culture 

allows intensive production of desired clones with its advantages. Therefore, it becomes an important option 

against traditional propagation methods such as seed, cutting, branching and grafting in various plant species. 

However, micropropagation of fruit species and especially nut species is more difficult than micropropagation 

of herbaceous plants. For this reason, it is extremely important to choose the appropriate physiological period 

and explant, to overcome the harmful effects of tannin and other toxic compounds in cultures, to provide an 

acceptable shoot reproduction rate, to obtain rooted shoots in the micropropagation of selected hard-shelled 

fruit clones (Şirin, 2014). 

Plant tissue culture is a proven method that has long been used to establish and maintain a variety of different 

plant species. Plant tissue culture techniques cover the methods used to obtain the new plant product aimed 

the study from cell, tissues and organs transferred to a sterile nutrient medium (Gürel et al., 2013). Plant tissue 

culture consists of cutting plant tissues and their growth on a nutrient medium (Kumar & Loh, 2012). For this 

reason, the most important step in plant tissue cultures is the sterilization process (Kyte, 1987). Contaminations 

may originate from exogenous and endogenous microorganisms. Plant cultures can be contaminated by a wide 

variety of bacterial, fungal and viral organisms, many of which are species-specific (Varghese & Joy, 2016). 

These contaminants may show themselves immediately, or they may not show their effects in any way for a 

long time (Ray & Ali, 2016). Approximately 20-55 % of contamination losses in in vitro plant cultures are due 

to bacteria (Tekielska et al., 2019). It is aimed to remove invading microorganisms from the environment with 

the sterilization process applied during tissue culture studies. In studies carried out with plant tissue collected 

from the field or with the possibility of microbial contamination, surface sterilization with additional surfactant 

is required in addition to ethyl alcohol and/or bleach. Concentration and exposure time are determined 

experimentally depending on the type of explant used (Leelavathy & Sankar, 2016). Fu et al. (2003) in their 

study on Carya illinoensis (pecan) plant, the most appropriate sterilization method is to first soak it in 70 % 

EtOH and mix it in 0.2 % HgCl2 (with the addition of a few drops of Tween 20) for 15 minutes and then rinsing 

with sterile distilled water 10 times. They also found that adding penicillin and streptomycin to the nutrient 

medium prevented contamination (Fu et al., 2003). Leal et al. (2007) stated that internal contamination is an 

important problem in micropropagation experiments with explants taken from mature walnut trees. In addition, 

they stated that darkening as a result of oxidation in the tissues during the surface sterilization stage caused a 

great reduction in shoot formation and this problem could be overcome by using young shoot explants that are 

more resistant to disinfection but are semi-woody (Leal et al., 2007). 

Vahdati et al. (2009) stated that the success of tissue culture depends on the chemical composition of the culture 

medium and the micropropagation of the walnut is partially limited by the lack of a suitable culture medium. 

It was thought that the minerals present in similar proportions to those found in walnut seeds may provide an 

optimum environment for shoot micropropagation. The mineral composition of the seeds of five walnut 

cultivars 'Serr', 'Pedro', 'Lara', 'Hartley' and 'Ron de Montignac' was analyzed by Inductively Coupled Plasma-

Optical Emission Spectroscopy (ICPOES). In addition, the effect of Cu and myo-inositol on shoot length and 

rooting rate of explants was determined. Mineral concentrations in walnut seeds were reported to be 2 to 26 

times higher than in Driver and Kuniyuki Walnut (DKW) medium. Based on the minimum mineral 

concentration determined in the seeds, two new media containing DKW macro and micronutrients at strengths 

of 1.5 and 2 were formulated. It has been reported that explants cultured in DKW nutrient medium at 2 and 

1.5 power form shoots with green leaves, but they produce callus similar to those cultured in DKW nutrient 

medium. The researchers, who stated that a better growth was observed in DKW medium at 1.5 power, found 

the growth rates different in all the cultivars they used. They stated that the maximum shoot length and the 

number of lateral buds were obtained in “Vina” variety at 1.5 DKW. It has been shown that the number of 

lateral buds per shoot and shoot length is increased with higher Cu and myo-inositol concentrations. It was 

stated that better rooting (up to 70 %) was obtained when the shoots were placed in media containing 10x Cu 

and 2x concentrations of myoinositol in nutrient medium. As a result, the researchers stated that some walnut 
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cultivars should be grown in environments with higher mineral concentrations than DKW nutrient media, and 

that higher Cu and myo-inositol levels may be effective in increasing the growth rate and rooting rate of walnut 

explants (Vahdati et al., 2009). In another study conducted by Kepenek and Kolağası (2016) in J. regia L., it 

was determined that the multiplication rate increased depending on the TDZ and IBA concentrations. It was 

also stated that the highest multiplication number (5.33 shoots) was obtained in NGE medium containing 2.5 

mg/L TDZ and 2.5 mg/L IBA (Kepenek & Kolağası, 2016). 

One of the main problems with tissue culture techniques in walnut micropropagation is the low propagation 

rate. It has been reported that the reason for this low rate is the slow growth of the regenerated shoots, the long 

culture times and the hidden contamination in the culture (Revilla et al., 1989). On the other hand, Fidancı 

(2005) stated that the most important problem in the culture initiation phase in micropropagation studies carried 

out in walnuts is contamination and darkening (Fidancı, 2005). They also reported that the propagation of J. 

regia L. varies widely according to the genotype, and slow in vitro growth causes low reproduction rates and 

difficulties encountered when traditional rooting methods are used (Tuan et al., 2017). In countries where 

walnut cultivation is developed, many studies have been carried out on the reproduction of walnuts by tissue 

culture and significant knowledge has been obtained. Most of these studies focused on the appropriate growth 

regulator concentration to be added to the culture medium. Some researchers have stated that one of the most 

important problems encountered in the reproduction of walnuts by tissue culture is the darkening caused by 

phenolic substances. It has also been reported that there are significant differences between genotypes in terms 

of shoot formation rate and shoot length (Şirin, 2014). In micropropagation studies carried out in walnut 

species, the desired success has not been achieved yet. The main reason for this is that almost all species of 

walnut plant are resistant to micropropagation. There are some limitations encountered in the micropropagation 

of walnut and still waiting to be resolved. Factors such as explant-induced internal contamination, darkening, 

low reproduction and rooting rate limit the micropropagation success of the walnut, and these limitations are 

thought to arise depending on the genotype. For this reason, there is a need for more detailed research and 

development of in vitro studies, especially in walnut species (Licea-Moreno et al., 2020). 

Paradox rootstock is a first generation hybrid (F1) obtained from pollination of J. hindsii and J. regia. The 

apical and lateral meristems of the Paradox were discussed by Driver and Kuniyuki to examine the in vitro 

propagation of this rootstock. It has been stated that DKW, a walnut-specific medium, provides optimum multi-

shoot growth with the addition of 4.5 µM benzyladenine (BA) and 5 nM indolebutyric acid (IBA), and the 

multiplication coefficient can be up to five (Driver & Kuniyuki, 1984). On the other hand, Bosela and Michler 

(2008) observed a lower rate of vitrification in black walnut (Juglans nigra L.) environments in high salt 

environments (DKW and MS) than in low salt environments (WPM and ½ DKW). Shoot regeneration occurred 

in node explants in all media containing Zeatin, BAP and TDZ, however, the highest shoot length was obtained 

in nutrient media containing combinations of BAP and Zeatin as a result of the eight-week culture period 

(Bosela & Michler, 2008). 

One of the most important limitations in micropropagation of walnut species is the low rooting rate. 

Researchers have tried various methods to overcome this problem (Scaltsoyiannes et al., 1997). Jay-Allemand 

et al. (1992) determined that the use of ¼ strength DKW and vermiculite (250/200 h/h) promoted root 

elongation and secondary root development in two-week cultures. In the study, it was also determined that 

rooting increased by 15-50 % and the number of primary roots was 2-6 times higher than the control group. 

Researchers; also reported that root penetration and aeration of vermiculite were higher than gelrite and weak 

rooting was observed in the trials in which only distilled water was added to vermiculite (Jay-Allemand et al., 

1992). In another study by Caboni and Damiano (2006), the critical factors to obtain a good rooting response 

are; ½ strength DKW medium containing 10μM IBA and a 10-12 day dark treatment (induction phase) has 

been reported. It has been stated that it is also important to transfer the microshoots to a hormone-free 

environment after the induction phase (Caboni & Damiano, 2006). Tuan et al. (2017) used liquid and semi-

solid nutrient media prepared with Rugini and DKW media containing different concentrations of IBA and 

BAP in their study on walnut. As a result of 21 days of culture, while a higher percentage of fresh weight was 

obtained in Rugini medium, it was determined that solid medium was more suitable for shoot propagation and 

the best plant growth regulator and concentration was 2.2 µM BA. It was determined that 5 days of darkness 

was required for rooting in semi-solid media containing 12 µM IBA and there was no significant difference 

between ¼ DKW + Vermiculite and ¼ MS + Vermiculite media (Tuan et al., 2017). Steven and Pijut achieved 
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shoot regenerations in semi-solid DKW medium supplemented with 8.9 µM BAP, 0.005 µM IBA, 200 mg/L 

casein hydrolyzate, 50 mg/L adenine hemisulphate, 2 mL/L PPM™, and 4.1 µM MT. Micropropagation of 

shoots was achieved when cultured in a 3L polycarbonate Fernbach-style flask in liquid initiator medium on a 

rotary shaker at 25°C under a 16 hour photoperiod (100 rpm). For rooting, 5-week cultures were carried out in 

DKW medium containing 0.11 % Phytagel, 50 μM IBA and vermiculite (2:1 v/v) (Stevens & Pijut, 2018). 

In this study, it was aimed to establish an effective micropropagation protocol by providing complete plant 

regeneration in Paradox variety, which is one of the important walnut rootstocks. In addition, it is aimed to 

apply different sterilization methods in order to prevent darkening and contamination problems that cause 

difficulties in micropropagation of walnut species. After determining the most suitable sterilization method, 

experiments were carried out under semi-solid culture conditions in order to ensure shoot induction and 

determine the maximum multiplication coefficient. It is based on the establishment of a suitable 

micropropagation protocol in this walnut variety, which is generally known to be resistant to in vitro culture 

by transferring the obtained shoots to rooting media. 

2. MATERIAL AND METHOD 

2.1. Material 

As the material, node explants of “Paradox” walnut rootstock obtained from the greenhouse in 

Menemen/Yahseller region by ULU CEVİZ Tarım Ürünleri Sanayi ve Ticaret Anonim Şirketi were used. 

2.2. Method 

Semi-solid media composition  

In the study, DKW (Driver & Kuniyuki, 1984), Rugini (Rugini, 1984) and MS (Murashige & Skoog, 1962) 

nutrient media were prepared to be used in different micropropagation stages, with full power, half power, 

modified form and different doses of plant growth regulators (Table 1, Table 2). 

Sterilization 

The fresh shoots of Paradox walnut rootstocks taken from the greenhouse were brought to the laboratory in a 

humid environment immediately after they were cut from the tops in spring and summer. The explants 

separated from their leaves were cut with one or two nodes in each piece. The cut explants were rinsed with 

detergent water for 10 minutes. It was then kept under running water for 10 min. After the pre-sterilization 

process, the explants were subjected to 4 different sterilization processes in a laminar flow cabinet (Table 3). 

After deciding on the best nutrient medium and sterilization process, attempts were made to establish node 

cultures. 

Shoot induction  

In the sterilization trials, it was decided that the most successful sterilization method determined by statistical 

analysis was ST2. Node explants sterilized by the ST2 method continued to be cultured. For shoot induction 

experiments, node explants were cultured in three replications with 10 explants in each replication in glass 

tubes containing DKW and Rugini-based nutrient media, whose contents were given in Table 2, at 1/2 strength, 

as well as modified and/or plant growth regulator added versions of these media. 

In vitro rooting 

Rooting experiments were carried out with propagated shoots. The media and contents used for rooting 

experiments are given in Table 4. Rooting experiments were carried out in 2 stages (Caboni & Damiano, 2006; 

Peixe et al., 2015). In the first stage, 2-3 cm long micro-sprouts transferred to different medium (Table 4) were 

kept under dark conditions for a period of 7 days to ensure root induction. After root induction was achieved, 

it was transferred to different rooting media (Table 5) in a 21-day period. Attempt; randomized plots were 

established according to the experimental design with 3 replications and 10 explants in each replication. 

Culture dishes were stored in a photoperiod of 16 hours light/8 hours dark, at 24±2°C and 3500 lux light 

intensity with white LED illumination. 
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Table 1. The main nutrient media ingredients used in the research (pH:5.8) 

Compounds 

(mg/L) 

DKW 

(Driver & 

Kuniyiki, 1984) 

Modified DKW 

(MDKW) 

(Fidancı, 2005) 

Rugini 

(Rugini, 1984) 

MS 

(Murashige & 

Skoog, 1962) 

Modified MS 

medium 

NH4NO3 1416.00 708 412.00 1650 1650 

H3BO3 4.80 4.8 12.40 6.2 6.2 

CaCl2.2H2O 147.00 74.5 440.00 440 440 

Ca(NO3)2.4H2O 1960.00 984 600.00 - - 

KNO3 - 1100.00  1900 1900 

KCl - 500.00  - - 

KI - - - 0.83 0.83 

CuSO4.5H2O 0.25 0.25 0.25 0.025 0.025 

MgSO4.7H2O 740 335 1500.00 370 720 

MnSO4.H2O 33.50 33.5 16.90 16.9 16.9 

KH2PO4 259.00 132.5 340.00 170 265 

K2SO4 1560.00 779.5 - - - 

Na2MoO4.2H2O 0.39 0.39 0.25 0.25 0.25 

ZnSO4.7H2O 17.00 17.00 14.30 8.6 17 

CoCl2.6H2O - - - 0.025 0.025 

FeSO4.7H2O 33.40 16.9 27.80 27.8 27.8 

Na2EDTA 44.70 22.7 37.30 37.3 37.3 

Myo-inositol 1000.00 100 100.00 100 100 

Tiamin-HCL 2.0 2.0 0.50 0.1 0.1 

Nicotinic acid 2.0 1.0 5.0 0.5 0.5 

Pyridoxine-HCl - - 0.50 0.5 0.5 

Glycine 2.0 2 2.0 2.0 2 

Biotin - - - -  

Folic acid - - - -  

Glutamine - - 2190 -  

Sucrose 30000 30000-40000 30000 30000 30000-40000 

Statistical analysis 

In vitro applications within the scope of the project were carried out in three replications according to the 

randomized plot design. The data obtained from the applications were evaluated using the Minitab® 17 

statistical program. 
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Table 2. Media composition 

 Basal medium Plant growth regulators (mg/L) Other added chemicals (mg/L) 

DKW DKW - - 

D1B DKW 1 BAP - 

D2B DKW 2 BAP - 

D4B DKW 4 BAP - 

SP DKW - 200 casein hydrolyzate + 50 adenine hemisulphate 

SP1 DKW 1 BAP + 0.001 IBA 200 casein hydrolyzate + 50 adenine hemisulphate 

SP2 DKW 2 BAP + 0.001 IBA 200 casein hydrolyzate + 50 adenine hemisulphate 

SP4 DKW 4 BAP + 0.001 IBA 200 casein hydrolyzate + 50 adenine hemisulphate 

Ru Rugini - - 

Ru1 Rugini 1 BAP - 

Ru2 Rugini 2 BAP - 

MRu0,5 Modified Rugini 0.001 IBA 200 casein hydrolyzate + 50 adenine hemisulphate 

MRu1 Modified Rugini 0.001 IBA 200 casein hydrolyzate + 50 adenine hemisulphate 

 

Table 3. Sterilization process 

Sterilization code Sterilization process Medium 

ST1 1 min 70 % EtOH + 5 min 0.1 % HgCl2 DKW 

ST2 5 min 70 % EtOH + 5 min 0.2 % HgCl2 (Tween 20 added) DKW 

ST3 5 min 70 % EtOH+3 min 20 % bleach D1B 

ST4 1 min 70 % EtOH + 5 min 0.1 % HgCl2 +5 min 12 % bleach DKW 

 

Table 4. Medium composition for in vitro root induction* 

Code Basal medium Plant growth regulators Carbon sourse 

1I30 MMS 4 mg/L IBA 30 g/L sucrose 

1I40 MMS 4 mg/L IBA 40 g/L sucrose 

½I30 ½ MMS 4 mg/L IBA 30 g/L sucrose 

½ 30 ½ MMS - 30 g/L sucrose 

½ I40 ½ MMS 4 mg/L IBA 40 g/L sucrose 

MD304 MDKW 4 mg/L IBA 30 g/L sucrose 

MD404 MDKW 4 mg/L IBA 40 g/L sucrose 

MDFI MDKW 4 mg/L IBA+119 mg/L FeEDDHA 30 g/L sucrose 

*Gelrite: 2.4 g/L 
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Table 5. Medium compositions for in vitro root growth (Carbon source: 30 g/L sucrose; Gelrite: 2.4 g/L) 

Code Basal medium Medium composition 

MDFe MDKW 119 mg/L FeEDDHA 

¼ DFe ¼ DKW 119 mg/L FeEDDHA 

MDV MDKW 1:1 vermiculite 

¼ DV ¼ DKW 1:1 vermiculite 

3. RESULTS AND DISCUSSION 

3.1. Result 

Sterilization 

The effects of the sterilization experiments on the observation parameters were examined and the data were 

recorded. Values were calculated as percentages. (Table 6 and Figure 1). According to its effect on 

contamination, the most successful method was determined as ST1. Contaminations seen in cultured explants 

were of bacterial or yeast origin. Generally, contaminations were observed 7 to 15 days after the culture period 

(Figure 2). When considered in terms of darkening effects, the ST4 method was found to be the most 

unsuccessful with 46.7 % on darkening. No darkening was observed in the explants cultured in the ST1 

method. ST1 method was determined to be more successful than other methods in terms of darkening. 

Darkening problem usually emerged within the first week of node explants. According to the effect on 

vitrification, no vitrification problem was encountered when ST1 and ST2 methods were used and they were 

accepted as successful methods. The highest vitrification was recorded in the ST3 method with 33.3 %. The 

emergence of vitrification in the shoots occurred on the 7th day after the explants were cultured. According to 

the necrosis effect, ST3 was determined as the most unsuccessful sterilization method with 33.3 % necrosis 

formation percentage, no necrosis was observed in the ST1 and ST4 sterilization methods and they were 

considered successful. The emergence of necrosis in the shoots occurred on the 7th day after the explants were 

cultured. When these data were examined, ST1 was evaluated as a more successful sterilization method. 

However, due to increased contamination and darkening in the advancing processes of the culture, studies were 

continued with ST2, a mercuric chloride-based sterilization method containing Tween20®. In all trials after the 

sterilization trial, the explants were sterilized and cultured using the ST2 method. 

Table 6. Effects of different sterilization methods on darkening, contamination, vitrification and necrosis 

Sterilization code Darkening (%) Contamination (%) Vitrification (%) Necrosis (%) 

ST1 0 13.3 0 0 

ST2 12.5 37.5 0 8.3 

ST3 4.17 37.5 33.3 33.3 

ST4 46.7 20 3 0 

Shoot Induction 

In the trials where the effects of the medium in which the explants were transferred after sterilization on shoot 

initiation, the highest darkening was observed in the Ru medium with 72 %, while no darkening was observed 

in the MRu1 medium. While no vitrification was observed in most of the media (D4B, SP1, SP2, Ru2, MRu0,5 

and MRu1), 33.3 % vitrification was detected in the D1B medium. While necrosis was not observed in DKW, 

D4B, SP, SP1, SP4, Ru1, Ru2, MRu0,5 and MRu1 nutrient media, necrosis occurred at a rate of 33.3 % in 

D1B media (Table 7 and Figure 3). 
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Figure 1. Evaluation of different sterilization methods according to four observation parameters (darkening 

(%), contamination (%), vitrification (%), necrosis (%)) 
 

 

Figure 2. Examples of problems encountered in walnut culture are a) darkening, b) contamination,  

c) vitrification, d) necrosis 

 

Table 7. The effect of different medium composition on the percentages of darkening. vitrification and 

necrosis 

Code Darkening (%) Vitrification (%) Necrosis (%) 

DKW 46.7 3 0 

D1B 4.17 33.3 33.3 

D2B 8.3 12.5 4.17 

D4B 5.6 0 0 

SP 3.3 3.3 0 

SP1 23 0 0 

SP2 3 0 0 

SP4 14 4.6 0 

Ru 72 25 50 

Ru1 47.3 9.3 0 

Ru2 28 0 0 

MRu0.5 4.67 0 0 

MRu1 0 0 0 
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Figure 3. The effect of different medium composition on the percentages of darkening, vitrification and 

necrosis 

As a result of the analysis of variance, the effect of the nutrient medium on the number of shoots and the 

percentage of shoot formation was found to be significant (p <0.05) (Table 8). The most successful nutrient 

medium was SP4 with 1.05 units/explant and 100 % shoot formation. According to these parameters, the least 

successful nutrient medium was Ru nutrient medium with 0.57 units/explant and 57 % shoot formation (Table 

8, Figure 4 and Figure 5). 

Table 8. Data from shoot initiation experiments* 

Code 

Average number of 

shoots obtained per 

explant (Mean ± S.E.) 

Mean shoot length 

(cm) obtained per 

explant (Mean ± S.E.) 

Percentage of shoot-

forming explants 

(Mean ± S.E.) 

Mean number of 

nodes obtained per 

explant (Mean ± S.E.) 

DKW 0.90 ± 0.07 ab 1.04 ± 0.13 ab 80.00 ± 17.3 abc 4.33 ± 0.66 b 

D1B 1.00 ± 0.07 ab 0.68 ± 0.12 bc 93.33 ± 5.77 ab 4.67 ± 0.64 b 

D2B 0.90 ± 0.17 ab 0.43 ± 0.08 c 67.00 ± 6.93 abc 1.62 ± 0.34 c 

D4B 1.00 ± 0.14 ab 0.41 ± 0.06 c 71.00 ± 6.93 abc 2.69 ± 0.44 bc 

SP 0.71 ± 0.10 ab 0.37 ± 0.07 c 63.30 ± 30.6 bc 2.91 ± 0.49 bc 

SP1 0.80 ± 0.09 ab 0.37 ± 0.07 c 81.00 ± 8.66 abc 3.95 ± 0.75 bc 

SP2 0.95 ± 0.05 ab 1.60 ± 0.19 a 96.67 ± 5.77 ab 7.95 ± 0.69 a 

SP4 1.05 ± 0.05 a 0.36 ± 0.09 c 100.0 ± 0.00 a 3.57 ± 0.50 bc 

Ru 0.57 ± 0.11 b 0.23 ± 0.10 c 57.00 ± 14.0 c 1.57 ± 0.48 c 

Ru1 0.67 ± 0.13 ab 0.63 ± 0.17 bc 61.67 ± 8.08 bc 2.76 ± 0.58 bc 

Ru2 0.76 ± 0.10 ab 1.15 ± 0.20 ab 76.00 ± 8.66 abc 3.62 ± 0.58 bc 

MRu0.5 0.90 ± 0.07 ab 1.04 ± 0.12 ab 90.67 ± 8.08 abc 3.71 ± 0.40 bc 

MRu1 1.00 ± 0.07 ab 1.04 ± 0.12 ab 90.67 ± 8.08 abc 4.10 ± 0.23 bc 

p value 0,009 0,000 0,001 0,000 

*Applications were made in triplicate and 10 explants were used for each replication. The differences between the mean values shown with 

different letters in the same column are significant at the P≤0.01 level according to the Tukey multiple comparison test. SE: Standard Error 
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Figure 4. Graphics from shoot initiation experiments 
 

 

Figure 5. Shoot regeneration from each medium a) DKW b) D1B c) D4B d) SP1 e) SP2 f) SP4 g) Ru h) Ru1 

i) Ru2 j) MRu0,5 k) MRu1 

In vitro rooting 

Rooting was achieved in two stages in the study. Root induction was performed in the first stage, and the 

development of these roots was ensured in the second stage of the study. In the light of these data, the nutrient 

media that initiate the most effective induction process in rooting were determined as ½ I30, ½ I40, 1I30, 

MD304, ½ 30 and MDFI. The most successful root induction medium was determined as ½ I30 medium 

(33.3%) containing 4 mg/L IBA (Figures 6 and 7). 
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Figure 6. Effect rates of root induction media on the initiation of root formation (%) 
 

 

Figure 7. In vitro rooting with two steps a) Root induction in MD304 medium, b) Root regeneration in ¼ 

DFe medium 

Root-induced shoots were cultures in different medium composition in Table 4 for root development during 

21 days, 16 hours light/8 hours dark photoperiod, 24±2°C and 3500 lux light intensity with white LED 

illumination. The effects of the medium composition used in the experiments on the average root length (cm) 

and root number (number) were recorded. Observation data gave statistically insignificant differences (Table 

9). It was determined that the most successful rooting medium was ¼ DFe. According to the results obtained 

from the study, the most successful rooting rate was recorded as 45.45 %. Depending on the nutrient media 

used, callus formations occurred at rates ranging from 0 to 77.7 % on the shoot bases (Figure 7). In root 

development experiments, callus formation occurred at the leaf tip of the growing shoot in the culture dish 

containing ¼ DFe medium. It has been determined that the adventitious root formation also consists of this 

callus tissue (Figure 8). 

Table 9. The effect of medium compositions on parameters in rooting experiments 

Rooting 

medium 

Rooting 

regeneration 

ratio (%) 

Longest root 

lenght (cm) 

Average root 

lenght (cm) 

Average root 

number (number) 

Callus 

regeneration ratio  

(%) 

MDFe 33.3 1 0.34 1 77.7 

¼ DFe 45.45 2.5 1.22 2.4 54.5 

MDV 11.1 2 2 1 11.1 

¼ DV 0 0 0 0 0 
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Figure 8. Callus regeneration on explants a) Callus and root structure formed in MDFe medium b) Callus 

and root formed at the leaf tip of the shoot developed in ¼ DFe medium 

3.2. Discussion 

The first stage carried out within the scope of this study is the surface sterilization of the node explants. 

Elimination of internal contamination sources from walnut plant explants is the most important step in 

micropropagation studies. Because the darkening and contamination problem encountered in 

micropropagation studies with walnut varieties and the results of which cannot be clarified yet, should be 

eliminated. In tissue culture studies performed on all species of Juglans plant, it has been determined that they 

are quite stubborn against micropropagation. Darkening due to oxidation of the phenolic component in 

explants, internal contamination sources in explants, difficulties in adaptation to the culture medium, rooting 

and transfer to the soil are the most important problems of walnut micropropagation. Many scientific studies 

on walnut micropropagation have been published since the 1980s, but there is still not enough information to 

establish an accurate micropropagation protocol depending on the species (Kepenek & Kolağası, 2016; Licea-

Moreno et al., 2020). Fidancı (2005) stated in his research using Şebin and KR-2 walnut varieties that the most 

important problem encountered during the cultivation phase of micropropagation is contamination and 

darkening. 

In our study, it was thought that the most important problem to be solved was contamination and darkening, 

and studies were carried out in this direction. In the different sterilization trials, the highest contamination rate 

(37.5 %) was recorded in ST2 and ST3 trials, while the lowest contamination rate (13.3 %) was recorded in 

ST1. Similarly, while the highest darkening (46.7 %) was recorded in ST4, the lowest darkening (0 %) was 

recorded in the ST1 sterilization method. As a result of the trials carried out by applying different sterilization 

protocols, the sterilization method in which darkening (4 %) and contamination were minimized was 

determined as ST2 (5 min. 70 % EtOH + 5 min. 0.2 % HgCl2-Tween 20 added). Dong et al. (2007) reported 

that for successful sterilization in regeneration experiments of walnut explants, the explants were kept in 70 % 

EtOH for a while, followed by sterilization with 0.1 % HgCl2, and then rinsed with sterile distilled water. Şirin 

(2014), in order to develop a sterilization protocol in the axillary buds of Kaman-1 and Kaman-5 walnut 

varieties, exposed the explants to 70 % ethyl alcohol for 1 minute and then sterilized them in 0.2 % HgCl2 for 

5 minutes. In order to prevent the intense darkening in walnut regeneration studies, it was tried to be prevented 

by adding 100 mg/L ascorbic acid and 100 mg/L citric acid, and it was reported that the study was continued 

by subculture at 3, 24 and 48 hour intervals. 

In the study carried out by Scaltsoyiannes et al. (1997), to sterilize the embryos, the fruits were cracked and 

kept in 70 % EtOH for 5 minutes and then in 0.1 % NaOCl for 5 minutes, rinsed three times with sterile distilled 

water and the embryos were cultured. Sterilization success was determined as 0-59 % in the study. When 

compared with the study carried out by us, it is observed that the results show suitability.  

In a study by Tarinejad (2013) on the sterilization of node planes in walnuts, it was determined that 70 % EtOH 

for 2 minutes, 5 % NaOCl for 10 minutes, followed by 0.7 % HgCl2 for 3 minutes are required for sterilization. 
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In addition, it was determined that internal contaminations were revealed in the cultures that progressed in the 

trials in which antibiotics were not used. On top of that, it was determined that the sterilized explants should 

be cultured in media containing 12.5 mg/L gentamicin and 100 mg/L vancomycin to prevent this. The 

sterilization method was recommended by us is a more usable method because it includes the use of fewer 

sterilization agents and the application is shorter and more practical. In addition, a cheaper and commercially 

preferable method has been proposed due to the use of sterilization without the use of antibiotics. 

One of the problems encountered in the studies carried out on walnut has been stated as the low reproduction 

rate. The reason for this was thought to be the long culture period and latent contaminations as a result of the 

slow growth of regenerated shoots (Revilla et al., 1989). Lone (2017) stated that woody species had a weaker 

in vitro micropropagation response than herbaceous plants, and this was due to darkening and explant necrosis. 

Necrosis can occur when plants do not have enough nutrients. Extremely low amounts of phosphorus initially 

cause the leaves of the plant to appear bright green, but older leaves become necrotic. Other nutrients that 

cause necrosis are potassium, nitrogen, boron, iron and nickel (Schader, 2019). In our study, the rate of necrosis 

and especially darkening was observed to be higher in Rugini environments in general. On the other hand, it 

was observed that the darkening decreased in the modified Rugini media created by adding casein hydrolyzate 

and adenine hemisulphate based on Rugini. It can be thought that the low salt concentration of Rugini media 

compared to MS and DKW media may cause darkening and necrosis, and the casein hydrolyzate and adenine 

hemisuflate explants added to the medium protect from this condition. In the light of this information, it can 

be stated that the sterilization method we carried out in the 'Paradox' walnut rootstock species is compatible 

with the literature and can help prevent darkening and contamination problems in walnut species. 

In the study carried out by Tetsumura et al. (2002) on different walnut varieties, the highest shoot number was 

obtained as 1.7, while the highest shoot length was determined as 1.97 cm. In another study carried out by 

Kepenek and Kolağası (2016), the highest number of shoots obtained per explant was found to be 5.32, while 

the shoot length was 3.88 cm. In our study node explants with surface sterilization were transferred to the 

specified media for shoot induction. According to the results obtained at the end of 21 days; the highest number 

of shoots per explant (1.05 shoots/explant) was obtained in semi-solid SP4 (DKW containing 4 mg/L BAP + 

0.001 mg/L IBA + 200 mg/L casein hydrolysate + 50 mg/L adenine hemisulphate) nutrient medium. In 

addition, the most successful medium was semi-solid SP2 (DKW containing 2 mg/L BAP + 0.001 mg/L IBA 

+ 200 mg/L casein hydrolyzate+50 mg/L adenine hemisulphate) in terms of the highest number of nodes (7.95 

nodes/explant) and shoot length (1,6 cm) per explant. 

Scaltsoyiannes et al. (1997) in their regeneration study on Juglans regia L., it was found that the best axillary 

shoots were in DKW nutrient medium containing 4.44 μM BAP and 0.005 μM IBA, and the shoot length was 

maximum in culture medium containing 2.22 μM BAP. Saadat and Hennerty (2002), was stated that it gave 

better results in DKW medium than MS and WPM environments, and the use of Phytagel as a gelling agent 

was recommended. Tetsumura et al. (2002) obtained successful results in DKW nutrient medium with 5 μM 

BAP and 0.05 μM IBA. Fidancı (2005) tested MS, DKW, WPM media in Şebin and KR-2 walnut cultivars 

and the best growth was observed in DKW medium containing 1.0 mg/L BAP and 0.01 mg/L IBA. In our 

study, successful results were obtained in the formation of shoots in the presence of BAP from the node 

explants cultured in semi-solid DKW medium.  

In their study, Meier-Dinkel and Wenzlitschke (2015) cultured nodal segments in DKW and ROM media 

containing BAP and IBA, and higher reproduction rate (7.59) and shoot length (2.1 cm) were achieved in ½ 

ROM media. In our study, Rugini and DKW media and their modifications were tested. DKW, which we tried 

at full strenght, gave higher shoot number than Rugini medium. In their study by Bosela and Michler (2008), 

vitrification of black walnut explants was observed at frequencies of 60-100 % in WPM and ½ DKW 

environments, compared to frequencies of 10-40% in high-salt environments (DKW and MS). In our study, 

more vitrification was found in DKW media than in Rugini media. 

After the shoot induction and propagation stages, the shoots reaching 3-5 cm in length were taken and 

transferred to the specified rooting media. Rooting experiments were carried out in two stages. In the first 

stage, shoot explants taken into nutrient media for root induction were kept in dark conditions for 7 days. In 

this induction stage, the most successful medium (33 %) was ½I30 nutrient medium, whereas root induction 
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did not occur or explants died in nutrient media with the codes 1I40, ½30, MD404. In the next stage, shoot 

explants taken from dark conditions were transferred to rooting media containing different nutrient 

compositions in order to achieve root formation, and they were maintained in a light 16 hours light/8 hours 

dark photoperiod in a 21-day period. At the end of this period, the explants in ¼ DFe coded medium were most 

successfully rooted (2.4 cm root length, 1.22 root number). After root induction is achieved in shoots kept in 

dark conditions for a while, there is a lot of literature information about promoting root elongation under light 

conditions (Kamali et al., 2001; Fu et al., 2003; Caboni & Damiano, 2006; Tuan et al., 2017). Same as our 

study, in their study, Caboni and Damiano (2006), determined that the dark application was effective on 

adventitious rooting, which not only increased IBA uptake but also affected the concentration of endogenous 

auxin in free and conjugated forms. In Caboni and Lauri (1995) and Ripetti et al. (1994) studies, they stated 

that for the initiation of rooting in walnuts, the explants should be taken into an environment containing IBA 

first, and then the subculture should be made in a fresh hormone-free medium for the elongation of the roots. 

4. CONCLUSION 

The problems encountered in walnut production necessitated the preference of alternative methods. In this 

case, micropropagation studies have become an important alternative as they both enable clonal reproduction 

and enable seasonal production in a short time in a narrow space. In this study, micropropagation studies were 

carried out on the "Paradox" variety, which is the most demanded rootstock. When the given information is 

examined, the best media for shoot induction and also growth were found as SP4 and SP2 media based DKW 

medium. Rooting in two stages as root induction and elongation increased the rooting efficiency in the study. 

The development of these methods with future studies is of great importance for the development of walnut 

agriculture. 
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1. INTRODUCTION 

As known, reinforced concrete (RC) structural members are designed to resist loads without experiencing 

failure. On the other hand, RC members should also meet serviceability requirements to assure proper behavior 

and functionality under these loads. Deflections and cracking properties are the major concerns that can affect 

serviceability. Therefore, it is very crucial to predict these features with an estimate close to the actual behavior. 

However, this is not straightforward due to the specific behavior of RC. The flexural stiffness of a beam section 

depends on the moment of inertia normal to loading direction and the modulus of elasticity. However, the 

product of both variables is not constant for RC beams at any stage of the loading. Nonlinear and time-

dependent stress-strain behavior of concrete results variability in the modulus of elasticity. On the other hand, 

the moment of inertia significantly changes after cracking and keeps changing due to crack propagation. 

Accordingly, many research was conducted to calculate or predict immediate deflections of RC beams. They 

dealt with predicting the decreasing trend of moment of inertia due to cracked section properties. This behavior 

was taken into account by using different effective moment of inertia at corresponding load levels. Among 

these studies, Branson (1965) became very popular and conventional. This approach was also adopted by 

Turkish Standards TS500 (2000), American Concrete Institute, ACI 318-14 (2014), Canadian Standards CSA 

(2004), AASHTO (2005), Australian Standards, AS 3600-2009 (2009). American Concrete Institute Building 

Codes had been using this approach for more than 35 years (Mancuso & Bartlett, 2017). However, in 2019, 

ACI 318-19 (2019) removed the Branson (1965) equation, and instead adopted the Bischoff (2005) approach. 

The method proposed by Bischoff (2005) slightly better estimated the load-deflection of RC beams with a 

more rational approach of cracking behavior (Kalkan, 2010; Mancuso & Bartlett, 2017; Bischoff, 2020).  
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The current study was conducted to estimate the immediate deflection of RC beams. For this purpose, half-

scaled and T-sectioned RC beams with the reinforcement ratios of high, medium, and low were tested under 

monotonic loads. Afterwards, obtained experimental load-deflection relationships were compared with 

analytical ones proposed by Branson (1965) and Bischoff (2005) in accordance with the ACI 318-14 (2014) 

and ACI 318-19 (2019), respectively. Both methods gave quite close results to experimental values for the 

beams with low reinforcement ratio. However, they underestimated the deflections of medium and highly 

reinforced beams especially at service load levels. In other words, this is on the unsafe side. The latest research 

are still mainly focused on cracking behavior of RC members and estimating the effective moment of inertia. 

Consequently, sophisticated methods have been developed (Ammash et al., 2018; Arabshahi et al., 2022). In 

these approaches, even shear deformations were considered and taken into account (Kim et al., 2021). On the 

other hand, the effect of the elastic modulus of the concrete, which shows non-linear behavior with stress, was 

omitted. In other words, the specific behavior for one of the two main parameters affecting flexural stiffness 

is neglected in the calculations as far as the author knows. ACI 318-14 (2014) and ACI 318-19 (2019) permit 

to use a constant modulus of elasticity for these analyses. Thus, the nonlinear behavior of concrete that changes 

with stress was also considered in the subsequent analyzes to predict deflections as accurately as possible. The 

widely-accepted Hognestad (1951) concrete model was implemented into the calculations in order to reflect 

the effect of an elasticity modulus that changes with stress. Obtained results were presented graphically and 

discussed in terms of accuracy. 

2. MATERIAL AND METHOD 

2.1 Experimental Research 

A set of ½ scaled and T-sectioned six RC beams were tested under monotonic four-point bending. Table 1 

indicates the basic properties of these specimens. Dimensions and materials of the beam specimens were 

designed considering common practice and the experimental test setup limits. Ratio of the longitudinal 

reinforcement and flange thicknesses were selected as research parameters. Concrete of the specimens were 

cast monolithically. Figure 1 shows the dimensions and reinforcement detailing of the test specimens. The 

length of the RC beams was 3000 mm. The beam width, depth, and flange width of beams were 125/250/725 

mm, respectively. Flange thickness was 100 or 75 mm based on the specimen type. For each specimen, the 

upper flange region was reinforced by orthogonally placed Ø5/75 (rebar diameter is 5 mm and center to center 

spacing is 75 mm) rebars. On the other hand, while the bottom region of the flange was reinforced with Ø5/75 

for the longitudinal direction, the transverse direction was Ø5/150. Five millimeters of net concrete cover 

distance was adopted for the flange reinforcement. 

Table 1. Test specimen properties 

Specimen 
Flange thickness 

(mm) 
Compression rebars Tension rebars Reinforcement ratio (%) 

L75 75 2Ø8 3Ø8 low  0.51 

M75 75 2Ø10 4Ø10 medium  1.07 

H75 75 2Ø12 4Ø12 high 1.55 

L100 100 2Ø8 3Ø8 low  0.51 

M100 100 2Ø10 4Ø10 medium  1.07 

H100 100 2Ø12 4Ø12 high 1.55 

RC beams in this study were formed with three main longitudinal tension reinforcement ratios, which are low, 

medium, and high. Accordingly, beams with low reinforcement had 3Ø8 (3 rebars with a diameter of 8 mm) 

tension and 2Ø8 compression, medium reinforcement had 4Ø10 tension and 2Ø10 compression, high 

reinforcement had 4Ø12 tension and 2Ø12 compression rebars. Numerical expression of these tension 

reinforcement ratios were indicated in Table 1. Ten millimeters of net concrete cover was left for longitudinal 

rebars. Transverse reinforcement was detailed by double-legged stirrups of Ø5/100 mm which had 60 mm long 

135° bended hooks. Stirrup detailing was kept the same along the length of all specimens. Transverse 

reinforcement was designed to prevent shear failures in the experiments.  
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Figure 1. Dimensions and detailing of test specimens 

Low and high longitudinal tension reinforcement ratios for the test specimens were designed according to 

TS500 (2000). While the low one corresponds to the minimum (ρmin), the high one corresponds to the maximum 

(ρmax) longitudinal reinforcing limits for flexural members and calculated by Eq. (1) and Eq. (2). 


𝑚𝑖𝑛

= 0.8 
𝑓𝑐𝑡𝑑 

𝑓𝑦𝑑
 (1) 


𝑚𝑎𝑥

= 0.85𝜌𝑏 ≤  0.02  (2) 

where fyd is the design yield strength of longitudinal rebars and obtained by dividing characteristic strength to 

material factor of 1.15; fctd is the design tensile strength of concrete and obtained by dividing characteristic 

strength to material factor of 1.5; ρb is the reinforcement ratio for the balanced section. The medium 

reinforcement ratio was set by the arithmetic mean of these maximum and minimum boundaries. 

The name of the specimens were determined to represent their test parameters. Accordingly, the first letter (H, 

M, or H) refers to the low, medium, and high reinforcement ratios by their initials. The following number 

indicates the flange thickness of the beam in millimeters as 75 or 100 (Table 1). 

Concrete compressive strengths were determined based on standard 150×300 mm cylinder tests conducted on 

the 28th day of the casting. The same concrete mixing ratio was used for all specimens and there was not any 

chemical additives in it. At least ten concrete cylinder specimens were tested for each RC beam. Accordingly, 

the mean concrete compressive strength (fc) of the concrete was calculated as 15.8 MPa, with a sample standard 

deviation of 0.63 MPa. Ribbed steel bars were used for the reinforcement. However, while Ø5 rebars were in 

S500 grade, Ø8, Ø10, and Ø12 rebars were in S420 grade. While S500 grade has a minimum yield strength 

(fy) of 500 MPa and an ultimate strength (fsu) of 550 MPa, these values for S420 grade are 420 MPa and 500 

MPa, respectively. 
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The experimental set-up was illustrated in Figure 2. Accordingly, RC beams were placed on simple supports. 

Tests were conducted in the closed steel frame. The load was acted by a hydraulic jack, and this load 

transmitted to the RC beam with the help of load-spreader steel shapes. The upper steel beam was utilized to 

divide the main load into halves. This simple supported steel beam had a clear span length of 600 mm and was 

standing on two steel shapes which were located on transverse direction of the RC beam. In this way, two 

uniformly distributed loads acted along the transverse direction of the test specimen. To ensure more even load 

distribution, rubber pads were also placed between the steel shapes and the RC beam. The acting force was 

measured by a canister type load cell which was attached to the hydraulic jack. The load cell had an accuracy 

of 0.25%. Linear variable differential transformers (LVDTs), which had an accuracy of 0.1%, were utilized to 

measure vertical displacements at the mid-span, loading projections, and supports. Since observed support 

settlements during the experiments were very close to zero, they were neglected during net displacement 

calculations. The vertical displacements measured from the loading projections were for curvature calculations 

and also a backup for the mid-span measurement. Monotonic quasi-static load was maintained up to 150 mm, 

which is the stroke length capacity of the hydraulic jack or a significant (at least 15%) decrease in the maximum 

load. All specimens experienced ductile flexural failure as expected. There was no sign of shear or bond 

damage. The experimental load-deflection diagrams of RC beams were plotted and shown in Figure 3 for 

comparison. In these diagrams, while the deflection axis corresponds to the net mid-span deflection, the load 

axis corresponds to the force measured by the load cell. 

 

Figure 2. Test set-up 

2.2 Analytical Study 

Consecutively, the following steps were taken for predicting analytical load-deflection curves of the tested RC 

beams according to both methods developed by Branson (1965) and Bischoff (2005). Initially, the rupture 

modulus of concrete (fr) was computed as 2.4 MPa by using the Eq. (3) according to (ACI 318-19, 2019): 

𝑓𝑟 = 0.62√𝑓𝑐
  (3) 

where  is the lightweight concrete modification factor to account for the decreased mechanical properties and 

in this case  =1, fc is the specified compressive strength of concrete in MPa and was taken as 15 MPa based 

on cylinder tests.  

The cracking moment (Mcr) was computed for the beams by the following Eq. (4) (ACI 318-19, 2019). 
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𝑀𝑐𝑟 =
𝑓𝑟 𝐼𝑔

𝑦𝑡
 (4) 

where yt is the distance between gross section neutral axis and extreme fiber in tension, Ig is the gross-section 

moment of inertia by neglecting reinforcement. Ig was calculated as 325055499 mm4 and 328342608 mm4 for 

the beams with the flange thickness of 75 and 100 mm, respectively. Calculated Mcr values were explicitly 

given in Table 2. 

 

Figure 3. Analytical and experimental load-deflection diagrams 
 

Table 2. Used values for analytical approach 

Specimen 

Tension 

reinforcement 

area (mm2) 

Compression 

reinforcement 

area (mm2) 

Icr 

(mm4) 

yt 

(mm) 

yc 

(mm) 

Mcr 

(kNmm) 

L75 151 101 87601792 176.6 41.6 4416.5 

M75 314 157 151440468 176.6 47.6 4416.5 

H75 452 226 201074095 176.6 52.0 4416.5 

L100 151 101 112361382 174.3 51.7 4520.7 

M100 314 157 170151410 174.3 56.0 4520.7 

H100 452 226 215662224 174.3 59.2 4520.7 

The procedures for Branson (1965) and Bischoff (2005) methods are the same up to this stage. However, 

according to Branson (1965), if the RC member is cracked at one or more sections, immediate deflections 

should be calculated with the effective moment of inertia (Ie) given in Eq. (5) (ACI 318-14, 2014). On the other 

hand, according to Bischoff (2005), if the acting moment (Ma) is less than or equal to 2/3Mcr, Ie can be taken 

equal to Ig. Otherwise, the following Eq. (6) should be used, if Ma is greater than 2/3Mcr (ACI 318-19, 2019). 
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𝐼𝑒 = (
𝑀𝑐𝑟

𝑀𝑎
)

3

𝐼𝑔 + [1 − (
𝑀𝑐𝑟

𝑀𝑎
)

3

] 𝐼𝑐𝑟 ≤ 𝐼𝑔  (5) 

𝐼𝑒 =
𝐼𝑐𝑟

1 − (
(2/3)𝑀𝑐𝑟

𝑀𝑎
)

2

(1 −  
𝐼𝑐𝑟
𝐼𝑔

) 

 
(6) 

where Icr is the cracked section moment of inertia which transformed in terms of concrete, Ig is the moment of 

inertia of gross concrete section about centroidal axis, neglecting reinforcement; Ma is the maximum moment 

acting on the RC member at stage deflection is calculated. Icr was computed according to the derivations in 

ACI 435R-95 (2000) and shown for each specimen in Table 2. The elastic modulus of concrete (Ec) was 

computed according to ACI 318-19 (2019) and found as 18203 MPa by Eq. (7). Elastic modulus of the steel 

rebars (Es) were taken as 200000 MPa. 

𝐸𝑐 = 4700√𝑓𝑐
 (7) 

The following remaining procedures were applied to obtain the analytical load-deflection diagrams of the RC 

beams by both mentioned methods. Since measured deflections only include applied load, deflection resulted 

from self-weight was neglected. Acting load was started from zero and increased by 0.5 kN steps until the 

maximum load values in the experiments were achieved. Load steps were expressed in terms of Ma at the mid-

span. Thus, Ie was computed for each Ma value by operating the protocols specific to each method. 

Typical Eq. (8) was derived for computation of mid-span deflection (δ) for a simple supported beam subjected 

to two symmetrical concentrated loads. In the Eq. (8), P is one of the two acting concentrated loads and is 

equal to half of the total applied load; a is the shear span length which in this case equal to 1125 mm; L is the 

net span length and equal to 2850 mm for the current test set-up (Figure 1). 

𝛿 =
𝑃 𝑎 

24 𝐸𝑐  𝐼𝑒𝑓

(3𝐿2 − 4𝑎2) (8) 

Eventually, analytical load-deflection diagrams were drawn and presented with the experimental 

corresponding ones in Figure 3.  

2.3 Proposed Method 

In the proposed method, Eq. (6) which is adopted by ACI 318-19 (2019) was used as it is, except for the 

constant Ec assumption. As known, since the stress-strain behavior of concrete is nonlinear, it is possible to 

determine different Ec value for each point on the curve. The deviation from linearity becomes more obvious 

with increasing stress. Various models have been developed to express stress-strain relationship of concrete 

analytically (Hognestad, 1951; Hognestad et al., 1955; Desayi & Krishnan, 1964; Todeschini et al., 1964; 

Popovics, 1973; Carreira & Chu, 1985; Kumar, 2004). Among these, the widely-accepted Hognestad (1951) 

model with the Eq. (9) given below was selected for its convenience. 

𝜎𝑐 =  𝑓𝑐
 [

2𝜀𝑐

𝜀𝑐𝑜
− (

𝜀𝑐

𝜀𝑐𝑜
)

2

] for 𝜀𝑐 ≤ 𝜀𝑐𝑜 (9) 

where σc is the stress in concrete; εco is the strain corresponding with the maximum stress fc; εc is the stain in 

which the stress is computed. If εc=σc/Ec is substituted in the Eq. (9), and then solved for Ec, following Eq. (10) 

can be obtained for the valid root. Thus, Ec could be defined as a secant modulus for each σc value. 

𝐸𝑐 =  
𝑓𝑐
[1 + √1 − (𝜎𝑐/𝑓𝑐

) ] 

𝜀𝑐𝑜
 (10) 
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In Eq. (10), εco was taken as 0.002 which is valid for most of the cases (CEB-FIB, 1970). fc was 15 MPa based 

on cylinder tests. σc was calculated for each Ma value according to the adopted practical approach by Eq. (11). 

𝜎𝑐 =  
𝑀𝑎

  𝑦𝑐

𝐼𝑒
 (11) 

where yc is the distance between neutral axis and the extreme fiber in compression. The value of yc was 

calculated by the derivations of flanged sections with compression steel based on the ACI 435R-95 (2000) and 

given for each specimen explicitly in Table 2. Ie was computed by Eq. (6) which is Bischoff (2005) approach 

due its more rational results than the Branson (1965). 

In this way, the analytical load-deflection diagram of the specimens plotted by using stress-varying modulus 

of elasticity were illustrated in Figure 4 with the previously drawn ones in Figure 3. Note that some portions 

of the post-yielding experimental curves were removed in order to make precise evaluations on a larger scale. 

 

Figure 4. Initial load-deflection curves including proposed ones 

3. RESULTS AND DISCUSSION 

First point of the slope change in the load-deflection diagrams corresponds to the cracking load of the RC 

beams (Figure 4). Branson (1965) and Bischoff (2005) equations mostly underestimated the deflections after 

cracking. The deviation was more obvious for the medium and high reinforcement ratios (Figure 3). 

Exceptionally, Bischoff (2005) method slightly overestimated deformations up to approximately 1.5 times the 

experimental cracking load for beams with low reinforcement ratios (Figure 4). While Branson’s (1965) 

approach was better for estimating the cracking behavior in RC beams with low reinforcement ratios, 

Bischoff’s (2005) was better for medium and highly reinforced beams. Both methods resulted in almost equal 

deflections after about 2.5 times the experimental cracking loads. Therefore, the effects of the methods on 

behavior were dominant only for beams with low reinforcement. On the other hand, the proposed approach, 
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using stress-varying modulus of elasticity, had negligible impact on the cracking behavior even for beams with 

low reinforcement as expected. In other words, using stress-varying modulus of elasticity in Bischoff’s (2005) 

equation did not make any difference from an engineering point of view (Figure 4). 

Immediate deflections are mostly calculated under service loads. Therefore, the accuracy of deflection 

calculation is much more significant for loads at this level. The service load level for an RC beam 

approximately corresponds to 65% of the yielding load of the beam (Py) when gravity load and flexural 

resistance factors are considered in the design codes (ACI 318-19, 2019). Experimental Py values were 

apparent and directly obtained from load-deflection curves of the test specimens (Figure 3). Experimental and 

analytical deflections correspond to experimental 0.65Py were considered service deflections (δs) and given in 

Table 3. 

Branson (1965) and Bischoff (2005) equations gave the same results at the service loads for the RC beams 

with high and medium reinforcement ratios. On the other hand, Bischoff (2005) equation resulted slightly more 

deflections for the beams with low reinforcement. Nevertheless, both equations in their current form constantly 

underestimated the deflections for the service loads. They predicted almost 30% less than the experimental 

results for highly and medium reinforced beams. At low reinforcement ratios, this value was on average 22% 

and 14% less for Branson (1965) and Bischoff (2005), respectively. In other words, Bischoff (2005) correlated 

better with the experimental results. On the other hand, the proposed approach, using stress-varying modulus 

of elasticity, was in close agreement with the experimental results. The proposed approach estimated the 

deflection of the L75 specimen 23% more at service load levels. However, the overestimation was only 7% 

for specimen L100 which could be considered equivalent to L75. Thus, this contradiction was attributed to 

random causes arising from specific behavior of RC members. Nevertheless, it should not be disregarded that 

the deviation was in the safe region. When specimen L75 was excluded from the evaluation, the difference 

varied between +7% and -6%. Additionally, this range corresponded to deviations below 0.5 mm (Table 3). 

Table 3. Service load deflections of specimens 

Specimen 

Experiment 

yield load, Py 

(kN) 

Experiment 

0.65Py 

(kN) 

Experiment δs 

(mm) 

Branson δs  Bischoff δs  

δs of the 

proposed 

approach  

mm Rel. mm Rel. mm Rel. 

L75 28 18.2 5.2 4.2 0.81 4.8 0.92 6.4 1.23 

M75 52 33.8 8.0 5.5 0.69 5.5 0.69 7.5 0.94 

H75 82 53.3 9.1 6.6 0.73 6.6 0.73 9.4 1.03 

L100 32 20.8 5.5 4.1 0.75 4.4 0.80 5.9 1.07 

M100 61 39.7 8.3 5.8 0.70 5.8 0.70 8.2 0.99 

H100 86 55.9 9.1 6.4 0.70 6.4 0.70 9.4 1.03 

Rel.: The ratio of the analytical deflection to the experimental deflection 

In the proposed approach, the best fit was observed in the behavior of medium reinforced beams. The curves 

almost overlap to the yield point. A similar favorable consistency was valid for specimen L100. In specimen 

L75, while the current approaches mostly underestimate the deflection, the proposed approach overestimate in 

the same proximity (Figure 4). The agreement between the experimental curves gradually decreased as they 

got closer to yield in highly reinforced RC beams. However, the proposed approach resulted deflections much 

more close to the experimental ones even in the yield regions. Moreover, slight deviations were on the 

conservative side (Figure 4). 
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4. CONCLUSION 

In this study, T-sectioned six RC beams with low, medium, and high reinforcements were tested and 

experimental load-deflection diagrams were obtained. Deflections were calculated according to Branson 

(1965) and Bischoff (2005) by using constant modulus of elasticity as it is recommended by ACI 318-14 (2014) 

and ACI 318-19 (2019), respectively. Afterwards, the nonlinear behavior of concrete that changes with stress 

was also taken into account for the Bischoff (2005) method to predict deflections as accurately as possible. 

The widely-accepted and practical Hognestad (1951) concrete stress-strain relationship was implemented in 

the proposed approach. Consistency between the analytical and experimental results was evaluated. In the 

current section, significant outcomes of the study were presented. On the other hand, it should be noted that 

the results are based on data from a limited number of test specimens. For this reason, solid and absolute 

judgements should be avoided.  

When Branson (1965) and Bischoff (2005) equations were compared, Branson (1965) approach simulated the 

cracking behavior of RC beams with low reinforcement ratios better than Bischoff (2005). On the other hand, 

Bischoff (2005) approach was better for the tested medium and highly reinforced beams. Both deflection 

calculation methods did not result any significant difference under the assumed service loads and constantly 

underestimated the experimental deflections. The reached deviation was 30% less than the experimental results 

for high and medium reinforcement ratios. 

Deflections could be calculated more accurately when non-linear stress-strain behavior of concrete was 

deployed in Bischoff (2005) approach. The proposed approach was able to estimate the experimental 

deflections under service loads with an average proximity of 5%. Moreover, this average value was on the safe 

side. The best fit to the experimental load-deflection curves was observed in medium reinforced beams which 

is valid for most of the case. 
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Recent studies have paid particular attention to polymer-nanoparticle composite materials considering 

they have a number of interesting properties, which include optical, thermal, electrical, and others 

(Reyna-Gonzalez et al., 2009; Yakuphanoglu et al., 2010). In this study, a free radical polymerization 

process was used to create a copolymer of N-vinylcarbazole (NVC) and benzyl methacrylate (BZMA) 

at 25–75 mol% each. The procedure was conducted at 70°C with azobisisobutyronitrile (AIBN) acting 

as the initiator. Nano zinc oxide powders were then added to composites at three different ratios of 5%, 

10%, and 15% weight of the copolymer. In order to better understand the structures of the P(NVC-co-

BZMA) and its composites, FT-IR, 1H NMR, and UV spectroscopic techniques were also 

implemented. The optical characteristics of both the pure copolymer and its composites were 

examined. In the visible region, the composite containing 15% nano ZnO had the highest optical 

absorbance value. Additionally, the thermal behaviours of the composites and copolymers were 

analysed. 
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1. INTRODUCTION 

The presence of two monomers with different properties in a polymer chain with different compositions can 

give the polymer new properties (Saçak, 2012). Copolymerization is a method that can be used for this 

purpose and is of great technological importance. Furthermore, the structures obtained by adding nano- or 

macro-sized reinforcing materials to polymers and called polymer composites significantly change the 

properties of polymer materials.  

NVC and BZMA monomers are among the polymers studied in copolymerization reactions in terms of some 

the properties that they exhibit. The high softening temperature of N-vinylcarbazole, an aromatic vinyl 

monomer, has caused it to become the subject of copolymerization studies with different monomers. One of 

the aims of these studies has been to obtain polymers with a lower softening temperature than P(NVC) (Isusi 

et al., 2006). Moreover, NVC has attracted attention due to its optical applications and is considered worthy 

of research in this field. There have also been composite studies with ZnO to improve the properties of 

P(NVC) (Ghosh & Biswas, 2009). Ghosh et al. (2010) studied the dielectric properties of P(NVC), a 

conducting polymer, by preparing its composites with acetylene black and ZnO separately and found that the 

nanocomposite of poly(N-vinylcarbazole) with acetylene black exhibited a negative dielectric constant at 

high frequency. Goumri et al. (2020) synthesized composites of P(NVC) with graphene oxide and 

emphasized that the electrical conductivity can be improved depending on the varying graphene oxide ratio. 

Benzyl Methacrylate (BZMA) is a methacrylic monomer containing the phenyl group in its structure. 

Although it has many applications (Aqel et al., 2013; Li et al., 2014), it has generally been used in 

mailto:esrabarim@munzur.edu.tr
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http://www.orcid.org/0000-0003-0181-3102
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copolymerization studies to obtain thermal functionality (Ueno, 2018). For example, Liu et al. (2022) 

synthesized a series of copolymers with different BZMA and MMA compositions as microspheres and 

emphasized that some properties of the copolymer such as thermal stability and glass transition temperature 

(Tg) can be changed depending on the monomer compositions. There are also composite studies on BZMA 

in the literature. Demirelli et al. (2022a) prepared composites of BZMA with lactone end groups with 

graphene and reported that the composite material’s thermal stability saw an increase that followed that of 

the amount of graphene doped, but the Tg value decreased. 

Thermal degradation kinetic data of polymers is an important parameter to understand the degradation 

process of the polymer. Thermogravimetric analysis (TGA) is one of the most often used methods of analysis 

in the examination of the kinetics of polymer thermal degradation and it entails evaluating the activation 

energy of the thermal degradation of polymers. All kinetic studies are based on the assumption that the 

isothermal rate conversion dα/dt is a linear function of k(T), which is a temperature-dependent rate constant, 

and f(α), which is a function of conversion independent of temperature. This is written as follows: 

𝑑𝛼

d𝑡
= 𝑘(𝑇)𝑓(𝛼) (1) 

The activation energy is normally pinpointed through attaching kinetic data to various reaction models, 

yielding the Arrhenius parameters: 

𝑘(𝑇) = A exp (−
Ea

𝑅𝑇
 ) (2) 

Here, A is a pre-exponential factor assumed to be independent of temperature, Ea represents activation 

energy, T is absolute temperature, and R is the universal gas constant (R = 8.314 J/mol K). When these are 

combined, the following equation can be written: 

dα

dt
= A exp (−

Ea

RT
) 𝑓(𝛼) (3) 

For non-isothermal measurements at a constant heating rate of 𝛽 =
𝑑𝑇

𝑑𝑡
 equation (3) transforms to the 

following: 

β (
dα

dT
) = A exp(− 

Ea

RT
 )𝑓(𝛼) (4) 

Activation energy Ea may be determined by a variety of techniques and, in particular, the Flynn-Wall-Ozawa 

(FWO) and Kissinger-Akahira-Sunose (KAS) models are frequently utilized in the calculation of the 

activation energy of polymer thermal degradation (Barim, 2021; Demirelli et al., 2022b). Both are integral 

methods that are independent of the reaction order. In the Flynn-Wall-Ozawa method, parallel lines are 

attained by plotting Log β against 1/T(K-1) various rates of heating. By calculating the slope of these lines, 

the activation energy (Ea) is achieved. The FWO method uses the following equation 5 (Ozawa, 1965; Flynn 

& Wall, 1966): 

𝑙𝑜𝑔(𝛽) = log [
AEa

g(𝑎)𝑅
] − 2.315 −

0.457 Ea

RT
 (5) 

In the equation above, g(α) is an unknown function of conversion. According to this equation, the activation 

energy (–0.457 Ea/RT) is calculated using the slope of the Log β - 1/T(K-1) graph.  

When implementing the KAS method to uncover the activation energy, ln(β/T2) is plotted against 1/T(K-1). 

The Ea value is calculated from the slope of the linear line obtained from this graph. The equation of the 

KAS method is defined as follows (Kissinger, 1957): 



528 
Esra BARIM 

GU J Sci, Part A, 9(4): 526-536 (2022) 
 

 

ln (
𝛽

𝑇2
) = ln (

AR

g(α)Ea
) −

Ea

RT
 (6) 

The primary purpose of the present study was to synthesize, characterize, and make composites of a 

copolymer not encountered in the literature. Following this, it was to reveal the thermal degradation 

parameters, activation energies (with FWO and KAS method), and optical properties of both copolymer and 

composites. For this purpose, the P(NVC-co-BZMA) copolymer was synthesized, its structure was 

elucidated, and the composites of this copolymer with 5, 10 and 15 wt% nano ZnO were then prepared. 

Finally, the thermal and optical properties of copolymers and composites were investigated. 

2. MATERIALS AND METHODS/EXPERIMENTAL METHODS 

Benzyl methacrylate (BZMA) and N-vinlycarbazole (NVC) monomers were purchased commercially from 

Sigma-Aldrich. ZnO NPs a purity of 99.5% were obtained from Nanography Nanotechnology (Ankara, 

Turkey). 

2.1. Preparation of P(NVC-co-BZMA) Copolymer 

The P(NVC-co-BzMA) copolymer was synthesized by free radical polymerization method using 25 mol% 

NVC and 75 mol% BZMA monomers in the company of the AIBN initiator in 1,4-dioxane solvent 

submerged in a 70°C oil bath. Polymerization was performed for 12 hours. The copolymer was precipitated 

in ethyl alcohol solvent and this process was repeated 3 times. It was later dried in a vacuum oven at 40 °C 

for 24 hours. Structural characterization of the copolymer was performed by the spectroscopic methods of 

FT-IR and 1H NMR. Thermal characterization was also carried out with a TGA-DTA system. UV spectra 

were recorded and optical properties were analysed. The reaction scheme for the poly(NVC-co-BZMA) 

copolymer system is shown in Figure 1. 

 

Figure. 1. Synthesis scheme of the poly(NVC-co-BZMA) copolymer  

2.2. Preparation of P(NVC-co-BZMA) Copolymer Composites with Nano ZnO 

Three composites of P(NVC-co-BZMA) copolymer containing 5, 10, and 15 wt% nano ZnO were prepared 

using the solvent casting method. Accordingly, certain amounts of P(NVC-co-BZMA) copolymers were 

dissolved in dichloromethane solvent in three separate beakers. Then 5, 10, and 15 wt% nano ZnO was 

weighed according to the amount of dissolved copolymer and dispersed in the dichloromethane solvent in 

three separate beakers for 2 h. Finally, the dispersed nano ZnO and copolymer solutions were mixed. The 

obtained nanocomposites were first mixed using an ultrasonic pen for two min and then the mixing process 

was continued with a magnetic stirrer overnight and the solvent of the composites was removed in a rotary 

evaporator. The composites were dried at a temperature of 40 °C inside a vacuum oven before determining 

the constant weight. Structural characterization of the composites was performed using the FT-IR 

spectroscopic method and thermal characterization by TGA-DTA dual system. UV spectra were taken and 

the optical properties were analyzed. 
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3. RESULTS AND DISCUSSIONS 

3.1. FT-IR Spectroscopy  

When the FT-IR spectrum of the P(NVC-co-BZMA) copolymer shown in Figure 2 was examined, the main 

peaks characterizing the copolymer were found as follows: peaks of aromatic C-H stretching vibrations 

between 2980–3048 cm–1, peaks of aliphatic C-H stretching vibrations between 2840 and 2980 cm–1, peak of 

ester carbonyl at 1723 cm–1, peak of C=C stretching vibrations in the aromatic ring at 1450 cm–1, peak of 

vinylidene at 1330 cm–1, peaks of the (-C=O)-O-C group between 1156 and 1240 cm–1, and peaks of C-H 

stretching vibrations of monosubstituted benzene at 695 cm–1. The peak at 837 cm–1, due to the nano ZnO, 

was below the peak at the same location in the composite structure and caused this peak to broaden (Haldar 

et al., 2011; Bashir et al., 2022). 

 

Figure. 2. FT-IR spectra of a) P(NVC-co-BZMA), b) P(NVC-co-BZMA)/ZnO 15%, and c) nano ZnO 

3.2. 1H-NMR Spectroscopy 

The 1H NMR spectrum of the copolymer which can be observed in Figure 3 was obtained using a Bruker 400 

MHz AVIII 400 model NMR device in CDCl3 solvent. In the 1H NMR spectrum of the copolymer, the peaks 

between 0.5 and 2 ppm indicated CH3 and CH2 protons in the main chain of the polymer, the peak at 4.9 ppm 

indicated O-CH2 protons belonging to the BZMA monomer, and the peaks between 6.8 and 7.9 ppm 

indicated protons originating from the aromatic ring in the NVC and BZMA monomers. 

 

Figure. 3. 1H NMR Spectrum of the P(NVC-co-BZMA) 
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3.3. Thermal Analyses of the Copolymers and Composites 

Determination of the copolymer and composite TGA curves required the use of a Perkin Elmer SII 7300 

model TGA/DTA dual system. The thermal analysis curves of the copolymers and composites were obtained 

by heating them to 500 °C in aluminium vessels at a rate of 20 °C/min in a nitrogen gas atmosphere and are 

shown in Figure 4. Initial degradation temperatures, glass transition temperatures (Tg), temperatures 

corresponding to a given degradation, and Table 1 shows the waste calculations taken from TGA 

thermograms. 

 

Figure. 4. TGA curves of the copolymers and their composites; a) P(NVC-co-BZMA)/ZnO 15%, b) P(NVC-

co-BZMA)/ZnO 10%, c) P(NVC-co-BZMA)/ZnO 5% and d) P(NVC-co-BZMA) 
 

Table 1. The results of 20°C TGA for P(NVC-co-BZMA) and composite systems 

(Decomposition characteristics of copolymer and its composites with ZnO) 

Polymer / Composite 
Tg 

(°C) 

IDTa 

(°C) 

Temperatures (°C) at certain % weight losses 

10 30 50 70 90 
% Residue 

at 500°C 

P(NVC-co-BZMA) 94 310 348.5 371 382 392 404.5 - 

P(NVC-co-BZMA)/ZnO 5% 96 299 339 368.2 383.5 400 - 6.5 

P(NVC-co-BZMA)/ ZnO 10% 98 300 336 367.7 385 405 443 5.5 

P(NVC-co-BZMA)/ ZnO 15% 99 302 331.4 382.5 427 473.7 - 27 

a: Initial decomposition temperature 

3.3.1. Calculation of the Activation Energy of P(NVC-co-BZMA) and P(NVC-co-BZMA)/ZnO 10% 

The thermal degradation kinetics of the P(NVC-co-BZMA) and P(NVC-co-BZMA)/ZnO 10% were 

examined by means of TGA thermograms. For this purpose, both the copolymer and composite samples 

were heated under nitrogen atmosphere from 30 °C to 500 °C; the rate was 10, 15, 20, and 25 °C/min for 

copolymer samples and 10, 15, 25, and 35 °C/min for composite samples. From the obtained thermograms, 

the degradation temperatures of the polymer with different transformations were determined. Using these 

data, the thermal degradation activation energies of the copolymer and composite samples were calculated 

according to the FWO and KAS methods. Thermal degradation activation energy plots of the P(NVC-co-
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BZMA) copolymer calculated based on the FWO and KAS methods have been provided in Figure 5 and 6. 

The calculated values for activation energy according to these methods are shown in Table 2. 

 

Figure. 5. Determination of the activation energy of P(NVC-co-BZMA) calculated by FWO models 
 

 

Figure. 6. Determination of the activation energy of P(NVC-co-BZMA) calculated by KAS models 

Thermal degradation activation energy plots of the P(NVC-co-BZMA)/ZnO 10% composite calculated 

according to the FWO and KAS methods can be observed in Figure 7 and 8, while calculated values for 

activation energy according to both methods are highlighted in Table 3.  
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Table 2. Activation energy values estimated by FWO and KAS Methods for P(NVC-co-BZMA) 

Flynn–Wall–Ozawa 

(FWO) Method 

Kissinger–Akahira–Sunose 

(KAS) Method 

Conversion/α Ea (kJ/mol) Conversion/α Ea (kJ/mol) 

0.1 110.257 0.1 105.820 

0.2 104.025 0.2 99.044 

0.3 105.602 0.3 100.574 

0.4 115.144 0.4 110.509 

0.5 130.105 0.5 126.148 

0.6 141.214 0.6 137.746 

0.7 160.431 0.7 157.866 

0.8 188.620 0.8 187.414 

Average 131.924 Average 128.140 

 

 

Figure. 7. Determination of the activation energy of P(NVC-co-BZMA)/ZnO 10% calculated by FWO 

models 
 

  

Figure. 8. Determination of the activation energy of P(NVC-co-BZMA)/ ZnO 10% calculated by KAS models 



533 
Esra BARIM 

GU J Sci, Part A, 9(4): 526-536 (2022) 
 

 

Table 3. Activation energy values estimated by FWO and KAS Methods for P(NVC-co-BZMA)/ ZnO 10% 

Flynn–Wall–Ozawa 

(FWO) Method 

Kissinger–Akahira–Sunose 

(KAS) Method 

Conversion/α Ea (kJ/mol) Conversion/α Ea (kJ/mol) 

0.1 249.183 0.1 242.080 

0.2 274.653 0.2 268.580 

0.3 317.096 0.3 313.015 

0.4 367.162 0.4 361.518 

0.5 388.447 0.5 383.725 

0.6 364.633 0.6 360.500 

0.7 470.459 0.7 470.658 

0.8 492.927 0.8 493.982 

Average 365.573 Average 361.757 

3.4. Optical Properties 

P(NVC-co-BZMA) films doped with 5, 10, 15 wt% ZnO were prepared using the sol gel drop coating 

method. UV measurements on the thin film samples were taken with a UV3600 SHIMADZU UV-VIS-NIR 

spectrophotometer. Transmittance and absorbance graphs were drawn using the data obtained from UV 

measurements. UV spectra of P(NVC-co-BZMA) copolymer and composites were examined. Results are 

shown in Figure 9 and 10. 

The transmittance-wavelength spectra revealed that the undoped P(NVC-co-BZMA) copolymer had the 

highest optical transmittance in the visible region when compared to its nano ZnO-doped composites. In the 

same region, the P(NVC-co-BZMA)/ZnO 15% composite with the highest doping ratio was found to have 

the lowest optical transmittance. 

 

Figure. 9. The transmittance spectra of P(NVC-co-BZMA) and it’s composites; a) P(NVC-co-BZMA)/ZnO 

15%, b) P(NVC-co-BZMA)/ZnO 10%, c) P(NVC-co-BZMA)/ZnO 5% and d) P(NVC-co-BZMA) 

When the absorbance-wavelength spectra of the P(NVC-co-BZMA) copolymer and composite samples were 

analysed, it was found that the absorption value of the P(NVC-co-BZMA) copolymer without any doping in 

the visible region was the lowest. The P(NVC-co-BZMA)/ZnO 15% composite with the highest doping ratio 

was found to have the highest absorption value. P(NVC-co-BZMA)/ZnO 5% and P(NVC-co-BZMA)/ZnO 

10% composites were observed to exhibit absorption directly proportional to the doping amounts.  
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Figure. 10. The absorption spectra of P(NVC-co-BZMA) and it’s composites; a) P(NVC-co-BZMA)/ZnO 

15%, b) P(NVC-co-BZMA)/ZnO 10%, c) P(NVC-co-BZMA)/ZnO 5% and d) P(NVC-co-BZMA) 

4. CONCLUSION 

In this study, 25%-75% by mole copolymer of N-vinyl carbazole and benzyl methacrylate monomers and 

composites of this copolymer with nano ZnO in three different weight ratios were prepared. Thermal and 

optical properties of the synthesized samples were examined. The fact that the peak of the ester carbonyl was 

observed at 1723 cm–1 in the FT-IR spectrum of the copolymer and the absence of the peaks of the vinylic 

protons at 6.5 and 5.5 ppm in the 1H NMR spectrum was important evidence that the copolymer was 

synthesized. All of the peaks belonging to the copolymer were also observed in the FT-IR spectrum of the 

composite. Thermal degradation behaviors and glass transition temperatures of the copolymer were 

determined by thermograms obtained from the TGA-DTA dual system. While the glass transition 

temperature for benzyl methacrylate polymer is 59°C in the literature, this value was determined as 227 °C 

for P(NVC) (Pearson & Stolka, 1981; Worzakowska, 2016). Glass transition temperatures of P(NVC-co-

BZMA) copolymer were found in the range of those of P(NVC) and P(BZMA) homopolymers. The Tg value 

of P(NVC-co-BZMA) copolymer was 94.6 °C while the Tg values of the composites made with 5%, 10%, 

15% ZnO doping were determined as 96, 98.4 and 99 °C, respectively. The Tg of the composites was higher 

than the Tg of the pure copolymer and it was determined that the softening temperatures increased as the 

nano ZnO ratio in the composites increased. This behavior shows that nano ZnO reduces the mobility of the 

chain in the copolymer chain, thus reducing the free volume of the polymer and increasing the softening 

temperature of the composites. While 310 °C defined the base temperature of the copolymer, the initial 

degradation temperatures of the composites decreased with the doping of nano zinc oxide into the polymer. 

In general, when the temperature values corresponding to 50% weight loss for the thermal stability of 

polymeric materials are evaluated, this value was determined as 382 0C for the copolymer, while it was 

383.5, 385, and 427 °C for composites doped with 5%, 10% and 15% zinc oxide, respectively. Zinc oxide 

doped into the copolymer increased the thermal stability of the composites between 1.5 and 44 °C. The 

activation energy calculations of the P(NVC-co-BZMA) copolymer synthesized in the study were examined 

by employing the FWO and KAS methods. The activation energies for the copolymer were determined as 

131.924 and 128.139 kJ/mol according to the FWO and KAS methods, respectively. The closest value to the 

average activation energy for the copolymer was obtained at a conversion value of 0.5. Activation energies 

of the P(NVC-co-BZMA)/ZnO 10% composite according to FWO and KAS method were calculated as 

365.57 and 361.757 kJ/mol, respectively. The closest value to the average activation energy for this 

composite was obtained at a conversion value of 0.4. The UV spectra of the P(NVC-co-BZMA) copolymer 

and composites were analyzed in the visible region and it was observed that the undoped P(NVC-co-BZMA) 

copolymer had the highest optical transmittance and the lowest absorption value. As for the composites, it 
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was determined that the optical transmittance values decreased with the increase in the amount of doped 

nano ZnO, while the optical absorption increased. In conclusion, it was observed that the absorption spectra 

were in agreement with the optical transmittance spectra. 
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Antalya province, the study area, is located in the south of Türkiye, and it is one of the regions where 

flood disasters frequently occur, particularly due to excessive precipitation in the autumn and winter 

months. Therefore, it is extremely important to carry out the necessary engineering studies. Deluges and 

floods damage buildings, agricultural and residential areas, human life, and social and economic 

activities in the vicinity according to their flow rate. The study aims to evaluate the general geological 

structure of the region considering the reclamation of Ulupinar Stream in the Kemer district of Antalya, 

to determine a rock pit where resistant and impermeable rock material can be obtained to use in the 

construction of the masonry stone wall during the reclamation work, and also offer a reference study for 

future studies. The geological structure of the region was interpreted by using the general geological 

maps and studies conducted in the study area. The general geological map of the study area was edited 

and a generalized stratigraphic section was generated using geographical information system (GIS) 

methods and software. According to the results of the assessment of the studies and geological data on 

the flood control of Ulupinar Stream, which is one of the regions posing flood risk, the region was found 

to be a susceptible environment for flood considering the determining criteria such as the location of the 

basin and the average rainfall, and the reclamation of the stream has been suggested as part of the flood 

prevention plan. A rock pit where rock material can be obtained for constructing the masonry stone wall 

has been found 11 km from the region. The material in the rock pit is at a shallow depth and suitable for 

mining. All scientific studies related to the rock material and the rock pit determined in the study should 

be carried out before using the rock. 
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1. INTRODUCTION 

In Türkiye, the Mediterranean, Black Sea, and Western Anatolia geographical regions are known to be 

susceptible to deluges and floods. The settlement type, distribution of the vegetation, and topography of these 

regions are observed to be compatible with the precipitation regime. Precipitation in these regions occurs under 

the influence of South, South-West, and North-West depression. In the Mediterranean and Black Sea Regions, 

the severity of depression precipitation increases since the range of mountains extend parallel to the coasts. 

Moreover, the melting of snow at high elevations, convective heavy rainfall in the inner regions, and the 

magnitude and frequency of floods in these regions affect the occurrence of floods in the spring (Demirbas, 

2002). 

Scientific studies have been made on medical geology, beach sands, and various river networks in the region 

(Yalcin M. G. et al., 2016; Cengiz et al., 2017; Unal et al., 2018; Yalcin et al., 2019). However, no study has 

been previously conducted on the study area. This emphasizes the originality of the study. The site location 

map (Figure 1) prepared in detail to be used in flood prevention studies of the Ulupinar Stream 
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(Kemer/Antalya) is included in the study. The area indicated by the yellow line represents the risky area in the 

flood prevention study of the Ulupinar Stream in Kemer. 

 

Figure 1. Site location map 

The precipitation and temperature chart of Antalya (Figure 2) reveals that the amount of precipitation decreases 

very much and the temperature increases in the summer while it is warm and rainy in the winter. The 

temperature chart reveals that the average temperature in summer is above 25°C, the highest temperatures are 

observed in July (28.5°C) and August (28.4°C) while the lowest temperatures are observed in December, 
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January, and February. The lowest average temperature has been measured in January (10°C). According to 

the precipitation chart, the amount of precipitation has been at the lowest level in summer while the amount of 

precipitation in winter has been higher compared to other months. The highest average precipitation (262.1 

mm) has been observed in December (MGM, 2022). 

 

Figure 2. Temperature and precipitation data of Antalya province for 1930-2020 

(prepared using the 2022 dataset of MGM) 

Moisture added to the atmosphere with the evaporation in the Mediterranean creates unstable local 

precipitation around Antalya, especially in the summer. It is known that the humid air passing over the 

Mediterranean region creates heavy rainfalls due to factors such as the fact that the mountains extend parallel 

to the coast and the wind rises along the slopes. The fact that Antalya has heavy rainfalls creates flood risks 

and dangers.  

Flood estimation studies are carried out using two methods before the occurrence of flood studies. These 

methods are as follows:  

Deterministic (Analytical) Methods: Analytical relationships between the flood basins and climate parameters 

are established, and possible floods are estimated using these relationships (Yuksek et al., 2013). 

Statistical Methods: Deluges and floods are examined as variables and possible floods are estimated using 

various probability distribution functions (Yuksek et al., 2013). 

Flood risk assessment has been defined as the analysis of the most possible negative effects of the flood on 

people, buildings, agricultural areas, and infrastructure. The main purpose of flood risk assessment is to ensure 

human safety, support flood management and management decisions, and prevent damage to public and private 

sector infrastructure, and commercial and other economic activities (OSIB, 2015). 

Deluges and floods occur at any time and place in nature due to usual or unusual meteorological events or due 

to climate change. However, artificial interventions performed by people play a significant role in causing 

destruction and human-life loss in settlements (Demircan et al., 2017). 

Antalya has a high risk of deluges and floods due to heavy rainfalls; moreover, it is a suitable location for the 

formation of mineral deposits in terms of geological processes. In the region, quartzite, sand and gravel, 

manganese, lead and zinc, chromium mineralization and marble formation, as well as aluminum and barite 
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mineralization, are observed (Yalcin F. et al., 2016; Tarinc et al., 2019; Ozer & Yalcin, 2020; Atakoglu et al., 

2021; Atakoglu & Yalcin, 2021; MTA, 2022). Barite, lead, and zinc deposits, which are above the mining 

limit, are generally located in the Alanya and Gazipaşa districts in the east of Antalya. The region has barite 

deposits containing BaSO4 with almost 95-100% purity (Kursun & Yalcin, 2020). 

In areas such as the Ulupinar Stream, where the flow rate is high and the height and strength of the stream 

slope are low, it poses a flood risk due to heavy rains in cases where the gutter is insufficient. This causes 

material and moral damages, particularly in settlements such as greenhouses, agricultural fields, roads, and 

households. In order to prevent the flood risk, it is aimed to raise the stream slope by constructing an 

appropriate engineering structure and making it resistant to flow, thus reducing the damage it will cause. 

Therefore, a geological study was conducted before the project to meet the impermeable and stable rock 

material required for the construction of the flood prevention structure for the stream from a rock pit closest to 

the study area. 

The general geological map and generalized stratigraphic section of the study area were generated using a 

geographical information system (GIS) software (ArcGIS 10.0.4), drawing software (Corel Draw 7.0), and 

1:25,000 scale geological map data of the General Directorate of Mineral Exploration and Research. 

2. MATERIAL AND METHOD 

Geological units in the region are listed from the oldest to the youngest as follows (Figure 3): 

Carbonates and Clastic Rocks - Carboniferous (p2): Tectonic slices of Hocalar and Sinat Mountain Nappes, 

which are examined in the regions can be examined as part of the Bolkar Mountain Unit and are located on 

tectonic slices belonging to the Bozkır Union. The outcrops of the Hocalar Nappe in the Hadim region consist 

of the Zindancık meta-olistostrome, which is thought to be Triassic-aged and contains meta-shale slate, meta-

sandstone, and phyllite and includes Late Devonian, Late Permian, and Carboniferous limestone olistoliths, 

and Kayraklitepe quartzites, which cover it conformably (Ozgul, 1976).  

Sandstone and shale limestone are identified as Middle-Upper Triassic (t2-3) age while the Middle-Upper 

Triassic aged sediments are identified as Sapadere formation. The name of radiolarite member was used for 

red-brown radiolarite, cherts, and shales in the formation (Ozgul, 1984a, 1984b). 

Carbonates and Clastic Rocks - Triassic (t): The formation, which is represented by Megalodon limestones to 

the south of Anamas Mountain, was named by Gutnic et al. (1979). The unit consists of a thick-medium layer, 

light gray, pink, gray, cream, and dirty yellow limestones with plenty of megalodons. There is dolomitic 

limestone at the base and sand-clay limestones at the upper level. It has abundant algae and gastropod traces 

and stromatolite layers. Leylek limestone, which is compatible with Üzümdere formation on top, is 

approximately 250 meters thick and found to be of Rhaetian age. Shallow carbonate is the unit that deposits in 

the shelf environments and has a regressive feature at the top (Gutnic et al., 1979). 

Neritic Limestone - Jurassic-Cretaceous (jka): The formation, which was named by Senel (1984), consists of 

neritic limestones. In the study area, several small crops with block appearance belonging to Tekedagi 

formation, which is the typical formation of Tahtalıdağ nappe, have been outcropped. The unit consists of 

limestones with medium-thick stratification, occasionally massive, beige, cream, gray, and white color, 

recrystallized limestones, and dolomitic limestones. Local dolomitizations are observed widely in the unit. The 

lower relationship of limestones in small cubes is observed to be tectonic while the upper relationship is not 

observed in this area. The unit in the area has a thickness of a few tens of meters. The Jurassic-Cretaceous 

formation was deposited in offshore platforms.  

Dunite - Mesozoic (y1): Bolkar Mountain Unit, which was named by Ozgul (1976), contains Permian-

Cretaceous aged rocks. It starts with the upper Permian carbonate rock and schist; the lower Triassic shale is 

compliant with the sandstone and marble intercalation. Middle Triassic diabase cuts these units and is all 

covered incompatibly by Jurassic-Cretaceous carbonate rocks. These units have been eroded by Cretaceous 

ophiolites (Yalcin & Temur, 2006). 
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Unseparated Quaternary Sediments (Qa): Quaternary alluvial sediments consist of loose, slightly round, or 

angular sand, gravel, and silt fillings. They are easily uncompacted dispersible rocks. The alluvium is observed 

along the stream valleys. Alluvial series, which are the cover layers, consist of limestones, metamorphic base, 

and clastic units (Cobanoglu et al., 2007). 

 

Figure3. a) Geological map of Ulupinar Stream and vicinity in Cirali Neighborhood of Kemer (prepared by 

editing the data of MTA (Akbaş et al., 2011)), b) Generalized stratigraphic section of Ulupinar Stream in 

Cirali Neighborhood of Kemer (prepared by editing the data of MTA (Akbaş et al., 2011)) 

Photographs indicating the land and flow directions in the area are presented in Figure 4. Considering the 

geological map, stratigraphy, and general geology of Ulupinar Stream/Kemer and its vicinity, it is usually 

observed that there are carbonates and clastic rocks, sandstone-shale-limestone intercalation, limestones, and 

alluvial sediments in the study area. Since the geological units in the area will create a susceptible environment 

for deluges and flooding, research studies have been carried out to determine a rock pit of stable and 

impermeable rock material to be used in the construction of masonry stone wall for the reclamation of the 

stream and prevent the material and moral damage due to floods.  

 

Figure 4. Photographs and flow directions in the study area of Ulupinar Stream in Kemer 
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3. RESULTS AND DISCUSSION 

Considering the geological data of the Ulupinar Stream and its vicinity covered by the study area, it was 

determined that it generally posed a flood hazard under heavy rainfall or precipitation conditions. Therefore, 

the reclamation of the Ulupinar Stream/Kemer was decided against flood hazards. The rock pit for the rock 

material required for the flood prevention measures in line with the data obtained from the General Directorate 

for State Hydraulic Works was determined, and the required filling volume was calculated. 

The rock pit where rock material required for the construction of various flood protection and prevention 

structures on the course of the Ulupinar Stream/Kemer can be obtained is located 11 km southwest of the 

region. It is public property in the north of the Kilise location. It was found that 106,090 m3 of rock material 

can be obtained with a mining depth of 4 meters. The site was investigated in terms of the required rock 

materials and the nature, reserve, and ground of the examined rock pit and its distance to the structure are given 

in the following tables (Table 1, 2). 

The rock pit is located in the area covered by the 1:25.000 scale topographic map sheet of ANTALYA P24-

b3. The rock pit, which is located approximately 1 km southeast of the Dükmendibi Neighborhood, is located 

on the western slopes of the Orta Hill in Kiliseyaka Location (Figure 5).  

 

Figure 5. Images of Rock Pit 
 

Table 1. Details about the Rock Pit, its reserve, and distance to the construction site 

NAME OF 

THE AREA 

DISTANCE TO 

STRUCTURE 

(m) 

ROAD 

STATUS 

AREA OF 

THE ROCK PIT 

(m2) 

MINING 

DEPTH 

(m) 

RESERVE OF 

THE ROCK 

MATERIAL 

(m3) 

AMOUNT OF 

MATERIAL 

NEEDED 

(m3) 

ROCK PIT 11,000 
Earth road has to 

be improved 
26,524 4 106,096 67,000 

 

Table 2. UTM Coordinates of the Rock Pit (ITRF96-6o) 

POINT Y= (EAST) E  X= (NORTH) N 

1 271578.73 4030194.04 

2 271665.18 4030175.23 

3 271580.29 4029961.54 

4 271458.93 4030010.62 

All scientific studies should be carried out for the rock material to be extracted from the proposed rock pit 

before use. 
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4. CONCLUSION 

Considering the geological and stratigraphic properties of Ulupinar Stream/Kemer, it was thought that there 

might be flood risk and it might damage farming and residential areas. Therefore, the reclamation of the stream 

was suggested. According to the results of the investigations, the researchers found that there were Upper 

Triassic Period Formations, Upper Cretaceous Period Formations, Quaternary Period Formations, Upper 

Cretaceous Formations (Bey Daglari Autochthon), and Quaternary Formations in the study area. Quaternary 

unseparated sediments, quaternary travertine, beach sand formations, limestone-shale intercalation, alluvial 

range, neritic and pelagic limestones, carbonates, and clastic rocks were also observed in the study area and its 

vicinity.  

The geological map and stratigraphic section of the study area, Ulupinar Stream/Kemer and its vicinity, were 

generated. The rock material required for the construction of flood protection and prevention structures was 

investigated. Examining the geological maps and ambient conditions of the study area, it was first determined 

that the environment was susceptible to floods; thus, the reclamation of the stream was suggested by 

constructing a masonry stone wall using impermeable and strong rocks extracted from the rock pit. 
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Combustion of conventional energy sources produces pollutants such as SOx, NOx, and CO; the use of 

hydrogen and methane can eliminate these harmful emissions. In fuel cell technology and other uses, 

hydrogen must be refined by extracting methane from the methane/hydrogen combination, produced via 

dry or steam reforming. This study investigates the adsorption and separation capabilities of recently 

discovered zeolite-templated carbons (ZTCs) for binary mixtures consisting of hydrogen and methane. 

To assess the adsorption and separation performances of these carbon-based nanostructures, grand 

canonical Monte Carlo (GCMC) simulations were used. The simulation results revealed that AFY 

(|(C6H15N)3(H2O)7|[Co3Al5P8O32]) and RWY (|(C6H18N4)16| [Ga32Ge16S96]) structures could be viable 

alternatives for applications involving adsorptive gas separation based on selectivity and the CH4 uptake 

capacity. The selectivity of AFY was calculated to be 176, while its capacity to uptake CH4 was found 

to be 2.57 mmol/g, the selectivity of RWY was calculated to be 132, and its CH4 uptake was 3.49 

mmol/g. 
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1. INTRODUCTION 

Compared to traditional energy sources, which create pollutants during combustion (such as SOx, NOx, CO, 

etc.), hydrogen and methane are more desirable options. Dry reforming and steam reforming processes are 

used in industry to produce hydrogen. In some applications, such as fuel cell technology, the hydrogen must 

be purified by separating methane from the methane/hydrogen mixture. Cryogenic distillation and chemical 

adsorption, two traditional methods for separating gases, have drawbacks such as high costs, poor safety, and 

difficult operating conditions (Niaz et al., 2015). Gas adsorption/separation using porous materials has recently 

been identified as a possible solution (Li et al., 2022). 

Various porous adsorbents, including covalent organic materials, zeolites, and metal-organic materials, have 

been proposed for gas storage applications (Zhang et al., 2013). Currently, these materials have demonstrated 

highly promising storage performance for pure gases. In contrast, most industrial processes involve gas 

mixtures instead of pure gases. Consequently, evaluating these materials' mixed gas adsorption performance 

is crucial. Evaluating the adsorption characteristics of gas mixtures indicates the selectivity of the adsorbent 

and, thus, its applicability in adsorptive gas separation for various applications (Kosinov et al., 2016). 

The principle behind the adsorptive separation of gas mixtures is the selective adsorption of a component on 

the adsorbent compared to the others. The selectivity is determined by several factors, such as the adsorbent 

and the adsorbate molecule interaction, the pore size of the adsorbent, and the geometry of the molecule being 

adsorbed. A high specific surface area is a crucial parameter for adsorption capacity, but a pore size that 
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matches the diameter of one of the gas mixture components can improve the framework's interaction with that 

molecule. In such a system, the framework selectively adsorp some molecules and reject others. Activated 

carbons, polymers, and metal-organic materials are a few of the adsorbents proposed for adsorptive gas 

separation applications (Attia et al., 2020). 

Using numerical analysis methods, carbon-based nanostructures' single-gas storage capacities have been 

widely explored (Ozturk et al., 2015; Mert et al., 2020). However, there is limited research on gas mixtures' 

separation performance in the literature. Majumdar et al. (2018) employed the GCMC method to study the 

adsorptive separation of CO2 from H2S, SO2, and N2 multicomponent gas combinations in carbon nanotube 

arrays. Sha and Faller (2016) employed GCMC simulations to assess the carbon-based nanostructures in the 

separation performance of pure noble gases. GCMC and molecular dynamic simulations are used by Wang 

and Cao (2015) to evaluate the separation capabilities of the covalent organic frameworks (COFs) for binary 

mixtures of H2S, N2, CO2, CH4, SO2, and CO2 gases. 

Zeolite-templated carbons (ZTCs) were developed from the concept of creating microporous carbon-based 

materials with a porosity similar to that of the original zeolite templates. Their substantial specific surface area 

and distinctive microporous structure can make them effective gas adsorbents. Furthermore, ZTCs can be 

produced in large amounts effectively (Nishihara & Kyotani, 2018). Recent work by Braun et al. (2018) 

provided an analytical groundwork for obtaining a ZTC starting from a zeolite, outlined the basics of forming 

ZTCs, and discovered 68 ZTCs. As previously indicated, even though ZTCs have a very high potential for use 

as an adsorbent in gas storage applications (Deniz, 2022), there has been no research on how effectively these 

structures separate methane and hydrogen gas mixture. 

Motivated by these facts, adsorptive separation performances of the zeolite-templated carbons identified by 

Braun et al. (2018) are investigated for the hydrogen/methane equimolar mixture. The efficiency of 

methane/hydrogen separation is evaluated employing the grand canonical Monte Carlo (GCMC) approach. In 

order to interpret the results, selectivity and the differential enthalpy of adsorption (ΔHAds) were used along 

with the structural parameters of the ZTCs. According to the findings of the simulations, some of the ZTCs 

has the potential as a promising option for applications involving adsorptive gas separation. 

2. MATERIAL AND METHOD 

The GCMC simulations for adsorption and separation were run with the RASPA molecular simulation 

software tool (Dubbeldam et al., 2016). The simulations were run for 2x105 iterations, the first 105 of which 

were utilized to achieve system equilibrium and the second 105 to ensure statistical reproducibility. The results 

showed that further increasing the number of cycles had a minimal impact on findings. Four types of Monte 

Carlo (MC) move, including swap, reinsertion, translation, and identity change, were considered for 

simulations. All simulation results were obtained between 0.1 and 100 kPa pressure and a temperature of 298 

K.  

Lorentz-Berthelot combining approach given in Eqs. 1 and 2 were used to calculate the interactions between 

individual species. Attraction and repulsion forces between gas molecules and ZTCs were modeled using the 

Lennard Jones (LJ) potential given in Eq 3, and the electrostatic interactions were also considered employing 

the Ewald summation.  

𝜀𝑖𝑗 = √𝜀𝑖𝜀𝑗 (1) 

𝜎𝑖𝑗 =
1

2
(𝜎𝑖 + 𝜎𝑗) (2) 

𝑈𝑖𝑗 = 4𝜀𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

] +
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝑟𝑖𝑗
 (3) 

where interacting species are i and j, the representative distance between species is expressed with 𝜎𝑖𝑗 while 

the potential of the interactions is denoted as 𝜀𝑖𝑗. The distance between species i and j is denoted by 𝑟𝑖𝑗; 𝜀0 is 

the dielectric constant, and partial charges for species i and j are expressed as qi and qj, respectively. 
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Carbon-Carbon interactions in ZTC structure are considered sp2-hybridized, and suitable potential parameters 

were selected from the literature (Lithoxoos et al., 2010) and employed in simulations. A rigid spherical model 

was used to represent hydrogen molecules with a fixed hydrogen bond length (0.74 Å), and the potential 

parameters reported by Michels et al. (1960) were used. The united-atom model (Peng et al., 2010) was adopted 

and used in simulations for the methane molecule. Parameters for the potentials in the GCMC simulations are 

given in Table 1. 

Table 1. The LJ parameters of framework and adsorbate molecules 

Molecule Reference Study σ (Å) ε (K) 

C – C (Framework) (Lithoxoos et al., 2010) 3.40 28.2 

H2 (Michels et al., 1960) 2.96 36.7 

CH4 (Peng et al., 2010) 3.81 148.2 

To save computing costs, it was assumed that ZTC frameworks were static. This was also the case in earlier 

studies (Ozturk et al., 2015). Additionally, periodic boundary conditions were also imposed. After a spherical 

cutoff of 12.8 Å, the LJ interactions were neglected. The differential enthalpy of adsorption (ΔHAds), a 

numerical indicator for adsorption strength between gas molecules and adsorbent, was determined using the 

energy/particle fluctuations (Vlugt et al., 2008). 

Selectivity is utilized to measure the performance of the frameworks in adsorbing hydrogen and methane 

during the computational gas separation process. Eq. (4) describes the selectivity parameter. 

𝑆 =
𝑋𝐻2𝑌𝐶𝐻4
𝑋𝐶𝐻4𝑌𝐻2

 (4) 

where S represents the selectivity, 𝑋𝐻2 and 𝑋𝐶𝐻4represent the molar adsorption amount of adsorbate molecule 

species in the adsorption phase, and 𝑌𝐻2 and 𝑌𝐶𝐻4 indicate the concentrations of adsorbate molecule species in 

the bulk phase, respectively. 

Density, specific surface area (SSA), and accessible pore volume (APV) were computed for the ZTC structures 

using a visualization package called iRASPA (Dubbeldam et al., 2018). Pore-size distribution (PSD) was also 

determined using RASPA for the chosen ZTC structures (Dubbeldam et al., 2016). In this study, when naming 

ZTC structures, original zeolite-template code names were used. 

3. RESULTS AND DISCUSSION 

Selectivity is one of the most important metrics for assessing the gas separation capability of nanostructures. 

Consequently, the selectivity of ZTC structures considered within the scope of this study is evaluated, and a 

more detailed assessment based on APV, SSA, pore-size distribution, and adsorption isotherm is carried out 

on selected ZTC structures following the initial assessment. First, the CH4/H2 selectivities of 68 ZTCs are 

estimated at 298 K and 100 kPa conditions to determine the most promising ZTC structures for 

methane/hydrogen adsorptive separation. The selectivities of the ZTC structures are given in Figure 1. 

As seen in Figure 1, AFY, BOG ((|Ca7Na4(H2O)74|[Al18Si78O192])), JSR_1 (|(Ni(C3H10N2)3)36Ni4.7|3 

[Ga27.1Ge68.9O192]3 ), JSR_3, and RWY structures differ in selectivity. The selectivities for AFY, BOG, JSR_1, 

JSR_3, and RWY structures were calculated as 176, 95, 93, 97, and 132, respectively. In the following parts 

of the study, a detailed examination of these structures will be carried out. In this context, calculated densities, 

APV, and SSA of the promising structures are given in Table 2. The representative structures are also given in 

Figure 2. 
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Figure 1. Selectivity of 68 ZTCs at 298K and 100 kPa 
 

 

Figure 2. The representative structures of a) AFY b) BOG c) JSR_1 d) JSR_3 e) RWY 

When Table 2 is examined, it can be said that the RWY structure has a lower density and higher surface area 

than the others. On the other hand, it is expected that the BOG, JSR_1, and JSR_3 structures would exhibit 

comparable adsorption characteristics due to the similarities between their SSA and APV. 

Table 2. Structural properties of ZTCs 

Structure SSA (m2/g) APV (cm3/g) Density (g/cm3) 

AFY 1107.7 0.5033 1.432 

BOG 1018.9 0.3843 1.406 

JSR_1 953.7 0.4408 1.489 

JSR_3 893.2 0.4186 1.514 

RWY 1681.3 0.7620 1.233 
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The pore size of carbon-based nanomaterials (CBNs) is critical in determining their adsorption performance. 

Figure 3 displays the PSDs for the AFY, BOG, JSR_1, JSR_3, and RWY structures, and only micropores exist 

in the specified ZTC structures. The gas storage ability of CBNs is known to be poor if their pores are smaller 

than 5 Å (Mert et al., 2020). Notably, the selected ZTC structures all have pore sizes that fall within the range 

of what is considered an appropriate pore size for adsorbents (Deniz, 2022), with the smallest pore size being 

around 2 Å and the largest being around 8 Å. 

 

Figure 3. Pore size distribution of ZTC structures 

Figure 4a shows that H2 uptake capabilities grow linearly with increasing pressure from 0.1 to 100 kPa at 298 

K. Hydrogen adsorption capacity of five ZTCs is shown to be more closely related to pore volume than surface 

area and ΔHAds at 298 K, as shown by the highly linear isotherms. According to Table 2 and Figure 4a, the 

order of the APV and hydrogen adsorption capacity of five ZTCs is RWY > AFY > JSR_1 > JSR_3 > BOG. 

Furthermore, the pore size distribution seen in Figure 3 can be used to justify RWY and AFY storing more H2 

as pressure increases. Considering that the kinetic diameter of hydrogen molecules is around 2.89 Å (Dal-Cin 

et al., 2008), it can be stated that these two structures with larger pores and sharper distribution establish better 

contact with the surface and increase their surface area. On the other hand, JSR_1, JSR_3, and BOG structures 

have relatively small pores to enhance the surface area. Figure 4b also shows the ΔHAds of ZTCs. From the 

perspective of gas separation performance, it is advantageous that the ΔHAds of hydrogen for ZTCs are less 

than 15 kJ/mol, which is regarded as an appropriate value for hydrogen adsorption in porous materials (van 

den Berg & Areán, 2008). 

 

Figure 4. a) H2 uptake capacities and b) ΔHAds values 



550 
Celal Utku DENİZ 

GU J Sci, Part A, 9(4): 545-553 (2022) 
 

 

Figure 5a depicts the adsorption isotherms, while Figure 5b shows ΔHAds of methane in ZTCs at 298 K. The 

non-linear pressure-dependency of CH4 adsorption capacity is visible in Figure 5a at 298 K. This is a distinct 

trend from that observed in Figure 4a for H2 uptake capacity at 298 K. This indicates the fact that at 298 K, 

five ZTCs can adsorp enough methane to reach saturation, and it is due to the higher adsorption affinity of CH4 

relative to H2. The comparatively limited pore volume of JSR_1, JSR_3, and BOG, results in the CH4 

adsorption capabilities at low pressure being close to saturation. For 100 kPa and 298 K, the CH4 adsorption 

capacities of AFY, BOG, JSR_1, JSR_3, and RWY are 4.13, 2.34, 2.74, 2.45, and 5.59 wt.%, respectively. 

Comparing Figure 4b and Figure 5b, one can conclude that the ΔHAds for CH4 (23.4–26 kJ/mol) in five ZTCs 

are significantly higher compared to H2 (9–10 kJ/mol). Similar ΔHAds values have also been reported by Li et 

al. (2022) for covalent organic frameworks. In this context, these ZTCs have the potential to effectively 

separate CH4/H2 mixtures according to their higher adsorption capacity and ΔHAds for CH4. 

 

Figure 5. a) CH4 uptake capacities and b) ΔHAds values 

The adsorption selectivity of ZTCs at 298 K is evaluated for different pressures considering the binary mixture 

of CH4 and H2 with the same molar ratio. Figure 6 depicts the influence of pressure (0.1–100 kPa) on selectivity 

at a constant temperature. As shown in Figure 6, the selectivity of all structures decreases with increasing 

pressure. For the 100 kPa and 298 K conditions, the CH4/H2 selectivities of AFY, BOG, JSR_1, JSR_3, and 

RWY were calculated as 176, 95, 93, 97, and 132, respectively. 

 

Figure 6. Effect of pressure on CH4/H2 selectivity of ZTC structures 
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Numerous aspects must be considered to understand the dependency of selectivity on pressure, such as the 

structural properties of ZTCs, the diameter of adsorbates, and the ΔHAds for adsorbates in the host material. It 

can be observed in Figure 4b and 5b that CH4 has higher ΔHAds in ZTCs than H2, allowing it to interact with 

the frameworks more strongly than H2. As a result, the CH4 to H2 ratio is always higher than 1. Under mild 

pressure, adsorbates interact with the host material and are primarily adsorbed on the framework surface. 

Therefore, the methane/hydrogen selectivity is quite strong at low pressures because CH4 has an even greater 

ΔHAds than H2. When the pressure increases, the gas molecules are started to spread out throughout the 

framework and cover its accessible surface completely. In this instance, because of the difference in molecule 

size between hydrogen (2.89 Å) and methane (3.8 Å) (Dal-Cin et al., 2008), hydrogen can reach places that 

methane cannot; hence the selectivity between the two gases begins to decrease. 

The performance of CH4/H2 separation is primarily determined by two factors: selectivity and methane uptake 

capability. AFY (Selectivity: 176 and CH4 Uptake: 2.57 mmol/g) and RWY (Selectivity: 132 and CH4 Uptake: 

3.49 mmol/g) are more suitable compared to BOG, JSR_1, and JSR_3 for separating methane from the mixture. 

In the literature, different researchers have used different temperature and pressure conditions when calculating 

selectivity and methane uptake capacity. For this reason, unfortunately, most of the data in the literature are 

not comparable with each other. However, a comparison was made with the data in the literature obtained 

under similar working conditions. Zhou et al. (2017) reported that a recently synthesized metal-organic 

framework had a selectivity value of about 206 under the same conditions as in this study and a CH4 storage 

capacity of approximately 1.1 mmol/g. Li et al. (2022) described that the CH4/H2 selectivity for 

borophosphonate-based covalent organic frameworks (BP-COFs) was about 120 and CH4 storage capacity was 

about 4 mmol/g under 100 kPa at 298 K. Yuan et al. (2021) reported that the CH4/H2 selectivity for hybrid 

ultra-microporous materials was about 90 for the same conditions, and the CH4 uptake was 1.6 mmol/g. As it 

is understood in the studies in the literature, materials with high selectivity offer low CH4 storage capacity, and 

materials with high CH4 storage properties offer low selectivity. 

When the results are compared with previous studies in terms of ΔHAds, it is seen that the values calculated for 

methane (23.4–26 kJ/mol) and hydrogen (9–10 kJ/mol) are consistent with previous studies in the literature. 

For instance, Zhou et al. (2017) noted these values as 24 - 27 kJ/mol for methane and about 9 kJ/mol for 

hydrogen. Similarly, Li et al. (2022) reported ΔHAds for hydrogen (9 - 10 kJ/mol) and (14 - 26 kJ/mol) for 

methane in BP-COFs structures. It should be noted here that the selectivity of the material, with the low ΔHAds 

(14 kJ/mol), is also relatively low (about 10). When materials are evaluated in terms of ΔHAds, it can be said 

that to achieve high CH4/H2 selectivity and high methane storage together, it should be as low as possible for 

hydrogen and vice versa for methane. Today's economic materials are, unfortunately, somewhat limited in this 

respect. Moreover, it seems unlikely that this can be achieved only with the structural properties of materials 

such as SSA and APV. It may be possible to overcome this limitation by identifying and incorporating 

functional groups with high methane and low hydrogen affinity into the structures. All these results reveal that 

the AFY and RWY structures are comparable with the materials in the literature for adsorbing methane from 

the mixture and can be used for purifying hydrogen or capturing methane. 

4. CONCLUSION 

In this work, ZTC structures that were recently discovered were investigated for their potential use as an 

adsorbent in an application involving the separation of methane and hydrogen. First, there were 68 ZTCs 

initially; however, this number was cut down to five so that they could be investigated in greater depth, taking 

into account their selectivity performance. GCMC method was employed to assess the adsorptive separation 

capabilities of the ZTCs for methane and hydrogen mixture. Depending on the results, five ZTCs offer 

favorable characteristics for separating methane/hydrogen gas mixture, including a large APV (0.38 - 0.76 

cm3/g), an appropriate pore size distribution (2 - 8 Å), and a specific surface area (893 - 1681 cm2/g). At 

ambient temperature, the GCMC simulation reveals that the ZTCs can adsorp a more significant amount of 

CH4 than H2. The separation simulations demonstrate that AFY and RWY are more suited for adsorbing 

methane from the mixture in terms of selectivity and methane uptake capacity. The performance of five ZTCs 

in gas adsorption and separation is comprehensively related to structural factors such as APV, SSA, and PSD, 
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and the pressure also influences it. According to the findings of this research, ZTC structures, especially AFY 

and RWY, are potentially applicable host materials for the purpose of separating methane and hydrogen. 
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Voltage and frequency dependent of capacitance and conductivity versus voltage (C&G/ω–V) 

qualifications of Al/(ZnFe2O4-PVA)/p-Si structure was compared and examined at lower and higher 

frequencies as 10 kHz and 1 MHz, respectively. The negative capacitance (NC) is a phenomenon that 

occurs at low frequencies and is primarily caused by minority carrier injection, series resistance (Rs), 

and surface states (Nss). Because of the specific density distribution and relaxation times of Nss, NC acts 

different behavior at lower and higher frequency levels and loses its effectiveness with increasing 

frequency. Also, the fluctuations in C and G/ω were ascribed to doping concentration, surface states loss 

charges, and interlayer thickness. Nss was acquired using the low-high frequency capacitance method 

(CLF-CHF), and the forward biased C−2 vs V graphs (at 10 kHz to 1 MHz) were used to determine the 

Fermi level (EF), barrier height (ΦB), and concentration of doped acceptor atoms (NA). Accordingly, it 

has been detected that C and G/ω are highly dependence on biases and frequencies. Then again, the 

polarizations and surface states effect are barely perceptible at extremely higher frequency levels. Thus, 

polarization and Rs stand out as important parameters that should be taken into account when examining 

the basic parameters of electronic devices. 
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1. INTRODUCTION  

Metal and semiconductors are often used together in electronic technology, and metal-semiconductor (MS) 

structures or Schottky junctions are used in electronic/semiconductor devices, especially as switching elements 

(Sze, 1981; Bakkaloğlu et al., 2021). MS structures are used in different ways, and MIS, MPS and MFS 

structures are obtained by using insulator, polymer, and ferroelectric interlayers, respectively. Thereby, an 

organic/polymer interlayer between the metal and semiconductor forms the MPS structure. A semi-crystalline 

polymer that is water soluble is called polyvinyl alcohol (PVA), which has a hydroxyl group (OH-) and many 

hydrogen bonds in its structure. An all-purpose material, PVA, can be utilized in distinct kind of applications 

such as cements, mortars, films, fibers, and polymerization stabilizers. Since it has a very stable chemical and 

physical structure, many researchers have confirmed its qualities, and it has a variety of applications in 

nanotechnology (Gaaz et al., 2015; Aziz, 2016). Furthermore, organic/polymer doped nanocomposite material 

can be easily coated on a semiconductor layer at average temperature by using electrospinning technique which 

is provided by a collector and a high voltage power supply also with some equipment of nozzle and syringe 

pump (Unnithan et al., 2015). At the same time, PVA, which has a high dielectric strength but low electrical 

conductivity, increases its electrical and optical features when it is doped with a dopant material with high 
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conductivity (Subba Reddy et al., 2006). Zinc ferrite (ZnFe2O4) was chosen as a dopant material in this study 

due to its properties that can contribute to the charge transitions between metal and semiconductor.  

Zinc ferrite is not only of interest for essential examination in magnetization, but ferrites also have low-hole 

semiconductors and separators at low temperatures; they have been utilized in various technologically 

significant applications, for example, gas sensors (Patil et al., 2014), magnetization materials (Vijatović-

Petrović et al., 2020), photocatalysis (Hou et al., 2018), catalysts (Zhang et al., 2015), and absorbance materials 

(Shultz et al., 2006). Moreover, for medical and industrial purposes, zinc ferrite has been developing 

immensely since the most recent decade. Zinc ferrite nanoparticles have additionally been utilized for media 

capacity, ferrofluids, spintronic, magnetic refrigeration, drug conveyance to specific areas of the body, 

hyperthermia, and biosensors, etc. (Slavu et al., 2021). 

The structure’s series resistance, the interface states between the metal and the semiconductor, and the barrier 

height are considered among the performance factors of the polymer interlayered junction. The resistance and 

doped-polymer interlayer are essential components of the MPS structure. Because both the series resistance 

and the depletion layer share the total voltage applied to the structures (Tecimer et al., 2018). As a result, the 

quality of the interlayer and the series resistance were an essential impact on the dependability and usefulness 

of these devices (Zeyrek et al., 2013). 

In this study, considering its possible future mass production, it is aimed to fabricate a low-cost electronic 

circuit element with easy production techniques, instead of conventional (MS) structures with insulator 

(interface oxide) interlayer, which is widely researched in the literature. For this purpose, the operation of this 

circuit element at low and high frequencies was examined in the light of parameters such as series resistance 

and interface conditions, and the most appropriate frequency-operation range was tried to be determined. 

Thanks to this research, it has been interpreted that, how the electrical parameters of the fabricated 

semiconductor-based circuit element varied by frequency. Inferences were made about how the positive and 

negative effects of the relevant parameters affect the performance of the structure at the related frequencies. 

The comparison of low and high frequencies in this study is important to better understand the operation of 

Schottky structures operating at high frequencies and known for their rapid response to forward and reverse 

biases. 

2. MATERIALS AND METHODS/EXPERIMENTAL METHODS 

In order to prepare the Al/(ZnFe2O4 -PVA)/p-Si structure, the Zinc ferrite nanoparticles doped PVA solution 

is precipitated on the wafer employing the electro-spinning process. In the earlier study (Alsmael et al., 2022) 

specifications of the deposition and manufacturing process are provided. Impedance Analyzer (4192A LF) (5 

Hz–13 MHz) was employed to acquire C-V and G/ω-V data. In addition, Janis vpf-475, which was designed 

to minimize the influence of external factors on the measured values, was used throughout the experimental 

process. Figure 1 depicts the schematic diagram of the measurement setup as below. 

 

Figure 1. The schematic presentation of the experimental setup (Alsmael et al., 2022) 
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3. RESULTS AND DISCUSSIONS 

As generally known, MS-type and MIS or MPS-type contacts indicate different properties from each other. 

This difference is a result of the interlayer formation with a wide variety of production techniques, which helps 

regulate charge transitions and provide more stable conduction/isolation states. The presence of an interlayer 

between the metal and the semiconductor significantly changes the structure's C-V and G/ω-V properties 

compared to the ideal or Schottky barrier diodes MS type. Figure 2 and 3 presents the (C and G/ω) versus 

voltage data for Al/(ZnFe2O4 -PVA)/p-Si type at ordinary room temperatures, respectively. Three distinct 

regions are clearly seen in Figure 2, as a region of reflection (4 V to 0V), depletion (0 V to -1V), and 

accumulation (-1 V to -4 V) for low frequencies in the ±4 V voltage range. C values increase with decreasing 

voltage. The capacitance values display three peaks starting in the forward bias region with negative 

capacitance and continuing with two peaks in the reverse bias. Peaks in capacitance signal the presence of 

interface states. The cause for this characteristic behavior can be referred to the ZnFe2O4 -PVA interface and 

the presence of series resistors. G/ω values peak at the depletion zone and reduce with increasing frequency 

due to the density distribution at the device interface (Çetinkaya et al., 2019). 

As demonstrated in Figure 2 and 3 the C and G/ω values were nearly constant at 1 MHz high frequency 

compared to 10KHz low frequency because interface charges cannot be tracking the AC signal at high 

frequencies and do not make a contribution to the observed capacitance values (Neamen, 1992). 

 

Figure 2. C-V curves for the low and high frequencies 
 

 

Figure 3. G/ω-V curves for the low and high frequencies 
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Using the conductance approach, it was capable to determine the Rs of the contacts by the admittance 

measuring, where Cm and Gm stand for the experimentally measured capacitance and conductance, 

respectively. 

Rs =
Gm/ω

ω[(Gm/ω)
2 + Cm

2 ]
 (1) 

As shown in the equation, the series resistance is reversely proportional with the sum of the square of the Cm 

and Gm/ω multiplied by the angular frequency(ω). On the other hand, it is directly proportional to the 

conductance, so the series resistance decreases through the increased capacitance with the conductivity. As 

observed, the values of capacitance and conductivity in the forward biases are lower than in the reverse biases.  

Among the reasons for the series resistance formation, the semiconductor’s bulk resistance, the contact 

resistance between the semiconductor and the metal, the rectifier and ohmic contact resistances and possible 

resistances of the metal electrodes are effective. 

Figure 4 represents the Rs-V curves for lower (10 kHz) and higher (1 MHz) frequency with reverse and forward 

bias voltages variations. While the Rs value stayed steady in the reverse bias region at 1 MHz frequency, the 

Rs value at 10kHz increases with increasing forward and reverse biases. 

 

Figure 4. Rs-V curves for the low and high frequencies 

The (CLF-CHF) method is useful for obtaining the voltage-dependent distribution of the interface state density, 

Nss (V). This method allows easy calculation of many features of the interface layer and semiconductor 

interface (Ata et al., 2022). The following equation can be used to get Nss (V) values of ZnFe2O4 -PVA 

interlayered Al/p-Si structure. Nss(V)-V graphs for the structure was formed utilizing high-frequency (1 MHz) 

and low-frequency (10 kHz) values. 

Nss = (
1

qA
)[(

1

CLF
−

1

Cox
)
−1

− (
1

CHF
−

1

Cox
)
−1

] (2) 

The explanations of each abbreviation are given as; A; the area of the MPS structure, q; the electronic charge, 

Cox; the capacitance of the insulating layer, and d; the thickness of the polymer film. 10 kHz and 1 MHz were 

performed in this situation as the low and high frequencies. Figure 5 illustrates the Nss-V curve, which has two 

peaks at around 1 V and 2.4 V at reverse biases. The disruption of the periodic lattice structure on the crystal 

surface and the density distribution in the finite band gap of the semiconductor may be related to the causes of 

these peak formations (Ata et al., 2022). The density of the interface states in the C and Gm/ω graphs acquired 

at high frequency (1MHz) may be ignored since interface states can only track AC signals at frequencies below 

500 kHz (Neamen, 1992). 
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Figure 5. Nss-V curve of the MPS structure 

The graph for 1/ C2 of the related structure was drawn for the low and high frequencies, 10 kHz and 1 MHz 

level, and presented below in Figure 6. 

C−2 =
2(V0 + VF)

qεsε0A
2NA

 (3) 

Here, VF is the forward bias voltage, ɛs is the relative permittivity of the semiconductor, ɛ0 is the permittivity 

of free space or vacuum, and V0 is the cut-off voltage at zero volts. It is evident that these curves behave 

linearly well in the forward bias range of 1.5 to 3 V. 

 

Figure 6. 1/ C2 -V curves for the low and high frequencies 

Based on the voltage evolution of 1/ C2 for the device presented in Figure 7 and 8, the Fermi-energy level 

EF(eV) ln(f), barrier height (ΦB) ln(f), and concentration of doped acceptor atoms (NA) ln(f) were determined 

by using following equation: 
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kT
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) (4) 

Here, the density of active states in Si valence band is symbolized with NV. The following equation were used 

to get ΦB(C-V) values: 
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) +EF (5) 
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Figure 7. Ln frequency dependent a) Ef(eV) and b) ΦB curves of the device 

Concentration of doped acceptor atoms (NA) values were obtained using the following equation. 

NA =
2

qεSε0A
2tan(θ)

 (6) 

 

Figure 8. Ln frequency dependent NA (cm-3) curve of the device 

4. CONCLUSION  

Electrical measurements of the PVA interlayered MS device were made by utilizing C&G/ ω-V data at 

frequency and voltage ranges of 10 kHz–1 MHz and -4V– +4V, respectively. The capacitance, conductance, 

series resistance, and the voltage evolution of 1/ C2 were compared between low frequency (10KHz) and high 

frequency (1 MHz) as a function of biasing voltage. From the plot of C-V, the structure showed a negative 

capacitance characteristic behavior. Estimation of electrical parameters of the structure such as Fermi-energy 

level EF(eV) ln(f), barrier height (ΦB) ln(f) and concentration of doped acceptor atoms (NA )(cm-3) ln(f) was 

performed by utilizing the 1/ C2 voltage evolution. In order to better interpret the performance of the structure 

on the basis of frequencies, it would be more accurate to interpret the experimental results by considering the 

behavior in the reverse and forward polarization regions. Especially for the reverse polarity, higher capacitance 

and conductance values are seen for low frequency, while the capacitance and conductance values at forward 

polarization region are almost close to each other for both frequencies. Looking at the series resistance values; 

higher series resistance values were obtained at low frequency in both reverse and forward polarizations. In 

addition to these, the fact that the interface states are higher in the reverse polarity region can be interpreted as 

the performance of the structure in this region, especially for low frequency, is more inadequate. The effects 

of the increase in frequency are observed as a decrease on the capacitance, conductance, and series resistance 

values, especially in the reverse bias region. Experimental results point out that, the electrical qualifications of 
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the device are very sensitive to the applied biases and especially to the frequency levels. Considering signal 

tracking difficulty at high frequencies, such effects of series resistance, interface states, negative capacitance 

have been decreased for the fabricated device. In terms of devices operating at high frequencies, the effects of 

the parameters obtained for this fabricated contact structure at low frequency and in the reverse polarization 

region may have a negative effect in terms of rapid response to polarization variations. On the other hand, the 

decrease in the effect of these parameters at high frequency is evaluated positively in terms of fast switching 

performance.  
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In this study, composite samples of WE43 (Mg-4Y-3RE-Zr) reinforced with nano-B4C particles in 

different ratios (0.5 and 2 wt.%) were prepared by spark plasma sintering (SPS). The powders were 

mixed in a 3-dimensional ball mill at 300 rpm. The mixed powders were then hot pressed under 35 MPa 

pressure at 525 °C for 6 min. XRD and FESEM-EDS instruments were used to characterize the 

composite samples. Microhardness and wear tests were performed to designate the mechanical 

properties. It was found that the highest hardness occurred in the composite sample with 2% nano-B4C 

composites. It was also found that tribological properties improved with the increase of nano-B4C 

content. 
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1. INTRODUCTION 

Metal matrix composites (MMC) exhibit excellent mechanical properties compared to their conventional, non-

reinforced counterparts. In particular, magnesium (Mg)-based MMCs occupy an important position due to 

their lightweight advantage (Nimityongskul et al., 2010). By reinforcing the Mg matrix with a hard ceramic 

phase, properties for example high hardness, high strength, and low wear resistance can be improved. 

Therefore, Mg, which has the lowest density among metals, is increasingly used in aerospace, automotive, and 

medical applications (Ghasali et al., 2017a). Among Mg alloys, WE43 alloy, which have stand out the attention 

of researchers in recent years, are preferred because of their superior mechanical and microstructural properties 

compared to other Mg alloys, as they contain rare earth elements. Despite neodymium, yttrium and other rare 

earth elements exhibit properties such as good mechanical performance at high temperatures, flame retardancy 

and high temperature creep resistance, studies are continuing to improve the problems in wear properties 

(Banijamali et al., 2022). 

Studies have long been conducted to reinforce Mg-based alloys with ceramic particles to increase their 

strength. It is well known that various ceramics such as SiC, Al2O3, ZrB2, TiB2, and B4C are dispersed in the 

matrix phase as reinforcing materials during the fabrication of MMC. B4C is a very hard ceramic with low 

density, high chemical resistance and abrasion resistance. It is well known that B4C reinforcement of the Mg 

matrix increases the interfacial bonding strength, hardness and wear resistance of the composite (Taşcı et al., 

2013). Ceramic reinforced metal matrix composites (MMCs) can show very good mechanical and wear 

properties when compared to non-reinforced metals (Yadav et al., 2022).  It is extremely important that the 

composites have a defect-free microstructure and maintain their mechanical properties. For this purpose, it is 

necessary to distribute the reinforced ceramics homogeneously in the matrix phase. It is very difficult to 

mailto:ufuktasci@gazi.edu.tr
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https://orcid.org/0000-0002-8577-443X
https://orcid.org/0000-0002-6114-875X


563 
Ufuk TAŞCI, Bülent BOSTAN 

GU J Sci, Part A, 9(4): 562-569 (2022) 
 

 

achieve such homogeneous distribution, especially in the casting process. Therefore, it is possible to produce 

a fine and non-porous microstructure using the powder metallurgy (P/M) technique (Ghasali et al., 2017b). 

Spark plasma sintering (SPS), which has occupied an important place in the P/M technique in the last decade, 

makes it possible to produce metal alloys and MMCs under vacuum, at very low pressing pressure and in a 

very short time (Saheb et al., 2012). 

In this study, nano-B4C (nB4C) was added to the WE43 alloy in amounts of 0.5% and 2% using the SPS 

technique to provide homogeneous mixing of the powders. Microstructure characterization and mechanical 

properties of these produced composites focused on improving their wear performance.  

2. MATERIAL AND METHOD 

2.1. Production Method of Composite Specimens 

The matrix WE43 powder with an average diameter of 45 µm was supplied by Magnesium ElektronTM ltd. The 

nB4C (55 nm) was provided by Nanografi NanotechnologyTM and used for 0.5 and 2% nB4C to prepare the 

composite powders. In order to mix the starting powders homogeneously, the mixing process was carried out 

for 4 hours at 300 rpm in a 3D ball mill with an atmospherically controlled chamber. Table 1 shows the 

chemical composition of WE43.  

Table 1. WE43 Chemical Composition 

Element Mg Y Nd Gd Z 

WE43 Bal 3.72 2.13 1.11 0.41 

Powders with different ratios of nB4C in the WE43 alloy were prepared by SPS. A custom-made graphite mold 

was used to press the powders. The powders placed in the mold were first recompressed at a pressure of 5 MPa 

at room temperature. The mixed composite powders were then pressed under a load of 35 MPa at 525 °C for 

6 minutes. 

3.  RESULTS AND DISCUSSION  

3.1. Examination of Powders 

The images of the initial WE43, nB4C, and mixed WE43/nB4C composite powders used in the study are shown 

in Figure 1. Mixing of the composite powders was performed in a 3D high energy mixer. Figure 1a shows that 

the WE43 powder used as matrix alloy has a spherical shape. In Figure 1b, the nB4C particles were found to 

have a complex shape with sharp corners. By examining the images, a series of grooves and micro ploughing, 

plastic deformations parallel to the sliding direction, debris and significant crater areas were visible on the 

worn surface of the unreinforced WE43 matrix alloy. It can also be seen that the morphology of the matrix 

powder does not change and remains spherical during the mixing process. 

3.2. Microstructure Characterization 

The XRD patterns of the WE43/%2 nB4C composites produced by SPS are shown in Figure 2. Examination 

of the XRD peaks shows that the produced composites contain Mg41Nd5 intermetallic phase and α Mg matrix 

phase. It was found that the rare earth elements yttrium and neodymium form compounds with the matrix 

phase Mg to different extents. Since the crystal structures of these phases are compatible with the matrix, they 

are believed to increase the obstacle of the composite by preventing dislocation movement. The matrix alloy 

in the XRD patterns was found to increase slightly with the addition of nB4C particles, along with additional 

peaks corresponding to nB4C (Tang et al., 2022). 
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Figure 1. a) WE43 powder morphology, b) nB4C ceramic reinforcement powder, 

c) WE43/nB4C composite powder 
 

 

Figure 2. XRD analysis of WE43 alloy and WE43/nB4C composites 
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After the spherical powders were subjected to 35 MPa pressing in the SPS device and sintered at 525 °C, the 

surface images of all samples were examined using FESEM to characterise the microstructure. Figure 3a shows 

the unreinforced WE43 alloy, Figure 3b indicates the 0.5% nB4C composite, and Figure 3c reveals the 

microstructure images of these samples fabricated with 2% nB4C ceramic reinforcement. When the images 

were examined, no significant difference was found in the grain sizes of these unreinforced and composite 

specimens. This is because the driving force required for grain size growth and the absence of deformation in 

the powder morphologies during the mixing process play a certain role (Shuai et al., 2021). It is desirable that 

the grain sizes are close to each other during the sintering process. It was found that nB4C reinforcement 

ceramics are generally formed at grain boundaries. It was found that the phases that appear as white dots in the 

grains are phases such as Mg41Nd5, Y2O3. It is therefore suspected that the WE43 alloy contains a rare earth 

element that affects the growth kinetics of the intermetallics. 

 

Figure 3. a) WE43 alloy, b) WE43/0.5% nB4C composite, c) WE43/2% nB4C 

By studying the microstructure of WE43 by FESEM/EDS (Figure 4), it was found that the precipitates at the 

grain boundaries are rich in neodymium and yttrium, which are determined and homogeneously distributed in 

the matrix structure of the nB4C ceramic particles. 
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Figure 4. FESEM/EDS analysis result of WE43/2% nB4C composite material 

3.3 Mechanical Properties 

By examining the density graph (Figure 5a) of WE43 alloy and WE43/ nB4C composites, it was seen that the 

highest density occurred in WE43 alloy (99.00%) and the lowest density in WE43/2 nB4C composite (97.8%). 

It is known that composites reinforced with ceramic particles have lower density compared to unreinforced 

matrix specimens. Also, by looking at the hardness graphs in Figure 5b, it can be seen that the sample with the 

highest hardness is WE43/2 nB4C and the sample with the lowest hardness is the unreinforced WE43 alloy. 

The B4Cs in the matrix phase, which is soft along with the ceramic particle reinforcement, accumulate at the 

grain boundaries and prevent dislocation movement. Therefore, an increase in the strength values of the 

composites is observed. Comparing the hardness value with that of the unreinforced WE43 alloy, it is found 

that it increases by about 5% at 0.5% nB4C. Similarly, when comparing the hardness values of the unreinforced 

WE43 alloy and the composite reinforced with 2% nB4C, it was found that there was an increase of about 12%. 

The reinforcement by nB4C ceramic particles was homogeneously distributed in the structure and increased 

the strength. 

 

Figure 5. a) Density, b) Hardness 
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3.4. Tribological Behavior 

3.4.1. Weight loss 

Figure 6 shows the weight loss of the unreinforced WE43 matrix alloy and the WE43/nB4C composites with 

different reinforcements under 15 N load. The weight loss decreases with increasing reinforcement ratio 

compared to the matrix material. It is known that various properties such as grain size, porosity in the structure, 

strength and hardness affect the wear behavior of materials. It is believed that the reinforcement particles act 

as a coercive factor at the grain boundaries, leading to the development of wear resistance (Moheimani et al., 

2021). 

 

Figure 6. Weight loss 

3.4.2. Wear mechanisms 

FESEM analysis was performed to investigate the wear mechanisms of WE43 alloy and WE43/ nB4C 

composites during wear testing and the effects of the presence of nB4C particles in different proportions on 

wear behavior. Figure 7. SEM shows images of the worn surfaces of the WE43 alloy and WE43/nB4C 

composites subjected to the wear test under 15N load. By examining the images, a series of grooves parallel 

to the sliding direction, debris, plastic deformations and significant crater areas were visible on the worn 

surface of the unreinforced WE43 matrix alloy. It is assumed that this situation exhibits typical characteristics 

of abrasive wear. 

4. CONCLUSION 

In this study, powder-metal composites were produced by the SPS method after homogeneously mixing WE43 

alloy and WE43/nano B4C powder in a 3D ball mixer. The microstructure, hardness and wear properties of the 

composites were investigated. The following conclusions can be drawn from the results. 

The mixing process in an atmospherically controlled 3D ball mill showed that the nB4C particles were 

homogeneously distributed at the grain boundaries. While the highest density value was observed in the 
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unreinforced WE43 alloy, the density values decreased with increasing nB4C particle addition. The lowest 

density value was found in the WE43/2% nB4C composite. While the lowest hardness occurred in the 

unreinforced WE43 alloy, the highest hardness was observed in the WE43/ 2% nB4C composite. It was 

observed that the hardness values increased with increasing nB4C ratio. The addition of nB4C particles 

improved wear resistance and minimized weight loss. 

 

Figure 7. Worn surface SEM pictures a) WE43 alloy, b) WE43/0.5% nB4C composite, c) WE43/2% nB4C 
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