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ABSTRACT 

 

We consider a relativistic spin-1 particle with non-minimal coupling in the context of gravity’s 

rainbow in the three dimensional background spacetime spanned by static cosmic string. In this 

context, we acquire an exact solution of the associated spin-1 equation in the modified three 

dimensional static cosmic string-spanned background spacetime. This relativistic wave equation 

includes a reducible spinor and this allows us to acquire a non-perturbative expression including the 

modification functions in the energy domain. In the low energy limit, our results agree well with 

current literature and provide a basis to discuss the fundamental features of the relativistic spin-1 

oscillator. Afterwards, we try to discuss the effects of gravity rainbow functions on the considered 

spin-1 oscillator in three different scenarios for the modification functions. 

 

Keywords: Gravity rainbow, Spin-1 oscillator, Planck energy, Doubly special relativity, Cosmic 

string, Topological defect 

 

1. INTRODUCTION 

 

A useful way to determine the effects of a curved space or a non-trivial topology on the relativistic 

dynamics of quantum mechanical systems (QMSs) is to solve the corresponding forms of the 

covariant wave equations such as Duffin Kemmer Petiau (DKP), Vector boson (VB) , the generalized 

Klein Gordon (KG),  Dirac and fully-covariant many-body equations. It was showed the relativistic 

wave equations describing the dynamics of spinning particles, such as spin-1/2, spin-1, spin-2 etc., can 

be derived from the canonical quantization of the action for spinning classical particles [1]. There is a 

unifying principle to derive the well-known relativistic wave equations. That is, these equations can be 

reproduced as different quantum states of the same classical system [1]. The well-known DKP 

equation's spin-1 sector in three dimensions corresponds to the spin-1 equation, which was obtained as 

an excited state of  Zitterbewegung [2–5]. This spin-1 equation includes a reducible spinor and yields 

3× 3 dimensional matrix equation in any 2+1 dimensional spacetime [6, 7]. In the current literature, 

we see that relativistic dynamics of the spin-0 bosons are studied through solving the spin-0 sector of 

the DKP equation [8] and the KG equation [9]. Due to the relative complexity, there is not much 

research based on the dynamics of spin-1 bosons in curved spaces [4–7,10]. The announced results 
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have shown that the covariant VB equation can provide a strong basis to analyse the dynamics of 

relativistic spin-1 particles in any 2+1 dimensional spacetime [4–7, 10]. Furthermore, this equation 

was also used to analyse the quantum gravity effects on the Hawking temperature of three 

dimensional black holes [11, 12]. It is thought that studies focus on the relativistic quantum systems’s 

(QSs) dynamics  in curved spaces can serve to establish a complete theory combining the main areas 

of physics such as relativity (c), quantum theory (ℏ) and gravity (G) since we do not yet have a 

complete theory that merges these areas. A useful way to determine the influence of a curved space on 

the physical systems is to use the exactly soluble systems such as the relativistic quantum oscillators 

[6, 13–16] and Hydrogen or Positronium like low-energy bound state systems [17–19]. After the 

Dirac oscillator (DO) [20], describing the interaction of a changing (linearly) electric field with an 

anomalous magnetic moment, had been introduced, the KG oscillator [21], DKP oscillator [22] and 

VB oscillator [23, 24] were introduced through establishing an analogy to the DO. The relativistic 

oscillators describe real physical systems [25, 26] and have several applications [27–35] in many areas 

of modern physics. Furthermore, the relativistic oscillators are the most preferred systems to 

determine the effects of topological defects on the associated systems and one of the most famous 

topological defects is the cosmic string. The cosmic strings [36] were introduced first by one-body 

solution of Einstein field equations in three dimensions [37, 38] and the results naturally extended to 

3+1 dimensions [39] where there is a dynamical symmetry [15,19]. These objects are stable one-

dimensional topological defects that are thought to have formed at  the early stages of the universe 

[36] and they may cause several interesting phenomena in the universe [19,36]. Moreover, it is also 

known that the spatial part of the line element representing the static cosmic string-spanned spacetime 

describes the topological defect appearing in materials backgrounds [15]. For this reason, exact results 

acquired for relativistic QMSs in topological defect-induced background spacetimes have great 

importance in modern physics and such investigations have attained great attention by many research 

groups.  Moreover, we are aware of relationships between the topological characteristics of the space 

and local physical laws, such that the local intrinsic geometry of the space is insufficient to exactly 

describe the physics of any system. Therefore, it is crucial to look at how, for instance, a nontrivial 

topology affects a QS. Also,  in addition to the use of QMSs to detect gravitational waves [40], the 

effect of gravitational fields produced by cosmic strings on QSs has long drawn significant interest 

[41-43].  In what follows, we will deal with a relativistic spin-1 oscillator in the three dimensional 

background geometry induced by static cosmic string (see also [44]) and will try to obtain non-

perturbative results including the effects of gravity’s rainbow functions on such a spin-1 oscillator. 

 

On the other hand, some semi-classical approaches are thought as very helpful to investigate the 

affects of gravity on the dynamics of physical systems due to the fact that we have not a well-

established or a fully-fledged theory to determine the influence of gravity on the QSs. One of these 

interesting semi-classical approaches is the context of the gravity’s rainbow scenario called sometimes 

also as doubly general relativity [45–47]. This interesting semi-classical approach has been applied to 

determine the effects of gravity on the relativistic QMSs [48, 49]. Briefly, in this context, as a result of 

a nonlinear Lorentz transformation in momentum space, the metric describing the background 

spacetime becomes energy-dependent and accordingly the relativistic dispersion relation is modified 

[48, 49]. In this scenario, the test fields feel a different geometry for each different frequency and also 

Planck length (or energy) and speed of light remain observer-independent [50–52]. Hence, at very 

high energy, we may investigate the influence of gravity on the QSs by using the spacetime metrics 
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modified according to the modified relativistic dispersion relation [53, 54]. This is also suggested 

according to observational consequences [46, 47, 50, 54]. The gravity’s rainbow approach was used to 

investigate black hole thermodynamics [55], casimir effect [56], spin-0 field in the Schwarzschild 

metric [57], relativistic spin-1/2 oscillator in a topological defect-generated background spacetime 

[48] relativistic spin-0 oscillator in a global monopole spacetime [49], wormhole geometry [58,59] 

and the massive scalar field with Casimir effect [60]. In addition to these works, a massless spin-1 

field was studied in the cosmic string background spacetime in the context of gravity’s rainbow [61]. 

In this contribution, we will use the gravity’s rainbow approach to determine the effects of gravity on 

a relativistic spin-1 oscillator through obtaining an analytical solution of the associated covariant VB 

equation in the modified 2+1 dimensional spacetime generated by a static point source.  Then, we will 

compare our results with the literature in the low energy limit (LEL) where gravity’s rainbow 

corrections vanish.  

 

We organized this contribution as follows: in the second section we give the mathematical procedure, 

in the third section we derive a 3× 3 matrix equation for the considered test field and determine the 

corresponding solution function. Accordingly, we arrive at a nonperturbative energy expression 

including the gravity rainbow corrections in general form. Then, we analyse the results in both LEL 

and very high energy limit in three different scenarios for the modification functions. In sec. (4), we 

give a summary and discuss the findings in details.  

 

2. MATHEMATICAL PROCEDURE 

 

Here, we introduce the relativistic spin-1 equation for a general spin-1 field and derive its’ associated 

form to analyse the dynamics of a VB particle in the point source-generated background spacetime 

(2+1 dimensional cosmic string spacetime) in the context of gravity’s rainbow. In any three 

dimensional curved space, the spin-1 equation can be written as follows [1, 4–6]  

 

{
1

2
[𝛾𝜇⊗ 𝐼2 + 𝐼2⊗ 𝛾𝜇]∇𝜇 + 𝑖ℳ𝐼4}Φ = 0,                                                                                          (1) 

 

∇𝜇= 𝜕𝜇 − Γ𝜇⊗ 𝐼2 − 𝐼2⊗Γ𝜇 , 𝜇 = 0,1,2.     

 

In this equation, 𝛾𝜇 stand for the space-free Dirac matrices (DMs), Γ𝜇 represent spinorial affine 

connections for a Dirac field, 𝐼2 and 𝐼4 are the 2 × 2 and 4 × 4 unit matrices and Φ is the relativistic 

spin-1 field with mass of M and we will use the units ℏ = 𝑐 = 1. Now, we will try to obtain a matrix 

equation describing the dynamics of the system under scrutiny. To do this, we should obtain the 

associated operators such as the space-dependent DMs and the spinorial connections in the Eq. (1). 

These operators can be determined through the following relation [19]: 

 

Γξ  =
1

4
  𝑔µα[𝑒ν,ξ

(a)𝑒(a)
α − Γνξ

α ]𝛾𝜇𝛾ν  ,     ξ, μ, ν, α, a = 0,1,2.                                                                (2)   

   

Here, the Γνξ
α  are the Christoffel symbols that can be determined by [19], 
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 Γνξ
α =

1

2
𝑔𝛼𝜖{𝜕𝜈  𝑔ξα + 𝜕ξ 𝑔𝜖𝜈 − 𝜕𝜖  𝑔νξ},                                                                                                (3)  

 

and 𝑔µα is the metric tensor in covariant form. Here, 𝑔𝛼𝜖 is inverse of the covariant metric tensor. It 

should also be noted that the Greek indices represent the curved spacetime's coordinates. To determine 

the spinorial affine connections, we need to construct the space dependent DMs, 𝛾𝜇. These matrices 

can be constructed through the relation: 𝛾𝜇 = 𝑒(a)
µ

 𝛾(a)  where 𝑒(a)
µ

 are the tetrads (inverse) and 

𝛾(a) indicate the flat DMs [19]. It is known that the flat DMs can be expressed in terms of the Pauli 

matrices in any 2+1 dimensional spacetime background. The tetrad fields, 𝑒µ
(a)

, are obtained through 

the relation: 𝑔µτ =  𝑒µ
(a)
 𝑒τ
(b)
η(a)(b), where  η(a)(b) represents the Minkowski metric tensor (flat). It 

should be noted that the tetrad choices are not unique. That is, other choices can be preferred as long 

as the orthonormality, orthogonality and Clifford-Dirac algebra requirements are satisfied [13, 15]. 

Here, we should underline that the Latin indices indicate the coordinates of the flat Minkowski 

spacetime while the Greek indices represent the curved background's coordinates. It is useful to 

mention that there is no consensus about the shape of the modification functions within the framework 

of the gravity rainbow. Hence, for each case the relativistic dispersion relation is modified differently 

[48, 49]. For the used three cases [48, 49], the momentum operators in the relativistic wave equations 

are altered and accordingly the total energy (at very high energies) is changed. Although, there are 

different suggestions on how to choose the modification functions [48, 49], for each choice the 

corresponding dispersion relation must result in the usual relativistic dispersion relation in the LEL. 

This means that the obtained results for QMSs in the context of gravity rainbow must give the usual 

results obtained in the usual relativistic framework. Now, we can write the modified relativistic 

dispersion relation and then give the static cosmic string-generated 2+1 dimensional background 

geometry in the context of the gravity’s rainbow scenario. The rainbow gravity originates from 

deformations of the Lorentz symmetry. This deformation can be represented, formally, through the 

following relativistic dispersion relation [48, 49] 

 

ℰ2𝒢0(𝒳)
2 − 𝒫2𝒢1(𝒳)

2 = ℳ2,  
 

where, ℰ is energy of the VB  in question and  𝒫 is momentum of this particle  possessing mass of  

ℳ. The modification functions  𝒢0(𝒳) and  𝒢1(𝒳) are the rainbow functions in which the argument 

𝒳 = ℰ / ℰ𝑝 and ℰ𝑝 ∼  1.22 ×  10
19   GeV is the Planck energy. Here, it is very important that the 

gravity rainbow functions are reduced into 1 in the LEL where ℰ / ℰ𝑝 ⇢ 0. In this limit, it is clear that 

one can recover the usual relativistic dispersion relation. In this scenario, the 2+1 dimensional static 

cosmic string spacetime known also as point source-generated spacetime can be written, with negative 

signature (+, −, −) as follows [48] 

 

𝑑𝑆2 = 𝒢0(𝒳)
−2𝑑𝑡2 − 𝒢1(𝒳)

−2[𝑑𝜌2 + 𝜂2𝜌2𝑑𝜙2]                                                                               (4) 

 

This metric describes the usual polar space when η = 1 in the LEL, ℰ ⇢ 0 for which 𝒢𝑘(𝒳) ⇢ 1 , (k = 

0, 1.). In the presence of the topological defect (0 < η < 1), the background cannot be flat globally 

even though it is flat locally. Thus, the topology and accordingly symmetry of the background 

geometry is altered by the string tension [19]. For more details about the 2+1 dimensional static 
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cosmic string (point source)-induced spacetime can be found in the Refs. [19, 37, 38]. Now, we can 

easily write the covariant ( 𝑔µα) and contravariant (𝑔µα) metric tensors                                      

 

 𝑔µα = 𝑑𝑖𝑎𝑔(𝒢0(𝒳)
−2, −𝒢1(𝒳)

−2, −𝒢1(𝒳)
−2𝜂2𝜌2)  

 

 𝑔µα = 𝑑𝑖𝑎𝑔(𝒢0(𝒳)
2, −𝒢1(𝒳)

2, −𝒢1(𝒳)
2𝜂−2𝜌−2) 

 

Through these expressions and Eq. (3), one can evaluate the components (non-vanishing) of the 

Christoffel symbols as follows, by using the relation given in [19], 

 

Γ𝜙𝜙
𝜌
= −𝜂2𝜌,      Γ𝜌𝜙

𝜙
=
1

𝜌
 .                                                                                                                      (5) 

 

It is also known that we can chose the space-free DMs by means of Pauli matrices and such a choice is 

not unique. So, different choices are acceptable provided that the signature in the Eq. (4) are satisfied. 

Here we choice the flat DMs as the following: 𝛾0 = σ3,   𝛾1 = iσ1, and 𝛾2 = iσ2 [19]. To construct 

the space-dependent DMs we need to the tetrad fields. Through the mentioned procedure before, one 

can obtain the tetrad fields and can arrive at the following results 

 

𝑒(𝑎)𝜇 = 𝑑𝑖𝑎𝑔(𝒢0(𝒳)
−1, −𝒢1(𝒳)

−1, −𝒢1(𝒳)
−1𝜂𝜌)  

 

𝑒(𝜇)𝑎 = 𝑑𝑖𝑎𝑔(𝒢0(𝒳), −𝒢1(𝒳), −𝒢1(𝒳)𝜂
−1𝜌−1).                                                                                (6) 

 

Now, by using these expressions, we can construct the generalized DMs 

 

 𝛾𝑡 = 𝒢0(𝒳) (
1 0
0 −1

),    𝛾𝜌 = 𝑖𝒢1(𝒳) (
0 1
1 0

),   𝛾𝜙 =
𝒢1(𝒳)

𝜂𝜌
(
0 1
−1 0

).                                            (7) 

 

Furthermore, by using the obtained results it can be found that the spinorial affine connections have 

only one non-vanishing component. This one is obtained as follows 

 

 Γ𝜙 =
𝑖

2
𝜂 (
1 0
0 −1

).                                                                                                                                (8) 

 

In this manuscript, we interest in a spin-1 oscillator in the 2+1 dimensional spacetime generated by 

static cosmic string in the context of gravity’s rainbow. To derive the corresponding matrix equation 

for the system in question, we need to introduce the oscillator coupling. The spin-1 oscillator [6, 10] is 

introduced by adding a non-minimal interaction term in such a way that ∂ρ → ∂ρ +ℳω0(σ3  ⊗

σ3 )ρ  where ω0 is oscillator frequency and  σ3  ⊗ σ3 = diag (1, −1, −1, 1). For the considered system, 

the symmetric spinor Φ can be factorised as Φ = 𝑒−iEt𝑒isϕ ( ϑ1(ρ), ϑ2(ρ), ϑ3(ρ), ϑ4(ρ))
𝐓, in which T 

means transpose of the matrix, according to the line element given in the Eq. (4). 
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3. EFFECTS OF GRAVITY’S RAINBOW FUNCTIONS 

 

Here, we obtain a matrix equation consisting of coupled equations and then try to solve this equation. 

By inserting the obtained results in the Eq. (7) and Eq. (8) into the Eq. (1), one obtains a 4 × 4 

dimensional matrix equation in reducible form (see also [62]). This equation can be rewritten by 

defining a new dimensionless independent variable, 𝑧 = 𝜅𝜌2, as follows 

 

(

 
 
�̂�∗ ℳ̃ −

�̃�

√𝑧/𝜅

ℰ̃ −
�̃�

√𝑧/𝜅
−ℳ̃

−ℳ −�̂�† ℰ̃ )

 
 
(

𝜗+(𝑧)
𝜗0(𝑧)

𝜗−(𝑧)
) = 0                                                                                              (9) 

 

where 

 

�̂�∗ = 2𝜅√
𝑧

𝜅
(∂z +

1

2
+

1

2𝑧
),    �̂�† = 2𝜅√

𝑧

𝜅
(∂z −

1

2
)      

 

ℳ̃ =
ℳ

𝒢1(𝒳)
  , ℰ̃ = ℰ

𝒢0(𝒳)

𝒢1(𝒳)
  ,    �̃� =

𝑠

𝜂
 ,      

 

𝜗±(𝑧) = 𝜗1(𝑧) ± 𝜗2(𝑧)  and  𝜗0(𝑧) = 2𝜗2(𝑧)  since  𝜗2(𝑧) = 𝜗3(𝑧). Under these definitions, one of 

these equations becomes algebraic and this allows us to derive a non-perturbative wave equation. That 

is, by solving this set of equations for the 𝜗0(𝑧) one derives a second order differential equation and 

moreover the resulting equation can be reduced into the following familiar form 

 

(
𝑑2

𝑑𝑧2
−
1

4
+
𝑞

𝑧
+

1

4
−𝑝2

𝑧2
)𝜗(𝑧) = 0,                                                                                                          (10) 

 

by considering an ansatz function, 𝜗0(𝑧) = 𝜗(𝑧)/√𝑧 . By this way we arrive at the Whittaker equation 

and its regular solution [26] can be expressed as 𝜗(𝑧) = 𝐶 𝑊𝑞,𝑝(𝑧) where 

 

𝑞 = −
1

2
−
(ℳ̃2−ℰ̃2)

4𝜅
+
2ℰ̃�̃�

4ℳ̃
 ,    𝑝 =

�̃�

2
 .                                   

 

and 𝐶 is a normalization constant. This solution function can also be expressed by means of confluent 

hypergeometric function, 1F1 and it diverges when 𝑧 → ∞.  Thus, we need to impose the following 

condition:  
1

2
+ 𝑝 − 𝑞 = −𝑛, in which 𝑛 = 0,1,2..  is the overtone number, to acquire polynomial 

solution [26].  At that rate, the solution function becomes well-behaved and this termination leads a 

non-perturbative expression in energy domain 

 

ℰ𝑛,𝑠(𝒳) = −
𝑠𝜔0𝒢1(𝒳)

2

𝑛𝒢0(𝒳)
±

ℳ

𝒢0(𝒳)
√1 +

4𝜔0𝒢1(𝒳)
2

ℳ
𝒩 +

𝑠2𝜔0
2𝒢1(𝒳)

4

𝜂2ℳ2 ,                                              (11) 
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𝒩 = (𝑛 + 1 +
𝑠

2𝜂
) . 

 

This energy spectrum becomes as follows 

 

ℰ𝑛,𝑠 = − 𝑠𝜔0 ±ℳ√1 +
4𝜔0

ℳ
(𝑛 + 1 +

𝑠

2
) +

𝑠2𝜔0
2

ℳ2 ,                                                                      (12) 

 

when 𝜂=1 in the LEL where  lim𝒳→0 𝒢k(𝒳), k = 0,1. It can be important that the result given by Eq. 

(12) gives exact result for a composite structure holding together by DO coupling, when s = 0 [26], 

and it can be also seen that it agrees well with the result obtained for one dimensional DO [26]. In a 

three dimensional spacetime background there are two spatial degrees of freedom. Accordingly, any 

spectra obtained for QSs must include two quantum numbers. This is why our results give the 

previously obtained results for one dimensional systems when we ignore the spin contributions.  Now, 

we can discuss the energy spectrum in the Eq. (11). At first look, we see that the oscillator frequency 

couples with the spin and this coupling is altered by the string tension (∝ 𝜂) since there exists 
sω0

η
  

terms in the spectrum even in the LEL. Also, we see that relativistic energy ( ℰn,s) becomes ℰ~ ±
ℳ when  𝜔 → 0  and  𝒳 → 0. In the LEL, dependence of the relativistic energy levels on the 

oscillator frequency can be seen in the Figure (1). This also shows that the VB oscillator does not stop 

oscillating even in the ground state and positive-negative energy states never mix. Now, we can 

discuss the results in three different scenarios for the gravity rainbow functions. Let we start the first 

case where [48, 49] 

 

 𝒢0(𝒳) =
𝑒𝒳−1

𝒳
 ,   𝒢1(𝒳) = 1.                                                                                                              (13) 

 

This choice was proposed to describe gamma-ray burst phenomena in the universe [63–65]. In this 

case, the energy expression in the Eq. (11) can be written as the following 

 

𝒳 = −
sω0𝒳

ηℰp(e
𝒳−1)

±
ℳ𝒳

ℰp(e
𝒳−1)

√1 +
4ω0

ℳ
𝒩 +

s2ω0
2

η2ℳ2,                                                                    (14) 

 

and by solving this expression for 𝒳 one can acquire the following expressions 

 

𝒳1,2 = 𝑙𝑛 [±1 ∓
𝑠𝜔0

𝜂ℰ𝑝
±
ℳ

ℰ𝑝
√1 +

4𝜔0

ℳ
𝒩 +

𝑠2𝜔0
2

𝜂2ℳ2].                                                                       (15) 

 

Here, it is clear that the energy of the considered system is altered by one of the gravity rainbow 

functions and this alterations on the relativistic energy levels can be seen in the Figure (2) and Figure 

(3). In this parts, we see that the magnitude of the relativistic energy levels is increased by the gravity 

rainbow effect according to the first scenario. 
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Also, we can choose the modification functions according to proposal of both non-commutative 

geometry and loop quantum gravity [56, 63]. In this case the modification functions were considered 

as  𝒢0(𝒳) = 1 ,   𝒢1(𝒳) = √1 − 𝛾𝒳
2 for which the energy expression can be written as the following 

form 

 

 𝒳 = −
s

η
Ω(1 − 𝛾𝒳2) ± m√1 +

4Ω

m
(1 − 𝛾𝒳2)𝒩 +

s2Ω2

η2m2
(1 − 𝛾𝒳2)2 ,                               (16) 

 

Ω =
𝜔0

ℰ𝑝
,   𝑚 =

ℳ

ℰ𝑝
.  

 

Here, it seems not possible to obtain an expression in closed form for 𝒳 except for s = 0. However, 

we can discuss the effects of gravity’s rainbow functions on the corresponding wave function(s). In 

this second scenario, the altered wave function(s) can be seen in the Figure (4). In this figure, we can 

also see the low energy (”usual”) case for  𝛾 = 0. The others include the effects of one of the gravity 

rainbow functions, 𝒢1(𝒳), since  𝒢0(𝒳) = 1. The Figure (4) shows that amplitude of the normalized 

wave function(s) increases as the energy of the VB oscillator increases. In the third scenario, 

stemming from the need for constant velocity of light, proposed for solve the horizon problem puzzle, 

the modification functions are  𝒢0(𝒳) =
1

1−𝛾𝒳
 and   𝒢1(𝒳) =

1

1−𝛾𝒳
. For this, the energy expression 

can be expressed as follows 

 

𝒳 = −
sΩ

η(1−𝛾𝒳)
±m(1 − 𝛾𝒳)√1 +

4Ω

m(1−𝛾𝒳)2
+

s2Ω2

η2m2(1−𝛾𝒳)2
 .                                                (17) 

 

For this latest case, one can arrive that it is not possible to obtain an expression in closed-form for 

𝒳. Hence, we cannot see clearly what the dependence of the energy levels on the modification 

functions. However, we have plotted the effects of modification functions on the wave function(s) in 

the Figure (5). In this figure, we see that amplitude of the wave functions decreases in the presence of 

gravity’s rainbow effect. However, space-dependence of the normalized wave functions seems to be 

same whether  𝛾 = 0.1 or 𝛾 = 0.9. 
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Figure 1. Behaviour of the relativistic energy levels with respect to the oscillator frequency in the 

LEL. Here, we get that  ℳ = 1, 𝜂 = 1. 
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Figure 2. Alterations on the energy levels in high energy limit. Here, we get than  
ℳ

ℰ𝑝
= 0.8,  𝜂 = 0.9. 
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Figure 3.  Effects of gravity’s rainbow on the possible spin states for ℳ = 0.8, η = 1. Here, the 

dashed lines show the usual case and the others show the energy levels altered by the gravity rainbow 

effect if  𝒢0(𝒳) =
𝑒𝒳−1

𝒳
,  𝒢1(𝒳) = 1. 
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Figure 4. Space dependence of the wave functions (normalized) for different values of the parameter 

γ in the second scenario where 𝒢0(𝒳) = 1 ,   𝒢1(𝒳) = √1 − 𝛾𝒳
2. Here, we get that ℳ = 0.6, 𝑛 =

1, 𝜂 = 0.8,   𝜔 = 0.6, 𝑠 = 1,  ℰp = 1. 

 

Figure 5. The normalized wave functions for the cases given in third case, according to the changing 

values of the parameter γ. Here, we get that ℳ = 1, 𝑛 = 1, 𝜂 = 0.8,   𝜔 = 0.6, 𝑠 = 1,  ℰp = 1.

 

4. SUMMARY AND RESULTS 

 

Here, we have interested in a relativistic VB oscillator in the context of gravity’s rainbow in the 2+1 

dimensional cosmic string-induced background geometry. According to the modified dispersion 

relation, by solving the fully covariant spin-1 equation in this background we have arrived at a non-

perturbative energy expression including the modification functions. This expression is given in the 
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Eq. (11) and it can be reduced into the results in the Eq. (12) in the low energy limit (LEL) where 

relativistic energy (ℰ) of the particle is very small according to the Planck energy (ℰp) by assuming 

the background geometry is globally flat (𝜂 = 1). In the ℰ/ℰp → 0 case, our results show that spin of 

the relativistic VB couples with the oscillator frequency and this influences the symmetry of the 

energy levels for particle-antiparticle states even when 𝜂 = 1. For this usual case, behaviour of the 

energy levels according to the oscillator frequency (𝜔0) is plotted in the Figure (1). This also shows 

that the VB oscillator does not stop oscillating even in the ground state and positive-negative energy 

states never mix. In this figure, one can see that magnitude of the energy levels increases for 

increasing values of the 𝜔0 and it can be seen also that ℰ~ ±ℳ, where ℳ is the rest mass of the VB 

particle, if 𝜔0 → 0 . Here, we have observed that the effects of string tension (∝ 𝜂) on spin states  

(𝑠 = 0,±1) of the spin-1 oscillator cannot be same due to the 
sω0

η
 terms in the energy spectrum. In the 

LEL, the resulting energy spectrum gives exact result obtained for a composite structure composed by 

a fermion-antifermion system holding together by DO interaction [26] if 𝑠 = 0 when 𝜂 = 1 and 

agrees well with the current literature (see also [10, 26]). That is, our results provide a strong basis for 

the effects of gravity’s rainbow on the relativistic spin-1 oscillator. Here, it is very important to note 

that it may not be possible to show what the effect of the modification functions on the energy levels 

of the system in each shape of the modification functions even though the Eq. (11) is an algebraic 

equation. This is because the parameter 𝒳 depends explicitly on the energy of the system in question. 

According to the first scenario where the modification functions are 𝒢0(𝒳) =
𝑒𝒳−1

𝒳
 ,   𝒢1(𝒳) = 1 and 

it is clear that the energy levels are altered by only one of these functions. For this, we have observed 

that the magnitude of the energy levels increases as oscillator frequency increases (see Figure 3). In 

the second scenario where  𝒢0(𝒳) = 1 ,   𝒢1(𝒳) = √1 − 𝛾𝒳
2 we gave an expression including the 

effect of modification function in energy domain (see Eq. 16). In this case, we could not find any way 

to show what the dependence of the energy levels on the modification functions without loss of 

generality since the energy expression in the Eq. (16) do not allow to obtain an expression (in closed-

form) that gives clearly the altered particle-antiparticle energy states. However, we showed the effects 

of the modification functions on the normalized wave functions with respect to the second scenario. In 

the Figure (4), one can see that magnitude of the normalized wave functions increases if the 

relativistic energy of the VB oscillator closes to Planck energy. In the latest case, the third case, we 

have encountered a similar technical problem. That is, we could not find explicit expressions showing 

the dependence of the particle-antiparticle energy levels on the modification functions even though we 

have arrived at a non-perturbative expression for the energy if  𝒢0(𝒳) =
1

1−𝛾𝒳
 and   𝒢1(𝒳) =

1

1−𝛾𝒳
.  In 

this case, we have observed that amplitude of the normalized wave functions decreases for big values 

of the parameter and also we have seen that the amplitude seems not dramatically change whether the 

energy of the spin-one oscillator closes to Planck energy or very small with respect to it. 
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ABSTRACT 

 

Since pH neutralization processes have extremely nonlinear characteristics, controlling it might be 

difficult. Therefore, a special controller design is needed to handle the high nonlinearities of the 

process. In this study, an inverse neuro-fuzzy model-based controller (NFMBC) design is presented 

for control of a pH neutralization process (NP). Input-output (IO) data set of the process is collected 

by applying a proper excitation signal. Then, forward and inverse neuro-fuzzy models of the process 

are constructed by using this data set after a training process. In terms of design simplicity, a two-

input-one-output model structure is chosen for both neuro-fuzzy models. These forward and inverse 

neuro-fuzzy models are used in a nonlinear internal model control (NIMC) structure in order to 

provide robustness against disturbances and model mismatches. To examine the proposed controller's 

performance, simulation studies are carried out under setpoint variation and disturbance conditions. 

Additionally, the performance of the inverse NFMBC is compared to that of a fuzzy proportional 

integral derivative (FPID) controller with a 7x7 rule base. The results demonstrate that the designed 

controller provides more effective control performance for setpoint variations and also exhibits higher 

robustness against disturbances in the acid flow rate than the FPID controller.  

 

Keywords: Fuzzy Model, Inverse Controller, Adaptive Network Based Fuzzy Inference System, pH 

Neutralization Process, Internal Model Control,  

 

1. INTRODUCTION 

 

The problem of pH control is a widespread issue in sectors such as chemical processes, sewage 

treatment and wastewater management [1]. The safety and stability of the system operation directly 

depend on the performance of pH control. The aim of pH control in neutralization systems is to keep 

the pH value at a certain setpoint by regulating the neutralizing agent flow rate. However, the control 
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of pH NPs is a challenging task due to their extremely nonlinear characteristics [2]. The titration curve 

of a neutralization process, in general, is an S-shaped curve depending on both process and 

neutralization stream compositions. In some cases, process stream composition may change during the 

operation, making the control issue much more challenging [3]. Therefore, deriving an analytical 

model and also designing an effective controller are difficult tasks for pH processes.  

 

In the literature, several linear and non-linear control approaches are proposed to solve the pH control 

problem. Classical linear PID controllers can hardly ever provide an efficient control performance for 

pH control applications [4]. Therefore, one way of applying the linear PID control approach to the pH 

control problem is to use a multi-model approach by linearizing the process model at a few operating 

points [5]. For instance, Nyström has successfully implemented the multi-model control technique to a 

pH NP [6]. There are some studies successfully applying linear model predictive control approach to 

pH neutralization processes [2], [7]. Despite the fact that linear controllers are simple to design, 

adaptive control or nonlinear control methods provide better control performance than the classical 

linear control methods [5], [8]. In [2], [9], nonlinear model predictive and adaptive control structures 

are proposed for the control of pH processes. Although all of these techniques are successful, it is still 

hard to obtain an adequate model representing the pH NP in any operating condition for practical 

applications [5]. 

 

Highly nonlinear systems can be modeled and controlled using fuzzy logic since fuzzy models are 

universal approximators and fuzzy controllers have a nonlinear structure [10]. Therefore, fuzzy 

models and controllers can effectively be used for pH neutralization processes. For example, a fuzzy 

PI controller design is presented by considering the titration curve in [5]. In [11], an adaptive fuzzy PI 

control structure with an online tuning mechanism is proposed for pH control. Similarly, there are 

some fuzzy model (FM) based control approaches proposed in literature such as fuzzy model 

predictive control [12].  

 

One easy and effective way of controller design is to use an inverse model of a process as the main 

controller. But it is not an easy task to derive inverse definitions of analytical models of processes. 

However, there are various exact and approximate inversion methods for fuzzy models [13]–[16]. 

Therefore, inverse fuzzy model-based control approaches are effective alternatives to conventional 

control approaches since forward and inverse fuzzy models of nonlinear systems can be derived 

without the need for any mathematical model. Several inverse fuzzy model based control approaches 

are proposed and effectively applied to the control problem of pH processes [1], [13], [16].  

 

The adaptive network-based fuzzy inference system (ANFIS) technique described by Jang makes it 

simple to construct forward and inverse fuzzy models of nonlinear systems [17]. ANFIS approach is 

widely used in various modeling and control applications [18]. Some studies about ANFIS-based 

modeling and also control of pH processes are presented in the literature [19-21]. In this study, an 

inverse NFMBC design for a pH NP is presented. Although the inverse controllers are able to provide 

perfect control in an open loop (OL) manner, they can show poor control performance or become 

unstable in case of sudden disturbances and in the presence of noises. Therefore, an internal model 

control (IMC) structure, which is a closed loop structure, is used in this study. A proper excitation 

signal is applied to the system for modeling purposes and the input and output data are collected. 
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Then, forward and inverse ANFIS models of the process are trained by using the collected IO data set. 

These forward and inverse models are used in the IMC structure to advance the robustness of the 

control system against disturbances and model mismatches. The effectiveness of the designed inverse 

model-based controller is demonstrated through simulations under setpoint variation and disturbance 

conditions and the performance of this controller is compared to that of an FPID controller. The main 

advantage of the designed inverse NFMBC compared to the existing approaches is that it provides an 

effective performance although it uses only simple forward and inverse fuzzy models with 2 inputs 

and 1 output. 

 

This article is arranged as follows: the pH process model is presented in Section 2, the fuzzy model 

design is presented in Section 3. The inverse controller design technique is demonstrated in Section 4. 

Section 5 presents simulation studies to show the effectiveness of the constructed inverse controller. 

Finally, the conclusions are presented in Section 6. 

 
2. pH PROCESS MODEL 

 

pH neutralization is a process involving reactions between acids and bases. In this study, the 

neutralization reaction among strong acid and weak acid mixture and strong base is considered as a 

process model due to its non-linear characteristic. Figure 1 shows the NP in a continuous stirred tank 

reactor (CSTR). It is assumed that there is perfect mixing within the CSTR. Since the base 

concentration is relatively high compared to the acid concentrations, a constant liquid level is assumed 

in the CSTR. Accordingly, the model can be written as: 

 

𝑉
𝑑𝑥𝑖

𝑑𝑡
= 𝐹(𝑐𝑖 − 𝑥𝑖) + 𝑢(𝑏𝑖 − 𝑥𝑖)  for 𝑖 =1,…𝑛                                                                                     (1) 

                                                                                  

where 𝑐𝑖, 𝑏𝑖, and 𝑥𝑖 represent the total ion concentration of the species in the corresponding streams in 

Figure 1. Because of the assumption of a constant liquid level, here the constant for the volume of 

liquid inside CSTR is symbolized by V. The simulation parameters of the model given in Eqn. 1 are 

listed in Table 1. 

 

 

Figure 1. pH neutralization system. 
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Table 1. pH NP parameters. 

Symbol Process Parameters Value 

V 
Volume or the reactor  

[L] 
1  

F 
Flow rate of process stream  

[L/min] 
1  

u 
Flow rate of titrating stream  

[L/min] 
0-0.27  

𝑐𝑖 
Total ion concentration vector of process stream [Ca1 Ca2 Cb] 

 [mol/L] 
[0.001 0.001 0]  

𝑏𝑖 
Total ion concentration vector of titrating stream [Ca1 Ca2 Cb] 

[mol/L]  
[0 0 0.1] 

 

3. FUZZY MODELING of the pH PROCESS 

 

An appropriate excitation signal is used to stimulate the system at each set-point to construct the 

forward FM of the NP. The uniform random signals plus constant values are used as the excitation 

signal and the corresponding output is obtained. Then, by using this input-output data set, the neuro-

fuzzy based forward model of the system is obtained. In the data collection process, the sampling time 

is determined as 1 s, and the data is collected for 30000 seconds. The excitation signal and the 

corresponding output signal are demonstrated in Figure 2a and Figure 2b, respectively. 

 

 

Figure 2. (a) Input signal (b) system output signal. 
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A two-input one-output Takagi-Sugeno (TS) FM structure is constructed as illustrated in Figure 3 

since it provides an acceptable model approximation. The inputs of the FM are y(k-1) and u(k), and 

the output of the FM is y(k). The input of y(k-1) is expressed by 11 triangular membership functions 

(MFs), and the input of u(k) is constructed by 3 triangular MFs. Here y denotes pH value and u 

denotes titrating stream flow rate. 33 singleton MFs are used to define the output y(k). The training 

process uses the first 75% of the data and the validation process uses the remaining 25%. The rule 

base and MFs of the FM after training are represented in Table 2 and Figure 4, respectively. 

 

 

Figure 3. Input-output configuration of the fuzzy model. 

 

Table 2. Rule base of the forward FM. 

  u(k) 

   A1 A2 A3 

 

 

 

 

 

y(k-1) 

A1 2.989 3.032 0 

A2 3.163 3.718 3.837 

A3 4.244 4.387 4.493 

A4 0 5.044 5.169 

A5 0 5.582 5.886 

A6 0 5.084 6.772 

A7 0 -0.892 8.413 

A8 0 -6.014 9.889 

A9 0 4.698 9.182 

A10 0 8.399 9.467 

A11 0 9.785 10.07 
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Figure 4. Antecedent membership functions of the trained FM. 

 

The derived FM is compared with the neutralization system output for different setpoints. The forward 

FM response and the error between the system and the FM outputs are represented in Figure 5a and 

Figure 5b, respectively. The modeling performance of the derived fuzzy model is acceptable since it 

provides the root mean square error (RMSE) value of 4.8 𝑥 10−3. 



 
 
 

 
 

 
 
 

Akca, et al., Journal of Scientific Reports-A, Number 52, 19-34, March 2023. 
 

 
 

25 
 

 

Figure 5. (a) Comparison of the system and the FM outputs (b) modeling error.  

 

4. INVERSE NFMBC DESIGN  

 

The inverse FM of the pH NP is designed by using ANFIS approach. Although the inverse controllers 

are able to provide perfect control in an OL manner, they can show poor control performance or 

become unstable in case of sudden disturbances and in the presence of noises. Therefore, the inverse 

FM of the pH NP is directly used as the main controller in the IMC structure shown in Figure 9 to 

increase robustness against disturbances and model mismatches. 

 

 

Figure 6. Proposed IMC structure. 
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y(k) and y(k-1) are used as inputs and u(k) is used as the output by exchanging the IO data of the 

collected data set to derive the inverse FM of the pH NP. The IO configuration of the neuro-fuzzy 

based inverse controller is represented in Figure 6. 

 

   

Figure 7. Input-output configuration of the neuro-fuzzy based inverse controller. 

 

For inputs y(k) and y(k-1), 11 and 3 triangular MFs are used, respectively. 33 rule consequents are 

determined by using linear functions as shown in Table 3. The training process uses the first 75% of 

the data, while the validation process uses the remaining 25% of the data. The rule base and MFs of 

the trained inverse FM are represented in Table 3 and Figure 7, respectively. 

 

Figure 8. Antecedent MFs of the trained inverse FM. 
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Table 3. Rule base of the inverse FM. 

  y(k-1) 

  A1 A2 A3 

 

 
 
 
 
 
 
y(k) 

A1 [0.34 -0.31 -0.11] [-0.006 0.026 -0.17] [0 0 0] 

A2 [0.11 -0.1 0.004] [0.03 -0.02 -0.02] [0 0 0] 

A3 [0.05 -0.04 0.004] [0.14 -0.14 -0.03] [0 0 0] 

A4 [0.14 -0.14 0.006 [0.03 -0.03 -0.03] [0 0 0] 

A5 [0.07 -0.07 0.02] [0.02 -0.01 -0.02] [-0.008 -0.009 -0.001] 

A6 [-0.001 0.002 0.03] [0.009 -0.002 -0.02] [-0.01 0.02 -0.02] 

A7 [0.02 0.01 0.002] [0.005 -0.001 -0.009] [-0.002 0.003 0.007] 

A8 [0 0 0] [0.004 -0.0002 -0.01] [0.0004 0.001 0.006] 

A9 [0 0 0] [0.003 0.0008 -0.01] [0.004 -0.002 0.006] 

A10 [0 0 0] [-0.009 0.01 -0.009] [0.01 -0.01 0.006] 

A11 [0 0 0] [-0.08 0.08 0.004] [0.04 -0.04 0.002] 

 

In order to show the inverse FM validation, the output of the inverse controller is compared to the 

excitation signal in Figure 8a. The associated error signal is demonstrated in Figure 8b and the 

obtained RMSE value is 7.11 𝑥 10−5. As it is seen from Figure 8, the performance of the derived 

inverse FM is acceptable. 
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Figure 9. (a) Comparison of the excitation signal and the output of the inverse FM (b) the inversion 

error. 

 

5. SIMULATION STUDIES 

 

To demonstrate the performance of the proposed controller, simulation studies are performed under 

different setpoint and disturbance conditions. In the simulations, a FPID controller is also used for 

performance comparison. The block diagram of the FPID controller is demonstrated in Figure 10. 

 

 

Figure 10. Block diagram of the FPID controller. 
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In order to design the FPID controller, TS fuzzy inference structure is chosen and a 7x7 symmetrical 

rule base is used. Triangular MFs are chosen for the definition of input variables E and ΔE as shown 

in Figure 11. Singleton MFs are defined for the control variable U. The parameters of the FPID 

controller are determined as KE=0.015, KΔE=0.001, Ki=0.003 and Kd=0.95. 

 

Figure 11. Antecedent MFs of the FPID controller. 

 

The robustness filter in IMC structure is chosen as follows to provide a suitable control performance. 

 

𝐺𝑓(𝑧) =  
0.09516

𝑧−0.9048
                                                                                                                                (2) 

   

In comparisons, the following integral square error (ISE) and integral absolute error (IAE) 

performance criteria are used.  

 

ISE: ∫ 𝑒2 (𝑡)𝑑𝑡                                                                                             (3) 

 

IAE: ∫|𝑒(𝑡)|𝑑𝑡                                                                                               (4)         

 

The controller performances under setpoint variation are demonstrated in Figure 12 and performance 

results are compared in Table 4. 
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Figure 12. a) Comparison of the system responses under the setpoint variation b) control signals. 

 

Table 4. Performance comparison under the setpoint variation. 

Controller IAE ISE 

FPID  1.392 1.072 

Inverse Controller 0.4303 0.3601 

 

As seen in Figure 12 and Table 4, the proposed inverse controller is able to provide significant control 

performance at all setpoint changes. On the other side, the FPID controller is able to provide 

satisfactory control performance only at certain pH values where the system gain is relatively low. For 

setpoint values where the system gain is high, the FPID controller gives oscillating system responses. 

In order to evaluate the control performances under disturbance conditions, change in acid flow rate is 

considered. The reference signal, applied disturbances, corresponding system responses, and control 

signals are represented in Figure 13. The performance criteria values are given in Table 5. As it is seen 

from Figure 13 and Table 5, the proposed controller exhibits superior robustness performance under 

disturbance conditions compared to the FPID controller. 
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Figure 13. a) Comparison of the system responses under the input disturbance condition b) control 

signals. 

 

Table 5. Performance comparison under the disturbance condition. 

Controller IAE ISE 

FPID  1.472 1.105 

Inverse Controller 0.7168 0.5339 

 

The pH NP is a highly nonlinear system depending on the nonlinear characteristic of its titration 

curve. The process has different process gains at different pH interval values. The process has lower 

gains for the pH intervals of [3-6] and [9-12] whereas it has higher gains for the pH intervals of [6-9]. 

Since the inverse controller is the inverse definition of the fuzzy model of the pH NP, it inherently 

possesses the process gain information and exhibits significant control performance for different pH 

levels. However, the conventional FPID controller with the symmetrical rule base is not able to handle 

these system gain variations as much as the inverse controller. Additionally, since the inverse 

controller is used in the IMC structure, it has the capability of handling disturbances. On the other 

hand, the conventional FPID controller has no special configuration to handle disturbances. Therefore, 

the inverse NFMBC provides superior robustness performance against disturbances compared to the 

conventional FPID controller. Consequently, the superior pH control performance is obtained by 

using the inverse NFMBC having only simple forward and inverse fuzzy models with 2 inputs and 1 

output as compared to the conventional FPID controller. 
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6. CONCLUSION 

 

In this study, an inverse NFMBC design is presented for a pH NP. An NIMC structure is used to 

provide robustness against disturbances and model mismatches. The forward and inverse fuzzy 

models of the pH NP are represented by simple fuzzy models with two inputs and one output. The 

training procedures of the fuzzy models are performed by using an input-output data set collected 

from the pH NP. The effectiveness of the designed inverse NFMBC is demonstrated through 

simulations under setpoint variation and disturbance conditions. The simulation results illustrate that 

the inverse NFMBC exhibits superior control performance compared to the FPID controller with a 

7x7 rule base. 

 

The forward and inverse fuzzy models of the pH NP used in the design procedure are in a basic 

structure with 2 inputs and 1 output, which makes the approach very suitable for real-time control 

applications. Additionally, these fuzzy models are obtained automatically based on the ANFIS 

approach without the need for any expert knowledge or tuning. Thanks to these properties, simple but 

effective controllers can be designed for highly nonlinear systems by using the proposed approach. 
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ABSTRACT 

 

Photovoltaic (PV) panels are affected by undesirable elements that exist around them, trees, structures, 

clouds, etc., as well as natural dirt, and dust accumulation on the PV surfaces. Unfortunately, partial 

shading falling on top of the PV panels may affect badly the output of photovoltaic arrays. In this 

study, an exergoeconomic analysis has been performed on the impact of dynamic partial shading 

created by a mislocated building on a photovoltaic array. Both experimental and theoretical results of 

this study have been compared on ambient temperature, solar radiation intensity, and shading ratio. 

The observations have been carried out on clear days starting in June 2018 to Mai 2019. According to 

the results, the shaded PV exergy efficiency (6.87%) and exergoeconomic parameter (Rex= 0.18508 

W/$) are maxima in June and minimum in February (Ex =4.76%, Rex= 0.12228 W/$). As a result of 

this study, it can be said that the PV array exposed to long-term shading will seriously affect the 

service life of the PV array. 

 

Keywords: Photovoltaics, Exergy, Exergoeconomic, Dynamic Shading 

 

1. INTRODUCTION 

 

The growth and development of the human population, and in turn the demand-based energy 

requirement is increasing exponentially. In addition, environmental and climate problems caused by 

unconscious consumption have made it necessary to switch to sustainable, clean, and cheap energy. 

To provide a sustainable life for people and living things, cheaper and unlimited renewable energy 

sources have become more and more popular in the ever-increasing and so expensive electricity 

production. The energy produced from photovoltaic panels is becoming more and more popular 

because of this feature and because it is powered by the sun, which is clean, free, and inexhaustible. 

Photovoltaic panels, which are the basic components of solar power plants, are the most basic 

component that converts the energy from the sun as electricity that is usable energy everywhere. The 

photovoltaic power system is different from other renewable power generation systems and is more 

attractive because it has fewer moving parts in its structure. Unfortunately, photovoltaic panels are 

adversely affected by factors such as clouds, nearby trees, neighboring structures, dirt, misdirection, 

and slopes that cause partial shading on their front surfaces [1]. The shading falling on the PV array 
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surface for different reasons may cause a decrease in the power production, but may also cause hot 

spots on the PV cells and even damage and so shortening their service life. The effect of shading by 

different obstacles and conditions on PV systems has been studied by many researchers [2-6]. 

 

Here are some well-known studies on shading and its effect, in chronological order; Bidram et al. [2] 

examined the negative effects of different PV array configurations, different PV system architectures, 

PV circuit topologies, reducing of electrical characteristics and hot spot events under partial shading. 

Dollar et al. [3] carried out experiments with PV modules produced from two different materials, on 

clear and sunny days, by creating graphs with the created current, voltage, and power parameters. He 

suggested that experimental analyzes with mathematical models are applied to estimate the lost power 

of the photovoltaic arrays. Chepp et al. [4] created a straightforward approach to assess how PV 

systems and modules perform when partially shaded. The proposed method's accuracy was contrasted 

with the approaches they selected, and I-V and performance values were examined. The variations 

between the results from the measurements and the models are quite close to 5%. A numerical and 

experimental study on partial shading detection was conducted by Khodapanah et al. [5]. It is feasible 

to discern between temporary and permanent shade conditions, the severity of the shading level, and, 

consequently, the time at which hot spots emerge using the technique they offer. The results of their 

investigation support their assertion that they can give partial shading detection without adding 

additional cells or modules to the system. 

 

Recently, applying thermodynamics and environmental and economic analysis methods such as 

exergy and exergoeconomic analysis has been increasing. Mostly, the performance evaluations of PV 

power systems are made with the energy analysis method. Moreover, the exergy analysis method is 

more detailed, it is used to determine from which part of the system the losses originate [6-8]. 

 

Some of these studies are: There are some additional studies on shading effect and exergoeconomic 

analysis; Bayrak et al. [9], in their study, made an experimental setup to create shading at different 

positions and rates on the photovoltaic panel surface and calculated the efficiency of energy and 

exergy of the PV system. As a result, they found in the case of horizontal shading a significant loss of 

the efficiency of energy and exergy of about 99.98%. Bayrak and Öztop [10] investigated the effect of 

diagonal shading on the performance of PV via energy and exergy efficiency analysis under the same 

solar radiation. The PV array was left in the natural environment for 30 days for the shading effect of 

dust accumulation. In their experiment, an artificial shading was created of the triangle-like shape of 

different shadings. Experimental results showed that the reference panel with the efficiency of highest 

was only about 0.90% higher than the dusty panel. Variable values were observed for the dynamic 

shading panel. 

 

It is seen that the energy analysis method is used in experimental and theoretical works on solar power 

plants and the shading falling on the panel surface and its effects. In addition, when the literature is 

searched, there is a few scientific research on the dynamic shading on the surface of the PV panel, 

which occurs in undesirable situations, and only the thermodynamic (exergy) analysis method was 

used in these studies. Differently, in this study, the exergy and exergoeconomic analysis of the effect 

of dynamic partial shading on the PV performance caused by an incorrectly positioned structure to the 
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PV array surface in a solar power plant established in the province Samsun was examined by 

recording the required data and shading ratio calculations for one consecutive year, 12 months. 

 

2. MATERIALS AND METHODS 

 

In this study, the effects of shading were investigated, starting from the morning until certain hours, 

caused by the transformer building of a grid-connected power plant capacity of 480 kW in the 

province of Samsun. You can find detailed technical specifications of the plant in ref. [11]. 

 

2.1. PV Array Power Plant          

A shading-affected PV string controlled by the inverter (13) and another PV string without shading 

were selected for reference, inverter (16). 

 

 
Figure 1. Image of the partially shaded PV array. 

 

2.2. Methods 
Sunny and clear days were preferred to get good data from the PV power generation plant. 

Calculations were made by recording the weather conditions parameters such as the temperature (𝑇𝑎), 

the wind speed (v), and the solar radiation intensity (Is) of the environment where the PV panels were 

installed. 

 

The area (A) of the shaded PV surface, at 15-minute time intervals starting from sunrise until it left, 

was recorded with photographs as well as the current, voltage, and power values from the inverter. 

Evaluation processes of the effect of dynamic partial shading on PV performance were carried out by 

exergoeconomic analysis method as follows; 

 

 The instantaneous solar radiation hitting the surface of the PV modules was determined by 

calculating the Liu and Jordan method [12] and measuring the solar radiation.  

 Electrical efficiency calculations of shading-affected and unaffected PV arrays have been 

discussed in the previous publication [11].  

 For economic calculations, instantaneous/average values are used instead of annual 

electricity generation.  
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 Net present value (NPV) is calculated. The operating and maintenance cost of the PV plant is 

taken as 10% and the salvage value as 5% of the current capital cost (P). The interest rate is 

taken as 8%.  

 The energy loss rate and exergy loss rate of the shaded and un-shaded PV arrays were 

calculated.  

 Related to the previous step the 𝑅en and 𝑅ex have also been calculated for the shaded and un-

shaded PV arrays.  

 

2.3. Analysis of the PV System 

In this section, the calculations of energy, exergy, and exergoeconomic analysis, which are the 

performance and economic parameters of the PV system, shortly will be explained respectively. 

 

2.3.1. Energy analysis 

The main energy source of the universe is the sun. Therefore, the radiation of the sun striking the 

photovoltaic surface will create power named input energy to the PV system which is the basis of the 

first law of thermodynamics and is expressed as below; 

 

𝑃𝑆 = 𝐼𝑆xA                (1)  

 

where Ps, Is and A indicates the sun’s radiation power, the intensity of solar radiation, and the area 

where the sun strikes, respectively. 

 

As it is known, when solar radiation hits the PV panels, the available electricity is converted by the 

PV device. The maximum current (Im), voltage (Vm), and power (Pm) equation of the converted useful 

electricity by the PV array are simply as follows; 

 

𝑃𝑚 = 𝐼𝑚x 𝑉𝑚           (2) 

 

where Vm and Im express maximum values of voltage and current, respectively. 

 

The evaluation of the energy systems was made by taking into account the principles of the 1st law of 

thermodynamics, the efficiency and transformation of energy comparison of the PV power plant 

system were made with the equation given below [13]: 

 

η = 
𝑉𝑚 ∙ 𝐼𝑚 

𝐼𝑆 ∙ 𝐴
                                                                 (3) 

 

As understood from the equation, the energy efficiency of a PV system is given as the ratio between 

the maximum current (Im) at maximum the power point and the maximum voltage (Vm) value at the 

maximum power point, and the intensity of solar irradiation (IS) striking to the surface area (A) of the 

photovoltaic panel. 
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2.3.2. Exergy analysis 

In thermodynamic (exergy) calculations of a PV power system, it is important to determine the exergy 

components of the parts that make up the system. The limitations of the Carnot cycle and other 

thermodynamic parameters such as enthalpy, entropy, and energy conversion, and physical and 

chemical exergy expressions of a power system have been clarified in the previous discussions [13]. 

Therefore, these concepts will not be considered in this part of this study. Therefore, electrical and 

thermal exergy parameters, which are the two main exergy components of this study, will be analyzed 

[14]. 

 

The following equation represents the total exergy balances of PV power systems: 

 

∑ 𝐸𝑥𝑖𝑛=∑ 𝐸𝑥𝑜𝑢𝑡 + ∑ 𝐸𝑥𝑙𝑜𝑠𝑠+ Irreversibility                              (4) 

 

As it is known, the photovoltaic power system converts the electrical energy or exergy that comes 

from the sun into useful energy. In more details, detail, exergy analysis of a power system determines 

to do work, that is, the quality of energy. However, there is always a degradation of some of the 

energy gained by the power system, in other words, exergy loss. This loss is not recoverable, that is 

exergy loss also called irreversibility. In order to facilitate the calculations and comparisons, the 

exergy efficiency of a power system PV module is defined as the ratio of the total output exergy to the 

total input exergy; 

 

𝛹𝑃𝑉 =
𝐸𝑥𝑜𝑢𝑡

𝐸𝑥𝑖𝑛
               (5) 

 

The PV array produces energy or exergy input (Petala’s solar exergy model) due to the sun’s radiation 

that strikes the PV surface and is expressed as follows [15]: 

 

𝐸𝑥𝑖𝑛 = 𝐴 ∙ 𝐼𝑆(1 −
4

3
(

𝑇𝑎

𝑇𝑠
) +

1

3
(

𝑇𝑎

𝑇𝑠
)

4

)                    (6) 

 

Or 

 

𝐸𝑥𝑖𝑛 = 𝐴 ∙ 𝐼𝑆(1 − (
Ta

Ts
))            (7) 

 

Where A shows the surface area of the PV module and Ta and Ts demonstrate ambient and sun 

temperatures respectively which Ts =5777 K. 

 

The PV modules' exergy output is expressed by [16]: 

 

𝐸𝑥𝑜𝑢𝑡 = 𝐸𝑥𝑒𝑙 − 𝐸𝑥𝑡ℎ              (8) 

 

As we see from eq. 8, the PV modules' exergy output consists of two basic parameters; heat dissipated 

to the environment so-called thermal exergy (Ex-th), and the useful exergy named electrical exergy 

(Ex,el). 
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When sunlight strikes the PV array it produces useful electricity and it can be expressed as (Note that 

electrical exergy equals the electrical energy): 

 

𝐸𝑋,𝑒𝑙 = 𝐼𝑚 × 𝑉𝑚            (9) 

 

Some of the energy coming from the sun causes the upper surface of the PV to heat up. In this case, 

the surface temperature of the PV panel consisting of cells will increase and thermal energy/exergy 

losses will occur as waste to the environment, called thermal exergy and its expression is as follows: 

 

𝐸𝑥𝑡ℎ = 𝑄(1 − (
𝑇𝑎

𝑇𝑐
))                        (10) 

 

Where 

 

𝑄 = ℎ𝑐𝑎𝐴(𝑇𝑐 − 𝑇𝑎)                        (11) 

 

And 

 

ℎ𝑐𝑎 = 5.7 + 3.8𝑣                         (12) 

    

 𝑇𝑐𝑒𝑙𝑙 = 𝑇𝑎 + (𝑇𝑁𝑂𝐶𝑇 − 20) (
𝐺

800
)                       (13) 

 

Where Tcell is the temperature of the cell, the coefficient of the heat transfer is hca, the velocity of wind 

is v, and the temperature of the cell operating at nominal TNOCT is usually at about 45 °C. 

 

When equations (9) and (10) are inserted to write the equation of production exergy (Ex,out) in the 

exergy balance of the PV array, it can be expressed as follows: 

 

 𝐸𝑥,𝑜𝑢𝑡 = 𝐼𝑚 ∙ 𝑉𝑚 − (1 − (𝑇𝑎
𝑇𝑐

)) ℎ𝑐𝑎 ∙ 𝐴(𝑇𝑎 − 𝑇𝑐)                    (14) 

 

If Equations (7) and (14) are replaced in Eq. (5), the exergy ratio was calculated as: 

 

𝛹𝑃𝑉 =
𝐼𝑚𝑉𝑚− (1−(

𝑇𝑎
𝑇𝑐

))ℎ𝑐𝑎 𝐴(𝑇𝑎– 𝑇𝑐 )

𝐴𝐺(1−(
𝑇𝑎
𝑇𝑠

))
                        (15) 

 

2.3.3. Exergoeconomic analysis 
Unfortunately, PV power generating systems, which consist of many components, undergo energy and 

exergy losses due to different reasons during the power generation process. It is 'exergoeconomic', 

which is a method of analysis that examines the cost or watt-dollar cost together, which uses the 

collaboration of economic and thermodynamic analysis together to understand and avoid these 

unwanted losses. For these reasons, first of all, analyses of energy and exergy main parameters that 
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express the quality of the PV power system will be completed, and then after exergoeconomic analysis 

is done [12]. 

 

The exergoeconomic parameter Rex (or Ren) is the ratio of exergy loss per annual cost to minimize 

exergy loss. The exergoeconomic analysis is done together with exergy and economic analysis 

methods. As a result, cost and exergy disciplines should be discussed together to perform the optimum 

design of energy-generating systems. According to the generally known definition, according to the 

first law of thermodynamics, energy as in nature, that is, a change from one form to another, but it 

cannot be created or destroyed. By contrast, exergy, which is the expression of the second law of 

thermodynamics, will be exhausted in any action due to irreversibility and is therefore subject to a 

nonconservative law. For these reasons, the general equilibrium equation can be written as [14]; 

 

𝐸𝑎𝑐𝑐 = 𝐸𝑖𝑛 − 𝐸𝑜𝑢𝑡                         (16) 

 

𝐸𝑥,𝑎𝑐𝑐 = 𝐸𝑥,𝑖𝑛 − 𝐸𝑥,𝑜𝑢𝑡 − 𝐸𝑥,𝑐𝑜𝑛𝑠                       (17) 

 

The output terms can be rewritten as 

 

𝐸𝑜𝑢𝑡 = 𝐸𝑖𝑛 − 𝐸𝑎𝑐𝑐                       (18) 

 

𝐸𝑥,𝑜𝑢𝑡 = 𝐸𝑥,𝑖𝑛 − 𝐸𝑥,𝑐𝑜𝑛𝑠 − 𝐸𝑥,𝑎𝑐𝑐                     (19) 

 

Where, Ex;out is overall exergy  gain, Ex;cons is exergy consumption, and Ex;acc is exergy accumulation. 

To simplify the calculations, two types of thermodynamic losses (Len and Lex) will be considered. 

Here, Len and Lex are represented as energy-based loss and exergy-based loss, respectively. 

Starting from the energy balance equation of a thermodynamic system, the energy loss ratio (Len) 

calculations of the shaded and unshaded PV array can be written as follows [14]: 

 

𝐿𝑒𝑛 = ∑ 𝐸𝑛𝑒𝑟𝑔𝑦𝑖𝑛 − ∑ 𝐸𝑛𝑒𝑟𝑔𝑦𝑜𝑢𝑡                      (20) 

 

𝐿𝑒𝑥 = ∑ 𝐸𝑥𝑒𝑟𝑔𝑦𝑖𝑛 − ∑ 𝐸𝑥𝑒𝑟𝑔𝑦𝑜𝑢𝑡                      (21) 

 

As in most exergoeconomic studies, inspired by Rosen and Dincer [16], the definition of the 

exergoeconomic parameter 'R' is loss of energy to exergy ratio. First, the loss of energy rate, 

 

𝑅𝑒𝑛 =
𝐿𝑒𝑛

𝑁𝑃𝑉
                       (22) 

 

For exergy loss rates, 

 

𝑅𝑒𝑥 =
𝐿𝑒𝑥

𝑁𝑃𝑉
                        (23) 

 

As it is known, there are four common financial analysis methods applied in research on the cost and 

profitability of PV power systems; net present value (NPV), Profitability Index, Internal Rate of 
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Return, and Discounted Payback Period. In this study, NPV, which is one of the four analysis 

methods, was chosen and can be calculated as follows [16]. Findings and details of net present value 

(NPV) calculations are made in the 'Conclusions and Discussions' section. 

 

3. RESULTS AND DISCUSSIONS 

 

This section covers the energy, exergy, and exergoeconomic analysis of the adverse effects of shading 

caused by the power control unit building of a grid-connected PV power plant. This study continued 

for 12 months, from June 2018 to May 2019. Two equal numbers of PV arrays each controlled by 

separate inverters, one cleaned and the other not cleaned, were chosen to make controlled 

experimental observations. To get better results measurements were taken on cloudless and sunny 

days. Experimental data were recorded and calculations related to the data were made. Technical 

details of this research are available in the literature [11].  

 

The exergy efficiency of the shaded and un-shaded PV string is discussed in Figures 2-4 correlated to 

solar irradiation, ambient temperature, and shading ratio parameters versus time. In the 

exergoeconomic analysis section, 'Operation and Maintenance Costs' and 'NPV Calculations' are given 

in tables 1 and 2. Then, the changes in the energy (Len) and exergy loss (Lex ) ratios and the 

exergoeconomic parameters Ren and Rex, and the shading ratio versus time are presented in figures 5-

8. 

 

3.1. Exergy Analysis 
As can be seen in Figure 1, analyzes were made depending on the temperature of the environment 

where the photovoltaic power plant is installed. The ambient temperature for the province of Samsun 

varies between 9 and 25 degrees Celcius on average during the year. 

 

 
Figure 2. Exergy efficiency (%) and solar irradiation (w/m

2
) versus time. 
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The correlation of exergy efficiency of the 'Sh-Array' and 'UnSh-Array' PV strings are similar during 

the 12 months. While the calculated efficiency of exergy values of shaded and unshaded PV arrays 

was high in the first three months (first, second and third) when the observations started, and an 

inverse relationship was observed due to the heating of the PV cells due to the ambient temperature 

and so the increase in thermal loss, on the other hand, a linear relationship was observed in the next 

months of the year (Fig. 3). 

 

 
Figure 3. Exergy efficiency (%) and ambient temperature (K) versus time. 

 

On the other hand, the exergy efficiency difference of 'Sh-array' and 'Un-Sh-array' in August, 

September, and October is about 1.4% maximum. According to these figures, the exergy efficiency of 

shaded and unshaded PV arrays showed a parallel variation during the 12 months. In terms of exergy 

efficiency is minimum in January and February in proportion to the ambient temperature and solar 

radiation, while it is maximum in June (see Figures 2, 3, and 4). 

 

 
Figure 4. Exergy efficiency (%) and shading ratio (%) versus time. 
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In detail, while the exergy efficiency values of 'Sh-string' and 'UnSh-string' were the highest with 

6.87% and 7.82%, respectively, in June, they were the lowest at about 4.76% and 5.33% in January. 

However, depending on the azimuth angle of the incoming solar irradiation, the shading ratio is the 

lowest at about 1.31% in December. In June, it is only about 2.84%, the highest is about 5.05% in 

September. According to the graphical analysis data, we can generalize that the exergy efficiency of 

shaded and non-shaded photovoltaic strings increases positively depending on the power source the 

sun's rays angle of hitting the PV surface, and the sunshine hours, see Figures 2, 3, and 4. 

 

3.2. Exergoeconomic Analysis 

Here, the results data of the exergoeconomic analysis of the impact of dynamic shading created by an 

undesired structure on the shaded and unshaded PV strings are discussed. Basic components for 

exergoeconomic analysis; Len, Lex, Ren, Rex, and NPV were defined, and calculations and comparisons 

were made. The data necessary to make the calculations and comparisons were collected from the start 

of the experiment in June 2018 for 12 months.  

 

Since the grid-connected PV power plant was established as part of an EU support program, estimated 

values were used to calculate the cost of the system's components. These i.e. 'Cost of capital', 

modules, stands, etc. design and construction, testing the functioning of the system's components, 

training of employees-technicians, and operating (maintenance) of the PV power system. 

 

The costs of the components are given in Table1 and 2. The inverter (ABB array) is about $3900 and 

the cleaning and maintenance cost is about $1000, 25 years 5*5000$(25000$). The discount rate i, 

which includes inflation and interest rates, is assumed to be 10% on average. Finally, the NPV will be 

around $100000. 

 

Table 1. Operational and Maintenance Costs. 

ABB inverter 2*34 kWe 3900 $ 

Cleaning and Maintenance cost 5 years 1000 $ 

Life cycle (25 years)  5*5000 

  25000$ 

Table 2. Calculations of the NPV of PV string system. 

PV Module (95$) 240*100 24000 $ 

Support structure ($) 25*240 6000 $ 

Installation cost 2 5000 $ 

Capital cost  35000 $ 

Discount Rate (%)  10 

Operational Cost for Each Year ($)  1000 $ 

NPV  100000 $ 

 

In addition, in the calculations of the cost of the PV arrays, the PV modules and the stands, and all the 

other equipment used for the installation are included. Table 2 shows the costs of all major equipment 

of the PV system. To find Len;loss, the difference between Een,input, and Een,output is calculated. Similarly, 



 
 
 

 
 

 
 
 

Keskin, V.,  Journal of Scientific Reports-A, Number 52, 35-50, March 2023. 
 

 
 

45 
 

(since Lex=Eex) the exergy loss rate is calculated. Monthly variations in exergoeconomic parameters 

including Ren and Rex;loss are given in Figures 7 and 8. Losses of shaded and non-shaded PV strings 

peak in June, and then proportionally with Ta and Is is lowest in December till February and increase 

again for the next months. 

 

 
Figure 5. Variations of energy loss rates (Len) and shading ratio versus time. 

 

The energy loss rate of 'Un-Sh-Array' and 'Sh-Array' PV arrays is about 61308 w and 61529 w in 

June, while the lowest is about 40059 w and 40139 w in February. The variation of 'Un-Sh-Array' and 

'Sh-Array' PV arrays examined varying in time (months), it can be seen that the thermodynamic loss 

rates vary between 55677 and 55524 W in the first month, June, and between 36761 and 36683 W, the 

lowest in February, the ninth month, see Fig. 5. It can be seen that the graphs of shaded and unshaded 

PV panels show similar characteristics, and the values of shaded PV arrays are smaller than those of 

unshaded ones. It can be said that the highest loss rates, starting in June and decreasing due to solar 

radiation, are the lowest in February, then increase again and shows seasonal characteristics. Details 

can be seen in figures 5 and 6. 
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Figure 6. Variations of exergy loss rates and shading ratio versus time. 

 

The correlations of Ren and Rex and the shading ratio depending on time can be seen in Figures 7 and 

8. Ren and Rex values, which are exergoeconomic parameters of shaded and unshaded PV arrays, vary 

seasonally, depending on the months, that is on the ambient temperature and the angle of incidence of 

solar radiation. There is a small difference between them. Experimental observations starting from 

June, as the Ren (Rex) values of the PV arrays, it is obvious that the values of the two PV strings (inv. 

13 and 16) are at peak in proportion to the intensity of solar irradiation. Then, it starts to decrease 

slightly until December and is lowest up to February. 

 

 
Figure 7. Variations of exergoeconomic parameter (Ren) and shading ratio versus time. 

 

In details, Ren (Rex) loss values for June were 0.615 (0.555) W/$ for the ‘Sh’ PV string and 0.613 

(0.557) W/$ for the ‘Un-Sh’ string, then linearly it decreases to 0.401 (0.368) W/$ and 0.401 (0.367) 

W/$, respectively. In March it slightly increases linearly up to June. 
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Figure 8. Variations of exergoeconomic parameter (Rex) and shading ratio versus time. 

 

As seen in Fig. 8, there is an increase and decrease observed of the exergoeconomic parameters, Ren 

(Rex), of shaded and unshaded PV arrays in parallel with the solar radiation intensity, but it exhibits a 

more stable behavior for the Ta parameter of the environment where the PV system is installed. In 

other words, while the ambient temperature increases from June to the end of August, Ren (Rex) values 

tend to decrease in reverse. 
 

4. CONCLUSIONS 

 

In this study, a comparative analysis was made on the impact of shading on a part of the front surface 

of a PV string, which was built without considering the angle of incidence of the sun's rays. The 

shading-affected PV string is controlled by the inverter (13) and the unaffected is controlled by the 

inverter (16), the observations continued from sunrise to the hours when the shading leaves. Findings 

and calculations were carried out with exergoeconomic parameters from June 2018 to May 2019. The 

measurements were conducted on cloudless and sunny days. These scientific observations are based 

on controlled experimental calculations and their findings can be briefly outlined as follows:  

 

 For both shaded and unshaded PV strings, the meteorological and ecological details such as 

ambient temperature, sun’s irradiation, and speed of the wind are the main factors that affect the 

production of the PV power plant. 

 Since the high Ta causes the PV panels to heat up, there will be losses for both PV strings. 

 The intensity of the sun's rays will affect it positively, but after a certain intensity, the value will 

affect it negatively. 

 Positive contributions were observed when wind speed cooled the PV panel. 
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 As the dynamic partial shading ratio increases (the electric generating area of the panel surface 

will decrease), the electrical energy and exergy efficiency produced by the affected PV array 

decrease inversely compared to the unaffected. 

 The energy (Len) and exergy (Lex) loss rate decrease slightly as the shading ratio increases. 

 The exergoeconomic parameters Ren(Rex) are maximum in June 0.615 (0.555) W/$ of the ‘Sh’ PV 

string and 0.613 (0.557) W/$ of the ‘UnSh’ string, then linearly it decreases to 0.401 (0.368)W/$ 

and 0.401 (0.367) W/$, respectively. 

 The shading ratio is a maximum in September of about 5.05% and a minimum of about 1.31% in 

December, and Ren (Rex) is about 0.550 (0.498) W/$. 

 

At the end of 12-month observations a year, undesirable structures built close to the PV arrays can 

create partial shading, and as a consequence, bad results can occur in electricity generation and cost 

problems in long service life. It was concluded that there may be a risk of damaging PV modules by 

creating hot spots on PV cells exposed to long-term undesirable shading. One of the results of this 

study is that the environmental factors of the structures that make up the PV power systems should be 

taken into account and it is important to manage the design phase correctly. 
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 NOMENCLATURE 

 

PV                   : Photovoltaic 

Rex                             : Exergoeconomic parameter, exergetic loss ratio 

Ren                   : Exergoeconomic parameter, energetic loss ratio 
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Eex                   : Exergy 

E                      : Energy 

𝑇a                     : ambient temperature 

V                      : wind speed 

IS                      : solar radiation intensity 

A                      : Area of the PV panels (m
2
) 

NPV                : Net present value 

I                       : Current 

V                      : Voltage 

P                      : Power 

  

  

  

Greek letters 

𝜂𝑝𝑐𝑒                      : efficiency 

Ψ                      : Exergy efficiency 
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ABSTRACT 

 

In this paper, the systematic computational design process of AlGaN-based multiple quantum-well 

(QW) deep-ultraviolet (DUV) light-emitting diode (LED) grown on sapphire (Al2O3) substrate was 

investigated. An optimization was held to increase internal quantum efficiency (IQE) handling the 

LED parameters such as doping percentage of the n- and the p-type layers of these devices. The 

structure parameters of the best design were determined through a customized genetic algorithm 

integrated into the nanostructure quantum electronic simulation (nextnano). As a determining factor, 

IQE was obtained to be 24% for the devised 285 nm LED. It has been demonstrated that this result 

can be increased up to a remarkably high value of 70% by a low threading dislocation density (TDD) 

and reduced Auger recombination. In addition, the operation input power and potential difference 

were successfully kept below 0.1 W/mm
2
 and 5.05 V, respectively. 

 

Keywords: Deep-ultraviolet LED, UV-C LED, Quantum efficiency, Genetic algorithm 

 

1. INTRODUCTION 

 

It is predicted that the biomedical application area of deep-ultraviolet (DUV) light-emitting diode 

(LED) systems will become widespread during and after the pandemic period [1-3]. However, the 

efficiencies of the devices with DUV radiation (20%) [4] have not yet reached the desired levels and 

are still a topic of current research. Deactivation of microorganisms such as viruses and bacteria is 

provided by irradiation in the UV-C range of 250 to 280 nm depending on their biological structures 

[5, 6]. Although the region where deactivation is most effective is below 265 nm, LED devices 

operating up to 300 nm can be preferred in order not to damage human cells [7]. Otherwise, UV-C 

LEDs have been extensively utilized in chemical detection through the fluorescence characteristics of 

some materials induced by UV-C light [8] and in drinking water decontamination due to the 

remarkable results achieved [9-12]. In this context, the selection criteria for the materials suitably 
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qualified depend on factors such as efficiency percentage, manufacturability, easy availability, and 

environmental friendliness (non-toxicity).  

 

The AlGaN alloy emits photons in the UV-C region, which can be controlled by adjusting the Al/Ga 

ratio and the other optoelectronic parameters. In addition, Al/In doped III-V compounds also play an 

important role in the determination of the operating wavelength and efficiency [13, 14]. At this point, 

the active region thickness and the concentrations in compounds predicted for a LED design are of 

crucial significance. For example, the higher the Al amount, the more dislocations appear in practice 

yielding adverse effects on the required optical properties [15]. Besides, low mismatch percent for the 

layers is important in crystal growth and the AlGaN-based LED structure with the AlN buffer layer 

examined in this paper can be grown on sapphire (Al2O3) as it is often reported in the literature [16-

20]. The various difficulties encountered during the production process apart from the ones 

mentioned, such as point defects, cracking issues, low hole concentration, junction heating effect, and 

low light extraction efficiency (LEE) should not be ignored as well [7]. Thus, high device efficiency 

will be obtained along with overcoming these handicaps. 

 

Multiple research groups have carried out extensive examinations on DUV LED design and features 

of the constituent materials for several years yielding significant progress in performance [8, 21-27]. 

One of the most recent studies performed by Hirayama et al. have introduced an AlGaN UV-C LED 

with high power in which a photonic crystal reflector was used [28]. Jain et al. proposed graded 

staircase quantum barriers against electron leakage problem for AlGaN DUV LEDs [29]. A high LEE 

was measured by Zhang et al. for Ag-nanodots and Al electrodes adoption on AlGaN LED operating 

at ~280 nm [30]. Itokazu et al. were previously able to establish an improvement in AlGaN DUV LED 

performance via high-temperature annealing with an additional growth process for the AlN layer [31]. 

Shin et al. managed to get an enhanced LEE in a ~267 nm AlGaN nanowire LED with photonic 

crystal [32]. Average package power values were obtained over 0.1 mW for AlGaN UV-C LEDs 

emitting in the range of 230-240 nm by Moe et al. and the optical and electrical properties were 

characterized [33]. Chen et al. theoretically aimed to increase LEE choosing the contact layer as 

graphene in the deep UV LED block without p-GaN and have had a notable result [34]. 

 

The internal quantum efficiency (IQE), the enhancement of which is the subject of this study, is the 

other key factor that affects the LED efficiency and there have been significant attempts from 

researchers to improve IQE [35-39]. Shim et al. have proposed a method of temperature-independent 

measurement for IQE [40]. It is predicted that a very high-valued IQE for 284 nm InAlGaN UV-C 

LED and have grown the DUV LEDs onto Al on sapphire operating at 222-282 nm [41]. By defect 

engineering, a similar result was obtained for IQE of 280 nm LED [42]. Hao et al. determined 267 nm 

LED IQE through a fitting method to electroluminescence data [43] and an increment on IQE value 

for AlGaN-based DUV LED was observed by the use of nano patterned sapphire substrates yielding 

low dislocation density [44]. Guttmann et al. have studied IQE of AlGaN LEDs operating at 263 nm 

that has p-AlGaN layers with different separate Al mole fractions [45]. 

 

In this paper, we have presented a systematic computational optimization process of DUV light-

emitting devices to increase inner efficiency while minimizing the input power. IQE improvement of 

multi-layered quantum-well (QW) region including AlGaN with AlN interlayer (IL) was addressed in 
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an algorithm which was developed by authors for the current study. The electron blocking layer (EBL) 

has been used because of the remarkable direct transition energy range in UV. In the next Section, the 

optimization method has been given. This step on IQE was performed by nanostructure quantum 

electronic simulation. Afterward, achieved results are reported for the LED structure with low-

mismatch design and a discussion with the current literature is given. Finally, concluding remarks are 

written as a short summary. 

 

2. MATERIAL AND METHOD 

 

An ultraviolet multi-quantum well LED emitting under 300 nm wavelength has been aimed to design 

in this part of the study. An optoelectronic semiconductor nanodevice software package of nextnano 

was used [46, 47]. AlGaN based LED devices have less lattice-mismatch issues due to the compatible 

lattice constants (aAlN = 4.38 Å, aGaN = 4.50 Å). Therefore, they constitute the basis of the device due 

to its above-mentioned superiorities over alternative UV materials. The main p-i-n layers of the LED 

are determined to be: an n-doped junction layer, 5 QW layers, a p-doped electron blocking layer 

(EBL) and finally a p-doped junction layer. QWs consist of a thinner AlxGa(1-x)N, a thicker AlyGa(1-y)N 

and an AlN interlayer (IL) between each quantum well. This brings 5 thickness, 3 doping and 6 alloy 

concentration degrees of freedom and therefore a total of 15 design parameters including input 

potential difference between p and n layers Vpn. These parameters are possible to be arranged such 

that a relatively high internal quantum efficiency value can be achieved for a low input power P in for 

peak luminosity (𝜆𝑃𝐿) wavelength under 300 nm. In order to construct such a design, here we utilize a 

conventional genetic algorithm as the optimization method which was written and developed by 

authors particularly for the current study. The main steps in the algorithm’s cycle are given in Figure 

1.  
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Figure 1. Flow chart of the utilized algorithm to generate highly efficient ultraviolet LED. 

 

The number of chromosomes in each population was chosen as 75. Design parameters played the role 

of genes and Vpn was fixed at 5.00 V during the algorithm cycle. The first population was generated 

by a random selection (see the second column of Table 1). Success criteria of a chromosome are given 

by 

 

𝑠 = {
𝐼𝑄𝐸 , 𝑃𝑖𝑛 < 10

𝑊

𝑚𝑚2  𝜆𝑃𝐿 < 300𝑛𝑚

0, 𝑜. 𝑤.                                        
                                                                                              (1) 

  

Chromosomes were sorted after each computation considering their corresponding success rates and 

they were selected for the next crossover step such that each chromosome was coupled by the 

subsequent successful chromosome. Couplings began from the worst couples to the best ones. A final 

coupling was performed between the best and worst chromosomes. Therefore, the number of 

chromosomes in each population has been fixed. A new chromosome was generated at each crossover 

step with a 50% chance of getting genes from more and less successful chromosomes and a mutation 

chance of 2% was given at each turn.  

 

3. RESULTS AND DISCUSSION 

 

We share the results of the optimization via a customized genetic algorithm in Fig. 2 by a normalized 

success rate. The crossover phase given in the previous section keeps the average success rate low 
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while enabling a quick rise on each generation. By this means, the desired result (IQE value satisfying 

the success criteria) has been achieved within the seventh generation. The parameters related to the 

optoelectronic device design are listed in Table 1 and the third column shows the best results of the 

genetic algorithm optimization process. The reasonable initial ranges determined from the literature 

are also given in the second column.  

 

 

Figure 2. Normalized success rates of each chromosome. 

 

The most effective decrease on the efficiency is due to radiative and nonradiative recombinations rates 

belonging to Auger and Shockley–Read–Hall (SRH) recombination modes. These phenomena are 

already known and there are several accepted recombination parameters within DUV region [43, 48]. 

There are no certain values, computations or direct experimental results standardized for the Auger 

recombination rate in AlGaN alloys. Therefore, nonradiative-Auger and radiative recombination 

coefficients were determined to be 2.30×10
-30

 cm
6
 s

-1
 and 5.00×10

-11
 cm

3
 s

-1
, respectively [36, 49] and 

  

Table 1. Design parameters of the optoelectronic device, initial population value windows of initial 

random generation and structure parameters of the best design. 

Design Parameter Parameter Window (if valid) Best Design 

Width of the n-doped layer 100 - 1000 nm 850 nm 
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Width of the QW 1
st
 layer 10 - 15 nm 14.45 nm 

Width of the QW 2
nd

 layer 1 - 6 nm 2.66 nm 

Width of the IL 0 - 2 nm 1.57 nm 

Width of the EBL 15 - 60 nm 57.42 nm 

Width of the p-doped layer 30 - 100 nm 95.47 nm 

Al% of the n-doped layer 40% - 80% 66% 

Al% of the QW 1
st
 layer 40% - 80% 66% 

Al% of the QW 2
nd

 layer 30% - 70% 45% 

Al% of the EBL 50% - 90% 50% 

Al% of the p-doped layer 0 - 2.20e20 cm
-3

 0 

Nd of the n-doped layer 1.00e17 - 2.20e20 cm
-3

 4.29e19 cm
-3

 

Nd of the QW 2
nd

 layer 5.00e17 cm
-3

 5.00e17 cm
-3

 

Na of the EBL 1.00e17 - 2.20e20 cm
-3

 6.39e17 cm
-3

 

Na of the p-doped layer 1.00e17 - 2.20e20 cm
-3

 1.13e19 cm
-3

 

Vpn 5.00 V 5.00 V 

cAuger 2.30e-30 cm
6
s

-1
 2.30e-30 cm

6
s

-1
 

crecomb 5.00e-11 cm
3
s

-1
 5.00e-11 cm

3
s

-1
 

𝜏n 1.00 e-9 s
-3 

1.00 e-9 s
-3 

𝜏p 1.00 e-9 s
-3

 1.00 e-9 s
-3

 

Size 1.00 mm ⤫ 1.00 mm 1.00 mm ⤫ 1.00 mm 

 

𝜏n and 𝜏p denote radiative lifetimes of free excitons. Another parameter important in the optimization 

process belongs to the electronic properties. Operating voltage difference between p-contact and n-
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contact (Vpn) was kept fixed at 5.00 V at first since IQE saturates after a certain amount of Vpn 

increment. 

 

The best design has an IQE of 24% when the forward voltage is 5.00 V. In this case, a 1.00 mm ⤫ 

1.00 mm LED requires an input power below 0.1 W and the LED structure formed according to Table 

1 is demonstrated in Fig. 3. From hence, the block is going to be grown on a sapphire substrate and 

the active region consists of four sequential quantum-well (QW) regions. Each QW includes triple-

layers, which are Al0.66Ga0.34N (QW 1
st
), Al0.45Ga0.55N (QW 2

nd
) and AlN (IL) from bottom to top with 

the widths of 14.45 nm, 2.66 nm, and 1.57 nm, respectively. Likewise, the width of the other layers 

and doping concentration values are presented once again in Fig. 3 so that the reader can follow more 

easily. The widths of the buffer layer and substrate were not included in the calculations. The attention 

should be paid that Al doping into the p-doped layer was not considered necessary according to the 

optimization results as can be seen in Table 1. In this manner, GaN has been specified as the p-layer 

(see Fig. 3). The next step of the Vpn adjustment was taken after getting the best results which includes 

operating voltage upper limit calculations. 

 

 

Figure 3. Schematics of the optimized multi QW UV-C AlGaN-based LED. 

 

In Fig. 4(a), the distribution of IQE and input power with respect to Vpn is plotted. The LED can 

operate up to 5.20 V where afterwards a breakdown occurs. Required input power also increases by 

Vpn which fails the success criteria over 5.05 V. Figure 4(b) shows emitted photon wavelength which 

reaches its peak intensity at 285 nm corresponding to UV-C region. 

 

Efficiency improvement of III-V compound light emission mechanism mostly depends on threading 

dislocation densities (TDDs), low p-type concentrations, and the light extraction efficiency (LEE) 

[50]. Among these, the most efficient contribution comes from reduction of the TDD. In other words, 
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growing III-V compunds with a low threading dislocation density still continues to be main issues of 

experimental studies. In this regard, Hirayama et al. reported the highest relative IQE value of 86% 

predicted from a relation that assumes a 100% IQE at low temperature [41] and IQE was calculated as 

85% by the same approach in a different study [42]. Hao et al. have achieved the value of 77% by 

reducing TDD [43] and a similar method has also been addressed by Dong et al. via a device based on 

nano patterned sapphire substrates. Increment on IQE values from 30% to 43% was achieved [44]. 

The authors of another study have achieved a quite well IQE value of 29% [45]. 

 

 

Figure 4. (a) Vpn dependence of internal quantum efficiency (solid line) and operating power (dashed 

line) were given. (b) Emitted light normalized intensity distribution was plotted (peak wavelength at 

285 nm. 

 

Besides, GaN based device efficiencies are addressed both theoretically and experimentally by 

dislocation density effects [51]. These researches clearly show that TDD should be considered to 

present more realistic results since it directly depends on the growth methods like MBE or MOCVD. 

TDD is still in improvement process by current experimental technology development studies.  

 

Another effect arises because of nonradiative Auger recombination (cAuger) as mentioned above. 

However; compounds do not have certain cAuger values in the literature while they are usually accepted 

within an approximate range. One should note that, these parameters cannot be improved by design 

optimization. Nevertheless, these uncertainties necessitate an IQE scan of a parameter window 

constituted by cAuger and crecomb in order to include possible fabrication error and material effects. 

Therefore, IQE distribution was computed and plotted (see Figure 5) which covers a range of cAuger 

between 10
-30

 – 10
-32

 cm
6
s

-1
. All other physical parameters are kept nominal as given in Table 1. The 

figure shows that especially crecomb has a remarkable effect on the internal efficiency.  

 

A final computation was done in order to find the LEE of the structure. The exact design given in 

Figure 3 was transferred to a finite-difference time-domain software package (MEEP) [52]. The result 
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shows that the deep UV LED design has a LEE value of 34% that leads an overall 8.2% external 

quantum efficiency (EQE). Huge part of the loss occurs due to non-negligible absorption coefficients 

of the semiconductor alloys. This situation directly implies a possible improvement by an 

optimization method on the extraction efficiency which was held out of the scope of this study.  

 

 
Figure 5. Radiative and nonradiative recombination dependence of IQE. 

 

4. CONCLUSION 

 

This research discusses the IQE improvement of DUV LED design. The analysis technique includes 

an implementation of a customized genetic algorithm on nanostructure quantum electronic 

simulations. The widths and doping concentrations of the constituents (EBL, QW, p- and n-doped 

layers) that gave the best results have been obtained. The main recombination parameters such as 

cAuger, crecomb, 𝜏 n, and 𝜏 p were taken into consideration in all simulations. Additionally, a parameter 

window of these recombinations have been presented to show the efficiency dependence. The AlGaN 

UV-C LED addressed in the current study satisfies the success criteria determined up to 5.05 V 

according to the Vpn dependence of IQE. Standard design with 15 degrees of freedom let the IQE 

value to be 24% which can be increased over 50% by decreased TDD and up to 70% by an additional 

reduced Auger recombination. This result is remarkably high considering the output peak wavelength 

of 285 nm comparable to the prominent studies. Another advantage of the study lies beneath the low 

operation input power (below 0.1 W/mm
2
) requirement at room temperature. Although they are 

excluded from the scope of this study, LEE and EQE values, which can be further improved by 

optimization, have also been calculated to get a realistic idea about the device efficiency.  
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ABSTRACT 

 

Tunçbilek-Tavşanlı (Kütahya) Basin is among the most important Neogene coal deposits of Turkey. 

This study aims to determine the mineralogical and geochemical properties of the rocks (coal, roof, 

floor and parting) in the Tunçbilek-Tavşanlı coal field. The main abundant minerals in Tunçbilek-

Tavşanlı coals are quartz, kaolinite, illite-smectite and siderite. Dolomite, illite, smectite, mica, 

feldspar, pyrite, chlorite and jarosite are less abundant minerals. The mineralogy of non-coal rocks is 

similar to that of coals, but pyrite is absent. The most abundant major oxides in the studied samples 

are SiO2, Al2O3 and Fe2O3, respectively. The SiO2, Al2O3 and MgO are the most abundant major 

oxides, respectively, in the claystone samples representing partings. Trace element concentrations of 

Tunçbilek-Tavşanlı coal samples mostly showed higher concentrations (excluding Ba, Sr, Pr, Tb, Dy, 

Ho, Tm, As, Cd and Bi) compared to the world low-rank coal average. According to the relative 

enrichment of the elements, the concentration coefficients (CC) of the coal samples are generally in 

the range of slightly enriched-normal; The CC of the non-coal samples mainly indicate the normal. 

The average REY concentration in the studied samples is higher than the world low-rank coal 

concentration and mostly showed L-type enrichment. Moreover, the REY concentration of the 

supercritical groups constitutes a significant part of the REYtotal concentration in the samples taken 

from the coal horizon. However, the studied samples are in the unpromising area according to the low 

cut-off grade value and the relationship between cut-off grade-Coutl. The high correlation coefficient 

between ash content and REY concentrations also indicates a mineral substance relationship. 

Al2O3/TiO2 (between 12.5-31.7) ratios of Tunçbilek-Tavşanlı samples show intermediate and felsic 

source rocks.  

 

Keywords: Coal, REE+Y (REY), Trace elements, Tunçbilek  

 

1. INTRODUCTION 

 

Coal, as an important energy source, consists of water, minerals, elements, rock fragments in addition 

to organic matter. Coal is still an important resource for many countries all around the world [1, 2]. 

Minerals and elements found in coal are more important than other side components. According to 

mailto:selinhokerek@akdeniz.edu.tr


  
  

 
 

 

 
 
 

Karadirek, S.,  Journal of Scientific Reports-A, Number 52, 65-98, March 2023. 
 

 
 

66 
 

numerous studies in this area, coal contains the greatest variety of minerals and elements existing in 

nature. From a scientific view of point, minerals and elements in coal are important parameters for 

determination of paleoenvironment-paleoclimate characteristics and geological evolution of coal, as 

they may include detailed records that occurred during peatification and subsequently changed during 

the coalification process [2-7]. 
 
Coal is used as an industrial raw material source in metallurgical processes, especially in electricity 

generation, in gasification, in cement industries, in the biological conversion process to high-value 

agricultural products. Furthermore, some coals contain Ge, Ga, U, V, Se, rare earth elements and Y 

(REE+Y or REY if Y is not included), some critical base metals such as Sc, Y, Au, Ag, Al and Mg 

[8]. Although the minerals and elements in coal are generally thought to have negative effects during 

the production, transportation and combustion of coal [9], they also have some beneficial aspects. 

Especially rare earth elements and some elements such as Y, Li, Ga, Se, Zr and Nb [8, 10-12] in coal 

attract attention as a potential raw material source, as they are used in the semiconductor industry. The 

concentrations of rare elements in coal ash are fairly high to make extraction in some countries [13-

18]. Coals with high Al content have also attracted much attention in China in recent years because 

the coal ash has more than 50% wt. Al2O3 and has therefore been used for Al extraction [19, 20].  

 

The Kütahya basin is an important basin with a variety of mineral deposits. There are also important 

coal deposits in the Tunçbilek-Tavşanlı basin. The first detailed geological study in the region was 

carried out by Arni in 1942 [21]. Afterwards, various studies on geology, tectonism and 

sedimentology of the basin have been carried out by many researchers [22-32]. With the 

understanding of the existence of economically important mineral deposits in the basin, studies have 

begun to be detailed in this direction [33-45]. This study is aimed to determine the major-trace 

element geochemistry and mineralogical composition of the coals and roof, parting, and floor 

associated with coal in the Tunçbilek coalfield, located in the west of Turkey, and to examine the 

usability as a by-product raw material in the industrial field based on these data. 

 

2. GEOLOGICAL EVOLUTION AND STRATIGRAPHY OF THE STUDY AREA 

 

The tectonic units forming the Anatolian plate were named by Ketin (1966) [46] for the first time as 

the Pontides in the north, Anatolides, Taurides and Border Folds towards the south. In later studies, it 

was distinguished from north to south as Rhodope-Istranca Zone, Istanbul Zone, Sakarya Zone, 

Anatolide-Tauride block (Tavşanlı Zone, Afyon Zone, Menderes Massif) Kırşehir Massif, Arabian 

Platform by Okay and Tüysüz (1999) [47]. Figure 1 shows the location of study area that is placed in 

the north of Tunçbilek in Tavşanlı-Kütahya district. 

 

Western Anatolia, in which the study area is located, contains several tectonostratigraphic units 

(Sakarya Zone and Anatolide-Tauride Block) from northern to southern [47, 48]. Around the study 

area, the Anatolide-Tauride Block consists of the Menderes Extensional Core Complex representing 

the metamorphic massif [49], the Afyon Zone metamorphic rocks [50] and the mélange units of the 

İzmir-Ankara Zone [51], together with the ophiolites and blueschist facies of the Tavşanlı Zone [39, 

52]. The blueschist facies of the Tavşanlı Zone represent the Anatolide-Tauride Block subducting 

towards the north, under the Sakarya Zone during the Cretaceous-Paleocene [53]. Eocene-Oligocene 
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sedimentary units unconformably overlie these tectonic units [39]. All these units are covered by 

Neogene sedimentary units. E-W trending grabens (such as Bakırçay, Kütahya, Gediz, Simav, Küçük 

Menderes, Büyük Menderes) and NE-SW trending basins (such as Gördes, [54], Selendi [55], Emet 

[56], Uşak-Güre [57], Tunçbilek-Domaniç [22, 26, 58] and Seyitömer basins [26, 59]) in Western 

Anatolia are the basins that developed due to the extensional tectonic regime. The Kütahya Graben, 

which is divided into sub-basins namely Tavşanlı and Seyitömer. Tunçbilek-Tavşanlı coalfield is 

placed in Tavşanlı sub-basin [45]. 

 

 

Figure 1. Tectonic setting of the Western Anatolian Neogene basin and location map of the study area 

(modified from [60] and [47]). 

 

The basement rocks of the study area consist of metamorphic and ophiolitic rocks represented by 

Paleozoic and Mesozoic schist, quartzite, marble, serpentinite, peridotite, metaclastics and 

metacarbonates [26, 45]. In addition to other basement rock types, Eocene aged limestones 

(Oğulcaktepe Formation) exhibit a limited distribution [26, 39] (Fig. 2 and 3). 

 

Beke Formation units (conglomerate, sandstone, claystone) are overlain on the basement rocks in 

Miocene. Baş (1986) [26] determined the age of Beke Formation as Middle Miocene based on pollen 

analysis. The coal-bearing Miocene Tunçbilek Formation, consisting of three members (Demirbilek, 

Gürağaç and Yeldeğirmeni, respectively) is unconformably overlain on the Beke Formation. The 

Tunçbilek Formation shows lacustrine conditions. Demirbilek member of Tunçbilek formation 
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represents the coal-bearing marl, sandstone, and claystone. The Gürağaç member, which is gradually 

overlain by conglomerate, sandstone, and claystone intercalations, overlies the Demirbilek member, 

and the Tunçbilek Formation ends with the clayey-silicified limestones of the Yeldeğirmeni Member 

overlying the Gürağaç member [26, 39]. Common pyroclastic rocks in the basin are called Civanadagi 

tuffs [26].  

 

 

Figure 2. Geological map of the Tunçbilek-Tavşanlı basin (modified from [26], [39], [58] and [61]). 

 

The Civanadağ tuffs conformably overlie the Tunçbilek Formation and are interbedded with the 

Oklukdağ Volcanites consisting of dyke, dome and lava flows [26]. The Saruhanlar Formation include 

conglomerate, sandstone, limestone and tuff layers and they are unconformably overlain on the 

Tunçbilek Formation during the Pliocene. Saruhanlar Formation is covered by andesitic-basaltic rocks 

called Pliocene Karaköy Volcanics and is vertically transitional to Çokköy Formation. The Çokköy 

Formation consists of conglomerate, claystone and marl. Due to the uplift and evaporation processes 

of the region in the Upper Pliocene, the lacustrine environment conditions have ended. The deposits 

overlying the Pliocene units are represented by Quaternary coarse-grained clastics, and travertines 

[26]. 

 

3. MATERIAL AND METHOD 

 

The field studies were carried out in the open pit FC panel of the Garp Lignites Enterprise located in 

the Tunçbilek coal basin. Samples (total 25 samples including coal, clayey coal, carbonaceous shale, 
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and claystone) were taken from the open pit mine along the coal seam profile using the channel and 

representative sampling method.  

 

 

Figure 3. a) Stratigraphic column of Tunçbilek-Tavşanlı basin (modified from [26] and [39] b) Coal 

seam profile of FC panel open pit. 
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Major and trace elements concentrations were determined using ICP-MS and ICP-AES at ACME 

Analytical Labs (Canada). Some trace elements such as Ni and Sc, and major oxide elements were 

determined by ICP-AES using LiBO2 fusion method. Some of trace elements (Ba, Be, Co, Th, U, 

Sn,V) were determined by ICP-MS. Samples were decomposed by fusion with LiBO2 before 

determining the total amounts of the elements. Other trace elements were also determined by ICP-MS 

based on the analysis of solutions (10 ml diluted fraction) obtained from 0.5 g samples.  

 

There are some methods for detecting and identifying minerals in whole rock. Batch chemical analysis 

provides clues as to which minerals or mineral groups might be present in the sample. The 

mineralogical properties of the samples were determined by X-ray diffraction (XRD) analysis at the 

General Directorate of Mineral Research and Exploration (MTA) laboratory (Ankara, Turkey) using 

the Rigaku Geigerflex D-MaxII device. XRD analyzes were performed using copper [λ(CuKα) = 

1.54056Å] radiation at scan rates of 2θ=2-70° per minute and 0.01°/minute. Samples for clay analyzes 

were prepared by separating the clay fraction using settling and centrifuging the suspension after 

dispersing in distilled water overnight. Clay particles were dispersed using ultrasonic vibration for 

about 15 minutes. Oriented samples of <2 µm fractions from each sample were prepared for analysis 

with normal spinning with air drying in the range of 2-30º 2θ, with ethylene-glycol in the range of 2-

20 2º, with dissolving at 60 °C for 2 hours, and with heating at 550 °C for 2 hours in the range of 2-15 

2º. Mineral definitions on the obtained diffractoms were made using ASTM cards. 

 

4. RESULTS AND DISCUSSION 

 

4.1. Mineralogical Composition 

The mineralogical composition of the samples determined by XRD whole rock and clay fraction 

analysis is given in Table 1. The non-clay minerals are, in order of abundance, quartz, siderite, 

dolomite, mica, K-feldspar, pyrite, and jarosite (Fig. 4). Since most of the samples examined are coal, 

organic materials are also present. Other samples are roof, floor and parting samples. The clay 

minerals are kaolinite, illite-smectite, illite, smectite, and chlorite (Fig. 5). It has been stated that 

quartz exhibits a distinct behavior at the time of coal formation as it has no significant relationship 

with other minerals and is predominantly of detrital origin [62]. However, it is rarely an authigenic 

(especially epigenetic) mineral in coal. [63]. Considering the previous studies, in the samples 

examined, it was determined that quartz was of clastic origin; it is thought to be originated from 

basement rocks (metamorphic) and volcanic materials. Epigenetic carbonate minerals (ankerite, 

calcite, dolomite, siderite) are commonly found as joint infillings in coal seams [64]. Cicioglu Sutcu et 

al. (2021) [45] determined that dolomite and siderite minerals in Tunçbilek coals are of syngenetic and 

epigenetic origin. Dolomite, siderite and calcite (only in one sample) minerals were detected in the 

examined samples. (Table 1).  

 

The most abundant mineral in altered volcanic ash in coal horizon is kaolinite. However, an important 

amount of other clay minerals can exist in some cases [65]. Less stable primary minerals and 

alteration of volcanic glass can lead to the formation of kaolinite, smectite, illite, illite-smectite and 

chlorite [65] and may be transported into the basin by streams [24, 26, 66, 67]. The dominant clay 

minerals in the studied samples are kaolinite and illite-smectite. The accumulation of volcanogenic 

material in the peat bog environment of the Tunçbilek basin is formed by the transformation of 
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feldspar and mica group minerals into kaolinite and volcanic ash into tonsteins and overlain by coal 

seams in the basin [32]. 

 

Table 1. Mineral compositions of Tunçbilek-Tavşanlı samples (+++ dominant (>20%), ++ abundant 

(5-20%), + minor (<5%), Carb. shale : Carbonaceous shale). 
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Claystone TFC1 +++  ++  + + +  +  ++ +  
Clayey coal TFC2 +++ + ++  + + +  ++  ++ +  
Coal TFC3 ++ ++ +   + +  ++  + + + 
Carb. shale TFC4 +++ + + +  + +  ++  + +  
Coal TFC5 +++  +   + +  ++  + +  
Coal TFC6 ++  +  + + + + ++  + +  
Claystone TFC7 +++ + +  + + +  ++   ++ + 
Coal TFC8 +++  +   +   ++  + +  
Coal TFC9 +++  +  + +   ++  + +  
Coal TFC10 +++  +  + +   ++  + + + 
Coal TFC11 ++ + +   + + + ++ +  ++  
Carb. shale TFC12 +++ + +   

 

+ + + +++ + + +  
Coal TFC13 ++  +   + +  ++ +  +  
Claystone TFC14 +++ + ++   +   ++   +  
Coal TFC15 +++  +   +  + ++   ++  
Coal TFC16 ++ ++ +   +   ++  + ++ + 
Clayey coal TFC17 +++ + +   + + + +  + +  
Coal TFC18 ++  +   + +  ++  + ++  
Coal TFC19 ++ + +   + +  ++  + +  
Claystone TFC20 +++  +  + +   ++  ++ +  
Claystone TFC21 +++  +   +  + ++  ++ +  
Claystone TFC22 +++  +   +   ++ + ++ +  
Claystone TFC23 +++ + ++  + +   +++ + ++ +  
Claystone TFC24 +++ + +      ++  + +  
Claystone TFC25 +++ ++ +   +   ++  + +  
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Figure 4. XRD patterns of specific samples. S= smectite, I= illite, K= kaolinite, M= mica, Q= quartz, 

D= dolomite, Sd= siderite, P= pyrite. 
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Figure 5. Detailed XRD patterns of specific samples. S= smectite, I= illite, K= kaolinite, Q= quartz, 

C= chlorite. 

 

4.2. Chemical Composition 

4.2.1. Major oxide elements 

The concentrations of major oxides in the coal seam profile (coal, roof, parting, and floor) samples 

and the average values for world low-rank coals are given in Table 2. SiO2, Al2O3 and Fe2O3 were 

found to be the most abundant major oxides in samples of coal, carbonaceous shale, and claystone 
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representing the roof and floor (except TFC24 and TFC25), whereas MgO, K2O, CaO, TiO2, Na2O, 

P2O5 and MnO were found in smaller amounts. SiO2, Al2O3 and MgO are the most abundant major 

oxides in the parting samples, while Fe2O3, K2O, TiO2, CaO, P2O5, Na2O and MnO major oxides are 

present in smaller amounts. Major oxides are high in claystone and carbonaceous shale layers of 

profile samples. Concentrations of SiO2 and Al2O3 in coal samples are quite low compared to other 

samples (Table 2).  

 

Table 2. Major oxide and ash contents of FC panel samples of Tunçbilek-Tavşanlı. 

Samples SiO2 Al2O3 Fe2O3 MgO CaO Na2O K2O TiO2 P2O5 MnO LOI Al2O3/TiO2 Ash 

 
% 

TFC1 47.43 11.31 10.66 5.13 1.00 0.08 1.25 0.62 0.12 0.24 21.7 18.2 80.0 

TFC2 41.88 13.83 4.94 3.07 0.77 0.09 1.37 0.62 0.15 0.08 32.8 22.3 64.0 

TFC3 6.36 2.52 1.65 0.95 0.97 0.00 0.15 0.11 0.00 0.03 87.2 22.9 19.5 

TFC4 68.16 11.90 2.81 2.05 0.22 0.03 0.72 0.53 0.05 0.02 13.4 22.5 86.5 

TFC5 34.93 5.20 0.78 0.58 0.14 0.02 0.27 0.29 0.03 0.00 57.6 17.9 28.6 

TFC6 11.88 3.78 2.27 0.95 0.83 0.00 0.18 0.17 0.01 0.00 79.8 22.2 26.2 

TFC7 48.05 26.29 2.45 3.18 0.31 0.06 0.86 0.83 0.21 0.00 17.3 31.7 83.2 

TFC8 38.63 15.25 2.76 1.73 0.21 0.03 0.81 0.60 0.03 0.02 39.7 25.4 30.8 

TFC9 27.34 9.82 2.86 1.57 0.38 0.02 0.65 0.44 0.02 0.02 56.6 22.3 40.9 

TFC10 39.91 16.18 3.14 2.30 0.19 0.02 1.11 0.73 0.04 0.03 35.9 22.2 32.9 

TFC11 25.83 11.00 3.06 1.50 0.19 0.02 0.66 0.41 0.04 0.02 57.0 26.8 15.6 

TFC12 59.90 21.89 1.38 1.61 0.73 0.05 1.00 0.78 0.20 0.01 12.1 28.1 88.1 

TFC13 11.27 4.41 2.97 0.74 0.19 0.01 0.30 0.25 0.03 0.02 79.6 17.6 12.6 

TFC14 53.12 19.46 4.07 4.33 1.24 0.05 0.84 0.77 0.23 0.07 15.4 25.3 86.0 

TFC15 49.61 17.63 4.77 3.27 0.46 0.03 1.57 0.90 0.22 0.05 20.9 19.6 52.8 

TFC16 12.77 3.45 2.38 3.60 5.35 0.02 0.21 0.25 0.02 0.06 71.6 13.8 35.6 

TFC17 36.30 13.15 3.81 2.57 0.31 0.03 1.10 0.65 0.09 0.04 41.4 20.2 66.8 

TFC18 4.76 2.08 1.08 0.19 0.03 0.01 0.12 0.10 0.00 0.00 91.5 20.8 10.5 

TFC19 6.37 2.26 0.68 0.28 0.12 0.01 0.15 0.12 0.00 0.00 90.0 18.8 8.2 

TFC20 66.21 13.46 3.76 2.30 0.67 0.20 2.08 0.65 0.19 0.16 9.9 20.7 87.4 

TFC21 66.43 13.09 3.70 2.24 0.95 0.20 2.01 0.62 0.18 0.13 10.0 21.1 90.8 

TFC23 34.59 11.53 16.27 7.24 4.66 0.06 1.39 0.92 0.26 0.54 21.9 12.5 89.7 

TFC24 65.79 2.95 7.33 6.52 0.55 0.06 0.31 0.16 0.06 0.56 15.5 18.4 90.5 

TFC25 39.64 6.89 6.55 8.12 12.51 0.08 1.05 0.41 0.19 0.19 24.0 16.8 90.1 
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Contents of SiO2 vary between 49.61% and 4.76% in coal samples and 17.63% and 2.08% in other 

samples. Similarly, contents of Al2O3 range from 17.63% to 2.08% in coal samples and from 26.29% 

to 6.89% in other samples. Samples with high Al2O3 content are rich in kaolinite. Fe2O3 concentration 

is more abundant in the other samples compared to the samples belonging to the partings (Table 2). 

Siderite and pyrite minerals are relatively abundant in the mineralogical composition of these samples. 

Samples with high MgO content are those abundant in dolomite minerals (Table 1). There is a positive 

correlation between major oxides (Table 3). Al2O3 shows high positive linear correlation with SiO2, 

K2O, TiO2, P2O5,and MgO exhibits high positive correlation with Fe2O3, CaO and MnO and (Fig. 6) 

Silicates are the most abundant mineral group in coal. Silicate group minerals are associated with 

many elements found in coal, particularly SiO2, Al2O3, and to a lesser extent MgO, K2O, TiO and 

clastic minerals such as major oxides, quartz, and clay, including Na2O, CaO and Fe2O3, indicating a 

mixed clay assemblage [7, 68]. Other important silicates are micas, analcime and various feldspars 

[69]. The origins of SiO2 and Al2O3 in the examined samples are kaolinite and illite-smectite mixed 

bedded clays. Concentration of SiO2 is partially related to quartz content (Table 1). 

 

Table 3. Ash contents (wt.%, db) and element affinities calculated from Pearson correlation 

coefficients (correlation is significant at 0.01, correlation is significant at 0.05 “*”). 

Correlation with ash (0.70 <r<1.0) Ba, SiO2, MgO, P2O5 

Correlation with ash (0.50 <r<0.69) Ga, Sr, Ta, Th, U, Cu, Pb, Zn, V, Y, Eu, Gd, Tb, Dy, Ho, Er, 

Tm, Yb, Lu, Al2O3, Fe2O3, Na2O, K2O, TiO2, MnO 

Correlation with ash (0.49 <r<0.20) Ni, Sc, Co, Cs, Hf, Nb, Sn, W, Zr, Rb, La, Ce, Pr, Nd, Sm, 

Cd, Bi, Sb, Cr, CaO 

Negative correlation with ash  

(-0.90 <r< -0.4) 

Mo 

Correlation with SiO2 Ba, Cs, Ga, Rb, Ta, V, Y, La*, Ce*, Pr*, Nd*, Sm*, Eu*, 

Gd*, Tb*, Dy*, Ho*, Er, Tm, Yb, Lu, Pb*, Zn,Cd*, Bi*, Au 

Correlation with Al2O3 0.5 <r<1.0 SiO2, MgO, K2O, TiO2, P2O5, REE+Y (Y, La, Ce*, Pr, Nd, 

Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu), Ba, Cs*, Ga, Hf, 

Rb, Sn, Sr, Ta, U, V, W, Zr, Pb, Zn, Bi, Au 

Correlation with Fe2O3 0.5 <r<1.0 MgO, K2O*, TiO2*, MnO  

Correlation with CaO MgO (0.688) 

Correlation with K2O 0.5 <r<1.0 SiO2, P2O5* 

Correlation with TiO2  SiO2, Al2O3, Fe2O3*, K2O, P2O5, REE+Y 

Correlation with MgO 0.5 <r<1.0 Fe2O3, CaO, P2O5* 

Correlation with Na2O 0.45 <r<1.0 SiO2, K2O, P2O5* 

Negative correlation with TOTC Al2O3, SiO2 

Negative correlation with TOTS  SiO2* 

 

Samples containing abundant illite, illite-smectite and partially mica or feldspar have high K2O 

concentration (Tables 1, 2). The source of MgO in low-rank coals is usually organic origin, calcite, 

and silicate minerals [70]. The source of MgO in the samples examined is dolomite, smectite and 

smectite-illite minerals. The source of Fe2O3 and CaO is usually dolomite, siderite, smectite and 

pyrite. MnO presented a positive correlation with MgO and Fe2O3 (Table 3). Therefore, MnO may be 
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of siderite origin. TiO2, P2O5 and NaO, which are less abundant in the samples, may be derived from 

clay and mica group minerals [45, 70]. The ratio of Al2O3/TiO2 is stated to be a reliable indicator for 

the provenance of sedimentary rocks [71, 72, 73, 74]. The ratios of Al2O3/TiO2 are 3-8, 8-21 and 21-

70 for sediments derived from mafic, intermediate and felsic igneous rocks, respectively [71]. The 

ratios of Al2O3/TiO2 of Tunçbilek-Tavşanlı samples vary between 12.5-31.7 (Table 2), showing 

intermediate- felsic rocks. The tuffs in the study area have been characterized as rhyolitic-rhyodacitic 

tuffs [32].  

 

 

Figure 6. Plots showing relationship between some major oxides in all samples. 

 

4.2.2. Trace elements 

In this study, trace element values determined for studied coal samples were compared with the 

average values of world low-rank coals stated by Ketris and Yudovich (2009) [75] (Table 4). In the 

studied coal samples, Ni, Sc, Be, Co, Cs, Ga, Hf, Nb, Rb, Sn, Ta, Th, U, V, W, Zr, Y, La, Ce, Nd, Sm, 
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Eu, Gd, Mo, Cu, Pb, Zn and Hg elements presented higher concentrations compared to the world low-

rank coal averages. The relative enrichment of trace elements is classified by Dai et al (2015a) [76]: 

“unusually enriched (CC >100), significantly enriched (10 < CC < 100), enriched (5 < CC < 10), 

slightly enriched (2 < CC < 5), normal (0.5 < CC < 2) and depleted (CC < 0.5)”, where CC stands for 

concentration coefficient and is defined as the ratio of the concentration of trace elements in the 

samples studied to those in world coals). The CCs of studied coal samples are generally in the slightly 

enriched-normal range (Fig. 7a), whereas a normal enrichment (0.5 < CC < 2) is indicated according 

to the CC values of the non-coal samples (Fig. 7b). 

 

Concentration of Ni (190–1960 μg/g, average 840 μg/g) in the samples of the Tunçbilek-Tavşanlı coal 

seam is much higher than the average value of world low-rank coals (9 μg/g; [75]) (Table 4) and 

concentration coefficients are much higher than 10 (CC >10) (Fig. 7a). Finkelman (1981) [77] stated 

that significant amounts of Ni in coal may be organically related. Inorganically bound Ni can be 

largely associated with sulfides. Finkelman (1988) [78] stated that Ni in coal can also occur in clays. 

Finkelman (1994) [79] noted a low level of confidence in Ni formation patterns due to the lack of 

direct evidence and the contradictory available evidence. In the studied samples, Ni showed a weak 

positive correlation coefficient with ash (Table 3). Therefore, considering the lithology of the source 

region, which gives detritus to the coal-bearing succession, rocks such as serpentine and peridotite 

found in the basement rocks may be responsible for the enrichment of Ni. Trace elements with a CC 

of 5-10 include Cs, Co and Rb. The Cs concentrations in the Tunçbilek-Tavşanlı coal seam vary 

between 1.10 and 9.20 µg/g. The weighted average of the Cs concentrations (5.25 µg/g) are higher 

than the world's low-rank coals (0.98 µg/g; [75]). Cesium is predominantly associated with silicate 

minerals in low-rank coals [70]. Cobalt is enriched in the Tunçbilek-Tavşanlı coal seam with a 

concentration ranging from 4.8 to 96.7 μg/g. The average Co concentration of 41.4 μg/g in the studied 

samples is much higher than the average Co concentration of the world's low-rank coals (4.2 μg/g) 

[75].  

 

Cobalt in coal deposits generally occurs worldwide in an organic association or in Co-including 

minerals such as monosulfide, clay, and pyrite [70, 76]. Rubidium concentration in the studied 

samples ranges from 10.2 to 104.7 μg/g, presenting higher values compared to the average of world’s 

low-rank coal and is associated with clay minerals (especially illite and mixed-layer clays). There is a 

weak positive correlation between Ce, Co and Rb and ash (Table 3) and shows the inorganic 

association. A series of trace elements including, Sc, Be, Hf, Nb, Ta, Th, V, W, Zr, Cu, Pb and Zn, are 

slightly enriched in Tunçbilek-Tavşanlı coals with CC values between 2 and 5. While Cd and Bi 

elements with concentration coefficients lower than 0.5 show depletion, other elements with CC from 

0.5 to 2 have concentrations close to the world’s low-rank coals average values. 

 

Trace element concentrations of Tunçbilek-Tavşanlı coals present higher values for Ni, Co, Cs, Ga, 

Nb, Rb, Th, U, V, W, Zr, Cu, Pb and Hg elements comparing to USA and China coals. Moreover, Hf, 

Ta, Y and rare earth elements (REE) show higher concentrations than the USA coals. Compared to 

Chinese coals, the element As presents a higher concentration. 

 

Parting, roof and floor samples, when compared with mean values for upper continental crust (UCC), 

only Ni (CC > 10) is significantly enriched element whereas Co, Th, U, Pb, As, Bi and Hg are slightly 
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enriched with CC between 2 and 5) (Fig. 7b). Moreover, the rest of trace elements have values close 

to the UCC averages with a concentration coefficient between 0.5 and 2. 
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Table 4. Trace elements concentrations (μg/g) and the loss on ignition (LOI, %) of Tunçbilek-Tavşanlı samples. 

Sample 
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World 

[75] 

Lignite 

[75] 

UCC 

[80] 

USA 

[81] 

China 

[3,6,82] 

LOI 21.7 32.8 87.2 13.4 57.6 79.8 17.3 39.7 56.6 35.9 57 12.1 79.6 15.4 20.9 71.6 41.4 91.5 90 9.9 10 21.9 15.5 24 - - - - - 

Be 3 6 1 3 5 4 4 7 2 2 2 2 1 6 2 9 2 2 1 2 2 2 1 1 1.6 1.2 2.1 2.2 2.1 

Sc 17 15 4 8 5 6 2 12 11 15 7 8 5 6 14 7 13 5 4 16 14 23 7 11 3.9 4.1 14 4.2 4.4 

V 107 124 24 49 70 41 104 103 81 90 48 98 40 104 92 101 92 40 23 127 123 123 38 75 25 22 97 22 35 

Cr 0.08 0.05 0.02 0.03 0.02 0.02 0 0.04 0.06 0.07 0.04 0.02 0.03 0.02 0.09 0.03 0.07 0.02 0.01 0.05 0.05 0.09 0.02 0.04 17 15 0.01 0.001 - 

Co 101 64.9 18.6 13.2 4.8 14 3 26.6 67.5 76.5 68 12.6 12.4 24.2 96.7 48.8 64.1 39.3 6.2 63.2 103.1 126.7 20.3 28.1 5.1 4.2 17.3 6.1 7.1 

Ni 1335 1162 288 190 197 460 143 481 1064 1478 1128 199 638 367 1960 845 1923 477 309 914 1501 1477 316 505 13 9 47 14 13.7 

Cu 60.7 75.3 10.7 29.2 16.7 13.5 9.4 50.7 33 61.7 42.2 22.7 29.6 22.5 63.3 34.5 55.7 26.5 11.6 53.2 60.5 89.9 16.9 32.7 46 15 28 16 17.5 

Zn 88 79 14 38 16 22 107 48 43 78 66 106 22 96 62 25 43 11 18 98 87 77 18 41 23 18 67 53 41.4 

Ga 13.4 15.5 2.2 14.8 6.7 4.6 25.9 15.3 10 17.1 9.9 22 4.5 20.1 18.9 4.5 14.2 2 2.3 15.5 15.4 12.1 3 8 5.8 5.5 17.5 5.7 6.6 

As 47.6 8 3.2 0.8 1.7 10.7 4.8 2.1 4.1 1.9 32.1 2.1 3.8 4.1 2.6 6.5 1.8 2.9 6.2 10.2 18.6 29.1 27.9 10.7 8.3 7.6 4.8 24 3.8 

Rb 66.9 78.1 10.2 63.3 23.8 14.1 25.4 87.2 74.7 94.2 57.4 53.9 20.2 37.3 104.7 15.3 86.3 9.3 9.2 90.3 88.6 53.9 14.3 44.8 14 10 84 21 9.3 

Sr 83.7 113 31.7 85.6 65.7 55.4 815.2 97.2 62.8 94.6 84.1 435.1 110.1 550.1 125.9 75.8 101.5 16.4 25.3 243.4 188.7 302.9 33 150.2 110 120 320 130 140 

Zr 118.3 154.1 29 153.4 385.9 141.2 520.8 151.2 142.1 136.4 69.6 245.8 48.7 356.1 136.9 103.6 143.7 73.1 30.5 115.1 99.6 137.1 33.5 64.1 36 35 193 27 89.5 

Nb 14.3 12.9 2 22.6 39 9.9 12.8 16.6 10.1 15.3 5.1 13.1 4.3 19.4 23.2 16.9 11.5 3.2 3.1 11.8 11.3 17.4 3.4 7.7 3.7 3.3 12 2.9 9.4 

Mo 1.1 3.7 2.6 0.4 2.5 3.5 1.4 3.1 2.9 1 4.6 0.4 1.6 2.4 1.2 6 1.3 3.3 1.3 0.5 0.4 0.7 0.8 0.4 2.2 2 1.1 3.3 3.1 

Sn 1 2 1 2 1 1 6 2 1 3 2 7 1 5 3 1 2 1 1 2 2 1 1 1 1.1 0.79 2.1 1.3 2.11 

Cs 7.9 8.4 1.9 8.1 3.5 1.9 3.6 9.2 6.2 8.9 6 6.1 3.4 2.6 8.9 2.4 7.3 1.1 1.5 9.1 8.9 4.2 2.2 10.3 1 0.98 4.9 1.1 1.13 

Ba 208 183 21 114 63 31 387 123 78 103 65 378 139 306 234 34 495 14 19 468 437 211 204 217 150 150 624 170 159 

Hf 3.3 3.5 0.8 3.4 4.6 3.2 15.1 4 3.3 4.1 2 8.8 1.2 9.7 4.6 2.2 4 1.6 0.9 3.2 2.8 3.4 0.8 1.7 1.2 1.2 5.3 0.7 3.7 

Ta 0.7 0.9 0.1 0.8 0.3 0.3 2 0.9 0.5 1 0.4 1.6 0.3 1.5 1.7 0.5 0.9 0.2 0.1 0.9 0.7 1.1 0.2 0.4 0.28 0.26 0.9 0.22 0.62 
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W 2.2 2.8 1.4 3.6 2.3 1.7 3.7 7.8 1.5 2.7 1.9 7.2 0.6 4.1 2.9 4.3 1.8 0.7 1.8 2.6 2.6 3.6 1.3 1.3 1.1 1.2 1.9 1 1.1 

Hg 0.16 0.13 0.07 0.05 0.1 0.29 0.16 0.11 0.19 0.31 0.5 0.15 0.28 0.11 0.23 0.16 0.2 0.17 0.12 0.11 0.15 0.33 0.06 0.04 0.1 0.1 0.05 0.17 0.16 

Pb 29.3 31 4.6 22.5 7.9 19 120.3 20.9 19.8 19.2 30.1 78.2 7.7 82.5 23 9.4 20 8 4.1 28.7 30.3 30.2 5.3 15.7 7.8 6.6 17 11 15.1 

Bi 0.4 0.4 0.1 0.4 0.3 0.1 1.2 0.4 0.2 0.4 0.5 1 0.1 0.9 0.5 0.1 0.4 0.1 0.1 0.3 0.3 0.2 0.1 0.1 0.97 0.84 0.16 <1 0.79 

Th 13.7 18.9 3.3 23.7 13.1 7.1 100.6 22.6 16.6 24.3 18.7 73 7.1 66.1 26.6 7.4 23.7 6.2 2.9 14.2 12.7 9.3 3.4 6.3 3.3 3.3 10.5 3.2 5.8 

U 2.6 7.9 1.4 7 5.9 2.1 29 6.4 3.9 4.5 4.1 21.8 0.8 20.7 5.5 3.9 6.1 1.7 0.4 2.9 2.4 2.1 1.6 1.5 2.4 2.9 2.7 2.1 2.4 

V/Ni 0.08 0.11 0.08 0.26 0.36 0.09 0.73 0.21 0.08 0.06 0.04 0.49 0.06 0.28 0.05 0.12 0.05 0.08 0.07 0.14 0.08 0.08 0.12 0.15 - - - - - 

V/(V+Ni) 0.07 0.10 0.08 0.21 0.26 0.08 0.42 0.18 0.07 0.06 0.04 0.33 0.06 0.22 0.04 0.11 0.05 0.08 0.07 0.12 0.08 0.08 0.11 0.13 - - - - - 

Sr/Cu 1.38 1.50 2.96 2.93 3.93 4.10 86.72 1.92 1.90 1.53 1.99 19.17 3.72 24.45 1.99 2.20 1.82 0.62 2.18 4.58 3.12 3.37 1.95 4.59 - - - - - 

Ga/Rb 0.20 0.20 0.22 0.23 0.28 0.33 1.02 0.18 0.13 0.18 0.17 0.41 0.22 0.54 0.18 0.29 0.16 0.22 0.25 0.17 0.17 0.22 0.21 0.18 - - - - - 

U/Th 0.19 0.42 0.42 0.30 0.45 0.30 0.29 0.28 0.23 0.19 0.22 0.30 0.11 0.31 0.21 0.53 0.26 0.27 0.14 0.20 0.19 0.23 0.47 0.24 - - - - - 
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Figure 7. Concentration coefficients of trace elements of studied samples a) coal, b) parting, roof, and 

floor. 

 

Several elements (e.g. S, B, U, Ba, Ni) and their ratios (e.g. Th/U, V/(V+Ni), Ni/Co, Sr/Cu) can be 

used as indicators (salinity, paleoredox conditions and paleoclimate) for the depositional environment 

during or after peat deposition. Especially when evaluating the formation environment of coal, the 

water chemistry of the sedimentation environment and the elemental chemistry of the coal may differ 

due to various effects in diagenetic or epigenetic processes. Therefore, elements with similar 

geochemical behavior or related element ratios should be used rather than a single element [81]. V/Ni, 

V/(V+Ni), which are redox sensitive geochemical indices, are widely used in sedimentary rocks rather 

than other trace element ratios [2, 82, 83]. A high V/Ni (>3) reducing environment indicates a V/Ni 

suboxic environment between 1.9-3, whereas a low (<1.9) V/Ni ratio indicates oxic environments 

[84]. Moreover, high (>1) V/Ni ratios indicate marine carbonates or siliciclastics, while low (<1) 

values indicate lacustrine or terrestrial origin [85]. ((El-Sabagh et al., 2018). V/(V +Ni) ratios ≤0.46, 

0.46-0.60, 0.54-0.82 and >0.84 indicate oxic, dysoxic, suboxic-anoxic and euxinic environments, 

respectively [86].. Low V/Ni and V/(V + Ni) ratios in the studied samples indicate oxidizing 

conditions and lacustrine origin (Table 4) and are consistent with the sedimentation environment of 

coal. U/Th ratios are other redox sensitive ratios used to determine the depositional environment of 

organic matter-rich deposits [87]. U/Th ratio <0.75 indicates oxic, 0.75-1.25 indicates suboxic, >1.25 

indicates suboxic-anoxic depositional environment [82]. Tunçbilek-Tavşanlı coal samples of roof, 
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parting and floor presented low (<0.84) values. Other ratios that provide information about the 

precipitation environment by using element ratios are Sr/Cu and Ga/Rb ratios. In particular, the Sr/Cu 

and Ga/Rb ratios of fine-grained sediments provide information about the climatic changes of the 

deposition environment. Sr/Cu ratios between 1.3–5.0 are associated with humidity, while values 

greater than 5.0 are associated with drought [88]. Ga/Rb ratios offer lower values as the temperature 

decreases [89]. Parting samples taken from the Tunçbilek-Tavşanlı field indicate arid climate, while 

other samples vary and indicate a humid climate. 

 

4.2.3. Rare earth elements and yttrium (REE+Y or REY) 

The total REE+Y concentration in the studied samples of Tunçbilek-Tavşanlı coal seam ranges 

between 25.77 and 167.26 μg/g (Table 5), with an average of 95.04 μg/g, which is higher than the 

average REE+Y concentration of world’s low-rank coals (65.27 μg/g; [75]). This average value 

corresponds to 0.7 times the average REE+Y concentration (135.89 μg/g; [91, 3, 6]) of Chinese coals, 

and corresponds to 1.5 times the average REE+Y concentration (62.09 μg/g; [90]) of USA coals. 

REE+Y concentrations were normalized to UCC values to show the REE+Y distribution patterns of 

the studied samples (Fig. 8). 

 

Correlation coefficient between ash content and REE+Y concentrations is high (r=0.74; Table 3). The 

coal sample with the highest ash content (TFC17) has the maximum REE+Y concentration (152.4 

μg/g) and the minimum REE+Y value (25.8 μg/g) is the coal sample with the lowest ash content 

(TFC19; 8.2 μg/g), which is an indication of mineral matter association for REE+Y in Tunçbilek-

Tavşanlı coal samples. It has been stated that REYs in low rank coals in Turkey are generally 

associated with tuff type, acid and alkaline volcanic ash and formed in the peat bog stage [92] 

 

 

Figure 8. REE+Y distribution patterns of FC pano samples of Tunçbilek-Tavşanlı basin. 
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As suggested by Seredin and Dai (2012) [13], three enrichment phases of rare earth elements and 

yttrium in coal are adopted in this study: 

 

1) “Light REE (La, Ce, Pr, Nd and Sm) enrichment (L-type; LaN/LuN > 1); N: REE+Y 

concentrations in the studied samples normalized by average values of UCC [93]”; 

2) “Medium REE+Y (Eu, Gd, Tb, Dy and Y) enrichment (M-type; LaN/SmN < 1, GdN/ LuN > 

1)”; 

3) “Heavy REE (Ho, Er, Tm, Yb and Lu) enrichment (H-type; LaN/LuN < 1).” 
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Table 5. REE+Y contents of studied samples of Tunçbilek -Tavşanlı coalfield. 

Sample La Ce Pr Nd Sm Eu Gd Tb Dy Y Ho Er Tm Yb Lu REE+Y 

TFC1 23.7 46.9 5.05 18.5 3.53 0.83 3.26 0.47 2.46 14.4 0.51 1.50 0.21 1.46 0.23 123.0 

TFC2 30.2 67.9 6.90 26.1 4.85 1.17 4.40 0.62 3.32 17.1 0.66 1.83 0.27 1.68 0.26 167.3 

TFC3 6.6 10.7 1.05 4.0 0.63 0.21 0.61 0.10 0.54 3.3 0.13 0.34 0.05 0.32 0.06 28.6 

TFC4 22.3 51.8 5.43 20.2 3.43 0.80 2.76 0.39 2.16 12.1 0.41 1.18 0.17 1.13 0.17 124.4 

TFC5 19.0 41.1 4.48 16.5 2.96 0.65 2.46 0.41 2.38 14.6 0.50 1.43 0.21 1.38 0.23 108.3 

TFC6 12.9 24.9 2.77 10.0 1.94 0.42 1.58 0.24 1.42 10.6 0.34 1.04 0.16 1.18 0.22 69.7 

TFC7 146.1 282.4 31.92 114.0 19.17 3.79 13.78 1.68 8.38 43.9 1.49 4.30 0.63 4.04 0.59 676.2 

TFC8 23.6 59.4 5.37 20.6 3.79 0.86 3.11 0.43 2.50 12.8 0.47 1.50 0.22 1.48 0.22 136.4 

TFC9 17.2 43.3 3.89 14.6 2.54 0.55 1.94 0.27 1.34 6.5 0.27 0.74 0.11 0.73 0.11 94.1 

TFC10 22.8 49.6 5.09 18.9 3.30 0.81 2.89 0.42 2.19 11.7 0.45 1.33 0.19 1.19 0.19 121.1 

TFC11 17.8 45.9 3.93 13.9 2.52 0.55 2.02 0.28 1.48 8.3 0.29 0.83 0.13 0.86 0.13 98.9 

TFC12 91.2 185.0 21.06 75.3 13.13 2.75 8.83 1.14 5.58 26.0 0.96 2.60 0.38 2.35 0.34 436.6 

TFC13 7.3 17.4 1.79 7.0 1.45 0.32 1.21 0.18 0.95 5.4 0.19 0.61 0.09 0.51 0.08 44.5 

TFC14 91.9 175.7 20.26 73.8 12.63 2.77 9.00 1.20 6.27 33.0 1.16 3.21 0.47 2.97 0.46 434.8 

TFC15 26.8 64.9 6.30 23.0 4.36 1.00 3.93 0.55 3.09 17.4 0.60 1.74 0.25 1.55 0.25 151.7 

TFC16 6.9 15.6 1.42 4.8 0.94 0.23 0.81 0.13 0.74 4.2 0.13 0.42 0.06 0.41 0.06 36.9 

TFC17 27.9 67.8 6.10 22.5 4.00 0.93 3.47 0.47 2.51 13.0 0.52 1.46 0.20 1.32 0.19 152.4 

TFC18 11.8 27.4 2.64 9.7 1.60 0.37 1.35 0.18 0.90 4.5 0.18 0.50 0.07 0.44 0.06 61.7 

TFC19 6.2 9.9 0.91 3.4 0.62 0.15 0.54 0.09 0.53 2.6 0.10 0.31 0.04 0.33 0.05 25.8 

TFC20 29.9 57.2 6.47 23.3 4.58 1.04 3.88 0.58 3.20 17.5 0.68 2.00 0.29 1.88 0.28 152.8 

TFC21 26.4 49.8 5.35 19.9 3.67 0.82 3.08 0.45 2.41 13.5 0.51 1.60 0.23 1.61 0.26 129.6 

TFC23 21.6 49.6 5.36 21.8 4.56 1.18 4.77 0.73 4.12 21.2 0.83 2.27 0.33 2.12 0.32 140.8 
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TFC24 7.0 13.7 1.41 5.7 1.07 0.29 0.98 0.15 0.80 5.3 0.19 0.54 0.08 0.50 0.07 37.8 

TFC25 19.8 36.1 3.88 13.7 2.71 0.69 2.71 0.42 2.33 14.1 0.49 1.41 0.19 1.28 0.20 100.0 

World [75] 11 23 4.0 12 2.00 0.47 2.70 0.32 2.10 8.4 0.54 0.93 0.31 1.00 0.20 68.97 

Lignite [75] 10 22 3.5 11 1.90 0.50 2.60 0.32 2.00 8.6 0.50 0.85 0.31 1.00 0.19 65.27 

UCC [80] 31 63 7.1 27 4.70 1.00 4.00 0.70 3.90 21.0 0.83 2.30 0.30 2.00 0.31 169.14 

USA [81] 12 21 2.4 9.5 1.70 0.40 1.80 0.30 1.90 8.5 0.35 1.00 0.15 0.95 0.14 62.09 

China[3,6,82] 22.5 46.7 6.42 22.3 4.07 0.84 4.65 0.62 3.74 18.2 0.96 1.79 0.64 2.08 0.38 135.89 
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Coal is characterized by an L-type enrichment, except for TFC5, TFC6 samples with H-type 

enrichment and TFC12, TFC23, TFC24 samples with M-L type enrichment in the roof, floor, and 

parting samples, respectively (Table 6). 

 

Since Ce, Eu and Gd anomalies occur only under certain geochemical conditions, they can be used as 

indicators to reflect the paleoenvironmental characteristic sediment-source region, and tectonic 

evolution [94]. However, Eu is inhibited by Ba concentrations in many cases, as stated by Dai et al. 

(2016) [94] and Yan et al. (2018, 2019) [95, 96]. The positive correlation between Ba and Eu 

concentrations in coal (Fig. 9a) and the Ba/Eu ratio, which ranged from 37.8 to 434.4 and averaged 

148.6 in coal samples, was found by Yan et al. (2018) [95]. It clearly shows Ba interference on Eu, 

although it is lower than the interference threshold Ba/Eu=1000. Again, the weak correlation between 

Ba and Eu concentrations in non-coal samples (Fig. 9b) indicates that Ba do not interact with Eu in 

these samples despite low Ba/Eu ratios (ranging from 116 to 339). Therefore, no interpretation could 

be made for the samples. 

 

  

Figure 9. Relationship between Ba and Eu concentrations of studied samples a) coal samples; b) roof, 

floor, and parting. 

 

Furthermore, redox-sensitive Ce and Eu anomalies (in non-coal samples) and in some cases, non-

redox-sensitive La, Gd, and Y anomalies in coal may change under certain geochemical conditions 

[94]. In this study, the Eq. 1-3 were used to measure the separation of Ce, Eu and Gd concentrations 

from other REE+Y in dispersion models.  

 

EuN/EuN
⁎

 = EuN /[(SmN x 0.67) + (TbN x 0.33)]                       (1) 

 

CeN/CeN
⁎

 = CeN/[(LaN x 0.5) + (PrN x 0.5)]          (2) 

 

GdN/GdN
⁎

 = GdN/[(SmN x 0.33) + (TbN x 0.67)]        (3) 

 

Respectively, in the calculations of GdN/GdN
⁎

 and EuN/EuN
⁎

, Tb is used instead of Eu to avoid 

confusion of Eu anomaly with Gd anomaly and in order to avoid confusion of the Gd anomaly with 

the Eu anomaly, Tb is used instead of Gd concentration. The YN/HoN ratio in coal is used to represent 

the divergence of geochemical twins Y and Ho, which produces Y anomalies in the REE+Y 
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classification. Values YN/HoN <1 and >1 represent negative and positive anomalies, respectively [94]. 

While Ce in the studied coal samples generally shows weak positive anomaly; Ce in the non-coal 

samples is generally characterized by negative anomaly (Table 6). Generally, groundwater or 

hydrothermal leak of roof, parting and floor can cause Ce anomalies in both coals and non-coal 

fractions. During non-coal leaching, Ce
3+

 can be converted to Ce
4+

, which is preferentially precipitated 

in-situ[97]. Thus, non-coal fractions show Ce-depletion relative to coals, but cause leaks richer in 

REY, and it usually indicates oxidizing conditions for the leaching process [2]. In the studied samples, 

the REY values are higher, while the Ce anomaly in the roof and floor samples is lower than the coals. 

Eu element, another redox sensitive rare earth element, is not recommended to be used in coals[65]. 

Eu and Gd show weak positive anomalies in all samples (Table 6). Yttrium shows positive anomaly in 

coal samples except TFC7, TFC17 and TFC18 and in non-coal samples. If peat interacts with sea 

water, it generally shows positive anomalies for La, Gd and Y[98]. However, since coals are also 

affected by hydrothermal fluids during peat deposition, positive anomalies for La, Gd and Y may be 

under the combined influence of seawater and hydrothermal fluids [76]. Since the study area exhibits 

lacustrine environment characteristics, positive anomalies of La, Gd and Y can be attributed to 

hydrothermal fluids. 

 

Table 6. Anomalies and enrichment patterns of Eu, Ce, Gd and Y of coal samples in Tunçbilek-

Tavşanlı coal basin. 
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TFC1 1.15 1.01 1.17 1.03 1.02 1.10 1.12 L 0.77 38.16 35.54 49.31 

TFC2 1.19 1.11 1.18 1.16 0.94 1.31 1.02 L-M 0.71 50.14 46.35 70.77 

TFC3 1.53 0.94 1.09 1.10 1.59 0.79 1.00 L 0.75 8.49 8.89 11.26 

TFC4 1.19 1.11 1.12 1.31 0.99 1.26 1.17 L-M 0.69 36.83 33.92 53.68 

TFC5 1.06 1.05 1.02 0.83 0.97 0.83 1.15 H 0.83 35.97 28.90 43.42 

TFC6 1.08 0.98 1.08 0.59 1.01 0.56 1.23 H 0.89 23.72 19.19 26.80 

TFC7 1.08 0.97 1.17 2.48 1.16 1.81 1.16 L 0.61 176.05 210.97 289.15 

TFC8 1.16 1.24 1.15 1.07 0.94 1.10 1.08 L-M 0.63 38.69 35.87 61.79 

TFC9 1.12 1.25 1.11 1.56 1.03 1.37 0.95 L 0.54 24.00 25.57 44.52 

TFC10 1.21 1.08 1.14 1.20 1.05 1.18 1.03 L 0.68 35.35 34.08 51.62 

TFC11 1.12 1.29 1.13 1.37 1.07 1.20 1.13 L 0.54 25.34 26.27 47.31 

TFC12 1.14 0.99 1.10 2.68 1.05 2.01 1.07 L-M 0.60 113.37 134.22 189.03 

TFC13 1.10 1.13 1.10 0.91 0.76 1.17 1.12 M 0.79 14.46 11.75 18.27 

TFC14 1.17 0.96 1.11 2.00 1.10 1.52 1.12 L 0.67 120.25 133.79 180.76 

TFC15 1.14 1.18 1.18 1.07 0.93 1.22 1.15 M 0.69 46.78 41.39 67.55 

TFC16 1.18 1.17 1.06 1.15 1.11 1.05 1.28 L 0.65 10.52 10.07 16.26 

TFC17 1.17 1.22 1.19 1.47 1.06 1.42 0.99 L 0.58 40.87 41.47 67.55 

TFC18 1.18 1.16 1.19 1.97 1.12 1.74 0.99 L 0.57 16.15 17.39 28.15 

TFC19 1.15 0.96 1.04 1.24 1.52 0.84 1.03 L 0.68 7.08 8.27 10.42 
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TFC20 1.12 0.97 1.11 1.07 1.00 1.07 1.02 L 0.79 47.62 44.83 60.33 

TFC21 1.12 0.98 1.12 1.02 1.09 0.92 1.05 L 0.74 38.68 38.50 52.41 

TFC23 1.19 1.08 1.17 0.68 0.72 1.16 1.01 M-H 0.96 51.30 36.29 53.20 

TFC24 1.30 1.02 1.12 1.00 0.99 1.09 1.10 L-M 0.88 12.78 10.46 14.54 

TFC25 1.18 0.97 1.14 0.99 1.11 1.05 1.14 L 0.85 32.65 29.10 38.26 

 

Seredin and Dai (2012) [13] developed a new classification for the evaluation of REE+Y in coal as an 

economic raw material, which considers REE+Y degree, element composition, resources of rare 

metals, exploitable tonnage of coal, formation forms of rare metals in coal and coal burning 

production, extraction methods, environmental problems, supply and demand relationship of rare 

metals [65]. According to this classification, REE+Y is divided into three groups namely critical (Nd, 

Eu, Tb, Dy, Y and Er), non-critical (La, Pr, Sm ve Gd) and super critical (Ce, Ho, Tm, Yb and Lu). In 

the studied samples, the critical and non-critical groups present close values in the total REE+Y 

concentration, while the REE+Y concentration of the super critical groups constitutes a significant 

portion of the total REE+Y concentration in the coal, roof, floor and parting samples (Table 6). 

 

Dai et al. (2017) [65] stated that REE+Y content greater than 1000 μg/g is considered as the cut-off 

grade for useful recovery, and the second criterion is REE+Ydef, rel-Coutl graph. Where REE+Ydef 

stands for the percentage of critical elements in total REE+Y, Coutl (outlook coefficient) is the ratio of 

relative amount of critical REE+Y metal in the total REE+Y. Excessive REE+Y is calculated by Eq. 

4:  

 

Coutl= (Nd + Eu + Tb + Dy + Er + Y / ΣREE+Y)/(Ce + Ho + Tm + Yb + Lu / ΣREE+Y)   (4) 

 

REE+Y sources with 0.7 ≤ Coutl ≤ 1.9 and Coutl > 2.4 are considered as promising and highly 

promising, respectively [65]. The Coutl values of Tunçbilek-Tavşanlı samples were calculated and 

given in Table 6. According to the relationship between the cut-off grade and Coutl, the coal, roof, floor 

and parting layers remain within the unpromising area (Fig. 10). 

 



  
  

 
 

 

 
 
 

Karadirek, S.,  Journal of Scientific Reports-A, Number 52, 65-98, March 2023. 
 

 
 

89 
 

 

Figure 10. Evaluation of REE+Y in coal and host rock samples of Tunçbilek-Tavşanlı coal field [65]. 

 

5. CONCLUSION 

 

The minerals in the studied coal samples are, in order of abundance, quartz, kaolinite, illite-smectite 

and siderite, dolomite, illite, smectite, mica, feldspar, pyrite, chlorite and jarosite. The mineral 

compositions of the samples taken from the roof-floor-parting showed similarities with the coal 

samples. SiO2, Al2O3 and Fe2O3 are generally the most abundant major oxides in the studied samples. 

The MgO, K2O, CaO, TiO2, Na2O, P2O5 and MnO were also detected in lesser amounts. Only in the 

parting samples, SiO2, Al2O3 and MgO are the most abundant major oxides whereas Fe2O3, K2O, 

TiO2, CaO, P2O5, Na2O and MnO were found to be in lesser amounts. It was observed that the major 

oxide contents were high in claystone and carbonaceous shale samples. Concentration of SiO2 and 

Al2O3 in coal samples is quite low comparing to other samples and the main source of SiO2 and Al2O3 

is kaolinite and illite-smectite mixed-layer clays. Samples with high Al2O3 content are abundant in 

kaolinite, however, SiO2 may be partially related to the quartz content. Siderite and pyrite minerals are 

relatively abundant in samples with high Fe2O3. It was observed that dolomite minerals were more 

abundant in samples with high MgO. 

 

The CC values of Tunçbilek-Tavşanlı coals are predominantly in the slightly enriched-normal ranges, 

whereas the CC values of the roof, floor and parting samples present normal values. According to the 

concentration coefficient, the Ni element in the coals is significantly enriched; Cs, Co and Rb 

elements are enriched and are of inorganic origin. REE+Y concentration (average 95.04 μg/g) is 

higher than the average REE+Y concentration of world’s low-rank coals and USA coals. In samples 

with high ash content, REE+Y concentration is high, while relatively low concentration of REE+Y in 

samples with low ash content indicates mineral matter relationship. This shows that it may be related 

to the tuffy units in the coal basin. The Eu, Ce, Gd and Y values of coal seam samples of Tunçbilek 
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Formation show weak positive anomalies. This suggested that it may be related to hydrothermal 

fluids. Based on the Al2O3/TiO2 ratio and the L-type enrichment of REE+Y, it can be concluded that 

the terrestrial materials around the coal basin in the early stage of peat deposition are mainly derived 

from intermediate-felsic tuffs. Element ratios (V/Ni, V/(V +Ni), U/Th) indicate oxidizing conditions 

and lacustrine origin. In addition, the Sr/Cu and Ga/Rb ratios of the roof, coal and floor strata samples 

indicate humid conditions, whereas the Sr/Cu and Ga/Rb ratios of parting strata samples indicate 

relatively arid climate. The usability of REE+Y in Tunçbilek-Tavşanlı coals as an industrial raw 

material source does not constitute a potential source according to the cut-off grade-Coutl association, 

although the extremely critical groups (Ce, Ho, Tm, Yb and Lu) are dominant. 
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ABSTRACT 

 

This study investigated the optimal design choice among four organic Rankine cycle (ORC) 

configurations for efficient utilization of solid biomass energy in Nigeria. Although vast opportunities 

exist for large-scale biomass power plants in the country, there has been little or no practical 

implementation yet, due to the limitation of technical know-how regarding thermodynamic conversion 

technologies. To bridge this gap, a thermodynamic optimization technique was applied in this study to 

the ORC. Specifically, the subcritical ORC (SUBORC), the regenerative subcritical ORC (SUBORC-

REGEN), the supercritical ORC (SUPERORC), and the regenerative supercritical ORC 

(SUPERORC-REGEN) configurations were compared using established zero-dimensional 

optimization models implemented in MATLAB. Results showed that the SUPERORC-REGEN would 

be the most preferred choice amongst the options compared. Specifically, a palm kernel expeller 

(PKE) biomass fuel considered could yield about 1.98 MW of power at a thermal efficiency of about 

28%. Additionally, it was obtained that the supercritical ORC would always outperform the subcritical 

types technically, with or without a regenerator. For the regenerative configurations, results showed 

that the supercritical ORC would generate 113 kW and 429 kW more net power than the subcritical 

ORC, respectively for n-pentane and n-butane working fluids. Similarly, the study reiterated that 

adopting a regenerative configuration would improve ORC performance. For instance, the 

SUPERORC-REGEN yielded 63% and 73% more power than the SUPERORC, respectively for n-

pentane and n-butane working fluids. The practical economic implications of the different ORC 

configurations should be examined in future studies, alongside the investigation of exergy-based 

optimization potentials on component basis. 

 

Keywords: Organic Rankine Cycle, Biomass Energy, Renewable Power Plant, Sustainable Energy 

System, ORC Thermodynamic Optimization 
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1. INTRODUCTION 

 

The global energy scene has been saturated in recent times with debates on the need to transition from 

fossil-reliant infrastructure to systems that would use clean, renewable, and affordable energy sources. 

The reasons for these are not far-fetched; combustion of fossil fuels for energy generation is always 

associated with the emission of obnoxious gases into the atmosphere, which not only damages the 

ecosystem but also poses grave challenges to human health. Additionally, the non-renewable nature of 

most fossil fuels means that the reserves around the world would be depleted someday, even if it takes 

centuries. Thus, lots of scientific, socio-economic, political, and technical efforts are required 

worldwide to facilitate the practical deployment of renewable energy systems and to ameliorate the 

aforementioned consequences of conventional energy systems [1]. Additionally, although lots of 

research and practical activities have been carried out hitherto on modern energy systems powered by 

renewable resources [2], [3], [4], [5], [6], [7], [8], only a few of such systems are at commercial scale 

today.       

 

Biomass is one renewable energy resource that has attracted unprecedented attention in the 21
st
 

century as a sustainable alternative to fossil fuels [9], [10]. It is formed from metabolic processes 

undergone by inanimate and animate living species [11]. Several resources are often referred to as 

biomass, but the main classes include forest biomass (woods and residues), agricultural biomass 

(energy crops, rotation crops, etc), and renewable wastes (industrial wastes and municipal wastes) 

[12], [13]. Depending on the sources of generation, biomass fuels can be solid, liquid, or gaseous in 

states. However, it is widely acknowledged that biomass fuels exist most abundantly as solids, which 

makes solid biomass the most commonly applied [14]. Several countries have formulated policies to 

identify and quantify biomass fuel reserves available locally and to promote their use for energy 

generation [15], [16], [17]. Additionally, similar efforts are currently being made at regional and 

global levels to campaign for the progressive use of biomass energy especially in energy-intensive 

sectors, such as the steel and cement industries, where low-temperature renewable sources might find 

limited or no relevance [18]. An example of such an international campaign effort is being made 

through the European Biomass Conference and Exhibition (EUBCE), an annual event that is currently 

in its 30th edition in the year 2022. 

 

The research and practical efforts aimed at promoting energy generation from biomass fuels are not 

limited to developed countries. Several developing economies such as Nigeria have also 

acknowledged the potential roles of biomass in achieving the United Nation’s Sustainable 

Development Goal (SDG) number 7 on clean and affordable energy. To justify this, a few of the many 

research on the assessment of biomass availability and potential usage for energy in Nigeria are 

summarized in this section. Olanrewaju et al. [19] assessed the potential of biomass energy in Nigeria 

and reported that more than 200 billion kg of biomass resources are available each year for energy 

generation in Nigeria, 80% of which are woody fuels and charcoals. Ben-Iwo et al. [20] corroborated 

the assertion that biomass resources are abundant in Nigeria, reporting specifically that it could 

contribute about 80% of the total energy consumed in the country. In a similar study, Ezealigo et al. 

[21] estimated that crop residues available in Nigeria could be processed into 8 Mtoe of cellulosic 

ethanol and 13 Mtoe of biogas each year, further reiterating the vast potential of biomass fuels for 

energy generation in the country. The same assertion was confirmed in the study by Jekayinfa et al. 
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[22] where bioenergy producible from several biomass resources in Nigeria was estimated at 2.3 EJ. 

However, the authors stated explicitly that despite the huge potential, little or nothing has been done 

towards the practical realization of large-scale bioenergy plants in the country. In the Southwestern 

part of the country alone, Elehinafe et al. [23] identified over 100 different types of woody/forest 

biomass which, if properly managed, could provide an inexhaustible biomass fuel reserve for 

powering thermal power plants in this region of the country. That is notwithstanding other 

aforementioned agricultural residues, municipal wastes, and industrial wastes which have been 

reported substantial in quantity in Nigeria [24]. Apart from the studies aimed at assessing biomass 

energy potential in Nigeria, other authors have focused on experimental characterization of different 

biomass fuels to facilitate their practical applications in biomass power plants [25], [26], [27]. The 

legal perspectives on the challenges and prospects of converting organic wastes to electrical energy in 

Nigeria were the focus of [28], where the authors remarked that a coherent and explicit legal 

framework is required to promote biomass energy in the country. Moreover, the life cycle assessment 

of selected Nbiomass fuels available abundantly in Nigeria has also been x-rayed in the literature [29], 

[30].     

      

It is inferable from the foregoing literature review that huge potential exists for the generation of 

electricity from biomass in Nigeria. However, there is hardly one large-scale biomass thermal power 

plant existing in the country at the moment. Although all the studies reviewed above are congruent 

that biomass energy is sustainable in Nigeria, there is a lack of detailed technical information on the 

potential performance of power plants for the exploitation of Nigerian biomass fuels. To bridge this 

research gap, it is aimed in this study to assess different configurations of organic Rankine cycle 

(ORC) plants for optimal power generation from a typical biomass fuel in Nigeria. The choice of ORC 

technology is due to its global acceptance as a sustainable power conversion technology that is 

particularly suited for renewable energy resources [31], [32], [33], [34], [35], [36], including industrial 

waste heats [37], [38]. More so, several biomass-fired ORC plants have been installed in several 

countries already, most of which are currently running profitably [39], [40]. The specific objectives of 

this study are: 

 

 To obtain optimal design configurations of ORC plant for efficient conversion of biomass to 

energy based on the features of a typical agricultural residue in Nigeria; 

 

 To study the effects of the temperature at which the biomass fuel interacts with the ORC 

plant on system performance; and 

 

 To analyze the sensitivity of system performance to the minimum cycle temperature. 

 

The description of methods applied in the study, the main results obtained and their interpretation, and 

the summary of the entire study in the form of a conclusion, are presented in sections 2, 3, and 4 of 

this document, respectively. 

 

2. METHODOLOGY  
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2.1. System Configurations 

For the biomass section of the plant, a small-scale design is considered with a distinct zone for the 

combustion of biomass fuels, separated from the heater where hot flue combustion gases heat a heat 

transfer fluid (HTF) moving in cross flow to the gases. To achieve crossflow, a shell and tube heat 

exchanger configuration was employed with Therminol 66 considered as the HT flowing on the liquid 

side, interacting with the gases majorly by the convection heat transfer process. The combustion air is 

pre-heated at the entrance to the combustion chamber by the unused exhaust heat leaving the boiler 

with the high-temperature gases. It is possible to easily control the thermal capacity of this type of 

boiler, which makes it fit for this study. More details about the referenced biomass boiler can be found 

in the literature [41].  

 

For the ORC section, four different configurations were compared for optimal exploitation of the 

biomass thermal energy produced by the furnace. The first configuration assumes a subcritical ORC 

type without regeneration, tagged here as SUBORC. It is subcritical because the maximum cycle 

pressure is below the critical pressure of the working fluid, and it is without regeneration because the 

working fluid leaving the turbine is condensed directly without recovering its heat within the cycle. In 

the second configuration, a subcritical ORC type is also assumed, but with the addition of a 

regenerator, tagged here as SUBORC-REGEN. In the regenerator, the heat content of the working 

fluid at the turbine exit is exploited within the cycle to pre-heat the liquid working fluid leaving the 

pump, before the external heat source is applied in the evaporator/pre-heater. The third configuration 

is considered a supercritical ORC type without a regenerator, tagged here as SUPERORC. In 

supercritical/transcritical ORC, the minimum cycle pressure is below the working fluid critical 

pressure but the maximum cycle pressure is greater than the working fluid critical pressure. Finally, 

the fourth configuration assumes a supercritical ORC type with a regenerator, tagged here as 

SUPERORC-REGEN. For each of the four ORC configurations, toluene, n-pentane, and n-butane 

were compared as working fluids. The choice of these working fluids is centered on their wide 

applications in real biomass ORC plants operating in different parts of the world [42], [43]. Air is 

considered as the heat sink for all the ORC configurations, so as not to mount additional pressure on 

water in the potential plant site, which is already inadequately supplied. Moreover, the biomass 

section interacts with the ORC plant mainly through the HTF for all configurations. At nominal 

conditions, the inlet temperature of the HTF leaving the boiler coincides with the ORC heat source 

temperature, while the temperature of the HTF exiting the ORC is the same as that entering the 

biomass boiler. Figure 1 illustrates the interactions of the biomass heat source with the ORC plant, 

based on a recuperative configuration.   
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Figure 1. Interaction of the biomass heat source with the ORC unit. 

 

2.2. Modeling of the Biomass and ORC Units 

2.2.1. Biomass fuel and furnace modeling 

The study employed an agricultural residue, palm kernel expeller (PKE), as the biomass fuel given its 

abundant availability in Nigeria and its favourable thermogravimetric characteristics for direct 

combustion [25]. A summary of the composition of the biomass fuel is highlighted in Table 1, in 

addition to the most relevant features of the combustion furnace. With an excess air value assumed to 

be 50%, the combustion gas temperature and mass flow rate were obtained by solving the combustion 

side balance equations for mass and energy, as follows:  

 

�̇�𝐵𝑖𝑜 + �̇�𝐴𝑖𝑟 = �̇�𝐺𝑎𝑠 + �̇�𝐴𝑠ℎ+ �̇�𝑢𝑚𝑏           (1) 

 

�̇�𝐵𝑖𝑜(𝐿𝐻𝑉 + ℎ𝐵𝑖𝑜) + �̇�𝐴𝑖𝑟ℎ𝐴𝑖𝑟 = �̇�𝐺𝑎𝑠ℎ𝐺𝑎𝑠,𝑖 + �̇�𝐴𝑠ℎℎ𝐴𝑠ℎ + �̇�𝑢𝑚𝑏𝐿𝐻𝑉 + �̇�𝐿𝑜𝑠𝑠      (2) 

 

The symbols �̇�𝐺𝑎𝑠, �̇�𝐴𝑖𝑟 , �̇�𝐵𝑖𝑜, and �̇�𝐴𝑠ℎ denote mass flow rates of combustion gases, air, biomass 

fuel, and ash residue from the combustion of the biomass fuel, respectively, while �̇�𝐿𝑜𝑠𝑠 and �̇�𝑢𝑚𝑏 

represent the insulation-induced heat losses in the furnace and mass flow rate of the unburned fuel, 
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respectively. In this study, the sum of �̇�𝐿𝑜𝑠𝑠 and �̇�𝑢𝑚𝑏 was assumed equal to 1% of the useful part of 

the total biomass thermal energy.  

 

It should be mentioned explicitly here that the aforementioned model-control mechanism of the 

biomass system means that the mass and energy balance equations of the combustion boiler are 

preserved not only at nominal conditions but also at off-design conditions. In this regard, the mass 

flow rate of biomass fuel consumed by the boiler is regulated depending on the thermal power 

required by the ORC per time. However, the temperature of the combustion gas is preserved by 

assuming the air-fuel ratio constant even under off-design conditions, to preserve the efficiency and 

other technical features of the modular biomass combustion boiler.  

 

As stated earlier, the heat transfer side of the biomass boiler comprises a liquid-gas shell and tube heat 

exchanger configuration. The specific heat capacity of the HTF is obtained at the average temperature 

of the inlet and exit sides, and depending on the thermal duty required of the biomass system, the HTF 

mass flow rate is determined from the energy balance equation defined by the First Law of 

Thermodynamics. The effectiveness-NTU method is employed to simulate the behaviour of the 

liquid-gas heat exchanger under off-design conditions. Beginning with the thermal duty required of 

the biomass boiler, the change in the heat transfer by convection is computed based on the mass flow 

rate variation. Consequently, the real heat exchanger effectiveness and the temperature of the gas at 

the heat exchanger exit are determined. 

 

2.2.2. ORC modeling 

The ORC plant was designed to satisfy the zero-dimensional mass and energy balance models defined 

by the First Law of Thermodynamics. These models were implemented in MATLAB on a component 

basis for each of the ORC configurations studied. The mass and energy balance equations are defined 

respectively as follows:  

 

∑ ṁ𝑖 = ∑ �̇�𝑜         (3) 

 

∑ ṁihi + Q̇ = ∑ ṁoho  +  Ẇ         (4) 

 

The symbol ṁ denotes the mass flow rate of a working substance (kg/s), h represents the specific 

enthalpy (kJ/kg), Q̇ is the flow of thermal energy, and Ẇ denotes the flow of work. The subscript 'i' 

indicates a flow into a component/system, while 'o' indicates an outward flow. The mass balance 

equation applies to all the system components as shown in eq. 3. For the energy model in eq. 4, the 

term Ẇ is null in all the heat exchangers, assuming zero pressure drop. In the pump, Ẇ is at the inlet 

side of the equation, and Q̇ was taken as zero, assuming perfect thermal insulation of the component. 

Similarly. Q̇ is taken as zero in the turbine for the same reason (perfect thermal insulation), and Ẇ is 

an outward flow representing the gross electrical power produced by the plant. Both Ẇ and Q̇ were 

taken into account in the fan. The specific mathematical models applied to the plant components are 

exemplified in a previous study [44] for a regenerative subcritical ORC configuration. The net power 

output is obtained by subtracting the auxiliary power (for pump and fan) from the gross turbine power 
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obtainable directly from eq. 4. Additionally, thermal efficiency was computed for the different case 

studies, defined as follows: 

 

 𝜂 =
Ẇ𝑛𝑒𝑡

Q̇𝑂𝑅𝐶,𝑖𝑛
         (5) 

 

2.3. Optimization Approach of the ORC Systems 

The optimization models which were also programmed in MATLAB, defined as the objective 

function, the maximization of the net power output of the ORC plant. For each of the ORC 

configurations considered, the optimization tools require the following input parameters: 

 

 The temperature of the HTF (heat source) leaving the ORC and entering the biomass boiler; 

 

 The minimum cycle (condensation) temperature; and 

 

 HTF mass flow rate at the ORC inlet.  

 

Additionally, other cycle parameters were fixed in the optimization tools as independent variables, as 

follows: 

 

 Pinch point temperatures of the heat exchangers (evaporator, pre-heater, condenser, and 

recuperator in the case of the SUBORC-REGEN and SUPERORC-REGEN); 

 

 Isentropic and electromechanical efficiencies of the pump; 

 

 Isentropic and electric generator efficiencies of the turbine; and 

 

 Mechanical efficiency of the fan. 

 

The values assigned to these fixed variables are highlighted in Table 1. The decision variables 

optimized by the tool to maximize net output power are as follows: 

 

 Maximum pressure and temperature of the ORC; 

 

 ORC working fluid mass flow rate; 

 

 Degree of superheat; and 

 

 Minimum cycle pressure. 
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Table 1. Characteristics of the biomass ORC plant. 

Biomass combustion unit ORC unit  

Furnace thermal duty 
Decision 

variable 
Working fluid 

Toluene, n-Pentane, 

and n-Butane  

Fuel composition (dry 

basis, % by weight) 

53.6 % C, 5.1 

% H, 0.5 % 

N2, 40.8 % 

O2,   

Heat sink Air  

Volatiles (dry basis, % by 

weight) 
76.1 Net electrical power Optimized 

Ash (dry basis, % by 

weight) 
2.6 Nominal input thermal power  Decision variable 

Higher heating value (dry 

basis) 21 MJ/kg 

 

Nominal HTF flow rate Decision variable 

Moisture content (after 

drying) 
8.9 % Isentropic efficiency - pump 0.80  

Stoichiometric air-fuel ratio 5 Motor efficiency - pump 0.98 

Excess air 150 % Isentropic efficiency - turbine 0.85 

  Electromechanical efficiency 0.92  

  
Mechanical efficiency – 

cooling fan 
0.60 

  
Pinch point temperature 

difference 
5 o

C 

 

2.4. Sensitivity Analyses 

Sensitivities of the objective function (net output power) to inlet temperature of the biomass heat 

source and cycle minimum (condensation) temperature were also investigated in the study. 

Additionally, ORC thermal efficiency that corresponds to each output power was computed during the 

sensitivity analysis for all the ORC configurations. Suffice it to mention that the optimization models 

were used for the sensitivity analysis, such that the results obtained remain the optimal choices for 

each of the working fluids and ORC configurations.    

 

3. RESULTS AND DISCUSSION 

  

3.1. Optimal Parameters of The Biomass ORC Plant Based on The Different Configurations 

The main results of the optimization studies are presented in this section for the different 

configurations and organic working fluids considered. 

 

3.1.1. Subcritical ORC without regeneration (SUBORC) 

Table 2 highlights the optimal design of subcritical ORC plants without regeneration for the three 

working fluids investigated in this study. As can be seen, n-pentane would yield about 1 MW of 

electrical power from the biomass SUBORC plant, the highest among the working fluids compared in 

this study. Specifically, results showed that toluene would yield about 0.16 MW less and n-butane 
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about 0.18 MW less, relative to n-pentane. The optimal thermal efficiency of the SUBORC plant 

followed a similar trend for the three working fluids; n-pentane showed the best performance at about 

14%, followed by toluene at about 11.9%, and n-butane at about 11.6%. More so, the optimal 

parameters recorded for the auxiliary cycle power, ORC working fluid, minimum and maximum cycle 

temperature, and minimum and maximum cycle pressure follow different patterns for the different 

working fluids. For instance, for the n-pentane which recorded the highest net power and thermal 

efficiency, the evaporation temperature is only in the middle of the other two working fluids; greater 

than that of n-butane but less than that of toluene. The main significance of this is that the net power 

and thermal efficiency recorded by n-pentane take into account all the important cycle parameters 

highlighted in the table, rather than optimizing based on just a single or a few sets of parameters. 

         

Table 2. Optimal parameters of the SUBORC plant utilizing biomass energy. 

Parameter                            Toluene n-Pentane  n-Butane 

Net Work (W) 8.3706e+05 1.0072e+06   8.1649e+05 

Pump Work (W) 23398 44063  50081 

Fan Work (W) 2.7001e+05 2.6339e+05 2.7238e+05 

Max Pressure (Pa) 1.5625e+06 3.033e+06 3.4164e+06 

Max Temperature (
o
C) 246.39 196.08 167.94 

Min Pressure (Pa) 1e+05 1.1567e+05  3.7849e+05 

Min Temperature (
o
C) 110.13 40 40 

Superheat Degrees (
o
C) 1 6.3931 22.384 

ORC WF mass flow rate 

(kg/s) 
12.791 12.076                  13.18 

Thermal Efficiency (%) 11.91       14.33 11.62 

 

3.1.2. Subcritical ORC with regeneration (SUBORC-REGEN) 

Table 3 reports the optimal design of subcritical ORC plants with regeneration for the three working 

fluids. Here too, n-pentane would yield the highest net electrical power of about 1.9 MW. However, 

the use of a regenerator would shore up significantly the performance of n-butane, making it 

outperform toluene. Specifically, results showed that while toluene would yield just about 1 MW of 

net electrical power, n-butane would yield 50% more at about 1.5 MW. Moreover, juxtaposing the 

results of the SUBORC and the SUBORC-REGEN shows that the use of regeneration would increase 

net power production for all the working fluids employed, but at varying degrees. In this regard, 

results showed that toluene would yield about 21% more power with the use of a regenerator relative 

to the SUBORC configuration; n-pentane would yield about 86% more power, and n-butane about 

89% more power. Additionally, the trend of thermal efficiency for the three working fluids is similar 

to that of the net power; n-pentane recorded the highest efficiency at about 27%, followed by n-butane 

at about 22% and toluene at about 14%. As would be expected, regeneration also increased 

significantly the thermal efficiency for all the working fluids analyzed in the study, also at varying 

degrees. Specifically, regeneration would improve the ORC thermal efficiency by only about 2.5 

percentage points using toluene as the working fluid, followed by n-butane with an increase of about 

10.4 percentage points, and n-pentane with an increase of about 12.3 percentage points. 
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Table 3. Optimal parameters of the SUBORC-REGEN plant utilizing biomass energy. 

Parameter                            Toluene n-Pentane n-Butane 

Net Work (W) 1.0088e+06 1.8699e+06   1.5453e+06 

Pump Work (W) 21291 49617  56236 

Fan Work (W) 2.0067e+05 1.7217e+05 1.8366e+05 

Max Pressure (Pa) 1.1833e+06               3.033e+06 3.4164e+06 

Max Temperature (
o
C) 228.21 294 258.72 

Min Pressure (Pa) 1e+05 1.1567e+05  3.7849e+05 

Min Temperature (
o
C) 110.13 40 40 

Superheat Degrees (
o
C) 1 104.31 113.17 

ORC WF mass flow rate 

(kg/s) 
15.714 13.598                                  14.8                  

Thermal Efficiency (%) 14.36       26.61 21.99       

 

3.1.3. Supercritical ORC without regeneration (SUPERORC) 

Results of the optimal design of the supercritical ORC plant without regeneration for biomass energy 

exploitation are highlighted in Table 4. In this case, toluene showed a high level of incompatibility 

with the characteristics of the biomass heat source under investigation, basically due to the need to 

increase the cycle maximum pressure beyond the critical pressure of the working fluid. Thus, only n-

pentane and n-butane were assessed for the SUPERORC configuration as defined in this study. As can 

be seen, n-pentane would also outperform n-butane in this case study, yielding about 1.22 MW of 

electrical power from the biomass system as against about 1.14 MW achievable with the use of n-

butane. Again, optimal thermal efficiencies of the SUBORC plant followed a trend similar to the net 

power output from the respective working fluids; n-pentane showed the best performance at about 

17%, followed by n-butane at about 16%. Furthermore, results showed that increasing the cycle 

maximum pressure above the working fluid critical pressure would increase net output power and 

thermal efficiency for all working fluids. Results revealed specifically that for non-regenerated ORC 

configurations, SUPERORC increased net output power by about 210 kW for n-pentane and about 

324 kW for n-butane, relative to the SUBORC case study.  
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Table 4. Optimal parameters of the SUPERORC plant utilizing biomass energy. 

Parameter                            n-Pentane n-Butane 

Net Work (W)  1.2172e+06       1.1409e+06 

Pump Work (W)  1.2715e+05       1.288e+05     

Fan Work (W)  2.563e+05         2.6056e+05 

Max Pressure (Pa)              1.1e+07                    1.1e+07                 

Max Temperature (
o
C)  295 273.73                

Min Pressure (Pa)  1.1567e+05                  3.7849e+05 

Min Temperature (
o
C)  40 40 

Superheat Degrees (
o
C)  98.45                  121.75                  

ORC WF mass flow rate 

(kg/s) 
 9.3396                                                   

9.6956                 

Thermal Efficiency (%)  17.32      16.23       

 

3.1.4. Supercritical ORC with regeneration (SUPERORC-REGEN) 

Table 5 highlights the results of the optimal design of the supercritical ORC plant with regeneration 

with n-pentane and n-butane as working fluids. It was obtained that n-pentane for the SUPERORC-

REGEN case study would yield the highest power among all the configurations compared in this 

study, at about 1.98 MW. However, its increase over output power with n-butane for the same case 

study is only marginal, estimated at slightly above 8 kW. Additionally, juxtaposing the results in 

Tables 4 and 5 corroborate the earlier analysis that the addition of a regenerator would increase net 

output power. Here, integration of a regenerator to the supercritical ORC plant would yield about 63% 

more net output power for n-pentane and about 73% more for n-butane. Similarly, comparing the 

regenerated ORC for the subcritical and supercritical configurations (SUBORC-REGEN vs. 

SUPERORC-REGEN) corroborate the earlier analysis that the application of maximum pressure 

higher than the working fluid critical pressure would increase performance. Here, about 113 kW more 

power is generated by n-pentane and about 429 kW by n-butane, when the supercritical configuration 

is adopted in place of the subcritical one for the regenerative ORC plant. Furthermore, the trend of 

thermal efficiency for the working fluids is equally similar to that of the net power under this case 

study; n-pentane recorded a thermal efficiency of about 28.22%, slightly higher than what obtains in 

n-butane, 28.10%. As would be expected, regeneration also increased significantly the thermal 

efficiency for the working fluids analyzed in the supercritical ORC configurations. Specifically, 

regeneration would improve the supercritical ORC thermal efficiency by about 11 percentage points 

using n-pentane as the working fluid, and by approximately 12 percentage points with n-butane as the 

working substance. Moreover, switching from subcritical to supercritical configuration for the 

regenerative ORC would also improve the thermal efficiency by 1.61 percentage points for n-pentane 

and 6.11 percentage points for n-butane working fluids. 
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Table 5. Optimal parameters of the SUPERORC-REGEN plant utilizing biomass energy. 

Parameter                             n-Pentane n-Butane 

Net Work (W)  1.983e+06       1.9746e+06 

Pump Work (W)  1.0022e+05           1.7979e+05      

Fan Work (W)  1.6939e+05         1.722e+05           

Max Pressure (Pa)              6.1532e+06                    1.1e+07                 

Max Temperature (
o
C)  295 295 

Min Pressure (Pa)  1.1567e+05                  3.7849e+05 

Min Temperature (
o
C)  40 40 

Superheat Degrees (
o
C)  98.45                  143.02 

ORC WF mass flow rate 

(kg/s) 
 13.272                                                    13.533                 

Thermal Efficiency (%)  28.22            28.10      

 

3.2. Sensitivity of the Optimal ORC Parameters to Biomass Inlet Temperature  

3.2.1. Net power output and thermal efficiency variations for the SUBORC configuration 

The effects of change in biomass temperature at the ORC inlet on the system performance are reported 

in this section for the SUBORC configuration. As can be seen in Fig. 2, net output power increases 

linearly with an increase in heat source inlet temperature for all the working fluids.  The highest net 

power output is recorded by n-pentane over all the range of biomass inlet temperatures analyzed in 

this study. For n-butane and toluene, performance depends strongly on the exact biomass temperature 

at the ORC inlet. Specifically, results showed that n-butane outperforms toluene only at lower heat 

source temperatures. About equal net output power is produced by the two working fluids up to 

around 294 
o
C, beyond which toluene would yield higher net output power than n-butane. 

Additionally, thermal efficiencies of ORC using both n-pentane and n-butane are obtained to be 

insensitive to a change in biomass inlet temperature, while the efficiency increases also linearly with 

biomass inlet temperature for toluene.   
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Figure 2. Variations of the net output power and thermal efficiency with heat source temperature for 

the SUBORC. 

 

3.2.2. Net power output and thermal efficiency variations for the SUBORC-REGEN 

configuration 

Sensitivity analysis results for the SUBORC-REGEN configuration (Fig. 3) also show that the high 

net output power recorded by n-pentane is across a wide range of biomass temperatures at the ORC 

inlet. Here too, the net output power increases linearly with an increase in the heat source temperature 

for all the working fluids considered. However, it is worth noting that there is no overlap of net output 

power in the case study as observed in the SUBORC; n-butane yielded more net power than toluene 

irrespective of the temperature of the heat source. Moreover, results showed that the plant thermal 

efficiency would increase initially with an increase in biomass inlet temperature up to around 300 
o
C 

for n-pentane, beyond which it remains fairly constant. Again, n-butane showed insensitivity to 

thermal efficiency with varying heat source temperatures, and toluene showed a linear increase in 

thermal efficiency as the biomass temperature increased.      
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Figure 3. Variations of the net output power and thermal efficiency with heat source temperature for 

the SUBORC-REGEN. 

 

3.2.3. Net power output and thermal efficiency variations for the SUPERORC configuration 

The results of the sensitivity of net power output and thermal efficiency to variation in biomass inlet 

temperature are shown in Fig. 4 for the SUPERORC configuration. As can be seen, net output power 

increases with an increase in heat source temperature for the two working fluids. Also, n-pentane 

showed higher net power output than n-butane across the range of biomass temperature considered, 

although at a lower degree compared to the SUBORC configuration. Additionally, the thermal 

efficiency of the SUPERORC configuration increases non-uniformly with an increase in biomass 

temperature at the ORC inlet for n-pentane. For n-butane, there is only a slight increase in efficiency 

between 270 
o
C and 280 

o
C biomass temperature; thermal efficiency remains constant with a further 

increase in heat source temperature.     
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Figure 4. Variations of the net output power and thermal efficiency with heat source temperature for 

the SUPERORC. 

 

3.2.4. Net power output and thermal efficiency variations for the SUPERORC-REGEN 

configuration 

As can be seen in Fig. 5, net power output equally increases with an increase in biomass temperature 

for both n-pentane and n-butane. However, the margin of the net output power between n-pentane and 

n-butane is quite small throughout the range of temperatures investigated, implying that the two 

working fluids would perform at about the same level for the SUPERORC-REGEN configuration. In 

like manner, the thermal efficiency increases linearly with an increase in heat source temperature for 

the two working fluids.    
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Figure 5. Variations of the net output power and thermal efficiency with heat source temperature for 

the SUPERORC-REGEN. 

 

3.3. Sensitivity of the Optimal ORC Parameters to Minimum Cycle (Condenser) Temperature 

3.3.1. Net power output and thermal efficiency variations for the SUBORC configuration 

Effects of the cycle minimum temperature (condenser temperature) on net output power and thermal 

efficiency are reported here for the SUBORC. As can be seen in Fig. 6, increasing the condenser 

temperature led to a linear decrease in net output power for n-pentane and n-butane, while toluene 

showed no sensitivity to a change in condenser temperature. More so, the same trend was obtained for 

the thermal efficiency; an increase in condenser temperature decreases thermal efficiency linearly for 

n-pentane and n-butane, while toluene remains constant over the range of the condenser temperature 

considered.      

 



  
  

 
 

 

 
 
 

Friday, J. A. and Oyekale, J., Journal of Scientific Reports-A, Number 52, 99-124, March 2023. 
 

 
 

115 
 

 

Figure 6. Variations of the net output power and thermal efficiency with condenser temperature for 

the SUBORC. 

 

3.3.2. Net power output and thermal efficiency variations for the SUBORC-REGEN 

configuration 

Furthermore, Fig. 7 shows that net power output and thermal efficiency decrease linearly with an 

increase in the cycle minimum temperature for n-pentane and n-butane, while toluene shows no 

sensitivity with a variation in condenser temperature. 
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Figure 7. Variations of the net output power and thermal efficiency with condenser temperature for 

the SUBORC-REGEN. 

 

3.3.3. Net power output and thermal efficiency variations for the SUPERORC configuration 

For the supercritical ORC without regeneration, Fig. 8 shows that both n-pentane and n-butane 

resulted in a decrease in both the net power output and thermal efficiency with an increase in 

condenser temperature. However, n-pentane still showed a better performance across the range of 

condenser temperatures considered in the study. 
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Figure 8. Variations of the net output power and thermal efficiency with condenser temperature for 

the SUPERORC. 

 

3.3.4. Net power output and thermal efficiency variations for the SUPERORC-REGEN 

configuration 

The sensitivity analysis results which are shown in Fig. 9 also revealed that the lower the cycle 

minimum temperature, the higher the net output power and thermal efficiency for both n-pentane and 

n-butane. It can however be seen here also that the magnitude of the difference between the two 

working fluids is quite marginal over the range of condenser temperatures considered, with both the 

net power and efficiency of n-butane almost matching those of n-pentane when the condenser 

temperature of around 50 
o
C is considered.   
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Figure 9. Variations of the net output power and thermal efficiency with condenser temperature for 

the SUPERORC-REGEN. 

 

4. CONCLUSIONS 

 

An attempt has been made in this study to investigate several ORC configurations to select one that 

would optimize electricity production from the combustion of a typical solid biomass fuel available 

abundantly in Nigeria. Although several authors have reported in the literature that there is vast 

potential for energy generation from biomass in Nigeria, no known large-scale biomass power plant 

exists in the country due to the limitation of technical know-how relating to conversion technologies. 

To bridge this gap, characteristics of a PKE, an agricultural waste available all over Nigeria, were 

employed in this study for the optimal design of ORC plants. A model-control biomass boiler was 

used to analyze the direct combustion of the solid biomass fuel to provide the thermal energy required 

for the ORC plant operation. For the ORC specifically, optimal designs of four different 

configurations were compared: the SUBORC, the SUBORC-REGEN, the SUPERORC, and the 

SUPERORC-REGEN. Furthermore, the effects of the temperature of the biomass heat source at the 
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ORC inlet and the minimum cycle temperature on the optimal performance of the various 

configurations were assessed. The main results obtained from the study are: 

 

 The supercritical ORC type is capable of generating higher electrical power than the 

subcritical type. Taking for instance the regenerative ORC configuration, results showed that 

supercritical ORC would generate 113 kW and 429 kW more net power than the subcritical ORC, 

respectively for n-pentane and n-butane working fluids. Similarly, it was reiterated in the study that 

the adoption of regeneration improves ORC performance. Exemplarily, the SUPERORC-REGEN 

yielded 63% and 73% more power than the SUPERORC respectively for n-pentane and n-butane 

working fluids. Overall, it was obtained that the SUPERORC-REGEN would be the preferred choice 

amongst the options compared in this study for optimal exploitation of typical solid biomass in 

Nigeria; 

 

 The working fluid n-pentane yielded the highest net power output and thermal efficiency for 

all the configurations examined. Specifically for the preferred SUPERORC-REGEN configuration, it 

yielded net power of about 1.98 MW and thermal efficiency of 28.22%;  

 

 Increasing the biomass temperature at the ORC inlet led to an increase in net power output 

for all the configurations and working fluids considered in the study. Again, n-pentane outperformed 

n-butane and toluene across the range of heat source temperature considered, but only marginally 

concerning n-butane for the preferred SUPERORC-REGEN configuration; 

 

 Increasing the minimum cycle temperature resulted in a linear decrease in net power output 

and thermal efficiency for n-pentane and n-butane working fluids in all the configurations considered, 

as would be expected.  

 

In sum, deploying a supercritical ORC plant with regeneration portends an optimal choice for 

sustainable exploitation of solid biomass fuels which are abundant in Nigeria, for energy production. 

Future studies should focus on the economic assessment of the various ORC configurations to spur 

investment to achieve practical implementation of such plants in the country. Additionally, an exergy-

based analysis should be conducted to investigate further optimization potentials of the ORC plant on 

a component basis. 
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ABSTRACT 

 

Mine operations might be viewed as relatively risky in terms of worker safety when compared to other 

industries. Every year, there are a lot of occupational accidents and near-misses at mining sites. Most 

of the time, data from these circumstances are recorded, but they are typically not properly utilized. 

Information gathered from occurrences helps researchers understand how various conditions affect 

accidents and their frequency. The information obtained from such investigations may provide 

practical advice on how to prevent happening again. For instance, there are many studies in the 

literature that analyze mining accidents according to their countries, yearly frequency, work areas, and 

types of work; however, there isn't a single study that looks at the relationship between meteorological 

conditions and the seasonality of the accidents. The correlations between seasonal and regional 

variables, such as temperature, humidity, and pressure, and occupational accidents that occurred in 

mines with various climatic features, chosen from two different nations, were examined in this study. 

The findings indicate that there is a strong relationship between the frequency of accidents and the 

seasons, however this relationship would be weaker if incidents were looked into on a monthly basis. 

In conclusion, this article demonstrates that temperature and humidity in mining operations during 

severe weather conditions have a significant impact on occupational accidents. 

 

Keywords: Occupational accidents, Mining, Seasonality, Temperature, Humidity. 

 

1. INTRODUCTION 

 

Mining is a very important sector for the development of humanity, which has shaped history since 

ancient times, from the industrial revolution to the present. Today, many products necessary for life 

are obtained as a result of mining activities [1]. With the spread of industrialization globally, 

occupational accidents have emerged in relation to the human-oriented working environment and the 

tools used, leading to economic losses [2]. Compared to developed countries, occupational accidents 
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with death, injury and property damage are at very high levels in Turkey [3]. Among the sectors in 

which these accidents occur, the mining sector has the highest death rate [4].  

 

The human body is affected by the climatic conditions of the environment in which it lives [5]. 

Underground and surface workers in the mining sector are exposed to a wide variety of hazards, such 

as high heat and humidity, pressure, poor ventilation, poor lighting, falls, noise and vibration, tight 

openings, stress, and dust and gases generated during operation [6]. As a result of these effects, a 

decrease in the concentration of employees and work efficiency can occur. Many parameters that 

affect the performance of employees throughout their careers. With the effect of these factors, the 

performance and motivation of the employees can be adversely affected which can result in a higher 

number of occupational accidents. 

 

One of the most important external factors in physical working conditions is climate and weather 

conditions. The temperature of the workplace is the first consideration when discussing weather 

conditions. Extremely hot or cold weather can adversely affect the workers and lead to a work 

accident. As a result of excessive heat, employees in the workplaces experience depressed mood, 

anxious mood, weakness, inattention, weakness and excessive sweating, resulting in muscle spasms 

and pains due to the salt excreted from the body [7]. Those who work in mines in hot and humid 

conditions take frequent breaks to reduce their body temperature and there is a decrease in 

productivity [5]. If the temperature is low or below normal, it becomes difficult for the employees to 

operate physically and mentally. In cold weather conditions, workers suffer from shivering, cold, 

frostbite in certain parts of the body and cold burns. As a result of working for extended durations 

under low temperatures, excessive fatigue can occur, and poor performance and focusing problems are 

experienced. This situation can lead to work accidents [7]. Another factor related to weather and 

climatic conditions is humidity. Extremely high or low humidity can adversely affect the health and 

productivity of employees [7]. High humidity makes it difficult to sweat, which makes various 

ailments including asthma, joint problems, cardiovascular disorders, and respiratory problems more 

likely to develop [8]. Employee performance suffers as a result of these disruptions, and workplace 

mishaps may happen. 

 

2.  PREVIOUS STUDIES 

 

In literature, numerous studies have focused on mining accidents based on various factors such as 

their nations, frequency, job regions, and types of work. Köse et al., (1990) examined the occupational 

accidents that occurred between 1983-1988. As a result of the study, it was seen that the employees 

who started to work without training experienced accidents and this increased the number of accidents 

occurring in the enterprise. Additionally, it has been found that accidents tend to happen more 

frequently in the summer and on the first four days of the week than on any other days of the week. 

Further, it was noted that research conducted at the end of working hours revealed a higher rate of 

accidents [9]. 

 

According to Güyagüler and Bozkurt (1992), the expense of work-related accidents is more than the 

expense of taking preventative measures. It has been underlined that accidents have decreased as a 

result of the steps developed have to improve workplace health and safety [10]. 
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Önder et al. (2005), found that the hot work environment had an impact on the physiological and 

psychological well-being of those who worked in underground mining. The study emphasizes the 

likelihood of workplace accidents as a result of these impacts. Computer algorithms may be used to 

assess the present level of heat stress and the effectiveness of the recommended solutions, according 

to researchers [5]. 

 

The impact of accidents on productivity between 1943 to 2009 was examined by Korkmaz (2011). 

According to the research, other employees suffered as a result of deadly workplace accidents. It has 

been stressed as a result that it impacts employees' performance and lowers their productivity [11]. 

 

Yaşar et al. (2015) discussed significant disasters that happened in Turkey and throughout the world 

throughout history. In the study, it was noted that multiple people were impacted whenever an 

occupational disaster happened and that mining, which resulted in the deaths of numerous employees, 

is in the "extremely risky" category [12]. 

 

Occupational incidents, according to Durşen (2016), are the main reason behind workplace accidents. 

These accidents can also be brought on by the physical impacts of the workplace or by psychological 

hazards like stress at work, a heavy workload, or irregular hours [13]. 

 

According to Turan (2019), when occupational accidents are evaluated according to months, 

departments, and accident types, usually are affected by seasonal factors like temperature, humidity, 

and pressure from two different nations' metal and coal mines [14]. 

 

In conclusion, while examining the influence of other factors on mining accidents, many subjects such 

as experience, stress, and efficiency were discussed and examined; however, it was concluded that 

sufficient research was done only in 2019 in on whether the effects of weather conditions (temperature 

and humidity) on the accidents occurring in underground and surface mines. In the study, the 

relationships between seasonal and geographical variables including temperature, humidity, and 

pressure, as well as occupational accidents that occurred in metal and coal mines chosen from two 

different nations, were explored. Additionally, based on the year and shift, it was established which 

period the accidents were concentrated in, and the reasons of the associated accidents were described 

[14]. The goal of this study is to determine whether there is a relevant correlation between 

occupational accidents and seasons in places with various climates by integrating weather data with 

the distribution of mining accidents throughout the year. 

 

3. METHODOLOGY 

 

In this study, occupational accident data of four different mines were collected and the relevant 

occupational health and safety data were collected. Meteorological data (temperature, humidity and 

pressure) of the periods in which the accidents occurred manually recorded. Figure 1 illustrates the 

approach taken in this study and the processes involved. 
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Figure 1. Stages of the method used in the study. 

 

Data collection: incident data for two full years for each operation were collected from OHS systems 

and manually recorded files. The average maximum and lowest temperatures, humidity, and pressure 

for the and times when the incidents happened were carefully gathered from the web. 

 

Cleaning and editing data: All of the accidents that occurred over the years were individually 

evaluated in the data collected from the mines. In the course of the year, the common data points in 

four mines were arranged, and irrelevant parameters were eliminated. 

 

The following common information has been discovered when the data from the mines are examined: 

- accident date 

- accident time 

- type of accident 

- accident site 

- accident department 

- ore produced 

- shift hour  

 

Similarly, it was determined that the pressure did not significantly change throughout the year and 

would not contribute to the study when the characteristics relating to the weather conditions 

(temperature, humidity, and pressure) were studied. 
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Integration of data: The database was updated every day with information on accidents and the 

weather so that the records of accidents in mines from various eras can be compared and analyzed 

with meteorological data from mines (day, month, season, year).  

 

Analysis of data: The final phase of the study used the business intelligence method to analyze the 

mine graphs on a monthly and seasonal basis (processing the raw data to make it more meaningful and 

useful). Monthly and seasonal averages were compared against annual accident shares per month or 

season. These analyses led to an investigation into whether the weather had a relation on the accidents. 

 

4.  BACKGROUND INFORMATION ABOUT THE MINES 

 

Mine A is an open pit mine that produces copper and is located in the United States. The mine is in 

the southern region of the country. While the winters are warm, dry, and often clear throughout the 

year, the summer months are hot and steamy. 

 

Mine B is a facility that produces metallic ore in Turkey. Mining techniques that combine open pit 

and underground methods. Blasting fragments the material. In open pits, truck and hydraulic 

excavators are used; underground, the standard cut-and-fill process is used. Rainfall in the area is 

heavy during the winter and spring.   

 

Mine C is located in the northwest of the United States and produces potash as an open pit with truck-

excavator production. The mine's location is in an area with a four-season climate, which has four 

distinct seasons. Winters are extremely cold, snowy, and partially overcast, whereas summers are 

brief, pleasant, dry, and clear. 

 

Mine D is an open pit mine that produces coal in the western part of the United States. In the mining 

operation, trucks, and excavators are used. The climate of the area where the mine is located is hot, 

humid, and rainy in the summer; very cold, windy, and snowy in the winter; and typically partially 

overcast all year. 

 

5. RESULTS  

 

5.1. Weather Conditions of The Regions 

Table 1 provides the yearly averages for temperature, humidity, and pressure for the locations where 

the mines are located. 

 

Table 1. Annual average temperature, humidity and pressure averages of the regions where the mines 

are located. 
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M
in

e 

A
 

  

20.2 32.1 29.8 1,011 

M
in

e 

B
 

8.2 20.2 46.4 879 

M
in

e 

C
 

0.6 12.5 66.7 1,015 

M
in

e 

D
 

0.4 5.2 63.5 1,016 

 

These facts indicate that Mine A is located in a hot, dry, and pressure-normal region. Mine B is 

situated in a region with a moderate climate, low humidity, and low pressure. Mines C and D are 

situated in chilly, somewhat humid, and pressure-normal locations. 

 

5.1.1. Temperature-accident relationship 

The data of the low and high-temperature averages measured in the regions where the mining 

operations are located are matched with the monthly and seasonal distributions of the accident shares 

in each mine. 

 

Monthly basis  
Monthly temperature accident distribution of Mine A is given in Figure 2. 
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Figure 2. Monthly average temperature and accident share distribution of Mine A. 

 

According to this distribution, accidents are intensified between the 5
th

-11
th

 months; while between 

the 12
th

-4
th

 months relatively few accidents occur. The correlation coefficient between the two series 

was found to be positive at 50%. It is possible to say that there is a moderate relationship. 

 

In Figure 3, the monthly temperature accident distribution of Mine B is given. Accordingly, accidents 

are concentrated between the months 8
th

-12
th

 of the year, and a relatively low number of accidents 

occur in the first 7 months of the year. The correlation coefficient between the two series was positive 

49%. It is possible to say that there is a moderate relationship. 
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Figure 3. Monthly average temperature and accident share distribution of Mine B. 

 

In Figure 4, monthly temperature accident distribution of Mine C is given. According to this figure, 

while the accidents are concentrated between the at 10
th

-2
nd

 months, relatively a smaller number of 

accidents occur between the 3
rd

-9
th

 months. The correlation coefficient between the two series was 

calculated as negative 39%. It is possible to say that there is a moderate relationship. 
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Figure 4. Monthly average temperature and accident share distribution of Mine C. 

 

In Figure 5, the monthly temperature accident distribution of Mine D is given. According to this, 

while the accidents are concentrated between 12
th

-1
st
 months, relatively less number of accidents 

occur between 2
nd

-11
th

 months. The correlation coefficient between the two series was calculated as 

negative 38%. It is possible to say that there is a moderate relationship. 

 

 
Figure 5. Monthly average temperature and accident share distribution of Mine D. 
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Season Basis 

In Figure 6, the seasonal temperature accident distribution of Mine A is given. Accordingly, while 

accidents occur more intensely in summer and autumn, there are relatively fewer accidents in the 

winter and spring seasons. The correlation coefficient between the two series was found to be positive 

and 62%. It is possible to say that there is a moderate relationship. 

 

 
Figure 6. Distribution of seasonal average temperature and accident share of Mine A. 

 

In Figure 7, the seasonal temperatures and accident distribution of Mine B are given. Accordingly, 

while accidents occur more intensely in summer and autumn, there are relatively fewer accidents in 

the winter and spring seasons. The correlation coefficient between the two series was positive and 

72%. It is possible to say that there is a high degree of a positive relationship. 
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Figure 7. Distribution of seasonal average temperature and accident share of Mine B. 

 

In Figure 8, seasonal temperature accident distribution of Mine C is given. Accordingly, while the 

accidents are more intense in the autumn and winter seasons, there are relatively fewer accidents in 

the spring and summer seasons. The correlation coefficient between the two series was negative and 

90%. It is possible to say that there is a very high degree of a negative relationship. 
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Figure 8. Distribution of seasonal average temperature and accident share of Mine C. 

 

In Figure 9, the seasonal temperature accident distribution of Mine D is given. Accordingly, while the 

accidents are more intense in the winter and spring seasons, there are relatively fewer accidents in the 

summer and autumn seasons. The correlation coefficient between the two series was found to be 

negative and 59%. It is possible to say that there is a moderate negative relationship. 
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Figure 9. Distribution of seasonal average temperature and accident share of Mine D. 

 

5.1.2. Humidity–accident relationship 

In this section, the daily average humidity (%) data of the regions where the mining operations are 

located are matched with the monthly and seasonal distributions of the accident rates (monthly or 

seasonal accident number/total annual accident number) in each mine. 

 

Monthly basis 

Figure 10. It gives the moisture and accident distribution of Mine A on a monthly scale. 
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Figure 10. Monthly average humidity and accident share distribution of Mine A. 

 

According to this distribution, the accidents are concentrated between the 5
th

-11
th

 months, while the 

12
th

-4
th

 months are the periods when relatively few accidents occur. The correlation coefficient 

between the two series was found to be positive at 33%. It is possible to say that there is a low degree 

relationship. 

 

In Figure 11, the monthly moisture and accident distribution of Mine B is given. According to this 

figure, while the accidents are concentrated between the 8
th

-12
th

 months, in the first 7 months of the 

year, a relatively lower number of accidents occur. The correlation coefficient between the two series 

was positive at 10%. It is not possible to say that there is any relationship. 
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Figure 11. Monthly average humidity and accident share distribution of Mine B. 

 

In Figure 12, the monthly moisture and accident distribution of Mine C is given.  

According to this figure, while the accidents are concentrated between the 10
th

-2
th

 months, a relatively 

low number of accidents occur between the 3
th

-9
th

 months. The correlation coefficient between the 

two series was calculated as positive 56%. It is possible to say that there is a moderate relationship. 
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Figure 12. Monthly average humidity and accident margin distribution of Mine C. 

 

In Figure 13, the monthly moisture and accident distribution of Mine D is given. According to this 

figure, while the accidents are concentrated between the 12
th

-1
st
 months, relatively a smaller number 

of accidents occur between the 2
th

-11
th

 months. The correlation coefficient between the two series was 

calculated as positive 34%. It is possible to say that there is a low degree of relationship. 
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Figure 13. Monthly average humidity and accident share distribution of Mine D. 

 

Season Basis 

The seasonal humidity-accident distribution of Mine A is given in Figure 14. Accordingly, while 

accidents occur more intensely in summer and autumn, there are relatively fewer accidents in the 

winter and spring seasons. The correlation coefficient between the two series was found to be positive 

and 31%. It is possible to say that there is a low degree of relationship. 

 



  
  

 
 

 

 
 
 

Turan, S. and Kahraman, M. M.,  Journal of Scientific Reports-A, Number 52, 125-148, March 2023. 
 

 
 

142 
 

 
Figure 14. Distribution of seasonal average humidity and accident margin for Mine A. 

 

The seasonal humidity and accident distribution of Mine B are given in Figure 15. Accordingly, while 

accidents occur more intensely in summer and autumn, there are relatively fewer accidents in the 

winter and spring seasons. The correlation coefficient between the two series was negative and 51%. 

It is possible to say that there is a moderate negative relationship. 
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Figure 15. Distribution of seasonal average humidity and accident margin for Mine B. 

 

The seasonal humidity accident distribution of Mine C is given in Figure 16. Accordingly, while the 

accidents are more intense in the autumn and winter seasons, there are relatively fewer accidents in 

the spring and summer seasons. The correlation coefficient between the two series was positive and 

98%. It is possible to say that there is a very high degree of a positive relationship. 
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Figure 16. Distribution of seasonal average humidity and accident margin for Mine C. 

 

The seasonal humidity accident distribution of Mine D is given in Figure 17. Accordingly, while the 

accidents are more intense in the winter and spring seasons, there are relatively fewer accidents in the 

summer and autumn seasons. The correlation coefficient between the two series was found to be 

positive and 96%. It is possible to say that there is a very high degree of a positive relationship. 
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Figure 17. Seasonal average humidity and accident margin distribution of Mine D. 

 

6. CONCLUSION 

 

In this study, accident frequencies and weather conditions such as temperature and humidity were 

examined on a monthly and seasonal scale. It was found that while there is a positive and moderate 

correlation with temperature in Mines A and Mine B, which are located in relatively warm and 

temperate regions; a negative and low correlation with temperature was calculated in Mine C and 

Mine D, which are located in relatively colder and humid regions (Table 2). Although it is not 

possible to draw a strong conclusion from here; while there is a relatively significant and positive or 

negative relationship with temperature according to the region, a significant relationship with 

humidity appears to be a positive relationship only in Mine C on a monthly scale. This is evaluated as 

impact of thermal comfort and work schedules during warmer months. 

 

Table 2. Table showing the relationship between the selected weather parameters and the accident 

monthly correlation (r values). 

Parameter Mine A Mine B Mine C Mine D 

Average Low Temperature & 

Accident 

 

0.50 0.57 -0.34 -0.40 

Average High Temperature & 

Accident 

 

0.51 0.41 -0.44 -0.37 

Average Humidity & Accident 0.33 0.10 0.56 0.34 
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As a result, Mine A and Mine B, which are located in relatively warm and temperate regions, showed 

a positive and moderately strong correlation with temperature. Mine C and Mine D, which are located 

in relatively colder and humid regions, showed a negative and low correlation with temperature 

(Tablo 2). Although it is difficult to make firm conclusions from this, it is possible to conclude that in 

regions with a colder climate, accidents tend to occur more frequently on periods when the 

temperature is low: while in hot regions, accidents tend to occur more frequently during times when 

the temperature is high. Only in Mine C does a significant and strong association with humidity seem 

to be positive on a monthly timeframe. 

 

Results of correlation computations on a seasonal scale seem to show more favorable outcomes (Table 

3). For Mines A and B, which are situated in warm and temperate regions, respectively, there is a 

positive medium to high degree link between seasonal temperature and accidents. It was determined 

that Mine C and Mine D had a strong to moderately strong negative connection with seasonal 

temperature and accidents. This leads to the conclusion that when the temperature rises, accidents 

occur more frequently in hotter places while they occur less frequently in colder regions. Mine 

managers can take this into account and make adjustments accordingly. While Mine C and Mine D 

appear to have a very high and positive connection with moisture, Mine A and Mine B show positive 

low and negative low correlations with moisture. It is possible to infer from this study that accidents 

happen more frequently in cold and humid areas at times of increased humidity. 

 

In line with these results, for the control of work accidents; temperature and humidity levels should be 

taken into account and the awareness of employees should be increased during the periods of intense 

accident times. Although seasons, temperature, pressure and humidity are not the definitive causes of 

accidents, it is a fact that the number of accidents is related to them. 

 

Table 3. Seasonal correlation (r values) in the table showing the relationship between the selected 

weather parameters and the accident. 

Parameter Mine A Mine B Mine C Mine D 

Average Low Temperature 

& Accident 

 

0.64 0.71 -0.88 -0.56 

Average High Temperature 

& Accident 

 

0.59 0.73 -0.91 -0.62 

Average Humidity & 

Accident 

0.31 -0.51 0.98 0.96 

 

These results provide a good starting point for discussion and further research. Seasonality, timing and 

location of occupational accidents are topics that have huge potential on understanding where 

occupational incidents are concentrated the most. Further studies should investigate the time of day, 

time of shift, daily weather conditions, activities, and locations impact on occupational accidents. 
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ABSTRACT 

 

This study presents design, analysis and application details of electrical vehicle battery charge device 

based on half bridge DC-DC converter. Half bridge DC-DC converter in the paper has 620 W power, 

25 kHz switching frequency and input DC voltage is obtained by uncontrolled bridge rectifier. In 

addition, information about the battery that is charged, and battery pack are given. Besides, a 

protection structure of battery is added by measuring both current and voltage of battery.  Firstly, 

equations required for half bridge DC-DC converter is derived and simulation of battery charge 

circuit is realized by using PSIM and MATLAB/Simulink. Then, the results of the experimental study 

and the simulation results are given comparatively. The experimental results prove the accuracy of 

the simulation studies. 

 

Keywords: Half Bridge DC-DC Converter, Electrical Vehicle, Battery, MATLAB/Simulink, 

Application. 

 

1. INTRODUCTION 

 

Nowadays, interest to the alternative and renewable energy sources has been increasing much because 

of decreasing fossil sources and fossil sources has negative factors such as climate change, increasing 

of carbon dioxide rate, decrease of oxygen, air pollution, global warming, negative effect to human 

health. Recently, the use and the tendency of using of renewable energy sources has increased much. 

Besides, due to the negative effect of the fossil sources, electrical vehicle has becoming more popular 

and in future it is assumed that the electrical vehicle will take place of fossil fuel-based vehicles. In 

addition, electrical vehicle consists of some key components including battery, battery charger, 

electrical motor, and motor driver. However, the most important part is battery and battery charger of 

mailto:eem.celaleddinakgul@gmail.com
mailto:ycetinceviz@kastamonu.edu.tr
mailto:esehirli@kastamonu.edu.tr
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the electrical vehicle. To charge battery of electrical vehicle, DC power source is required. This DC 

source is provided by switching power supply [1, 2, 3].   

As a battery type for electrical vehicle the best option for today is lead-acid, nickel-cadmium, nickel-

metal, lithium-ion, and zinc-air [4, 5, 6]. Especially, lithium-ion batteries because of having higher 

power density are the most preferable battery type [7, 8, 9]. Operation and operation safety of 

lithium-ion batteries are so important for the use in electrical vehicle [10]. Also, lithium-ion batteries 

have higher reliability, higher power density, long lasting, lower discharge rate, and higher efficiency 

features [11]. To obtain higher power value with desired voltage levels, each battery cells are 

connected series and parallel [12]. On the other hand, the most important problem in electrical vehicle 

is the limitation of the battery such as weight, cost, limited charge capacity, short driving distance, 

long charge duration [13]. So, fast charging specification having different kind of DC-DC converter 

topology ensure the use of electrical vehicle for continuous driving [14].  

 

Efficiency is so important topic for switching power supply. Higher efficiency can be obtained by 

optimum design of magnetic materials, lower switching losses at the switch on and off conditions. In 

addition, switching power supply can operate with higher switching frequency rate from kHz to MHz, 

higher switching frequency provides reducing the size of equipment used in the converter [15]. Also, 

switching power supply ensures wide input voltage range, lower loss, higher efficiency, weight, and 

size comparing to linear power supplies.   

 

It is hard to choose switching power supply topologies for low or medium power level. For lower and 

medium power levels, push-pull and half bridge converter are more popular than full bridge converter 

[16]. For 200 W – 1000 W power level, generally half bridge topology is preferred, also in half bridge 

topology, a capacitor is added to primary winding [17]. The biggest disadvantage of push-pull 

converter is voltage stress which is twice of input voltage [17,18]. However, the main advantage of 

the half bridge converter regarding to push-pull converter is the construction of primary windings. In 

push pull converter, the primary should be wounded by two equally windings that causes design 

difficulty. In addition, half of dc source voltage is applied to the primary windings of half bridge 

converter but in push pull converter total dc source voltage is applied to half of primary windings. It 

is also mentioned in literature that the push-pull converter is more suitable for low voltage 

applications, and it has higher voltage stress on power switches. Nevertheless, push-pull converter 

has an easiness of driving power switches because it has two low side power switches which can be 

driving without the need of isolation or bootstrap driving principle. Advantage of half bridge 

converter comparing to push-pull converter is not having middle point of primary winding that 

provides easiness for applications [16]. In addition, comparing of full bridge converter, voltage stress 

of the half bridge converter is nearly half due to the splitted capacitor connection to the primary of 

transformer. Therefore, half bridge converter is preferable than push-pull and full bridge converters.   

 

For power converter, to conduct their simulations there are a few software such as PSIM and 

MATLAB providing simulation capability of the converters with higher accuracy [19,20,21,22].      

 

In this paper, by using half bridge DC-DC converter, for electrical vehicle design, simulation and 

application of batter charge device is realized. Modeling, control design and evaluation of the 

performance of charger device is conducted by PSIM and MATLAB/Simulink software. Half bridge 
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DC-DC converter-based battery charger is designed for 620 W power with 112 V output voltage. 

Design details are also given in this paper and measurements are conducted to validate the 

applications. In addition, battery back construction is included in the paper. Besides, a protection 

structure of battery is added by measuring both current and voltage of battery. 

    
2. HALF BRIDGE DC-DC CONVERTER 

 

Single phase AC is converter to DC by diode bridge circuit. Resulting DC is applied to the half bridge 

DC-DC converter. Half bridge DC-DC converter consists of two power switches, capacitors at input 

and output, high frequency transformer, high frequency rectifier circuit, and an inductor. After, 

applying DC, to the power switches, because the power switches are switched on one by one, a high 

frequency AC on the transformer is obtained. Resulting high frequency AC, is converter to DC by 

using high frequency diode rectifier.  To avoid short circuits because of switch on and off condition 

of Q1 and Q2, dead time is adjusted. During the dead time, energy for load is supplied by inductor L. 

 

As shown in Fig. 1, there are four operation mode of the half bridge DC-DC converter. 

1. Operation mode 1, Q1 is switched on, Q2 is switched off. 

2. Operation mode 2, Q1 and Q2 are switched off. 

3. Operation more 3, Q1 is switched off, Q2 is switched on. 

4. Operation mode 2, Q1 and Q2 are switched off. 

 

Square wave AC voltage is occurred at primary windings after the operation of the Q1 and Q2 of half 

bridge DC-DC converter. The square waveform voltage at secondary of the transformer can be 

obtained lower or higher than primary winding voltage.  AC square wave voltage at secondary 

winding is rectified by D1 and D2 diodes. After filtering of the secondary voltage, output voltage Vo is 

obtained.  At Fig. 2., steady state wave forms of half bridge DC-DC converter are shown.  

   

At mode 1, Q1 is switched on, Q2 is switched off, D1 is switched on, D2 is switched off. Primary 

winding of the high frequency transformer is connected to mid-point of the series connected 

capacitors. So, primary winding voltage is equal to Vdc/2. 

 

When the Q1 switch is on, there is a voltage drop on the primary winding resulting induced voltage on 

secondary winding. The induced secondary voltage is rectified by diode and after LC filtering 

transferred to R load. Secondary voltage can be calculated by (1).   

 

𝑉𝑠𝑒 =
𝑁𝑠

𝑁𝑝

(
𝑉𝑑𝑐

2
)                                                                                                                                                       #(1) 

 

Voltage at output inductor is calculated by (2).  

 

𝑉𝐿1 =
𝑁𝑠

𝑁𝑝

(
𝑉𝑑𝑐

2
) − 𝑉𝑂                                                                                                                                              #(2) 
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Current change of the inductor iL1 is equal to (3). 

 

𝑑𝑖𝐿1

𝑑𝑡
=

𝑣𝐿1

𝐿1
=

1

𝐿1
[
𝑁𝑠

𝑁𝑝

(
𝑉𝑑𝑐

2
) − 𝑉𝑂]                                                                                                                     #(3) 

 

Peak inductor current iL1 (pk) can be found at t=kT  by (4) [24]. 

 

𝐼𝐿1(𝑝𝑘) =  𝐼𝐿1(0) +
1

𝐿1
[
𝑁𝑠1

𝑁𝑝

(
𝑉𝑑𝑐

2
) − 𝑉𝑂] 𝑘𝑇                                                                                                     #(4) 

 

At mode 2, Q1 and Q2 switches are off.  So, kT< t <= T/2 is valid. Diodes at secondary side are forced 

for conduction by magnetizing current. Decreasing rate of İL1 can be found by (5) [24]. 

 
𝑑𝑖𝐿1

𝑑𝑡
= −

𝑉𝑜

𝐿1

     0 < 𝑡 ≤ (0.5 − 𝑘)𝑇                                                                                                                    #(5) 

 

Initial value of iL1 can be calculated by (6).  

 

𝐼𝐿1(0) =  𝑖𝐿1 [ 𝑡 =  (0.5 − 𝑘)𝑇 ] = 𝐼𝐿1(𝑝𝑘) −
𝑉𝑂(0.5 − 𝑘)𝑇

𝐿1

                                                                       #(6) 

  
 

At mode 3, Q1 is switched off, Q2 is switched on, D2 is switched on, D1 is switched on. The voltage 

on primary winding is equal to -Vdc/2. Reverse operation of mode 1 is realized. Vo output voltage can 

be found by the integral in (7) [24]. 

 

𝑉𝑂 = 2 ∗ [∫ (
𝑁𝑠1

𝑁𝑝

(
𝑉𝑑𝑐

2
) − 𝑉𝑂) 𝑑𝑡 + ∫ −𝑉𝑂𝑑𝑡

𝑇
2⁄

𝑘

𝑘𝑇

0

]                                                                                     #(7) 

 

Output voltage can be calculated by (8).  

 

𝑉𝑂 =
𝑁𝑠1

𝑁𝑝

𝑉𝑑𝑐𝑘                                                                                                                                                         #(8) 

 

Output power is calculated by (9).  

 

𝑃𝑂 = 𝑉𝑂𝐼𝐿 = 𝜂𝑃𝑖 = 𝜂
𝑉𝑑𝑐𝐼𝑝(𝑎𝑣𝑔)𝑘

2
                                                                                                                      #(9) 

 

Ip(avg) average primary current can be calculated by (10).   
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𝐼𝑝(𝑎𝑣𝑔) =
2𝑃𝑜

𝜂𝑉𝑑𝑐𝑘𝑚𝑎𝑥

                                                                                                                                            #(10) 

 

Drain current of Q1 and Q2 is found by (11). 

 

𝐼𝑑(𝑚𝑎𝑥) = 𝐼𝑝(𝑎𝑣𝑔) =
2𝑃𝑂

𝜂𝑉𝑑𝑐𝑘𝑚𝑎𝑥

                                                                                                                         #(11) 

 

Maximum voltage on switch is equals to (12).  

 
𝑉𝑐(𝑚𝑎𝑥) = 𝑉𝑑𝑐(𝑚𝑎𝑥)                                                                                                                                              #(12) 

 

Maximum duty cycle k cannot be more than 50%. Half bridge DC-DC converter is generally used for 

medium power applications with the 350 W- 800 W power range [24].   

 

   
a)                                                                                  b) 

  
c)                                                                                   d) 

Figure 1.  Operation modes of half bridge DC-DC converter, Mode 1, Q1 is on Q2 is off (a), Mode 2 

(b), Q1 and Q2 is off, Mode 3 (c), Q1 is off Q2 is on, Mode 4, Q1 and Q2 is off (d). 

 

In every operation mode, the VQ1 + VQ2= Vdc equation which is derived by Kirchoff voltage Law 

of closed loop regarding Vdc and both Q1 and Q2 switches voltages, should be verified. So, by 

neglecting the switch on state voltage drops, at Mode 1 0 + VQ2= Vdc, at Mode 2 VQ1 + VQ2= Vdc, 

at Mode 3 VQ1 + 0 = Vdc, at Mode 4 VQ1 + VQ2= Vdc. 
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Figure 2. Steady-state wave form of half bridge converter at continuous conduction mode. Primary 

voltage (a), Q2 voltage (b), Q1 voltage (c), primary current (d), L1 current (e), rectifier output voltage 

(f). 

 

3. DESING OF HALF BRIDGE DC-DC CONVERTER 

 

 

Figure 3. Half bridge DC-DC converter application circuit. 

 

Application circuit of half bridge DC-DC converter is shown in Fig.3. In this circuit, IR2153 

MOSFET driver integrated circuit is used. AC grid voltage is converter to DC voltage by diode 

bridge. Capacitors parallels to each other is charged by half of DC voltage. High frequency 

transformer is connected between the midpoint of capacitors and power switches. To reduce the high 

frequency noise due to the power switches, filter is added between AC grid and diode bridge. In 

addition, for protection of power switches, parallel RC snubber circuit and diodes are used. For 
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powering of IR2153 IC with 15 V, second transformer and diode bridge are used. Applied converter 

parameters are defined as 25 kHz switching frequency, 750 W output power and 0.8 efficiency. In 

addition, for transformer, ETD 54 core with N87 material of EPCOS company is chosen.  Besides, 

for output inductor, ETD39 core with N87 material of EPCOS company is used. Also, litz wire is 

employed both transformer and inductor.  

 

3.1. Design of High Frequency Transformer 

Require calculations for transformer is achieved by using (13-18). 

  

𝑉𝑖𝑛𝑚𝑎𝑥 = 𝑉𝑟𝑚𝑠 ∗ √2                                                                                                                                             #(13) 

   
𝑃 = 𝑉 ∗ 𝐼, 𝑃𝑜𝑢𝑡 = 700𝑊,      𝑉𝑜𝑢𝑡 = 110𝑉 ⟹  𝐼𝑜𝑢𝑡 = 6,36𝐴                                                           #(14) 

 

𝑃𝑖𝑛 =
𝑃𝑜𝑢𝑡

𝜂⁄  , 𝐼𝑖𝑛 =
𝑃𝑜𝑢𝑡

311⁄ = 2,81𝐴                                                                                                 #(15) 

 

Dead time is set as 1 µs. Total period is 40 µs because the switching frequency is 25 kHz. Voltage is 

occurred in primary 49% of total period, when it is thought that 2 µs dead time each two-half period. 

Duty cycle and conduction time is as in (16). 

    

𝐷 =
(100 −  2)

2⁄ = %49 , 𝑡𝑜𝑛 = %49 ∗ 40µ𝑠 = 19.6µ𝑠                                                                        #(16) 

 

Primary turn number Np can be calculated in (17) when magnetic flux density (B) is taken as 100 mT. 

Ae is cross sectional area of the core.  

 

 

𝑁𝑝 =
𝑉𝑖𝑛 ∗ 𝑡𝑜𝑛

2 ∗ ∆𝐵 ∗ 𝐴𝑒
⁄                                                                                                                                #(17) 

 

 

Secondary turn number can be calculated by (18). 

 

  

𝑁𝑠 =
𝑁𝑝 ∗ 𝑉𝑜𝑢𝑡

2 ∗ 𝐷 ∗ 𝑉𝑖𝑛
⁄                                                                                                                                 #(18)

 

 

Required conductor number of litz wire and cross-sectional area of the conductor can be calculated by 

(19-23). Ip primary current, S cross sectional area, J current density. 

 

𝑆 =
𝐼𝑝

𝐽⁄                                                                                                                                                                  #(19)
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When the frequency of the current passing through the conductor is increased, current passes surface 

of h conductor. It is called as skin effect. In (20), skin depth that is the depth of the current passing 

from conductor while frequency change is given.  In the application, operating frequency is 35 kHz, 

so skin depth is calculated as 0.45 mm.  

 

𝛿 = 72
√𝑓⁄                                                                                                                                                            #(20)

 

 

Transformer and inductor are wound by conductor having 0.3 mm diameter. For primary and 

secondary windings, parallel conductor number is calculated by using (19), (21), (22).   

 

𝑆 = 𝜋𝑟2                                                                                                                                                                  #(21) 

 

𝑆 =
𝐼𝑠

𝐽⁄                                                                                                                                                                  #(22) 

 

For output side inductor, required calculations are done by using (24). ∆I inductor ripple current, is 

taken as 20% of output current.  

 

𝐿𝑜𝑢𝑡 =
(𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡) ∗ 𝐷 ∗ 𝑇

2 ∗ ∆𝐼
⁄                                                                                                                  #(24) 

 

In application, as a power switch IXTQ460P2 power MOSFET, as a parallel diode of MOSFET, 

MUR460, as rectifier diodes DSEP15-06A are used.  

 
3.2. Battery Pack 

Battery pack is obtained series and parallel combination of li-ion battery cell having 3,6 V value. 

Total parallel battery cell number is 10 and total series connected battery cell number is 26.  

Parameter of battery pack is given in Table 1.  

 

Table 1. Battery pack parameters. 

Parameter Value 

Battery Cell Capacity 3450 mAh 

Battery Nominal Voltage 3,6 V 

Parallel connection number 10 

Battery capacity 34,5 Ah 

Series connection number 26 

Maximum Voltage 109,2 V 
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Each battery cell capacity is 3450 mAh and nominal voltage is 3.6 V. Battery pack structure and 

battery pack is shown in Fig. 4. As it is seen, there are 10 parallel connection and 26 series 

connection of each battery cell.  

 
a) 

 

 
b) 

Figure 4. Battery pack connection circuit (a), battery pack (b). 

 

3.3. Simulation Results 

Before the applications of half bridge DC-DC converter-based battery charger, at first, simulation 

studies are conducted. To conduct simulations, Matlab/Simulink and PSIM software are used. Firstly, 

simulation study is realized by resistor as a load then battery in Matlab/Simulink. After that, for 

validation of the Matlab/Simulink, PSIM simulation is made via resistor as a load.   

 

Firstly, simulation is conducted by using resistors as a load and its Matlab/Simulink circuit is given in 

Fig. 5. Protection circuit by measuring current and voltage of the battery is seen by the figure. Via 

protection logic, at the condition of higher current and voltage more than defined limit the converter 

stops its operation. Besides, required dead time between the operation of the switch is added in the 

simulations as it is seen by the figure.   
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Figure 5. Matlab/Simulink simulation circuit resistor as a load. 

 

In Fig. 6 switching signals of the switches are seen. Dead time between each switch can be observed 

easily by the figure and it is set as 1 μs. After applying the signal in Fig. 6 to the switches, operation 

of the converter is realized.  

 

 

 
Figure 6. Switching signals of power switches. 

 

After applying the signals in Fig. 6 to the power switches, high frequency AC voltage is induced at 

the secondary windings of the transformer as given in Fig. 7. Zero voltage values in the figure are 

because of the dead time between each switch.  
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Figure 7. Voltage waveform of transformer secondary winding. 

 

Switching signals in Fig. 6 results in drain-source voltages of power switches given in Fig. 8, after 

applying the power to the converter. It is seen that the drain-source voltage does not include peak 

values which is an advantage of the topology.  

 

 
Figure 8. Drain source voltage of MOSFET 1 and MOSFET2. 

 

After operation of each power switches, primary winding of the transformer has a voltage drop as 

given in Fig. 9. Also transferring energy to the secondary windings causes current drawn by primary 

winding that is given in Fig. 9.  Because of the dead time between switches, both current and voltage 

has zero values.  
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Figure 9. Transformer primary winding voltage and current. 

 

After inducing voltage at secondary, high frequency AC voltage is rectified by the high frequency 

diode bridge and applied to the load via inductor. Therefore, resulting load voltage and current are 

given in Fig. 10. The load voltage is obtained as 113.6 V and load current is obtained as 5.6 A.    

 

 
Figure 10. Load voltage and current. 

 

Fig. 11. A graph of the V and I power waveforms of the MOSFET is shown. 
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(a)                                                                             (b) 

Figure 11. V and I waveforms of the MOSFET. (a) Q1 V and I waveforms, (b) Q2 V and I 

waveforms. 

 

Simulation study in Matlab/Simulink is also carried out by using Li/Ion battery as a load and the 

simulation circuit is given in Fig. 12.   

 

 
Figure 12. Matlab/Simulink simulation circuit Li/Ion battery as a load. 

 

After the operation of the converter, the battery is charged. To observe the charging situation of the 

battery, SOC value is observed as given in Fig. 13. It is depicted that the SOC is increasing meaning 

that the batter is charging. 

 



  
   

 
 

 

 
 
 

Akgül, et al.,  Journal of Scientific Reports-A, Number 52, 149-173 March 2023. 
 

 
 

162 
 

 
Figure 13. Li/Ion battery state of charge (SOC). 

 

In order to provide charging of Li/Ion battery, there should be enough output voltage as given in Fig 

14. In addition, while the charging process with the SOC in Fig 13., the battery draws current from 

the converter as shown in Fig. 14.   

 

 
Figure 14. Li/Ion battery voltage and current. 

 

To validate the results conducted with Matlab/Simulink, simulation study is conducted with PSIM 

software. The simulation circuit of PSIM is given in Fig. 15.   
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Figure 15. PSIM simulation circuit. 

 

After operation of the converter with a resistor as load in PSIM, the output voltage and current are 

obtained as given in Fig. 16. It is observed by the simulation the output voltage is 110 V and output 

current is 6.2 A.   

 

 
Figure 16. Output voltage and current of the PSIM simulation. 

 

3.4. Material Selection 

On the base of simulation studies, application of half bridge DC-DC converter is realized. For the 

converter, materials used in the application is selected as given in Table .2.  

 

Table 2. Half bridge dc-dc converter material list. 

Material Part Number Material Values Size(mm) 

C1 and C2 KENDEIL 

K054006810PM0E050 

400V and 680µF 

-40°C-+105°C 

(D x L) 

35.00 x 50.00 
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CB FARATRONİC 

C42P2105KBSC400 

275VAC and 1µF 

-40°C-+125°C 

(W x H x T) 

32.0 x 18.00 x 9.00 

D1 and D2 IXYS 

DSEP15-06A 

600V and 15A 

-55°C-+150°C 

TO220AC 

PACKAGE 

Q1 and Q2 IXYS 

IXTQ460P2 

500V and 24A 

-55°C-+150°C 

TO3P 

PACKAGE 

 
4. EXPERIMENT 

 

Circuit parameters of half bridge DC-DC converter for application are defined as follows. 

Vin = 311V 

Vout = 112V 

Io = 5.5A  

fs = 25 kHz  

η = (Pout / Pin) * 100 = (620.48/697.5) * 100 = % 88.9 

In addition, material values for half bridge DC-DC converter are given below.  

Magnetic core= ETD54/28/19 

Material = N87 EPCOS  

Q1 – Q2: IXTQ460P2 - MOSFET DIS.24A 500V, R DS (on) ≤ 270mΩ, 

Diode: DSEP15-06A (15A 600V) -TO-220AC  

 

Circuit connection diagram of the half bridge DC-DC converter-based battery charger is given in Fig. 

17. Charging of the battery takes much time, therefore experiments are conducted by using resistive 

load and measurements are taken by using resistive load. However, the converter is tested with 

battery as well. The converter control is realized with open loop structure through IR2153 IC. 

Furthermore, the IC has dead time generator internally and dead time is set as 1 μs Besides, 

protection circuit is added with Arduino microcontroller by measuring current and voltage. As a 

current sensor ACS712 type sensor is used. Voltage is measured with voltage divider. 

 

 

Figure 17. Half bridge DC-DC converter-based charger connections. 
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The battery charger is installed in the electrical vehicle as shown in Fig. 18, also protection circuit is 

given in the same figure. The battery pack is connected to the electrical motor of the vehicle in the 

figure.  

 

 

Figure 18. Installation of the battery charger to the electrical vehicle. 

 

Fig. 19 shows the half bridge DC-DC converter-based battery charger circuit feeding resistive load 

and measurement units. Also, for protection of the battery and the charger, a protection circuit 

measuring battery current and voltage using Arduino Nano micro controller is done.  In addition, an 

LCD screen is used to visualize battery voltage and current.  Fig 19 also shows the measurement 

results that output voltage and current values of the load with multimeters as 5.54 A output current 

and 112 V output voltage.  

 

 

Figure 19. Application setup and measurements. 

 
Fig. 20 shows the output current of the load by oscilloscope. Output current is measured by ACS 712 

current sensor and oscilloscope probe is connected to ACS 712 output to measure the output current 
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waveform. When it is calculated by the oscilloscope measurement results regarding to ACS712 

output voltage, output current is approximately obtained as 5.54 A. Instead of using current probe, 

which is expensive, such way of current measurements is more practical and cheaper. However, in 

Fig. 20, ACS712 provides analog output as a voltage, this seems confusing. But after calculations 

regarding to ACS 712 output voltage, output current is found as approximately 5.54 A. 
 

 

Figure 20. Load current as an output voltage of the ACS 712 current sensor. 

 

The waveform of the input, output and rectified input voltage of the converter is given in Figure 21. 

The input voltage is 146 V, the output voltage is 110V and the rectified input voltage is measured as 

296 V. 

 

   
(a)                                                                (b) 



  
   

 
 

 

 
 
 

Akgül, et al.,  Journal of Scientific Reports-A, Number 52, 149-173 March 2023. 
 

 
 

167 
 

 
(c) 

Figure 21. Voltage results of half bridge dc to dc converter. (a) Input voltage, (b) Output voltage, (c) 

Rectified input voltage. 

 
Gate-source PWM signals of Q1-Q2 power switches having 1 μs dead time is given in Fig. 22. Similar 

to the simulation results in Fig. 7, application has also the same waveform.  
 

    
(a)                                                          (b) 

Figure 22. Switching signals of power switches, a) 5 μs time scale, b) 100 μs time scale. 

 

After applying signals given in Fig 22, the voltage on primary winding is obtained as high frequency 

square wave and given in Fig. 23. IT is seen that there is no peak value on primary voltage, it is the 

same waveform as by the simulation results in Fig. 10. So, simulation results prove the application.   
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Figure 23. Primary voltage waveform of the converter. 

 

Half bridge DC/DC converter is connected to the sinusoidal grid by diode bridge. The grid voltage 

and current is shown in Fig 24. It is seen that sinusoidal voltage is obtained, as 220 V. But the grid 

current is not sinusoidal because of the higher valued capacitor at the DC side. 

 

 

Figure 24. AC voltage and current of the converter under load. 

 

5. DISCUSSION 

 

Design, simulation, and application of battery charge device for electrical vehicle by using half bridge 

DC-DC converter topology for up to 620 W and its protection system including current and voltage 

protection is presented in the study. The half bridge DC-DC topology is one of the power converter 

topologies providing moderate or higher power conversion. By changing turns ratio of high frequency 

transformer, it ensures lower or higher output DC voltage. In addition, as an advantage of the 

topology, the converter has two power switches and lower voltage stress on the switches. So, the 

converter is very convenient as a battery charging device. Therefore, both application and simulations 

prove assumed results successfully that is charging the Li/Ion battery while ensuring protection. For 

the simulation, MATLAB/Simulink and PSIM software are used. Simulation results including 

protection structure approve the applications. [25] presents half bridge DC-DC converter focusing on 
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power factor correction for battery charging of the electrical vehicle but the protection of the battery 

is not covered as it presented in the paper. Although, full-bridge and DAB based electrical vehicle 

battery charger are presented in [26], [27] for higher power, number of switch and voltage stress on 

the power switches are higher than presented study. [28] presents electrical vehicle charger based on 

LLC converter, but it does not present battery package structure as it is given presented study and 

have higher number of power switches increasing cost. However, presented study includes just DC-

DC conversion, power factor correction is not a scope of the study. To have higher power factor, 

another front-end converter is good to be added to have higher power factor as future work. 

   

6. CONCLUSION 

 

In this study, design, simulation, and application of battery charge device for electrical vehicle by 

using half bridge DC-DC converter topology is presented. Modeling of charge device its control 

scheme design and evaluation of its performance is conducted by MATLAB/Simulink and PSIM 

environment. Besides, battery pack consisting of 260 single battery cells used for charging is 

presented. In experimental study, current and voltage graphs of half bridge DC-DC converter at 620 

W full load with 25 kHz switching frequency are obtained and it is observed that the charge device 

presents desired performance. Besides, protection of the battery pack is provided by using both 

current and voltage measurements. If the battery draws more than allowable current limit and battery 

voltage drop is more than maximum voltage, the battery charger stops its operation as a protection 

which is so important for increasing battery lifetime. Application results of charging and protection 

are also validated by simulation studies.      

   

Closed loop application by using microcontroller and linear control techniques after modeling the 

converter is aimed to be conducted as a future study. In order to realize closed loop application, an 

isolated voltage measurement circuit will also be designed.   
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NOMENCLATURE 

fs Switching frequency 

Pout Output power 

Vout Output voltage 

Iout Output current 

Pin Input power 

Iin Input Current 

ton Conduction Time 

Ae Magnetic core window field 

B Magnetic flux density 

S Cross sectional area 

J Current density 

ẟ Skin depth 

Lout Output coil inductance 

Vdc Input voltage 

Vo Output voltage 

Vc(max) Maximum voltage on switch 

Vin(max) Maximum input voltage 

Vrms Stands for root-mean-square voltage 

VL1 Inductor output voltage. 

Ip Primary current 

IL Inductor current 

IL1(pk) Peak Inductor current 

Ip(avg) Average primary current 

Id(max) Maximum drain current 

t Operating mode time 

k Duty cycle 

kmax Maximum duty cycle 

Ns Secondary turn number 

Np Primary turn number 

Vse Secondary voltage 

T Period 

ΔI Output current swing difference. 

D Duty rate. 

Po Output power 
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Pi Input power 

η Efficiency 

L Inductor 

C Capacitor 

R Resistance 

SOC State of Charge 

PWM Pulse-Width Modulation 

LCD Liquid-Crystal Display 
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ABSTRACT 

 

Studies on the control of nonlinear systems with metaheuristic algorithms are increasing day by day. It 

is one of the nonlinear systems in the Twin rotor multiple input multiple output (TRMS) system, 

which emerged as a prototype of helicopters. This system has two control angles horizontally and 

vertically. In this study, the yaw and pitch angle control parameters of the TRMS system were found 

using both traditional and butterfly-based particle swarm optimization (BFPSO) method. In 

experimental studies, reference values of main propeller and tail propeller angles were tried to be 

reached in TRMS with fractional order proportional-integral-derivative (FOPID), proportional-

integral-derivative (PID) and tilt-integral-derivative (TID) controllers. 

 

Keywords: TRMS, Pitch Angle, Yaw Angle, BFPSO, PID, FOPID, TID. 

 

 

1. INTRODUCTION 

 

The use of metaheuristic algorithms for systems with nonlinear behavior to reach reference values is 

gaining momentum today. In the studies carried out, algorithms that give better results are developed, 

inspired by the behavior changes of animals. These algorithms can be based not only on the behavior 

of animals, but also on biologically based algorithms such as the immune system. Particle Swarm 

Optimization (PSO), which is one of the most basic types of swarm optimization, has also been 

developed over time and has allowed different types of optimization algorithms [1]. Another 

optimization type created using the PSO algorithm is BFPSO [2, 3]. These optimization types are used 

in many areas such as renewable energy applications and TRMS systems [4]. In addition to swarm-

based optimizations, biological-based algorithms such as genetic algorithms are also used in the 

control of nonlinear systems [5, 6]. The aim of this study is to estimate the controller coefficients for 

mailto:alicancabuker@gmail.com
mailto:mna1@yyu.edu.tr
mailto:ishakparlar@yyu.edu.tr
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nonlinear systems of traditional controllers and metaheuristic optimization methods. Hybrid 

optimization types have been developed to improve the performance of the two optimization types, 

usually finding solutions using their populations. With the developed hybrid metaheuristic 

optimization types, coefficients can be found for control methods such as PID and FOPID .The 

coefficients obtained can provide a very effective success in the control of non-linear systems such as 

the twin rotor mimo system. Since non-linear systems are very sensitive, the control coefficient search 

range should also be found with precision [7, 8]. 

  

The remainder of the paper is arranged into several sections. Section 2 introduces configuration and 

theoretical analysis of the TRMS and BFPSO method. Experimental results of traditional control 

methods and BFPSO method-based controllers are shown in tables in section 3. Finally, in section 4 

draws the main conclusions of the paper. 

 

2. MATERIAL AND METHOD 

 

2.1. TRMS  

TRMS, which is produced as a prototype of helicopters, reaches the desired reference angle values 

with the speed of the DC motors fixed on the ground and on it, unlike the helicopter. When comparing 

TRMS to helicopter in general terms, TRMS is not capable of flying like a helicopter and does not 

include cyclic control. Also, in TRMS, a fixed beam determines the equilibrium position.  

 

TRMS is a very difficult device to control due to the coupling dynamics that these angles create 

against each other, as well as the pitch and yaw angles [9-11]. The TRMS rotor aerodynamics have an 

angular velocity, which in turn turns the aerodynamic torques. Mechanical-electrical model and 

experimental setup of TRMS is given in Figure 1. 

 

 

Figure 1. Mechanical-electrical model and experimental setup of TRMS. 

 

The dynamical equations of TRMS are produced based on Newton's second law. The dynamic 

equation in the vertical plane is given in Eq.1. 
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𝑀𝑣 = 𝐽𝑣
𝑑2𝛼𝑣

𝑑𝑡2               (1) 

 
Mv is the sum of the moment components and Jv, is the sum of the moments of inertia about the 

horizontal axis. Moments of the repulsive forces in the horizontal plane as well as in the vertical plane 

can be expressed as in Eq.2.  

 

𝑀ℎ1=𝑙𝑡𝐹ℎ(𝑤𝑡)𝑐𝑜𝑠𝛼𝑣         (2) 

 
In Figure 2, the blocks in the system structure of TRMS's main path pitch, main path yaw and 

coupling dynamics cross path from pitch and cross path from yaw, which are cross-connection 

dynamics are given [12]. 

 

 

Figure 2. Decoupling Dynamics of TRMS. 

 

The cross-link dynamics shown in Figure 2 cause control difficulties in TRMS, as Pitch and Yaw 

angles affect each other [13-14]. Transfer function of TRMS was given Eq. 3 and Eq. 4. 

 

Gv =  
1.359

s3+0.997s2+4.786s+4.278
                          (3) 

 

Gh =
3.6

s3+6s2+5
               (4) 

 

2.2. Particle Swarm Optimization 

Particle swarm optimization algorithm is one of the oldest and basic algorithms based on swarm 

intelligence. It has been used in many applications since its first appearance in 1995. Particle swarm 

optimization method can be used to solve constrained, nonlinear and multi-objective optimization 

problems [15, 16]. The flowchart of PSO is given in Figure 3. 
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START

Swarm 

initialization

Particle fitness 

evaluating

Calculating the 

individual historical 

optimal position

Uptading particle velocity and 

position according to the velocity 

and position updating equation

END

YES

Calculating the swarm 

historical optimal 

position

Satisfying the 

ending condition?

NO

 

Figure 3. Flowchart of the particle swarm optimization algorithm. 
 
The basic mathematical expressions of particle swarm optimization are given in equations 5 and 6. 

These equations will be rearranged later for butterfly-based particle swarm optimization; 

 

𝑣𝑘+1 = 𝑤 ∗ 𝑣𝑘 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑘 − 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑘 − 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛)         (5) 
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𝑥(𝑘+1) =  𝑥𝑘 + 𝑉𝑘+1          (6) 

 

2.3. Butterfly-Based Particle Swarm Optimization 

In this study, we used butterfly-based particle swarm optimization, which was developed as a hybrid. 

Particle swarm optimization (PSO) consists of certain stages. The flow diagram of the BFPSO is 

given in Figure 4 [17-19]. 

 

START

Initialization: Each 

Particle is random 

located

Calculate 

Objective 

Function

Is the lowest current 

objective value lower 

than the personal 

best objective

Assign the personal best 

position value as the current 

position of the particle with 

the lowest objective value

No action 

required

Overwrite the global 

best location as 

personal best location

Update the location of 

each particle by using 

calculated velocities?

END

YES

YES NO

Calculate 

velocity

Is the stopping 

criterion satisfied?
NO

  

Figure 4. Flow Diagram of the BFPSO. 
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PSO phases begin by randomly placing each particle in the swarm. An objective function is then 

calculated for each part, comparing whether the calculated objective value is lower than the particle's 

personal best. If it is not lower and no action is taken, the personal best position value is assigned as 

the current position of the particle with the lowest objective value [20-22]. 

 

After these actions, the personal best position is updated by overwriting the global best position. Next; 

the velocity of each particle is calculated, the position of each particle is updated using the calculated 

velocity. Finally, it is questioned whether the obtained values are sufficient to stop the loop. The 

velocity and motion formulas of particle swarm optimization are given in Eq.5 and Eq.6. 

 

In equations w is the inertia weight, r1 and r2 are two random numbers between (0, 1). c1 and c2 are the 

cognitive and social scaling parameters. However, in order to achieve butterfly-based particle swarm 

optimization, it is necessary to place the equations of butterfly optimization in the cycle of particle 

swarm optimization. The velocity equation of the particle swarm optimization is rewritten according 

to the butterfly optimization. The velocity equation for butterfly-based particle swarm optimization is 

given in Eq.7. 

 
𝑣𝑘+1 = 𝑤 ∗ 𝑣𝑘 + 𝑆𝑘(1 − 𝑃𝑘)𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑘𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛) 
          +𝑝𝑘𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑘 − 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛)             (7) 

 

Sk and Pk are sensivity and probability in the velocity equation are given in Eq. 8 and Eq. 9 [2]. 

 

𝑠𝑘 = 𝑒𝑥𝑝 − (𝐼𝑡𝑒𝑟𝑚𝑎𝑥 − 𝐼𝑡𝑒𝑟𝑘)/𝐼𝑡𝑒𝑟𝑚𝑎𝑥                             (8) 

 

𝑃𝑘 = 𝐹𝐼𝑇𝑔𝑏𝑒𝑠𝑡,𝑘/−(𝐹𝐼𝑇𝑙𝑏𝑒𝑠𝑡,𝑘)                              (9) 

 

We choose parameters of BFPSO are c1=2, c2=2, w=0.8. 𝐼𝑡𝑒𝑟𝑚𝑎𝑥 in equation 8 indicates the 

maximum number of iterations, and 𝐼𝑡𝑒𝑟𝑘 indicates the number of iterations at the time of the loop 

and 𝐼𝑡𝑒𝑟𝑚𝑎𝑥 = 1000 . In equation 9 , FITbest =Fitness of local best solutions, FITgbest = Fitness of 

global best solutions [2]. 

 

2.4. TID (Tilt-Integral-Derivative) Controller 
Introduced as a tilt controller (TID), it provides feedback gain as a function of frequency that is tilted 

or shaped by the gain frequency of a traditional balancing unit. For the tilt compensator, ∝ is a real 

number, usually between 2 and 3. The ∝ value in the TID controller optimizes the Kp value  [17,24]. 

 

The traditional expression of the TID Controller is given in Eq. 10. 

 

𝐶(𝑠) = 𝑇𝑖𝑆−1 + 𝑇𝑡𝑆−1/∝ + 𝑇𝑑𝑆                        (10) 

 

The TID controller retains many of the advantages of the traditional PID controller due to its easy of 

adjustment. Also, the TID controller has three parallel paths with adjustable properties, just like the 
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general block diagram of the PID controller [25]. The general block diagram of the TID controller is 

given in Figure 5. 

Ti
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Td

Plant

1

s

1/s 

s

OutputInput
+

-

+

+

+

 

Figure 5. TID Controller general block diagram. 

 

2.5. Fractional Order Proportional Integral Derivative (FOPID) 

Fractional Proportional Differential Integral controller (FOPID), unlike classical PID controller, 

includes fractional degrees in its mathematical equation. Due to this feature, it provides a more 

effective control of the systems compared to the classical PID controller. Mathematical expression of 

fractional order PID controller is given in Eq.11. 

 

𝐹𝑂𝑃𝐼𝐷 = 𝐾𝑝 + 𝐾𝑖. 𝑠−𝜆 + 𝐾𝑑. 𝑠𝜇                          (11) 

 

𝜆 and µ in Eq. 11 represent the fractional power of integral and differential control. 

 

2.6. IAE, ISE, ITAE and ITSE Error Performance 

Specific tests are carried out to examine the fault performance of the twin rotor multi-input multi-

output system. These tests are integral absolute error (IAE), integral squared error (ISE), integral time 

squared error (ITSE), and integral time absolute error (ITAE). Mathematical expressions of error 

performance measures are given in Eq.12-15 [26-28]. 

 

𝐼𝑆𝐸 = ∫ 𝑒2(𝑡)𝑑𝑡
∞

0
                     (12) 

 

𝐼𝑇𝑆𝐸 = ∫ 𝑒2(𝑡)𝑡𝑑𝑡
∞

0
                        (13) 

 

𝐼𝐴𝐸 =  ∫ |𝑒(𝑡)|𝑑𝑡
∞

0
                           (14) 

 

𝐼𝑇𝐴𝐸 = ∫ 𝑡|𝑒(𝑡)|𝑑𝑡
∞

0
                     (15) 
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3. RESULTS 

  

In this section, the effects of the coefficients obtained by using traditional control methods and 

BFPSO method on the controllers are discussed one by one. All experimental results are detailed. The 

rise time, settling time and overshoot times obtained from the graphs are calculated and presented in 

tables. Finally, the error performance analyzes between the results obtained with the traditional and 

BFPSO methods were evaluated. In this way, it can be easily seen how much performance is achieved 

with the traditional and BFPSO method.  

 

PID, FOPID and TID controllers coefficients obtained by butterfly-based particle swarm optimization 

are given in Table 1-3. 

 

Table 1. Coefficients of PID controller with BFPSO method. 

 

Table 2. Coefficients of FOPID controller with BFPSO method. 

BFPSO Kp Ki Kd λ µ 
FOPID𝝋 0.3291 0.2397 0.2470 0.98 1.0295 

FOPIDΨ 0.1942 0.1563 0.1530 1.0125 0.9755 

 
Table 3. Coefficients of TID controller with BFPSO method. 

BFPSO Kp Ki Kd α 
TID𝝋 0.1512 0.4898 0.2248 0.3179 

TIDΨ 0.1010 0.3838 0.1693 0.8936 

 
PID, FOPID and TID controller coefficients obtained by trial and error method are given in Table 4-6. 

These coefficients are kept within the boundary conditions in which the TRMS system can operate. 

 

Table 4. Coefficients of traditional PID controller. 

 

Table 5. Coefficients of traditional FOPID controller. 

Traditional Kp Ki Kd λ µ 
FOPID𝝋 0.25 0.10 0.05 1.2 1.90 

BFPSO Kp Ki Kd 

PID𝝋 0.2354 0.4329 0.3250 

PIDΨ 0.2175 0.6207 0.3681 

Traditional Kp Ki Kd 

PID𝝋 3 2.5 1.5 

PIDΨ 2.5 7.5 10 
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FOPIDΨ 0.20 0.10 0.05 1.2 1.8 

 

Table 6. Coefficients of traditional TID controller. 

Traditional Kp Ki Kd α 
TID𝝋 0.20 0.75 0.25 0.5 

TIDΨ 0.75 0.50 0.25 0.9 

 

The pitch and yaw angles in TRMS were experimentally obtained using the coefficients of BFPSO. 

Pitch responses of PID, FOPID and TID controllers with BFPSO method and traditional method show 

in Figure 6. 

 

 
       a) 

  

 
b) 

Figure 6. Pitch responses of PID, FOPID and TID controllers a) BFPSO method and b) traditional 

method. 
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As can be seen from the graphs obtained by using the coefficients obtained by the BFPSO method, it 

is seen that the pitch angles on all controllers have significantly improved in the amount of rise, 

settling and overshoot. 

The pitch and yaw angles in TRMS were experimentally obtained using the traditional coefficients. 

Yaw responses of PID, FOPID and TID controllers with BFPSO method and traditional method show 

in Figure 7. 

 

 
 a) 

 

 
b) 

Figure 7. Yaw responses of PID, FOPID and TID controllers a) BFPSO method and b) traditional 

method. 
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As can be seen from the graphs obtained by using the coefficients obtained by the BFPSO method, it 

is seen that the yaw angles on all controllers have significantly improved in the amount of rise, 

settling and overshoot. It has also been observed that it prevents serious overshoots in yaw angles. 

 

The error performance analyzes of pitch and yaw angles on the PID, FOPID and TID controllers of 

the coefficients obtained using the BFPSO and traditional method are given in Table 7-8. 

 
Table 7. Error analyzes performance of PID, FOPID and TID controllers with BFPSO method.  

BFPSO ISE ITAE IAE ITSE 

PID𝝋 1.42 44.59 4.013 15.75 

PIDΨ 1.003 31.22 3.192 10.39 

FOPID𝝋 2.842 113.8 8.376 113.8 

FOPIDΨ 3.218 192.1 10.85 175.9 

TID𝝋 1.337 27.48 4.062 11.77 

TIDΨ 1.3 45.4 4.338 28.99 

 

Table 8. Error analyzes performance of traditional PID, FOPID and TID controllers. 

Traditional ISE ITAE IAE ITSE 

PID𝝋 0.373 4.429 1.329 1.52 

PIDΨ 0.4107 14.78 1.796 0.4485 

FOPID𝝋 3.49 326.9 11.89 191.7 

FOPIDΨ 4.26 463.6 16.22 463.5 

TID𝝋 1.789 282.9 7.677 68.22 

TIDΨ 0.716 97.31 3.585 16.77 

 

The rise time, settling time, overshoot and maximum values of the controllers in the yaw and pitch 

angles with the BFPSO and traditional method are given in Table 9-12. 

 

Table 9. Rise time, settling time, overshoot and maximum values of yaw with BFPSO method. 

BFPSO Rise Time Settling Time Overshoot 
Maximum 

Value 

PID𝝋 8.4934 22.1729 0.1061 0.5093 

FOPID𝝋 20.8403 68.0384 0 0.5000 

TID𝝋 2.8283 37.1837 0.1289 0.6289 

 

Table 10. Rise time, settling time, overshoot and maximum values of pitch with BFPSO method. 

BFPSO Rise Time Settling Time Overshoot Maximum 
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Value 

PIDΨ 8.3709 95.676 0.0154 0.5154 

FOPIDΨ 43.4094 88.9760 0.0123 0.5123 

TIDΨ 11.5126 99.0780 0.0185 0.5185 

 

Table 11. Rise time, settling time, overshoot and maximum values of yaw angle with traditional 

method. 

Traditional Rise Time Settling Time Overshoot 
Maximum 

Value 

PID𝝋 1.034 9.474 0.2731 0.7731 

FOPID𝝋 17.3 28.83 0.0584 0.5584 

TID𝝋 1.66 93.43 0.4910 0.9910 

 

Table 12. Rise time, settling time, overshoot and maximum values of pitch angle with traditional 

method. 

Traditional Rise Time Settling Time Overshoot 
Maximum 

Value 

PIDΨ 1.321 16.87 0.2240 0.7240 

FOPIDΨ 27.92 99.04 0.0553 0.5553 

TIDΨ 1.71 99.77 0.0553 0.5553 

 
4. CONCLUSION 

 

The computer on which applications are performed on TRMS has i3 2nd generation 8 GB ram and 

used the TRMS owned by the university and the estimated budget of the TRMS is 250.000 Turkish 

liras. When the times to reach the reference values are compared; In yaw angles, the rise time was 

improved with the TID controller 2.8283 seconds, the PID controller 8.4934 seconds, and the FOPID 

controller 20.84 seconds. While there is a difference of about 6 seconds between the PID controller 

and the TID controller, the TID controller provides an advantage in rising time and a disadvantage in 

settling time. The TID controller has a high overshoot, while the PID controller settles to the reference 

value about 15 seconds ago. For the pitch angle, the PID controller responded faster than the TID 

controller for about 8 seconds at rise time and 4 seconds at settling time. On the contrary, in terms of 

overshoot, the FOPID controller performed faster than the other controllers with almost zero 

overshoot in yaw angle and 0.0123 seconds overshoot in pitch angle despite the slow response. 

 

In the light of the obtained data, it has been observed that the PID controller gives better results than 

the FOPID and TID controllers for the pitch and yaw angle. In the graph obtained for the pitch angle, 

it was observed that the controllers could not provide sufficient resistance against the gravity and 

therefore experienced oscillations while reaching the reference value. It was seen that the most 

successful response against gravity was obtained with the PID controller. Among the control methods, 

FOPID was determined to be the controller that gave the slowest response in reaching the reference 



   
   

 
 

 

 
 
 

Çabuker, et al.,  Journal of Scientific Reports-A, Number 52, 174-189 March 2023. 
 

 
 

186 
 

value that is why error performance is high and the TID controller responds quickly at rise time, it 

makes a very slow movement at settling time.  Butterfly-based particle swarm optimization gives 

better results than classical particle swarm optimization in terms of sensivity and possibilities. High 

sensitivity prevents overshoot and deterioration in the control of TRMS. Because of that BFPSO was 

selected for the simulation of TRMS. 
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APPENDIX I 

 

Table 13. TRMS nonlinear model parameters [7]. 

Parameters Value 

𝐼1- Moment of inertia of pitch rotor 6,8 ∙ 10−2𝑘𝑔 ∙ 𝑚2 

𝐼2- Yaw rotor moment of inertia 2 ∙ 10−2𝑘𝑔 ∙ 𝑚2 

𝑎1- Static characteristic parameter 0,0135 

𝑏1- Static characteristic parameter 0,0924 

𝑎2- Static characteristic parameter 0,02 

𝑏2- Static characteristic parameter 0,09 

𝑀𝐺- Gyroscope momentum 0,32 𝑁𝑚 

𝐵1𝜓- Friction momentum function parameter 6 ∙ 10−3𝑁𝑚/𝑟𝑎𝑑 

𝐵2𝜓- Friction momentum function parameter 1 ∙ 10−3𝑁𝑚/𝑟𝑎𝑑 

𝐵1𝜑- Friction momentum function parameter 1 ∙ 10−1𝑁𝑚/𝑟𝑎𝑑 
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𝐵2𝜑- Friction momentum function parameter 1 ∙ 10−2𝑁𝑚/𝑟𝑎𝑑 

𝐾𝑔𝑦- Gyroscope momentum parameter 0,05 𝑟𝑎𝑑/𝑠 

𝑘1- 1. Engine gain 1,1 

𝑘2- 2. Engine gain 0,8 

𝑇11- 1. Engine denominator parameter 1,1 

𝑇10- 1. Engine denominator parameter 1 

𝑇21- 2. Engine denominator parameter 1 

𝑇20- 2. Engine denominator parameter 1 

𝑇𝑝- Cross-reaction momentum parameter 2 

𝑇0- Cross-reaction momentum parameter 3,5 

𝑘𝑐- Cross-reaction momentum gain −0,2 
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ABSTRACT 

 

A successful solution algorithm for non-convex optimization problems is the Modified Subgradient 

Algorithm (MSGA), which solves dual problems based on the sharp augmented lagrangian function. 

However, its performance highly depends on its parameter values, and determining the appropriate 

parameter values is difficult as they can be completely different for each problem. In this study, a new 

hybrid solution approach that a tabu search algorithm to find the appropriate MSGA parameter values 

and the MSGA algorithm run together is proposed. Although it seems like a contradiction to use an 

algorithm that also has its parameters to determine the most appropriate parameter values of an 

algorithm, this contradiction is eliminated by fixing the parameter values of the tabu search algorithm. 

The proposed algorithm does not need appropriate values of any algorithm parameter. It can find 

appropriate parameter values for each problem itself starting with the same fixed initial values. To 

show the success of the developed algorithm, especially on 0-1 quadratic problems, it is compared 

with the classical MSGA algorithm by using the quadratic knapsack test instances taken in the 

literature. According to the obtained solutions, the superiority of the hybrid algorithm has been 

demonstrated. 

 

Keywords: Modified Subgradient Algorithm (MSGA), Tabu Search Algorithm, Quadratic Knapsack 

Problem. 

 

1. INTRODUCTION 

 

Lagrangian relaxation and subgradient algorithms have been widely applied to integer or mixed 

integer programming problems. However, classic Lagrangian techniques often result in a duality gap 

and generally cannot determine the optimum value of the primal integer optimization problems, such 

as the quadratic 0-1 problems that are non-convex [1]. 
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Recently, a considerable amount of literature has been published on different augmented Lagrangian 

duality methods that can eliminate the duality gap in most non-convex problems and obtain good 

solutions. The MSGA is developed by Gasimov [2], and then, a general version of the algorithm 

including generalized augmented Lagrangian dual problems is presented by Gasimov and Rubinov 

[3]. They applied this algorithm to a different kind of optimization problem. Gasimov and Ustun [4] 

demonstrated the performance of the MSGA for non-convex 0-1 quadratic assignment problems. 

Gasimov and Ustun [5] focussed on a generalized version of the algorithm to handle sharp augmented 

Lagrangian dual problems. In another study, Burachik et.al. [6] developed an inexact version of the 

algorithm that could obtain solutions to the problems with less computational time. Sipahioglu and 

Saraç [7] examined the algorithm's performance for QKP with an inequality constraint. To solve a 

general portfolio optimization problem, Ustun and Kasimbeyli [8] applied the feasible value-based 

modified subgradient (F-MSG) algorithm, which is a generalized version of the MSGA. Ulutas and 

Sarac [9], handled a multi-period facility layout problem where the sum of material handling and re‐
layout costs are minimized. They proposed the MSGA for this problem and determined its parameters 

of MSGA by using the design of the experiment. In another study, Ozcelik and Sarac [10] addressed 

the cell formation problem with alternative part routes to minimize the weighted sum of the voids and 

the exceptional elements. They proposed a hybrid genetic algorithm based on MSGA. Takan and 

Kasimbeyli [11] developed a new hybrid subgradient algorithm for solving the capacitated vehicle 

routing problem. In another recent study conducted by Bulbul and Kasimbeyli [12], a new version of 

the aircraft maintenance routing problem is addressed. The authors proposed a hybrid solution 

approach for this problem, which hybridized the F-MSGA and the ant colony optimization 

metaheuristic. As can be seen from these studies, MSGA is a successful solution method that is 

widely used in solving discrete problems with linear or quadratic objective functions. However, two 

difficulties can be encountered when using this algorithm. The first is that solving the dual problem 

can be very difficult.   So, the studies on the MSGA in the literature in which the hybrid solution 

approach is suggested have generally focused on the solution of the dual problem and used 

metaheuristic algorithms to solve the dual problem. However, another important issue affecting the 

performance of the MSGA is the determination of appropriate parameter values. In the literature, only 

one study [9] has been accessed to determine the parameters of the MSGA by using the experimental 

design method. 

 

The design of the experiment is usually used for determining the parameter sets of the algorithms to 

improve the solutions in the literature. However, it has two important disadvantages: (1) the success of 

the parameter set depends on the problem type so for each test instance the parameter sets must be 

redetermined by resolving it for each parameter combination in the experiment plan (2) in the design 

of experiment, parameter values are the factor levels so only a few predefined values are available for 

every parameter and combinations of these levels can be examined. In fact, the optimum values of the 

parameters may not be one of these levels. 

 

In this study, a new hybrid solution approach that a tabu search algorithm (TSA) to find the 

appropriate MSGA parameter values and the MSGA run together is proposed. Although at first 

glance, it seems like a contradiction to use an algorithm with parameters to determine the most 

appropriate parameter values of an algorithm, this is eliminated by fixing the parameter values of 

TSA. Different from the design of the experiment, the developed algorithm has two significant 
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advantages: (1) The TSA searches the appropriate parameter values for each instance automatically, 

and (2) The parameter values are not selected among only a few predefined numbers, the algorithm 

searches the appropriate values in a very large set. So, the optimum values can be obtained. To show 

the performance of the hybrid algorithm, it is compared with the classical MSGA by using the 

quadratic knapsack problem instances taken from the literature. 

 

The remainder of this study is organized as follows. In the following section, the hybrid solution 

approach is introduced. TSA and the proposed hybrid algorithm are explained, respectively. Quadratic 

knapsack problems which are used for testing the hybrid algorithm’s performance and test results are 

given in the third section. In the last section, conclusions are presented. 

 
2. HYBRID SOLUTION APPROACH 

 

In this section, the proposed solution approach combining the MSGA and a TSA, to find the 

appropriate parameter values of the MSGA is explained in detail. Before the steps of the algorithm, 

MSGA and the TSA are explained in the following sub-sections. 

 

 

2.1. Modified Subgradient Algorithm         

The MSGA can be applied to non-convex problems with the equality constraint. For non-convex 

problems, using the classical Lagrangian method can result in a non-zero duality gap. However, this 

problem can be eliminated by using the sharp-augmented Lagrangean function. It is proven that when 

the objective and constraint functions are all Lipschitz then the sharp augmented Lagrangean 

guarantees the zero-duality gap [2]. The algorithm has many other remarkable features. In the primal 

problem, it is not required convexity or differentiability conditions and the penalty parameter. This 

means, when the parameters are selected accurately, the optimal value can be found with the MSGA. 

So, the success of the MSGA depends on the selection of parameter values. The MSGA is briefly as 

follows: 

 

                                 min 𝑃 = min
𝑥∈𝑆

𝑓(𝑥)                                            (1) 

 

                               𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑔(𝑥) = 0                                          (2) 
 

P represents the primary problem. (f:𝑋 → 𝑅, g: 𝑋 → 𝑅𝑛) 𝑆 is a compact subset of 𝑋. The sharp-

augmented Lagrangean function (𝐿) associated with 𝑃 is given in Eq. (3) (𝐿: 𝑆 × 𝑅𝑛 × 𝑅+ → 𝑅 ):  

 

                                                  𝐿(𝑥, 𝑢, 𝑐) = 𝑓(𝑥) + 𝑐‖𝑔(𝑥)‖ − 〈𝑔(𝑥), 𝑢〉                              (3) 

 
Where, ║𝑔(𝑥)║is the Euclidean-Norm of 𝑔(𝑥). 〈𝑔(𝑥), 𝑢〉 is the Euclidean Inner-Product on 𝑅𝑛. 𝑐 and 

𝑢 are the dual variables. H(𝑢, 𝑐) is the dual function. (𝑃∗) dual the problem of (𝑃). 

 

                                             𝐻(𝑢, 𝑐) = min
𝑥∈𝑆

𝐿(𝑥, 𝑢, 𝑐),    𝑓𝑜𝑟 𝑢 ∈ 𝑅𝑛 , 𝑎𝑛𝑑 𝑐 ∈ 𝑅+                               (4) 
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                                                            (𝑃∗)    𝑚𝑎𝑥
(𝑢,𝑐)∈𝑅𝑛×𝑅+

𝐻(𝑢, 𝑐)                                                          (5)   

 

The steps of the MSGA are given below: 

 

Step 0. Select (𝑢1, 𝑐1) ∈ 𝑅𝑛 × 𝑅+ and 𝑘= 1. 

 

Step 1. Solve the sub-problem with Lagrange multipliers (𝑢𝑘, 𝑐𝑘). 

 

(𝑃) 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
𝑥𝑘∈𝑆

𝑓(𝑥𝑘) + 𝑐𝑘‖𝑔(𝑥𝑘)‖ − 〈𝑢𝑘, 𝑔(𝑥𝑘)〉                                                                                      (6) 

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑓(𝑥𝑘) + 𝑐𝑘‖𝑔(𝑥𝑘)‖ − 〈𝑢𝑘, 𝑔(𝑥𝑘)〉 ≤ 𝐻                                                                             (7) 

 

If ‖𝑔(𝑥𝑘)‖ ≠ 0 for the obtained solution 𝑥𝑘, 𝑥𝑘 is not a feasible solution for (P), go to Step 2, if 

‖𝑔(𝑥𝑘)‖ = 0, 𝑥𝑘 is a feasible solution for (P) and (𝑢𝑘 , 𝑐𝑘) is a solution to (𝑃∗) STOP. 

 

Step 2. Calculate (𝑢𝑘+1, 𝑐𝑘+1) values by using the formulas in Eq. (8) and go to Step 1. 

 

 𝑢𝑘+1 = 𝑢𝑘 − 𝛼𝑠𝑘𝑔(𝑥𝑘),  𝑐𝑘+1 = 𝑐𝑘 + (1 + 𝛼)𝑠𝑘‖𝑔(𝑥𝑘)‖                                 (8) 

 

Here, 𝑠𝑘 denote positive scalar step size and it can be calculated by the formula in Eq. (9). 

 

                                                     𝑠𝑘 =
𝛿𝛼(�̅�−𝐿(𝑥𝑘,𝑢𝑘,𝑐𝑘))

(𝛼2+(1+𝛼)2)‖𝑔(𝑥𝑘)‖2                                                                    (9) 

 

Where, 𝐻 ̅̅ ̅is an upper bound value in the (𝑃∗) and  is a step size parameter.  > 0 and 0 <  < 2. 

 

Parameters of step size formulation (9) are 𝐻 ̅̅ ̅, 𝛼 and . Selecting the values for these parameters is 

important for the success of the MSGA. In the following two sections, it is explained how the values 

of these parameters are determined. 

 

2.2. Tabu Search Algorithm 

The TSA is a metaheuristic originally developed by Glover, which has been successfully applied to a 

variety of combinatorial optimization problems [13]. In this algorithm, to escape from local optimal, it 

also accepts unimproved solutions when not all neighborhoods are improved. It is briefly a single-

solution-based metaheuristic that is used to explore a search space beyond local optimization, guided 

by a local search algorithm. The feature that distinguishes it from other algorithms is that the 

successive moves are limited by keeping them in a list to prevent the algorithm from repeatedly 

visiting the same solutions.  The list in which successive moves are kept is called the Tabu List (TL). 

TL operates with short-term memory and this memory is updated in each iteration. It is very critical 

for the performance of the TSA. Another critical feature is the aspiration criterion. If a move leads to 

a better solution than the current solution, that is, if it is a good move, but it is available in the TL, this 
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move is removed from the TL and the move is allowed thanks to the aspiration criterion. For this 

reason, diversity is ensured in the algorithm by allowing previously the tabu moves. 

 

In TSA, another important term is tabu list size. It determines how long a move will remain in the tabu 

list. Accordingly, when the number of tabu moves reaches the tabu list size, the oldest element in the 

tabu list is removed from the list. Thus, the tabu list has an innovative memory structure.  

The steps of the basic TSA are given below: 

 

Step 1. Determine the TSA parameter values (Tabu list size (s), number of iterations(t), the structure 

of the neighborhood etc.) 

 

Step 2. Generate a feasible initial solution (x). Define this solution as the best-obtained solution and an 

empty tabu list (x*=x, TL={}).   

 

Step 3. Generate a feasible new solution (x
'
) by applying a move that except the tabu move in the TL 

or ensure the aspiration criterion in the TL  

 

Step 4. Update the TL and the current solution (x= x
'
, TL={movext}) 

Step 5. If the tabu list size is equal to s, delete the oldest element from the tabu list. 

 

Step 6. If the current solution is better than the best-obtained solution, update the best-obtained 

solution (x*=x). 

 

Step 7. If the termination criterion is met, stop. If not, update the t (t=t+1) and return to Step 3.  

 

The parameters of the TSA are described and their fixed values are given below.  

 

Neighbour generation scheme: There are 3 parameters we try to find their proper values. By adding a 

certain amount (Δ1, Δ2, Δ3) to the current parameter values (𝐻 ̅̅ ̅, ,  ) or by reducing a certain amount 

from the current parameter values, 6 neighbors (𝐻 ̅̅ ̅-Δ1, 𝐻 ̅̅ ̅+Δ1, -Δ2, +Δ2, - Δ3, +Δ3 )  are obtained 

in each iteration.  

 

Tabu list size: The tabu list size is fixed to six. 

Termination criterion: This parameter decides how many iterations are allowed. It is fixed to 30. 

 

2.3. Hybrid MSGA 

In this section, the steps of the developed algorithm are given. 

 

Step 0. Determine the maximum iterations number (IMAX). And select the maximum number of 

updates of the dual variables allowed (KMAX).  Set the initial parameter values of MSGA as 𝐻 ̅̅ ̅= 0,  

= 5,  = 1 and set the certain amounts (adding to the parameters or reducing from the parameters) as 

(Δ1 = 500, Δ2 = 1, Δ3 = 0.2). 
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Step 1. Generate the 6 neighbors (𝐻 ̅̅ ̅-Δ1, 𝐻 ̅̅ ̅+Δ1, -Δ2, +Δ2, - Δ3, +Δ3 ) of the current parameter 

values. If - Δ3 ≤ 0 or +Δ3 ≥ 2 add this neighbor to the tabu list. If all generated neighbors are in the 

tabu list go to Step 4. Otherwise, compute the objective function for each neighbor, which is not in the 

tabu list, by using the MSGA. To solve the problem, repeat Step 1.0-Step1.2 for all neighbors.  

 

Step 1.0. Select a vector (𝑢1, 𝑐1)
 
as zero vector. Let k = 1.  

 

Step 1.1. Solve the sub-problem with Lagrange multipliers (𝑢𝑘 , 𝑐𝑘). 

 

             𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
𝑥∈𝑆

𝑓(𝑥) + 𝑐𝑘‖𝑔(𝑥)‖ − 〈𝑢𝑘, 𝑔(𝑥)〉                                          (10) 

 

         𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑓(𝑥) + 𝑐𝑘‖𝑔(𝑥)‖ − 〈𝑢𝑘 , 𝑔(𝑥)〉 ≤ �̅�                                     (11) 

 

In this problem, 𝑥𝑘  is the global solution. If ‖𝑔(𝑥𝑘)‖ = 0, or k ≥ KMAX then go to step 2. 𝑥𝑘 is a 

solution to (P) and (𝑢𝑘, 𝑐𝑘) is a solution to (P*). If ‖𝑔(𝑥𝑘)‖ ≠ 0, go to Step 1.2. 

Step 1.2.  Calculate the dual variables uk+1 and ck+1 by using formulation (3) and calculate step size by 

using formulation (8).  k =k + 1 and repeat Step 1.1. 

 

Step 2. If ‖𝑔(𝑥𝑘)‖ = 0  for any neighbor, f(S*) and S* are the objective function value and the 

relevant parameter values of the best neighbor and go to Step 3. If ‖𝑔(𝑥𝑘)‖ ≠ 0,  go to Step 4. 

 

Step 3. Set the best neighbor (S*) as move and memorize it (S: =S*) if f (S*)< f(S) and update the TL 

and go to Step 5. 

 

Step 4. If k ≥ KMAX for all neighbors then KMAX = KMAX + 10. Divide all the Δi’s by 2 and then 

delete all the moves from the TL. Go to Step5. 

 

Step 5. If the number of iterations is equal to IMAX, stop and the best solution is S*. If not equal, 

increase the number of iterations by 1 and go to Step 1.  

 

3. COMPUTATIONAL RESULTS 

 

Quadratic knapsack test problems, their optimal solutions are known, have been used to demonstrate 

the effectiveness of the hybrid algorithm. First, all test problems are solved with MSGA using the 

same initial parameter values for 𝐻 ̅̅ ̅,  and . Then, the test problems have been also solved with the 

hybrid algorithm using the same initial parameter values. Thus, it is aimed to show how much the 

solution performance can be increased by intelligently determining the 𝐻 ̅̅ ̅,  and  parameters of the 

MSGA with the hybrid algorithm. Before discussing the computational results, the quadratic knapsack 

problem to be used in testing the algorithm is explained in the following sub-section. 
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3.1. Quadratic Knapsack Problem 

The knapsack problem (KP) is one of the well-known combinatorial optimization problems. It 

consists of selecting from a finite set of given objects in such a way that a linear function of selected 

objects is maximized while a set of knapsack constraints are satisfied.  

 

The Quadratic Knapsack Problem (QKP) is given as follows: 

 

(QKP) 

                                     max 𝑧 = ∑ 𝑝𝑖𝑥𝑖
𝑛
𝑖=1 + ∑ ∑ 𝑝𝑖𝑗𝑥𝑖𝑥𝑗

𝑛
𝑗=𝑖+1

𝑛−1
𝑖=1                                                      (12) 

 

                                                 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ 𝑤𝑖𝑥𝑖
𝑛
𝑖=1 ≤ 𝑎                                                                  (13) 

 

                                                𝑥𝑖 , 𝑥𝑗 ∈ {0,1}, 𝑖, 𝑗 = 1, … , 𝑛                                                                  (14) 

 

Objective (12) is maximizing the total profit. If object i is chosen to knapsack, its profit (pi), and if 

object j is also selected with it, additional profit (pij) is also earned. Total profit contains both kinds of 

profits. Constraint (13) guarantees that the total weights of the selected objects do not exceed the 

knapsack capacity. Constraint (14) is the sign constraint of decision variables. 

 

In the first step of the hybrid solution approach, QKP should be transformed into a continuous form. 

The continuous nonlinear formulation of the problem with equality constraints (CNP) is given in 

below: 

 

(CNP) 

                           min 𝑧 = − ∑ 𝑝𝑖𝑥𝑖 − ∑ ∑ 𝑝𝑖𝑗𝑥𝑖𝑥𝑗
𝑛
𝑗=𝑖+1

𝑛−1
𝑖=1

𝑛
𝑖=1                                                (15) 

 

                            𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ 𝑤𝑖𝑥𝑖
𝑛
𝑖=1 + 𝑠𝑙𝑎𝑐𝑘 − 𝑎 = 0                                                   (16) 

 

                                           ∑ (𝑥𝑖 − 𝑥𝑖
2𝑛

𝑖=1 ) = 0                                                                      (17)   

         

                             0 ≤ 𝑥𝑖 ≤ 1  𝑖 = 1, … , 𝑛 ,   𝑠𝑙𝑎𝑐𝑘 ≥ 0                                                       (18) 

 

The maximization objective function was transformed to the minimization which is given in equation 

(15). Capacity constraint (16) was converted to equality constraint with the help of a slack variable. 

To transform binary variables into a continuous form, a specific constraint (17) which was developed 

by Li [14] is used. Constraint (18), is the sign constraint of decision variables. 

 

3.2. Test Results 

In this section, ten QKP examples in the literature are used to compare the proposed hybrid algorithm 

with the classical MSGA. All instances have been solved using MSGA parameters and GAMS solver 

Minos on the HP6000 workstation. Obtained solutions and times are reported and compared. The n 

and d values are used to define the structure of the test problems. (n: The number of available objects, 

d: density or percentage of non-zero pij) The test instances have 100 objects with a density of 0.25.  
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The optimal solutions for these test instances have been known as all instances have been solved to 

optimal by Billionnet and Soutif [15] and the related website (http://cedric.cnam.fr/~soutif/QKP/) 

reports their optimum values.  

 

The test problems have been solved with the parameter values given in Table 1. 

 

Table 1. Test results. 

Parameter Value 

s 6 

IMAX 500 

KMAX 30 

(𝐻 ̅̅ ̅, , )   (0, 5, 1) 

(Δ1, Δ2, Δ3) (500, 1, 0.2) 

 

We solve all the test problems by using both MSGA and hybrid algorithm. To show the performance 

of the hybrid algorithm, we utilized percentage gap (𝐺%) which is indicate a gap between the optimal 

solution and solution of the MSGA/hybrid algorithm. The formulation of the gap is given in (19) and 

the results of test problems are given in Table 2.  

 

𝐺𝑎𝑝 (𝐺%) =
100×(𝑣𝑎𝑙𝑢𝑒−𝑜𝑝𝑡.𝑣𝑎𝑙𝑢𝑒)

𝑜𝑝𝑡.𝑣𝑎𝑙𝑢𝑒
                                                                                                      (19) 

 

The optimum values of each instance are given in the first column. The second, third and fourth 

columns show the obtained objective value, gap (G%) and solution time in seconds using the MSGA, 

respectively. Similarly, last three columns of the table represent obtained results by the hybrid 

algorithm. To solve the augmented Lagrangean function, Minos solver of the GAMS is used for both 

algorithms. According to the table, if appropriate values of MSGA parameters are not selected and if 

they are taken as Δ1 = 500, Δ2 = 1, and Δ3 = 0.2 for all test problems, MSGA has poor performance for 

solving QKP.  Feasible solutions have been obtained for only three instances of ten by using the 

MSGA.  

 

Table 2. Test results. 

Instances             MSGA Hybrid Algorithm 

Opt. Value Value G% Time Value G% Time 

18558 - -   - 18558 0.00 53.63 

56525 56452 0.13 1.17 56452 0.13 0.82 

3752 - -   - 3717 0.93 32.31 

50382 - -   - 50382 0.00 43.93 

61494 - -   - 60955 0.88 3.00 

36360 - -   - 36137 0.61 2.73 

http://cedric.cnam.fr/~soutif/QKP/
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14657 - -   - 14657 0.00 9.00 

20452 20452 0.00 0.56 20452 0.00 4.86 

35438 35139 0.84 0.67 35325 0.32 0.47 

24930 - -   - 24748 0.73 2.37 

    

mean 0.36 56.84 

 

As you can be seen from Table 2, the hybrid algorithm has high performance for solving QKP, even if 

it used the same initial parameter set (Δ1 = 500, Δ2 = 1, Δ3 = 0.2) with MSGA. It is a remarkable result 

because finding appropriate values of MSGA may not be easy for some test instances. Although the 

solution time of the hybrid algorithm is longer than MSGA, since the algorithm does not need a pre-

successful parameter set and can determine the appropriate values of these parameters itself, this 

solution time can be considered reasonable. 

 

4. CONCLUSION 

 

Although the MSGA algorithm is successful in solving 0-1 quadratic programming problems, its 

performance largely depends on the correct determination of its parameter values. However, it is not 

easy to predict the values of MSGA parameters. Moreover, the appropriate values for each different 

problem can be very different. Therefore, in this study, a new hybrid solution approach that a TSA to 

find the appropriate MSGA parameter values and the MSGA algorithm run together. The proposed 

algorithm does not need appropriate parameter values of the MSGA or TSA. The proposed hybrid 

algorithm starts with the same fixed parameter values for all problems and the appropriate values of 

the parameters are determined dynamically by the algorithm. Computational results show great 

success in solving QKPs. Most of the problems were solved optimally. Even for problems that were 

not solved optimally, the solution was only 1% away from the optimal solution. In addition, a wide 

class of non-convex problems can be solved by using this proposed algorithm.  In a further study, the 

performance of the hybrid algorithm may be demonstrated on the different types of non-convex 

problems. 
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ABSTRACT 

 

Hybrid particles were synthesized with sol–gel-based hydrothermal method using alkoxide precursors, 

and the usability of these particles in dental composites was investigated. First, the effects of varying 

Ti/Zr and nacid/ nalkoxide ratios on the crystal and microstructure of the synthesized particles (Ti, Zr) 

hybrids were investigated. X-ray diffraction (XRD), a particle size and a surface charge analyzer, 

thermogravimetric analysis (TGA), Brunauer–Emmett–Teller (BET) analysis, and Fourier transform 

infrared (FTIR) analysis were used to reveal the structural parameters. ZTit-1, ZTit-4, and ZTit-6 

particles were crystalline, while ZTit-2, ZTit-3, and ZTit-5 particles were amorphous. The zeta 

potential of the most stable ZTit-4 particle was 43.33 mV. ZTit-3 particles had the highest surface area 

and ZTit-5 particles had the highest micropore area. The presence of Ti/Zr oxide and titanate 

structures was determined by FTIR analysis. In the next step of the study, the mechanical behavior of 

the synthesized Ti/Zr-based hybrid particles in the dental organic matrix was investigated. The 

flexural, compressive strengths, and microhardness of the ZTit-4 composite with optimal flowability 

were 175±16.1 MPa, 242±7.8 MPa, and 32.9 Hv. 
 

Keywords: ZrO2–TiO2, Mixed oxide, Sol–gel, Composite, Flowability, Microhardness. 
 

1. INTRODUCTION 

 

Oral diseases negatively affect human health, well-being, and quality of life. Poor oral health linked to 

systemic bacterial and inflammatory sensitization can lead to adverse outcomes, including 

uncontrolled diabetes, cardiovascular disease, and respiratory disease [1]. A great majority of the 

world's population suffers from oral diseases, including caries, pulpitis, and periodontal disease, some 

of which can lead to defects in teeth and impaired function. Therefore, there is an urgent need for 

research on this subject. However, there is a significant challenge in rebuilding or reconstructing the 

heterogeneous and dynamic dental anatomical structure. To overcome these and similar problems, 

various dental materials are being studied and developed for use in reconstructing the curvature, color, 
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shape, and function of teeth [2]. An important particle used in materials studied and developed in 

dentistry is TiO2. TiO2 nanoparticles have been used to improve the fracture resistance of 

endodontically treated teeth, osseointegration of dental implants, antibacterial potential of a material, 

and adhesion to human teeth by incorporating them into adhesives [3]. Another important particle is 

ZrO2, which is widely used in the production of dental prostheses, dental implants, and endodontic 

posts [3]. These applications have confirmed the potential use of TiO2 and ZrO2 nanoparticles in the 

development of materials used in the dental field. 

 

TiO2, a hard material with a high refractive index, is thermally stable, has superior mechanical 

properties, and is highly biocompatible. It exists in anatase, rutile, brookite (very rare), and amorphous 

forms [3,4]. ZrO2 is naturally white, with high toughness, excellent strength, stable chemical 

properties, and good corrosion resistance, and is a biocompatible material that is a source of high-

performance ceramic materials in terms of aesthetics and mechanical properties [2, 3, 5]. High-purity 

ZrO2 exhibits three polymorphs depending on temperature: monoclinic, tetragonal, and cubic. 

Nanosized forms of TiO2 and ZrO2 particles, which are very popular in technological and scientific 

studies due to the aforementioned aspects, have recently been used more frequently in dental 

composites as they provide better dispersion, eliminate aggregation, and increase compatibility with 

organic polymers [6-8]. It was also reported that both ZrO2 and TiO2 nanoparticles are better than 

single additives due to the difference in the size of titanium and zirconium cations with the same 

stable oxidation state [6]. In the literature search, there are few studies in which TiO2 and ZrO2 

particles are used together in dental composites, and the effects of these particles on the light 

transmittance and antibacterial effects of the composite were studied. There has been no discussion of 

the use of amorphous or crystalline TiZr hybrid oxides to strengthen the matrix. 

 

With the continuous development of micro-/nanoscience and technology, it is possible to achieve 

practical functionalities such as desired mechanical properties, aesthetics, hardness, and fluidity (or 

viscosity) required for various clinical applications. Several factors, including the type of particle, its 

concentration by weight and volume, size, orientation, and distribution in the matrix, are critical in 

controlling the properties of designed dental composites. A strong matrix–particle interface is required 

to maximize the physical, mechanical, and biological performance of the resulting composites [9, 10]. 

The main aim in the present study was to synthesize particles using titanium and zirconium alkoxide 

precursors by polymeric sol–gel-based hydrothermal method and to investigate their usability in 

dental composites. On this basis, firstly, the effects of varying Ti/Zr and nacid/nalkoxide ratios on the 

crystal structure and microstructure of hybrids of particles (Ti, Zr) with different crystallinity and 

content were investigated. The mechanical, flowability, and hardness behaviors of the synthesized 

pure ZrO2, pure TiO2 containing anatase–rutile crystal structures, and particles obtained in different 

phases including (Zr, Ti) oxide and (Zr, Ti) titanate in the dental matrix were determined. 

 

2. MATERIAL AND METHOD 

 

2.1. Chemicals and Apparatus 

All chemicals were used at their commercially purchased purity without any purification. They 

comprised Zirconium (IV) n-propoxide (70 wt % in Propanol, Sigma-Aldrich, Zr(OPr
n
)4), Titanium 

(IV) isopropoxide (97 %, Sigma-Aldrich, Ti(OPr
i
)4) as alkoxide source, n-propanol (≥ 99.5 %, Sigma-
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Aldrich, n-PrOH) as diluent/solvent, and hydrochloric acid (37 %, Sigma-Aldrich, HCl) as the 

catalyst. The crystalline phase was identified by Rigaku Geigerflex D Max/B model X-ray 

diffractometer. The size distribution and zeta potential of the particles were measured by a Malvern 

Zetasizer Nano series Nano-ZS model particle size analyzer. The alkoxide precursors remaining in the 

structure during the preparation of the particles were demonstrated using thermogravimetric analysis 

(TGA). An ASAP 2000 model Brunauer–Emmett–Teller (BET) analyzer was used to measure the 

surface of the particles. The change in the chemical structure of the synthesized particles was 

investigated by Fourier transform infrared (FTIR) spectroscopy (Perkin Elmer). 

 

In the preparation of composites, camphorquinone (CQ) (Esschem) was chosen as a photoinitiator and 

ethyl 4-dimethyl amino benzoate (EDMAB) (Alfa Aesar) as a co-initiator. Nano-sized Aerosil 200 (12 

nm, Evonik), micron-sized M8000 (1.8 µm, Sibelco), and synthesized zirconium and titanium-based 

hybrid oxide particles were used to form the inorganic phase. Silane-based 3-methacryloxy propyl 

trimethoxysilane (MPTS) (Aldrich) and n-hexane (Tekkim) were used respectively as the coupling 

agent and solvent to hold the organic matrix and inorganic particle together. The organic matrix was 

prepared using urethane dimethacrylate (UDMA) (Esschem). Bisphenol A ethoxylate dimethacrylate 

(BISEMA) (m+n=3, Esschem) was the main monomer. Triethylene glycol dimethacrylate 

(TEGDMA) (Esschem) was used both as a crosslinking and diluting monomer. Since the materials 

used in the dental field should have the properties required for clinical applications, the selection of 

composites was based on three-point flexural strength. In the testing and evaluation of the specimens 

according to the BS EN ISO 4049 standard, samples were first prepared in Teflon molds 25 mm in 

length, 2 mm in width, and 2 mm in thickness. After being placed in water, the samples were kept in 

an oven at 37±1 °C for 24 hours and dimensional measurements (length, width, and thickness) were 

recorded to an accuracy of 0.01 mm. The distance between the supports was adjusted according to the 

standard and a maximum charge (F) was applied to the sample at three points at a speed of 0.75 mm 

per minute until breakage. The results were calculated in mg/mm
3
 using Equation 1. 

 

 σ =
3xFxl

2xbxh2                                                                                                                                             (1) 

 

σ = Flexural strength, F = Maximum charge (N), L = Distance between supports (mm), b = Width 

(mm), h = Height (mm).  

 

At least five samples were used to ensure meaningful and reliable test results. The three-point flexural 

strength values of the five samples were averaged and composites with average flexural strength 

values equal to or greater than 50 MPa were considered to have passed the test. According to clinical 

practice, composites must have compressive strength to resist intraoral forces (chewing) and flexural 

strength. For the testing and evaluation of the specimens, samples were prepared in Teflon molds 4 

mm in thickness and 3 mm in diameter. A compressive force was applied to the sample from a single 

point perpendicularly at a rate of 0.5 mm/min until breakage. As a result of this force, the specimen 

fractured and the pressure applied at the moment of fracture was calculated in MPa. In order to ensure 

meaningful and reliable test results, at least five specimens were tested and the compressive strength 

values of the five tested specimens were averaged. Composites with average strength values equal to 

or greater than 100 MPa were considered to have passed the test. The surface hardness of the 
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composites was measured using a Vickers microhardness tester with a loading of 50 grams for 10 

seconds. Samples for microhardness measurement were prepared in the form of coins (2 mm thickness 

× 20 mm diameter) in Teflon molds. After soaking in distilled water at 37 °C for 1 day, the samples 

were tested. In order for the results to be reliable, measurements were taken by selecting three points 

at equal distances from the center of each specimen. The mean and standard deviation of the 

measurement results for each sample were calculated and used as the final result. 

 

2.2. Methods 

2.2.1. Preparation of particles 

Particles with different crystallinity and content were prepared by varying the Ti/Zr and nacid/nalkoxide 

ratios. The details of the synthesis conditions are given in Table 1 and the preparation of the particle 

named ZTit-1 is given as an example. Initially, 7.60 g of Zr(OPr
n
)4 was stirred in 100 ml of n-PrOH in 

a beaker until homogeneous. In another beaker, 1.43 g of Ti(OPr
i
)4 was dispersed in 70 ml of n-PrOH. 

The concentrated HCl calculated to give an nacid/nalkoxide ratio of 0.464 was diluted in 4.389 ml of n-

PrOH. 

 

These two alkoxide sources dispersed in alcohol (molar Ti/Zr= 0.3) were brought together and diluted 

HCl was added dropwise. After acid addition, the alkoxide sol was transferred to the autoclave and 

placed in the hydrothermal unit at 250 °C. After the hydrothermal treatment, the autoclave cooled to 

room conditions and was removed from the unit. The resulting particles were centrifuged to 

precipitate and washed 3 times with n-PrOH. The particles were left to dry in a vacuum oven at 40 °C. 

 

Table 1. Details of the synthesis conditions of the synthesized particles and naming of the samples. 

Sample 

code 

Ti/Zr ratio 

(mol) 

Alcohol 

volume (ml) 

Hydrothermal 

treatment (h) 

Acid quantity 

(mol, 10
-3

) 

nacid/nalkoxide 

ratio 

ZTit-1 0.3 180 12-14 9.74 0.46 

ZTit-2 0.5 180 12-14 9.74 0.40 

ZTit-3 0.8 180 12-14 9.74 0.33 

ZTit-4 0.8 180 12-14 12.99 0.89 

ZTit-5 1 180 12-14 9.74 0.30 

ZTit-6 1 180 12-14 32.47 1.00 

 

2.2.2. Preparation of composites 

Modification of particle surfaces with coupling agents 

In the modification of particle surfaces with silane-based coupling agents, all particle modifications 

were conducted in the same way, and the preparation of M8000 particles modified by 1.5% by weight 

is given as an example. After the MPTS required for the particle was placed in the container, n-hexane 

was added. In a separate container, diluted MPTS was added to the particle soaked in a certain amount 

of n-hexane with stirring. The particle–agent mixture was stirred at room conditions until the solvent 

evaporated. It was then dried at 60 °C to completely remove the solvent. 
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Preparation of composites containing particles modified with coupling agents 

Composites were prepared by adding Nano-sized A200 particles and hybrid particles synthesized in 

half the amount by weight, provided that the ratio of micron-sized M8000 silica particles to the matrix 

was constant. In the studies on the preparation of composites, all mixtures were prepared in the same 

way, and the preparation of 15 g of composite containing (A200:ZTit-1):M8000 particle mixture with 

a composition of (1.00:1.00):4.44 at 40% and (UDMA:BISEMA3):TEGDMA monomer triplet with a 

composition of (80:10):10 at 60% is given as an example. First 0.045 g of CQ and 0.0225 g of 

EDMAB were completely dissolved in 0.9 g of TEGDMA. Then UDMA:BISEMA3 was added at a 

ratio of 8:1 and mixed in a mixer at 3600 rpm for 15 seconds. A mixture of 6.0 g of 

(A200:ZTit):M8000 particles was added to the prepared organic matrix. After the mixture was 

injected into the molds, light was applied for 20 seconds at the appropriate wavelength with a dental 

radiation probe. The effects of the synthesized zirconium- and titanium-based particles (ZTit-1 to 

ZTit-6) on the properties of the final product when added to the matrix with A200 at a ratio of 1:1 

were investigated by a systematic approach (Figure 1). Detailed information on the particle contents 

of the prepared systems is given in Table 2. 

 

Table 2. Coding of prepared composites and naming of nano- and micron-sized silica particles and 

synthesized hybrid particles used in the preparation of these composites. 

Composite code Nanosized particle 

(mod. ratio 5%) 

Synthesized particle 

(mod. ratio 5%) 

Micron-sized particle 

(mod. ratio 1.5%) 

ZTit-0 

A200 

 

- 

M8000 

 

ZTit-1 ZTit-1  

ZTit-2 ZTit-2 

ZTit-3 ZTit-3  

ZTit-4 ZTit-4  

ZTit-5 ZTit-5  

ZTit-6 ZTit-6  
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Figure 1. The experimental procedure of preparation of hybrid particles and composite. 

 

3. RESULTS 

  
Figure 2 and Figure 3 show the X-ray diffraction (XRD) patterns of the samples prepared by 

hydrothermal reaction at 250 °C for 12-14 h. Depending on the varying Ti/Zr and nacid/nalkoxide ratios, 

nanoparticles in oxide form with different crystallinity and composition were obtained. 

 

 
Figure 2. XRD patterns of synthesized zirconium- and titanium-based hybrid nanoparticles. 
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Figure 3. Characteristic XRD patterns of tetragonal ZrO2, anatase, and rutile TiO2 (a), triangular 

ZrTi2O6, and ZrTiO4 species (b) in ZTit-1, ZTit-4, and ZTit-6 particles obtained in crystalline form. 

 

The pattern seen at 2θ= 30.22, 35.53, 50.65, and 60.73 and corresponding to (011), (002), (112), (103) 

reflections of the ZTit-1 particle with a Ti/Zr ratio of 0.3 and nacid/nalkoxide ratio of 0.46 indicates a pure 

tetragonal ZrO2 (t-ZrO2 JCPDS 80-0965) structure [11, 12]. When the reactivity behaviors of 

tetravalent alkoxides of zirconium and titanium transition metals were compared, a TiO2 structure 

could not be formed at a low Ti/Zr ratio due to the higher reactivity of zirconium alkoxide. No 

crystalline phase was obtained in ZTit-2 or ZTit-3 structures with Ti/Zr ratios of 0.5 and 0.8, 

respectively [13]. This result is directly related to the low nacid/nalkoxide ratio (0.400 and 0.333, 
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respectively). It is thought that as the amount of acid, which plays a role in regulating the reaction rate 

and inorganic polymer network, decreases, the amount of water required for hydrolysis in the 

environment decreases, hydrolysis cannot be fully realized, and therefore crystal structures are not 

formed. This is supported by the formation of a crystalline structure in ZTit-4 particles obtained when 

the nacid/nalkoxide ratio was increased from 0.333 to 0.89, provided that the Ti/Zr ratio remained constant 

at 0.8. When the reflections corresponding to 2θ angles in the pattern of ZTit-4 particles are examined 

comparatively, it is seen that ZrO2 and anatase/rutile TiO2 phases with a tetragonal crystal structure 

were formed. The patterns corresponding to the reflection at 2θ= 25.25 (101) and 2θ= 27.42 (110) 

were the main peaks of the anatase and rutile TiO2 phases, respectively. The estimated anatase/rutile 

ratio was calculated based on the main peaks using the Spurr–Myers equation [14]: 

          

XA(%) =  
100

(1+1.265∗
IR
IA

)
                                                                                                        (2) 

 

 XR(%) =  
100

(1+0.8∗
IA
IR

)
                                                                                                          (3) 

 

Here, IA is the anatase phase density at 2θ= 25.25, IR is the rutile phase density at 2θ= 27.42, and XR 

and XA are the weight percentages of anatase and rutile phases in the sample. Using Equations 2 and 3 

in the XRD spectrum of the mixed phase, it was determined that the crystal structure contains 53% 

anatase and 47% rutile. 
 

When the patterns of ZTit-5 and ZTit-6 particles obtained when working with low (0.30) and high 

(1.00) acid amounts with a Ti/Zr ratio of 1.0 were examined, results similar to those from ZTit-3 and 

ZTit-4 were obtained. In the case of insufficient acid content, the ZTit-5 particle remained in the 

crystalline phase, while in the ZTit-6 sample prepared by increasing the acid content, tetragonal ZrO2, 

anatase/rutile TiO2 structure, orthorhombic ZrTi2O6, and ZrTiO4 phases were observed. The 

characteristic XRD peaks at 2θ= 24.87 and 2θ= 24.71 indicate the ZrTi2O6, and ZrTiO4 phase in the 

hybrid particle. Reflections of the pure tetragonal ZrO2 structure are given in Figure 2a. Moreover, 

XRD peaks at 2θ= 25.24 (101) and 2θ= 47.79 (101) indicate the presence of the anatase phase, while 

peaks at 2θ= 27.42 (110) and 2θ= 54.5 indicate rutile formation. According to the Spurr–Meyers 

equation, the crystal structure contains 78% anatase and 21% rutile by weight. 
 

The dispersion behavior of the synthesized zirconium- and titanium-based hybrid nanoparticles is 

given in Figure 4. 
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Figure 4. Particle size distributions of synthesized zirconium- and titanium-based hybrid 

nanoparticles. 

 

ZTit-1 and ZTit-3 particles have bimodal distributions, while ZTit-2, ZTit-4, ZTit-5, and ZTit-6 

particles have monomodal distributions. Except for ZTit-4, these synthesized hybrid particles 

exhibited a monodisperse distribution. Recent studies show that polydispersity characterization has 

become essential in nanoparticle applications, because it is difficult to control homogeneity in the size 

distribution of the sample and aggregation of nanoparticles is often a possible behavior [15]. ZTit-1 

with the lowest titanium alkoxide ratio (low nacid/nalkoxide ratio) exhibited an increasing bimodal 

distribution in parallel with the increase in the condensation reaction. At low acid and hence water 

contents, hydrolysis is slower than condensation and the excess of zirconium alkoxide in the solvent 

promotes the development of Zr-O-Zr chains through alcoholization, resulting in the formation of 

particles with relatively large sizes [16]. In ZTit-4 obtained by increasing the amount of titanium 

precursor (Ti/Zr= 0.8), the expected formation of larger polydisperse crystallites took place, as more 

alkoxide was available for growth on each crystal after nucleation. They exhibited monomodal and 

monodisperse distribution in high acid ZTit-6 with a Ti/Zr ratio of 1.0. A larger amount of water 

suppresses the growth of Zr-O-Zr chains by oxolation, resulting in smaller particles. An increase in 

the amount of water leads to an increase in the number of n in Zr(OH)n formation, resulting in the 

formation of more reactive species that can contribute to the development of new species. The 

formation of the Zr-O-Zr network proceeds through olation and leads to even larger particles [16]. As 

a result, increasing the acid content of the medium in the synthesis of ZTit-6, which exhibits a slightly 

narrower particle size distribution, led to the formation of finer crystallites, which is in qualitative 

agreement with the reports of supporting studies [17].  

 

Zeta potential values, which give information about the distribution of hybrid particles obtained at 

different alkoxide and acid ratios in a solvent, are presented in Table 3. 
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Table 3. Zeta potentials of synthesized zirconium- and titanium-based hybrid nanoparticles. 

Sample Code 
Zeta Potential 

(mV) 

ZTiT-1 13.97 

ZTiT-2 18.91 

ZTiT-3 31.02 

ZTiT-4 43.33 

ZTiT-5 6.60 

ZTiT-6 8.29 

 

The synthesized hybrid particles may have -OH functional groups on their surfaces that are not 

incorporated into the metal oxide network, resulting in a positive surface charge. The surface charge 

of ZTit-4 particles dominated by the TiO2 crystalline phase is high compared to the others, with a high 

positive zeta potential value (≥30 mV) indicating high stability. Dispersions of ZTit-3 and ZTit-4 

particles in water with zeta potentials ≥30 mV are stable due to the dominant repulsive forces. In the 

structures where ZrO2 and its derivative crystal phases are formed (ZTit-1, ZTit-5, and ZTit-6), the 

surface charges are low. The variation in particle surface charges depending on the reaction kinetics 

requires further investigation. As a result, during the synthesis, the difference in the Ti/Zr and 

nacid/nalkoxide ratios not only led to amorphous and crystalline particles, but these variables also led to 

differences in the positive surface charges of the final structure. 

 

TGA thermograms of particles obtained at different Ti/Zr and nacid/nalkoxide ratios are given in Figure 5. 

 

 

Figure 5. TGA thermogram of synthesized zirconium- and titanium-based hybrid nanoparticles. 
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The first noticeable feature in the thermograms is the higher mass losses in the amorphous ZTit-2, 

ZTit-3, and ZTit-5 structures that failed to transition to the crystalline phase. This is directly related to 

the increasing amount of alkoxide precursors that remain in the structure without participating in 

hydrolysis/condensation reactions due to the low nacid/nalkoxide ratio. The aggressive loss from 70 to 150 

°C is due to water and solvent remaining in the particle pores. The relatively gentle second curve from 

200 to 400 °C is due to the removal of alkoxides.   

 

The BET surface area, micropore area and external surface area, and micropore volume values of the 

synthesized nanoparticles differing according to the varying Ti/Zr and nacid/nalkoxide ratios are given in 

Table 4. 

 

Table 4. BET surface area, micropore area and external surface area, and micropore volume values. 

 BET surface area 

(m²/g) 

Micropore area 

(A, m²/g) 

External surface 

area (mesopore 

area) (B, m²/g) 

A/B 

 

Micropore 

volume  

(cm³/g), 10
-2 

ZTit-1 60.21 57.99 2.22 26.12 2.99 

ZTit-2 172.98 98.70 74.28 1.33 5.18 

ZTit-3 310.37 183.89 126.48 1.45 9.83 

ZTit-4 155.48 -32.71 188.19 - -1.97 

ZTit-5 288.76 206.34 82.42 2.50 10.71 

ZTit-6 74.17 -8.41 82.58 - -0.52 

 

The BET results show that ZTit-3 and ZTit-5 had the highest surface areas. In general, ZTit-2, ZTit-3, 

and ZTit-5 with amorphous structures were found to have high surface areas compared to the others. 

The surface areas of crystalline ZTit-1, ZTit-4, and ZTit-6 particles were lower. Negative micropore 

area and volume values were observed for ZTit-4 and ZTit-6 particles. This was due to the inadequacy 

of the t-plot equation for calculating pore size and other related properties in microporous and/or 

mesoporous structures [18]. 

 

The FTIR spectra of the particles obtained at different Ti/Zr and nacid/nalkoxide ratios in the wavelength 

range from 4000 cm
-1

 to 400 cm
-1

 are given in Figures 6a-6b. 
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Figure 6. FTIR spectrum of synthesized zirconium- and titanium-based hybrid nanoparticles (a), 

magnified FTIR spectrum of particles obtained in crystalline form (b). 

 

The broad absorption band around 3400 cm
-1

 in the FTIR spectrum in Figure 4a corresponds to -OH 

stretching vibrations indicating the presence of molecular water in the structure. The spectrum of 

ZTit-1 shows characteristic bands localized at approximately 1540 cm
-1

 and 450 cm
-1

. These bands 

overlap with the reflections of the tetragonal ZrO2 particle ([19, 20]. The peaks and bands seen in the 

FTIR spectrum of the ZTit-4 particle are consistent with the data reported in the literature for anatase 

and rutile crystal forms. The reported data show that the broad and intense bands at 520 cm
-1 

and 

between 900 and 400 cm
-1

 pertain to Ti-O stretching and bending vibrations in the anatase crystal 
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phase [21, 22]. The peaks at 464 cm
-1

 and 530 cm
-1 

are characteristic stretching vibrations of the Ti-O-

Ti network in anatase TiO2 [23]. When the fingerprint region of ZTit-4 is observed in more detail in 

Figure 4b, it is seen that the peaks and bands overlap with the peaks of pure ZrO2 and anatase and 

rutile TiO2 phases. The observed shifts are within acceptable limits for the interpretation of FTIR 

spectra. As seen in Figure 4-b, the stretching and bending vibrations of the Ti-O bond appeared at 593 

cm
-1 

and the characteristic stretching vibration of the Ti-O-Ti network appeared at 485 cm
-1

. The FTIR 

spectrum of the rutile form of TiO2 is largely similar to that of anatase. For the particle in question, the 

maximum band at 680 cm
-1 

and the intense band at 536 cm
-1 

in the range of 830-400 cm
-1

 are specific 

to the pure rutile Ti-O vibration with a high transmittance value [21]. The stresses of this vibration are 

seen at around 736 cm
-1

 and 593 cm
-1

 in the spectrum. According to the studies in the literature, in the 

FTIR spectrum of the anatase/rutile mixture, the maximum of the main band due to the vibrations of 

Ti-O bonds and the Ti-O-Ti network is expected to be in the 576 cm
-1 

range [21]. The peak at 593 cm
-

1
 in the spectrum of the synthesized ZTit-4 particle is the maximum of the main band. In the spectrum 

of ZTit-6, vibrational peaks pertaining to anatase TiO2, rutile TiO2, and tetragonal ZrO2 were observed 

and these are consistent with the literature. Peaks between 500 cm
-1 

and 710 cm
-1

 are related to Ti-O 

and Zr-O-Ti vibrations [24].  

 

In order to provide both aesthetic and mechanical properties such as translucency, antibacterial, 

flowability, biocompatability and opacity in dental composites, particles with different ratios and sizes 

by weight are doped [10, 25]. Accordingly, composites were prepared by adding the synthesized 

hybrid particles with varying Ti/Zr and nacid/nalkoxide ratios into the organic matrix with a replacement 

of 50% of A200. Of these particles; ZTit-1, ZTit-4, and ZTit-6 particles were crystalline, while ZTit-2, 

ZTit-3, and ZTit-5 particles were amorphous. Yield behavior is considered the main feature in 

evaluating the usability of dental composites developed for clinical applications [26]. The yield 

behavior of composites doped with TiO2-ZrO2 mixed oxides with different crystalline phases and the 

change in flexural strengths are given in Figure 7.  

 

 
Figure 7. Flow distance and flexural strength graph of composites prepared by using hybrid particles. 
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The yield values of the composites were higher compared to those of ZTit-0 without hybrid particles. 

This was directly related to the larger particle size of amorphous and crystalline ZTit particles 

compared to A200. Due to their low surface area/volume ratio, the volume of the organic matrix per 

unit area in the composite was higher [27, 28]. The yield behavior of the crystal particles was ZTit-

1>ZTit-6>ZTit-4 with yield distances of 34 mm, 31 mm, and 23 mm, respectively. The flowability of 

the composites in which they were used varied due to the fact that the three particles were modified 

with a constant amount of coupling agent without regard to their size-dependent surface areas. 

Mechanical characterization is an important phenomenon in the development of dental composite 

materials. Inorganic filler particles have a significant effect on the mechanical characterization of 

dental composite materials. In general, the strengthening of inorganic filler particles can be attributed 

to two aspects: (i) the binding force between the dental polymer matrix and inorganic particles, the 

interface, and (ii) the particle size distribution [29]. The flexural strengths of composites containing 

crystalline particles exhibited behavior of ZTit-4>ZTit-1>ZTit-6. The highest flexural strength value 

belonged to the ZTit-4 composite (175±16.1 MPa) and a significant increase was observed compared 

to the ZTit-0 composite: 166±15.4 MPa. This result is directly related to its lower flowability 

compared to ZTit-1 and ZTit-6. Optimal flowability in the molding of composites prevents 

undesirable conditions such as air bubbles that can cause microcracks in the structure. The flexural 

strengths of the more flowable ZTit-1 and ZTit-6 composites were 152±4.0 MPa and 146±20.6 MPa. 

According to the pure system, the decrease in strength is directly related to the composites moving 

away from optimal flowability. Composites using amorphous ZTit-2, ZTit-3, and ZTit-5 particles did 

not show a linear change at a low nacid/nalkoxide ratio. With increasing alkoxide, their flowabilities 

decreased from 38 mm to 23 mm. ZTit-3 with the lowest flowability showed a strength of 169±11.7 

MPa, while ZTit-5 composite with almost similar flowability showed a strength of 141±18.5 MPa. 

This result is closely related to the surface charges of the particles. The homogeneous distribution of 

the ZTit-3 particle with 31.01 mV zeta potential in the matrix resulted in an improvement in flexural 

strength. The surface charge-dependent zeta potential of the ZTit-5 particle of similar flowability was 

6.59 mV, which did not exhibit a homogeneous distribution in the matrix and negatively affected the 

flexural strength. 

 

A compressive strength test was used in laboratory experiments to simulate the chewing forces that 

stress composites used in the dental field [6]. The change in compressive strength versus yield 

behavior of composites containing the synthesized hybrid particles is shown in Figure 8. 
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Figure 8. Flow distance and compressive strength graph of composites prepared using hybrid 

particles. 

 

The compressive strength of the composites using hybrid particles did not exhibit a linear change 

compared to the pure composite. The compressive strengths of composites containing crystalline ZTit-

1, ZTit-4, and ZTit-6 particles were 218±12.3 MPa, 242±7.8 MPa, and 218±29.9 MPa, respectively. 

Their compressive strength was higher compared to that of the pure ZTit-0 composite (208±13.5 

MPa). Due to the optimal surface charge and homogeneous distribution of ZTit-4 particles in the 

matrix, the composite obtained with optimal flowability exhibited the highest strength. While the 

compressive strength values of the ZTit-1 and ZTit-6 composites based on their close flowability were 

similar, their standard deviation varied. This difference in standard deviation arose from the surface 

charges affecting their distribution in the matrix. The standard deviation of the compressive strength 

of ZTit-1, which had a slightly more positive surface charge, was lower, as expected. The flowability 

of the composites using amorphous ZTit-2, ZTit-3, and ZTit-5 particles decreased at a low nacid/nalkoxide 

rate. The compressive strengths were 181±21.9 MPa, 190±18.8 MPa, and 196±31.4 MPa, 

respectively. The optimal system in terms of flowability and zeta potential was the composite 

prepared with ZTit-3 particles and the standard deviation in compressive strength was slightly lower 

than the others. The standard deviation of the ZTit-6 composite, which exhibited the highest 

compressive strength, was also quite high. This result shows the importance of composite flowability 

and particle surface charge as a factor in particle distribution in the matrix. It is also evidence that they 

may be in competition. 

 
Another test that provides information about the mechanical properties of the material is the 

microhardness test. The clinical significance of hardness is related to aesthetic restorations 

(discoloration and erosion), medical consequences of periodontal disease, and the development of 

secondary caries due to increased plaque accumulation [30]. This behavior of the composite can be 
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influenced by monomer type, filler type, morphology, volume, and weight. In particular, the type and 

size of inorganic particles and the extent of particle loading can lead to significant differences in the 

microhardness of these materials [31]. On this basis, the change in the microhardness values of the 

synthesized composites containing hybrid particles of different crystallinity and microstructure is 

shown in Figure 9. 

 

 

Figure 9. Microhardness graph of composites prepared using synthesized hybrid particles. 
 

When the microhardness of the composites was analyzed, the microhardness of all composites except 

ZTit-2 was lower compared to ZTit-0. This decrease was related to the decrease in surface area due to 

increasing particle size. An important parameter affecting the microhardness of composites is the 

distribution of particles in the matrix. Therefore, as the particle size increases, the amount of particles 

per unit area loaded into the matrix decreases, leading to the formation of inter-particle voids. This 

results in a decrease in surface resistance to the notch created in the composite surface for hardness 

measurement [32, 33]. The microhardness of the composites using hybrid particles with the crystalline 

structure was analyzed and the decrease in the microhardness values of the composites containing 

ZTit-4 and ZTit-6 was less compared to ZTit-1. The formation of hybrid (Zr, Ti) and oxide structures 

during the synthesis of ZTit-4 and ZTit-6 particles enabled them to be obtained in smaller sizes. This 

resulted in higher microhardness values in the composites in which they were doped [32]. 

 

4. CONCLUSION AND COMMENT 

 

In order to obtain high purity and more homogeneous titanium and/or zirconium oxide particles, a 

solvent-based wet chemical synthesis method has been developed as an alternative to the traditional 

solid-state reaction route. Within the scope of the method, the variation in Ti/Zr and nacid/nalkoxide ratios 

resulted in particles with different crystal phases and microstructures. The most important conclusion 
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based on the synthesis/characterization of the particles was that by improving the synthesis conditions 

of the particles obtained in amorphous form (increasing the amount of acid, increasing the synthesis 

temperature) transition to the crystalline form with optional composition can be achieved. 

Accordingly, particle sizes, surface charges, and the presence/amount of alkoxide precursors that may 

remain in the structure can be controlled. Another important aspect of the study was to investigate the 

behavior of the synthesized Ti/Zr-based hybrid particles in the selected dental organic matrix. The 

flexural, compressive strengths, and microhardness of the composite containing ZTit-4 particles with 

optimal flowability were 175±16.1 MPa, 242±7.8 MPa, and 32.9 Hv, respectively. As a result, the 

mechanical behavior of the dental composite is influenced by the type, size, weight/volume, and 

surface properties of the particles forming the filler phase. 
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ABSTRACT 

 

Betaine is a natural compound synthesized endogenously in animals, plants, and microorganisms and 

can be intaken by diet. There is a growing body of evidence that suggests betaine has properties that 

can protect against damage caused by oxidation, inflammation, and cell death in various human 

diseases. Additionally, recent studies suggest that betaine may help prevent and/or ameliorate tissue 

damage from alcohol consumption. In the present study, we evaluated histopathological changes in 

the liver and duodenum tissues stained with hematoxylin and eosin (H&E) in the four groups of 

twenty-eight Wistar albino rats: control group, betaine pre-treated group (250 mg/kg/bw, 21 days, 

i.g.), acute ethanol ingested group (75% ethanol, 4 ml/kg/bw, i.g.) and betaine+ethanol group (75% 

ethanol, 4 ml/kg/bw, following betaine 250 mg/kg/bw, i.g.). We found that betaine pre-treatment 

reduced significantly ethanol-induced hepatocyte degeneration, sinusoidal dilatation, hemorrhage, and 

inflammatory cell infiltration in the liver (p < 0.05). We also showed that betaine protects duodenal 

mucosa significantly against epithelial damage at the tips of villi and hemorrhage (p < 0.001). 

Collectively, this study indicated that betaine supplementation could protect against histopathological 

changes induced by ethanol in hepatic and duodenal tissues. 

 

Keywords: Betaine, Ethanol, Liver, Duodenum, Histopathological changes. 

 

1. INTRODUCTION 

 

Alcohol is a water soluble toxic organic compound that causes damage to almost all tissues in the 

body, especially the liver. The impact alcohol has on a person's health can change based on the 

amount and duration of alcohol consumed. Both short-term and long-term alcohol consumption can 

lead to a condition called alcoholic liver disease (ALD), which is responsible for 5.3% of global 

fatalities [1]. ALD is a serious disease with a spectrum that can range from fatty liver to hepatitis and 

fibrosis, and ultimately to cirrhosis. Although the pathogenesis is not clearly known, it is thought that 
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ALD is mainly associated with oxidative stress, lipid peroxidation, and inflammation [2]. The process 

of ethanol metabolism, as catalyzed by the enzyme alcohol dehydrogenase (ADH) in the liver, results 

in the production of the cytotoxic compound acetaldehyde. This metabolism also leads to the release 

of reactive oxygen species (ROS) which subsequently causes lipid peroxidation, endoplasmic 

reticulum stress, and elicitation of an inflammatory response via the production of cytokines [3]. All 

these factors play a role in the initiation and progression of liver tissue damage and subsequent 

dysfunction. 

 

Although the liver is the main organ where ethanol oxidation takes place, it is known that it is also 

oxidized in the gastrointestinal tract. These catabolism reactions, called first-pass metabolism of 

ethanol, are mediated by alcohol dehydrogenase (ADH) and aldehyde dehydrogenase (ALDH) in the 

gastric and intestinal mucosa and are observed even only in small doses of alcohol consumption. 

Gastrointestinal metabolism is lower than in the liver, but it could still cause tissue damage by local 

acetaldehyde production [4]. Although the first-pass metabolism of alcohol is thought to occur mainly 

in the stomach, it has been shown that the ethanol concentration similar to that of the beverages is 

only found in the upper small intestine. Due to this high concentration in the lumen of the 

gastrointestinal tract, ethanol is expected to cause mucosal damage in the duodenum and jejunum 

rather than the stomach. Indeed, acute alcohol exposure results in mucosal injury, and hemorrhagic 

damage in the mucosa in the small intestine, more specifically in the duodenum [5]. Though the 

underlying mechanisms are not fully elucidated, studies suggest that ethanol has a direct toxic effect 

on the mucosa by leading to ROS production. 

 

Betaine (trimethylglycine) is a natural compound found in almost all organisms, from microorganisms 

to plants and animals. While betaine could be synthesized endogenously from choline in the liver and 

kidneys, dietary betaine from sources such as whole grains, beets, spinach, and various seafood has a 

crucial role in the total betaine content of the body. Essential functions of betaine include acting as a 

methyl donor in transmethylation reactions and protecting cells against environmental stress by 

serving as an osmolyte [6]. Studies have suggested that betaine is a potent protective and therapeutic 

agent against pathological conditions such as neurodegenerative, hepatic, renal, and cardiovascular 

diseases owing to its ability to scavenge free radicals, increase antioxidant capacity and reduce 

apoptosis [7]. In addition, in vivo studies under ethanol-induced stress conditions have shown that 

betaine protects the cerebellum and testes against oxidative stress, prevents gastric ulcers, and 

improves hepatic steatosis by reducing homocysteine levels [8-10]. Moreover, a reduction in hepatic 

tissue damage has been reported in mice treated with betaine simultaneously with acute alcohol [11]. 

Similarly, it has been revealed that betaine pre-treatment reduces oxidative stress by increasing the 

antioxidant level and reducing the oxidant level, thus protecting the gastric tissue from the detrimental 

influences of ethanol [12]. However, the prophylactic influences of betaine against ethanol-induced 

damage to the liver and duodenum still need to be clarified. In this study, we aimed to determine 

whether betaine supplementation could protect against histopathological alterations induced by 

ethanol ingestion in the hepatic and duodenal tissues of the rats. 

 

2. MATERIALS AND METHODS 

 

2.1. Animal treatment 
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This study was approved by the Animal Experiments Local Ethics Committee of Kütahya Health 

Sciences University (2021.02.07). The experiments were performed on 28 healthy adult female Wistar 

albino rats (average weight 250-300 g). Animals were housed in controlled laboratory conditions with 

a 12 h dark/light cycle. They were fed a standard diet throughout the experiment and water was 

accessed ad libitum. The rats were allocated into 4 experimental groups (n=7) namely control, betaine, 

ethanol, and betaine+ethanol groups. The rats in the control group received 4 ml/kg of distilled water, 

which is the solvent of betaine. 250 mg/kg/body weight (bw) betaine was ingested into the rats in the 

betaine group for consecutive 21 days. 75% ethanol (4 ml/kg/bw) was given as a single dose to the 

rats in the ethanol group. Finally, a single dose of 75% ethanol was administered to the 

betaine+ethanol group after 21 days of betaine treatment. All applications were done intragastrically. 

All rats were decapitated under ketamine/xylazine anesthesia (90/10 mg/kg, intraperitoneally) and 

liver and duodenum tissues were taken. There were no excluded animals during the experiments and 

data points during the analysis. 

 

2.2. Histopathological Analysis 

The liver and duodenal tissues of rats were fixed for 48 hours in 10% neutral buffered formaldehyde 

solution. At the end of the fixation process, the tissues were dehydrated in the increasing alcohol 

series of 80%, 95% and 100%, then cleared in xylene. Sections at 4μm thickness were cut with a 

microtome (Thermo Electron Corporation, Shandon Finesse E, Germany). Following 

deparaffinization in xylene, the sections were rehydrated in descending series of alcohols and in water, 

respectively. Afterward, the tissues were taken into hematoxylin solution for 5 minutes to stain the 

cell nuclei. To stain the cell nuclei, the tissues were then taken into hematoxylin solution for 3 

minutes. Tissues immersed in acid-alcohol were kept in eosin for 3 minutes for cytoplasmic staining 

after washing with tap water. Stained sections were mounted with entellan after soaking in increased 

alcohol series and keeping in xylene [13]. The prepared slides were examined in a blind manner by a 

histopathologist under a Nikon Eclipse 80i light microscope (Nikon, Germany) at x200 magnification 

and photographed.  

 

To quantify the severity of the hepatic injury, each H&E-stained cross-section was scored for 

evidence of hepatocyte damage (swollen hepatocytes, vacuolated cytoplasm, pyknotic nuclei), 

sinusoidal dilatation, hemorrhage, and inflammatory cell infiltration based on the report by Akbulut. 

et al. [14]. Scoring for these histopathological features was performed as follows: score 0-no injury 

(no lesion observed), sore 1-mild injury (less than 10% of tissue was affected), score 2-moderate 

injury (less than 50% of tissue was affected), and score 3-severe injury (more than 50% of tissue was 

affected). Accordingly, the mean histopathological score was scored cumulatively for each section, 

with a maximum score of 12 for the most severe hepatic injury. Mucosal injury of the duodenum was 

graded according to Ewer et al., 2004 [15], as follows: score 1- no damage, score 2- mild damage 

(superficial mucosal erosion, patchy mucosal hemorrhage and acute inflammatory infiltrate within the 

lamina propria), score 3-moderate damage (mucosal ulceration, mucosal hemorrhage and intact 

muscularis propria), score 4- localized severe damage (ulceration of the mucosa and focal 

hemorrhage), score 5-generalized severe damage (ulceration of the mucosa and diffuse hemorrhage). 
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2.3. Statistical Analysis 

Histopathological scores showing the severity of injuries in liver and duodenum tissues were 

evaluated using statistical techniques in SPSS 21. The normality of the data was checked using the 

Shapiro-Wilk test and then ANOVA and Tukey test were applied to those data which met the 

normality assumptions. The final results were presented as mean and standard deviation and any 

differences were determined to be statistically significant if the p-value was less than 0.05. 

 

3. RESULTS 

 

For histopathological analysis, liver and duodenum sections from all experimental groups were 

assesed by H&E staining. Morphological changes in liver tissues are shown in Figure 1. 

Microphotographs of the control group showed that the rats in this group had normal liver architecture 

with hepatocytes arrayed in cords around the normal central vein and had normal hepatic parenchyma. 

The cytoplasm of hepatocytes was well preserved, they had a clear nucleus and distinct cell borders 

(Fig. 1A). Liver tissues of betaine-treated rats contained normally located hepatocytes and regular 

parenchyma, similar to the control group. Some animals in the betaine group showed mild signs of 

degeneration, but these findings were not statistically significant when compared to the rats in the 

control group (p = 0.1263) (Fig. 1B). The livers of the ethanol-treated rats showed more severe 

histological changes than both control and betaine groups. The most prominent findings in this group 

were hepatocyte degeneration, sinusoidal dilatation, hemorrhage, and inflammatory cell infiltration 

around the central vein (Fig. 1C-E). The pathological alterations triggered by ethanol in the livers of 

rats given betaine+ethanol were remarkably improved. Sinusoidal dilatation and inflammatory cell 

infiltration were less in this group than the ethanol group, and hemorrhage was not observed (Fig. 1F). 

Accordingly, the histopathological score of the liver increased in the ethanol group compared to the 

control group (p < 0.001) and reduced significantly in the betaine+ethanol group versus the ethanol 

group (p < 0.05) (Fig. 2).  
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Figure 1. Histopathological evaluation of liver tissues. (A) Normal liver morphology in the control 

group. (B) Undamaged normal liver tissue in the betaine-treated group. (C-E) Hepatic injury 

characterized by hepatocyte damage (arrowheads), sinusoidal dilatation (asterisks), hemorrhage 

(stars), and inflammatory cell infiltration (arrows) in ethanol-administered rats. (F) Reduced hepatic 

injury with less inflammatory cell infiltration (arrow) and dilated sinusoids (asterisk) in the 

betaine+ethanol group. H&E staining, Scale bar=100 μm. 
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Figure 2. Comparison of histopathological scores of hepatic injury between groups. n=7, *p < 0.05, 

***p < 0.001. 

 

In the control group, the duodenum had a normal morphological appearance, the overlying epithelium 

of the villi was intact, crypts were spared, and lamina propria and lamina muscularis layers were 

regular (Fig. 3A, B). The histological structure of the duodenum in the betaine group was similar to 

that of the control group, only mildly sloughed epithelial cells were found in the tips of some villi, 

however, it did not cause a statistically significant difference when compared to the control group (p = 

0.1089) (Fig. 3C, D). Ethanol ingestion caused severe mucosal damage characterized by the 

exfoliation of epithelial cells to the lumen and hemorrhage in the lamina propria (Fig. 3E, F). Betaine 

pre-treatment prevented ethanol-induced mucosal injury substantially. Both villous tip damage and 

hemorrhage were significantly less in the betaine+ethanol group than the ethanol group (p < 0.001) 

(Fig. 3G-H). Comparison of duodenal mucosal damage scores between groups is given in Figure 4. 

 



    
   

 
 

 

 
 
 

Çakır-Gündoğdu, et al.,  Journal of Scientific Reports-A, Number 52, 220-233, March 2023. 
 

 
 

226 
 

 

Figure 3. Histopathological evaluation of duodenum tissues. (A-B) Normal mucosa of the duodenum 

in the control group. (C-D) Nearly normal duodenal mucosa with only mildly sloughed epithelial cells 

(arrow) at the tips of some villi in the betaine-treated group. (E-F) Severe mucosal damage 
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characterized by exfoliation of epithelial cells to the lumen (arrow) and hemorrhage (stars) in the 

lamina propria in the ethanol-ingested group. (G-H) Reduced duodenal mucosal injury with villous tip 

damage (arrow) and hemorrhage (star) in the betaine+ethanol group. H&E staining, Scale bar=100 

μm. 

 

Figure 4. Comparison of histopathological scores of duodenal injury between groups. n=7, **p < 

0.01, ***p < 0.001, ****p < 0.0001. 

 

4. DISCUSSION 

 

Alcohol consumption is an important factor that threatens health and quality of life since it affects 

pathophysiological conditions in various organ systems including gastrointestinal, urinary, 

cardiovascular, and nervous systems [16-18]. ALD, which is the most crucial pathology related to 

alcohol, causes a series of liver disorders that might result in steatosis, fibrosis, cirrhosis, and even 

carcinoma and liver failure. The catabolism of ethanol to acetaldehyde, mediated by alcohol 

dehydrogenase (ADH) and cytochrome P450 2E1, takes place mainly in the liver. The gastrointestinal 

tract, where the first-pass metabolism of ethanol takes place, contains the organs that are most affected 

by the damage of alcohol after the liver. In this catabolic reaction of ethanol and acetaldehyde, ADH 

and aldehyde dehydrogenase (ALDH) of the gastric and intestinal mucosa are the main mediators [4]. 

Acetaldehyde produced in these reactions acts as an oxidative stress inducer by disrupting the balance 

of pro-oxidants and antioxidants and causes tissue damage by interacting with the proteins in the 

gastric and intestinal mucosa [19]. 

 

In our current study, consistent with previous studies, ingestion of rats with 75% ethanol caused 

hyperemia, dilatation of sinusoids, infiltration of mononuclear cells, and degeneration of hepatocytes. 
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When duodenal damage was examined, we showed that acute ethanol administration caused loss of 

epithelial cells in the villus tips and bleeding in the mucosa. Studies in rodents and humans have 

shown that the morphological changes induced by ethanol in the liver are characterized by steatosis, 

necrosis, fibrosis, mononuclear cell infiltration, hyperemia, dilatation of sinusoids, various degrees of 

degeneration of hepatocytes (swelling, vacuolization and hydropic degeneration), and Kupffer cell 

hyperplasia [20-23]. Moreover, morphological examinations in experimental animal models have 

reported that oral or intragastric ethanol intake poses a risk of bleeding in the gastric and duodenal 

mucosa. In addition, ethanol causes loss of epithelium at the tips of the villi in the duodenal mucosa, 

thus reducing the mucosal surface. It also leads to mononuclear cell infiltration to the epithelial layer 

and goblet cell hyperplasia [24-26]. In our study, the absence of changes such as steatosis, necrosis, 

and fibrosis in the liver is due to the fact that ethanol was not administered chronically, and only its 

acute effect was evaluated. Similarly, acute alcohol did not cause mononuclear cell infiltration and an 

increase in goblet cell count in duodenal mucosa as in chronic alcohol intake. 

 

In the present study, in which we assessed the effects of pre-treatment of betaine for 21 days, we first 

showed that betaine exhibits hepatoprotection by reducing acute ethanol-induced hyperemia, 

sinusoidal dilatation, inflammatory cell infiltration, and hepatocyte degeneration. Next, we 

demonstrated that betaine also prevents the exfoliation of epithelial cells at the tips of the villi and 

hemorrhage in the lamina propria that is, it protects the duodenal mucosa from the toxic effects of 

ethanol. We speculate that this protective effect of betaine is related to the antioxidant, anti-apoptotic, 

and anti-inflammatory effects of this natural compound [27,28]. Previous studies investigating the 

effects of betaine against alcohol-induced tissue damage have shown that this natural compound 

provides protection through the methionine-homocysteine cycle [29]. In this cycle, betaine plays a 

role in converting homocysteine to methionine, thus enhancing the homocysteine level while 

decreasing the methionine concentration. Increased methionine is involved in antioxidation; it could 

be used in the synthesis of reduced glutathione (GSH) by hepatocytes as well as alleviate oxidative 

stress through chelation. In addition, betaine increases the level of GSH precursor S-

adenosylmethionine (SAM) via sulfur-containing amino acid metabolism [29]. Betaine has also been 

shown to increase the activity of enzymatic antioxidants such as superoxide dismutase (SOD), catalase 

(CAT), and glutathione peroxidase (GPx) in the brain, testis and liver tissues [8,9,30]. Moreover, in 

our previous report, we showed that betaine improves total antioxidant status (TAS) and reduces total 

oxidant status (TOS) in betaine ethanol-treated rats [12]. 

 

It has been postulated that alcohol consumption causes an increase in the levels of S-

adenosylhomocysteine (SAH), the metabolic precursor of homocysteine, in hepatocytes. SAH is 

produced in methyl transfer reactions, in which betaine is also involved, and is involved in the 

regulation of methylation reactions as a methyltransferase inhibitor [31]. Studies have shown that the 

increase in intracellular SAH is also associated with the induction of apoptosis [32,33]. Moreover, it 

has been reported that elevated SAH production is responsible for the increase in apoptosis observed 

following ethanol intake in hepatocytes [31]. It has been reported that betaine administration inhibits 

apoptosis by suppressing the increase in SAH in rat hepatocytes in vivo [34]. 

 

Ethanol-induced lesions in the gastrointestinal tract are closely associated with inflammation. 

Therefore, the use of agents with anti-inflammatory effects to protect tissues from ethanol damage is 
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considered a suitable approach [35]. Olli et al. showed that betaine reduces pro-inflammatory 

mediators interleukin-6 (IL-6) and tumor necrosis factor-alpha (TNF-α) mRNA levels in human 

adipocytes under hypoxia [36]. Similarly, Yang et al. reported that betaine supplementation decreases 

the levels of interleukin-1beta (IL-1β), IL-6, TNF-α, and interferon-gamma (IFN-γ) in serum and 

increased the anti-inflammatory interleukin-10 (IL-10) in lipopolysaccharide-induced inflammation in 

rats [37]. Furthermore, Shi et al. proposed that betaine ameliorates ethanol-induced liver injury by 

reducing TNF-α, IFN-γ, and interleukin-18 (IL-18) levels [38]. These pieces of evidence suggest that 

the protective effect of betaine against tissue damage, which we observed in our study, is probably due 

to its ability to regulate inflammatory responses apart from its oxidative stress suppressor and 

apoptosis inhibitory features. 

 

In conclusion, we demonstrated that betaine supplementation minimizes alcohol-induced injuries in 

hepatic and duodenal tissue in rats. These findings suggest the potential prophylactic value of betaine 

in preventing liver and duodenal damage caused by acute alcohol intake and warrant further 

investigations to reveal precise mechanisms of its protective effects. 
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ABSTRACT 

 

Two dimensional (2D) organometal halide perovskites (OHPs) have attracted intensive interest for 

their diverse optoelectronic applications. However, a practical and controllable solution-based way 

particularly for the synthesis of pure BA2MAPb2I7 and heterostructured BA2PbI4/BA2MAPb2I7 single 

crystals, which are of great importance for high performance photodetectors, is still lacking. In this 

study, we report the efficient synthesis route of large-area high-quality BA2MAPb2I7 and 

BA2PbI4/BA2MAPb2I7 single crystals. We show that the combined method of solution temperature 

lowering and limiting reagent approaches yields rapid and controllable synthesis. In addition, the 

correct determination of the BAI:MAI:PbI2 molarity ratios in the synthesis process was revealed to be 

highly significant. These results provide fundamental insight and useful guideline for obtaining the 

presented 2D OHPs with regard to high practicality and controllability.     

 

Keywords: 2D Perovskite, Single crystal synthesis, Solution temperature lowering, Limiting reagent 

approach, Heterostructure. 

 

1. INTRODUCTION 

 

Among many prominent two dimensional (2D) materials such as graphene[1] and transition metal 

dichalcogenides (TMD)[2–4], 2D organometal halide perovskites (OHPs) are promising layered 

materials for optoelectronic applications owing to their favorable properties such as high carrier 

mobility, long diffusion length, high absorption coefficient, tunable optical bandgap, and ease of 

forming heterostructures with other materials[5,6]. 2D OHPs structures are generally defined by the 

chemical formula (RNH3)2(A)n−1MX3n+1, where RNH3 is a long-chain organic group (CH3(CH2)3NH3, 

C6H5C2H4NH3, etc.), A is an organic or inorganic cation (CH3NH3
+1

, Cs, etc.), M is a bivalent metal 

cation (mainly Pb
+2

, Sn
+2

, Ge
+2

, etc.), X is a halogen anion (Cl
-
, Br

-
, I

-
). Here the n value represents the 

number of the inorganic octahedron layers, giving the inorganic layer thickness. In recent years, 2D 
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OHPs have been studied as solution-processable active and supporting components in photovoltaics, 

LEDs, and photodetectors due to the higher stability feature compared to 3D OHPs and other superior 

characteristics[7].Particularly, long-chain hydrophobic organic groups increase the durability of 2D 

OHPs by protecting the inorganic octahedra layers[8,9]. Also, the optoelectronic properties of 2D 

OHPs are able to be adjusted by just varying the number of inorganic layers (n)[10,11]. Among the 

various applications of 2D OHP single crystals which yield high crystallinity and less number of grain 

boundaries, photodetectors stand out, providing superior responsivity and short response rate[12,13].  
 
Heterostructures emerge as structures formed by the combination of two different semiconductor 

materials with different unique optoelectronic properties such as graphene, TMD, black phosphorus, 

and perovskite. Thus, heterostructures significantly increase the functionality of optoelectronic 

applications such as photodetectors, photovoltaics, and transistors[14]. In particular, the synthesis of 

two different perovskite structures with different compositions as a single crystal is very important in 

order to overcome the problems such as the requirement of matching the lattice constant, and the 

formation of interface defects at the boundaries of materials[15]. Nowadays, researchers have 

succeeded in synthesizing various 2D perovskite heterostructures such as (BA)2PbI4/(BA)2PbBr4, 

(PEA)2PbI4/(PEA)2MAPb2I7, (2T)2PbI4/(2T)2PbBr4, (2T)2SnI4/(2T)2PbI4[16]. Moreover, 2D OHP 

single-crystal heterostructures are of great importance for dual-band high-performance photodetectors 

due to the tunable optical bandgap allowing high absorption coefficients over multiple spectral 

regions[15,17]. It is of great importance to synthesize high-quality 2D OHP pure single crystals and 

their heterostructures instead of widely used polycrystalline films for higher detector 

performances[15]. However, there are still important issues that need to be addressed and researched 

in detail regarding the synthesis process in terms of practicality and controllability. In particular, the 

use of slow and complex vapor deposition processes in the synthesis of BA2PbI4/BA2MAPb2I7 single 

crystal heterostructures is a major concern.[18,19]. 

 

Single crystals of 2D OHPs with diverse optoelectronic properties have been obtained using 

compositional engineering through various synthesis methods such as solution-based crystal growth, 

vapor-phase epitaxial growth, and top-down (slicing, mechanical peeling) methods[20–22]. Among 

them, the solution-based crystal growth method is ideal for synthesizing 2D OHP single crystals with 

ease, high-quality and controllability[23]. Solution-based crystal growth methods are also listed as 

inverse temperature crystallization, anti-solvent vapor assisted crystallization, slow evaporation 

crystallization and solution temperature lowering (STL). The STL method is an important route for 

the synthesis of high-quality 2D OHP single crystals with large grain sizes[24]. On the other hand, 

during STL synthesis of 2D OHP BA2MAPb2I7 (n=2) single crystal materials, which are of great 

importance for photodetector applications, BA2PbI4 (n=1) crystals are inevitably synthesized as side 

product and cause contamination; therefore, the inability to obtain homogeneous BA2MAPb2I7 

structures emerges as a major challenge[15]. Furthermore, this hinders the controlled synthesis of 2D 

OHP BA2PbI4/BA2MAPb2I7 single crystal heterostructures for use in dual-band photodetectors. 

Considering the slow and complex vapor deposition processes used in the synthesis of 

BA2PbI4/BA2MAPb2I7 single crystal heterostructures, a rapid and simple STL method provides highly 

important advantages for the controlled synthesis of heterostructures.  
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In this study, high-quality, large-area, pure 2D OHP BA2MAPb2I7 single crystals were synthesized 

within a few hours using a facile solution-based synthesis route. The high controllability of the used 

approach, which included STL and limiting reagent methods, was achieved by carefully varying the 

concentration ratios of n-butylamine (BA) and methylamine (MA) cations. 2D OHP 

BA2PbI4/BA2MAPb2I7 single crystal heterostructures were also synthesized and investigated in detail. 

Structural and optical properties of the synthesized perovskites were examined using various 

characterization techniques including scanning electron microscopy/energy dispersive X-ray 

spectroscopy (SEM/EDX), X-ray diffractometry (XRD), UV-Vis absorption spectroscopy, and 

steady-state photoluminescence (PL) spectroscopy. Accordingly, the characteristic spectra of the 

BA2MAPb2I7 and BA2PbI4/BA2MAPb2I7 single crystals were obtained. The SEM images illustrated 

the synthesized single crystals having large-area and layered structures. The XRD pattern of 

BA2PbI4/BA2MAPb2I7 single crystal heterostructures was obtained as a mixture of the patterns of 

BA2MAPb2I7 and BA2PbI4 single crystals as targeted. This result was also obtained in the PL and UV-

Vis absorption spectra. 

 

2. EXPERIMENTAL SECTION 

 

2.1. Chemicals 

The chemicals used here in the synthesis of perovskites are lead(II) iodide (PbI2), methylammonium 

iodide (MAI), n-butylamine (BA), 57% aqueous hydriodic acid (HI), 50% aqueous hypophosphorous 

acid (H3PO2). They were purchased from Sigma-Aldrich and used as received in high purity. 

 

2.2. Growth of 2D OHP single crystals  
STL and limiting reagent methods were utilized to synthesize 2D OHP BA2MAPb2I7 single crystals. 

Schematics of the synthesis steps, including the parameters, are shown in Figure 1. Herein, the 

concentration ratio of BA cations has been limited in the synthesis process of pure BA2MAPb2I7 2D 

OHP single crystals. Accordingly, 1.32 M PbI2 powder chemical was dissolved in 0.250 mL HI 

solvent (A solution). After stirring at 200 rpm for 10 minutes at the temperature of 90°C, a transparent 

yellow solution was obtained. After that, 0.66 M of MAI powder chemical was added to the solution 

and MAPbI3 was formed, and the color of the solution turned dark black. After 10 minutes, 28 µL of 

H3PO2 was added to the solution, dissolved at 90°C under 150 rpm stirring for 2 hours and the color of 

the solution turned transparent yellow again.  

 

In a separate flask placed in an ice bath, 0.86 M of n-BA was dissolved in 0.250 mL HI solvent to 

obtain BAI precursor solution (solution B). The n-BA was dropwise added and dissolved under 

stirring (200 rpm) at 0°C for 2 hours. An amount of solution B at 0°C was rapidly added to solution A 

at 90°C until observing red nuclei with hundreds of micron lateral areas. The temperature of the 

solution was increased to 100°C and stirred at 200 rpm for 15 minutes. The solution was cooled to 

25°C at a cooling rate of 30°C/h and BA2MAPb2I7 2D OHP single crystals were grown. After that, the 

single crystals were collected by vacuum filtration and taken into vacuum for drying at 25°C 

overnight. 

 

Further, BA2PbI4 2D OHP single crystals were synthesized using the STL method aforementioned, 

except that the molar concentrations of solution A and B were adjusted to the BAI:MAI:PbI2 ratio of 
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2:0:1. The synthesis of BA2PbI4/BA2MAPb2I7 2D OHP single crystal heterostructures was also carried 

out following the steps outlined above, but the concentrations of solution A and B were adjusted to the 

BAI:MAI:PbI2 molarity ratios of 2:1:2, 2:2:2, 2:3:2 and 2:4:2.  

 

2.3. Structural characterization 

The basic properties of the materials such as crystal quality, surface morphology, lateral thickness and 

grain boundary identification of the materials were examined as preliminary characterization using an 

optical microscope (Nikon series Eclipse H600L). The XRD system (Bruker D8 Advance) operating 

at 40 kV and using Cu Kα (λ=1.5418Å) as X-ray source was employed to characterize the crystal 

structure of the materials and to determine the distance between the inorganic layers. The analysis was 

performed at room temperature and within the diffraction angle range of 𝜃=4-60°, choosing 0.5 

second/step and 0.01° step size. The SEM/EDX system (Phenom XL) was used to examine the 

material’s morphology, grain orientation, grain size, layer thickness, chemical structure, different 

element maps on the surface, and element ratios in the materials. The SEM/EDX device was operated 

in point mode with 10 kV.  

 

 

Figure 1. Schematic representation for the synthesis of 2D OHPs using STL method and limiting 

reagent approach. 

 

2.4. Optical characterization 
UV-Vis absorption spectroscopy was used to obtain the optical bandgap and absorption peak position 

of the synthesized materials. Hitachi U-5100 Spectrophotometer was operated in the wavelength range 

of 380-800 nm with a scanning speed of 100 nm/min. Cary Eclipse fluorescence spectrophotometer 

was used for the PL analyses to characterize the materials and reveal optical properties.  

 

All the samples synthesized and investigated in this study were stored in Ar inert gas environment and 

all the characterization measurements were carried out at room temperature (25 °C).   
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3. RESULTS AND DISCUSSIONS 

 

High-quality BA2MAPb2I7 2D OHP single crystals with large surface area as shown in Figure 2(a-d) 

involving the SEM images with the corresponding EDX analyses were synthesized. The main 

principle of the utilized STL method is to obtain single crystals by gradually lowering the 

temperature. By this way, the solubility of perovskite decreases and a single crystal precipitate may 

form in saturated solution. The crystallization process takes place in two stages, nucleation, and 

crystal growth. The crystallization process begins with the formation of nucleation sites, which always 

occur in a supersaturated solution. The process can be controlled by adjusting the crystallization 

temperature and degree of saturation to maximize crystal growth and minimize co-nucleation to 

achieve the best single crystal quality. During the synthesis of BA2MAPb2I7 2D OHP single crystals, 

n=1 perovskites are synthesized as contamination[15]. This is because the solubility of perovskite 

single crystals in aqueous solution increases as the n value increases towards n=∞ while transforming 

from 2D to 3D[15,25,26]. Hence, BA2PbI4 2D OHPs were synthesized as the growth rate of BA2PbI4 

(n=1) single crystals was higher than that of BA2MAPb2I7 (n=2) single crystals. In addition, due to the 

higher solubility of MA cations in aqueous solution than BA cations, the inability of MA cations to 

reach supersaturation in the prepared solution led to a further decrease in the growth rate of 

BA2MAPb2I7 2D OHP single crystals[27]. Therefore, solutions A and B were prepared with the 

molarity ratio of BAI:MAI:PbI2 adjusted to be 0.86:0.33:0.66. Limited amounts of BA cations in 

solution B are added to solution A until the color turning point is reached where red nuclei are 

observed, which is called the limiting reagent approach.  

 

Furthermore, BA2PbI4 2D OHP single crystals were synthesized by adjusting the BAI:MAI:PbI2 

molarity ratios to be 2:0:1 considering the stoichiometric ratio, as seen from Figure 2(e-h). When the 

BAI:MAI:PbI2 molarity ratio was adjusted to 2:1:2 by increasing the MAI concentration, 

BA2PbI4/BA2MAPb2I7 2D OHP single crystal heterostructures were synthesized, as shown in Figure 

2(i-k). In addition, BA2PbI4/BA2MAPb2I7 heterostructures were synthesized also by adjusting the 

BAI:MAI:PbI2 molar ratios to 2:2:2, 2:3:2 or 2:4:2 by increasing the concentration of MA cations. 

Due to the excess amount of MA concentration, n=1 perovskite structure was synthesized as 

contamination and prevented the synthesis of n=2 perovskite structure by acting as a kinetic 

barrier[26]. The lateral dimensions of the successfully synthesized 2D OHP single crystals ranged 

from tens of micrometers to a few millimeters. SEM images in Figure 2 show that perovskite single 

crystals have a layered structure stacked on top of each other with a smooth and homogeneous surface 

morphology free from grain boundaries or voids. In addition, it was observed that a small part of the 

red nuclei with a lateral area of hundreds of microns at the beginning of the cooling process was on 

the interface of the solution, and a large part was at the bottom of the solution. The reason for this is 

that the nucleation energy barrier, defined as the threshold energy value that must be exceeded for 

nucleation to occur, is significantly lower at the liquid-air interface than inside the solution. Therefore, 

the nucleation occurs much more easily at the interphase boundary[27]. Accordingly, it was stated that 

hydrophilic BA (C4H9NH3
+
) precursor cations align at the liquid-air interphase boundary, acting as a 

template for nucleation, rather than binding to water molecules in solution via static Coulomb 

interaction.   
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When the chemical analysis was made with the EDX method, the atomic concentration ratio of Pb:I in 

the structure of BA2MAPb2I7 2D OHP single crystals was found to be approximately 1:2, which is 

characteristic for the PbI2 inorganic part of the perovskite structure. Moreover, while the weight 

concentrations of C and N atoms were found to be low, the weight concentrations of I and Pb atoms in 

the structure were found to be relatively high as shown in Figure 2(d). Previous studies have reported 

that perovskite structures are very sensitive to high-energy electron beams[28–32]. Therefore, these 

results are attributed to the increased temperature on the surface region in which high-energy electron 

beams are focused, causing the degradation of OHP single crystals. Accordingly, the organic part with 

higher volatility in the crystal structure is connected to the inorganic layers with weak van der Waals 

bonds. High thermal energy breaks the weak bonds and the organic volatile part splits from the 

structure. Owing to the same situation, similar results were observed for the BA2PbI4 and 

BA2PbI4/BA2MAPb2I7 perovskites, as shown in Figure 2(h) and Figure 2(k), respectively.     

 

 

Figure 2. SEM images with the corresponding EDX spectra of the synthesized 2D OHP single 

crystals; (a-d) BA2MAPb2I7, (e-h) BA2PbI4, and (i-k) BA2PbI4/BA2MAPb2I7 heterostructure. 
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Figure 3 shows comparative XRD patterns of BA2PbI4, BA2MAPb2I7 2D OHP single crystals and 

BA2PbI4/BA2MAPb2I7 2D OHP single crystal heterostructures. The characteristic crystal planes for 

the crystal structure of BA2MAPb2I7 2D OHP single crystals was determined at diffraction peaks of 

4.6°, 9.14°, 13.67°, 18.23°, 22.83°, 27.43°, 32.1°, 36.86°, respectively. In the literature, Zhou et al. 

reported that high intensity XRD peaks of BA2MAPb2I7 crystals were obtained at the angles of 5.09°, 

9.62°, 14.12°, 18.65°, 23.23°, 27.80° and 32.44°[33]. In addition, due to the continuity of the 

inorganic-organic-inorganic layer in the crystal structure of 2D OHP single crystals, the angle values 

at which XRD peaks increase regularly according to the d gap distance between the crystal planes[34–

36]. Accordingly, the distance between the crystal planes of the synthesized 2D OHP single crystals 

was measured to be d=1.964nm and, using the Bragg equation (n𝜆 = 2𝑑𝑠𝑖𝑛𝜃), it was calculated that 

the difference between the angle values between each peak should be approximately 2𝜃=4.5°, which 

is consistent with the obtained results. XRD analysis demonstrates a single crystallinity of perovskite 

structures and confirms that the 2D OHPs were successfully synthesized according to the XRD results 

in previous studies[26,37]. Furthermore, XRD analysis identified the diffraction peaks corresponding 

to the characteristic crystal planes of the BA2PbI4 2D OHP single crystals as 6.48°, 12.94°, 19.35°, 

25.89°, 32.5°, 39.22°, respectively. In the literature, Zhou et al. reported that high intensity diffraction 

peaks at the XRD analysis of BA2PbI4 crystals were obtained at the angles of 7.01°, 13.45°, 19.91°, 

26.44°, 33.06° and 39.79°[25]. These results are in agreement with the results  of XRD analysis in 

previous studies confirming the synthesis of BA2PbI4 2D OHP single crystals[33,37]. In addition, 

XRD analysis of BA2PbI4/BA2MAPb2I7 2D OHP single crystal heterostructures includes each of the 

diffraction peaks for characteristic planes of the crystal structures of BA2PbI4 and BA2MAPb2I7 2D 

OHP single crystals. These results are also consistent with the XRD results of BA2PbI4 and 

BA2MAPb2I7 2D OHP single crystals in the literature[15,33]. 

 

 

Figure 3. XRD patterns of the synthesized BA2MAPb2I7, BA2PbI4, and BA2PbI4/BA2MAPb2I7 single 

crystals. 

 

Absorption spectroscopy (UV-Vis) analysis was also performed to examine the optical properties of 

BA2MAPb2I7 2D OHP single crystals and showed the absorption peak at about 576 nm as shown in 
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Figure 4(a). Accordingly, there is a relationship between the photon energy ((αhυ)
1/n

 =β(hυ - Eg)) and 

the absorption coefficient (α = β/(hυ) (hυ - Eg)
n
), and the band gap is determined by the straight line, 

which is drawn to the slope of the graph of (αhυ)
(1/2)

 versus photon energy (hυ). The optical bandgap 

value was calculated as 2.04 eV by using the Tauc plot drawn in the inset figure.  

 

 

Figure 4. Absorption spectra of the synthesized single crystals; (a) BA2MAPb2I7, (b) BA2PbI4, and (c) 

BA2PbI4/BA2MAPb2I7 heterostructure. Insets show the corresponding Tauc plots. 

 

In addition, it was analyzed that the absorption onset value extends towards longer wavelengths due to 

the trap states of the 2D OHP single crystals[38]. BA2PbI4 2D OHP single crystals have an absorption 

peak at about 535 nm, an absorption onset value extending up to 700 nm due to the quantum 

confinement effect, and an optical bandgap value of 2.22 eV, as shown in Figure 4(b). When the 

optical properties of the heterostructure were examined by UV-Vis characterization method, it was 

observed that it had two absorption peaks at about 535 nm for the BA2PbI4 perovskite structure and at 

about 576 nm for the BA2MAPb2I7 perovskite structure, as shown in Figure 4(c). 

 

The optical properties of perovskite single crystals were investigated using the PL characterization 

method. In Figure 5(a), it is observed that the center of the emission peak for BA2MAPb2I7 2D OHP 

single crystal is at a wavelength of 584 nm. In addition, in the PL spectrum plot of Figure 5(b), it is 

observed that single crystals have a single luminescence peak at 520 nm wavelength for BA2PbI4 2D 

OHP single crystals. In Figure 5(c), BA2PbI4/BA2MAPb2I7 2D OHP single crystal heterostructure PL 

spectrum shows that one of the PL peaks is centered at about 588 nm for BA2MAPb2I7 and the other 

PL peak is for BA2PbI4 2D OHP single crystals. The gray dashed line in this figure represents the data 

that could not be obtained experimentally due to the filtering constraint of the instrument and was 

plotted considering the PL spectrum of BA2PbI4 OHP in Figure 5 (b). 
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Figure 5. PL spectra of the synthesized single crystals; (a) BA2MAPb2I7, (b) BA2PbI4, and (c) 

BA2PbI4/BA2MAPb2I7 heterostructure. 

 

4. CONCLUSION 

 

In summary, large-area high-quality BA2MAPb2I7 2D OHP single crystals were able to be synthesized 

within a few hours using solution-based STL method and limiting reagent approach. The 

concentration ratio of BA and MA cations was revealed to be significant for the synthesis of these 

crystals. Accordingly, the synthesis of BA2PbI4/BA2MAPb2I7 2D OHP single crystal heterostructures 

was carried out successfully. Herein, various characterization methods were utilized to investigate 

structural and optical properties of the synthesized 2D OHP single crystals. A novel pathway was 

introduced on rapid and controllable synthesis of large-area high-quality BA2MAPb2I7 and 

BA2PbI4/BA2MAPb2I7 2D OHP single crystals. It is of great importance to carry out such studies in 

order to develop new synthesis approaches of 2D OHP materials with superior properties for use in 

optoelectronic applications.  
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ABSTRACT 

 

This study aims to research the protective effects Polydatin have against cerebral ischemia/reperfusion 

damage. Polydatin is a natural polyphenic phytoalexin and which has strong antioxidant properties. 

In the present study, 5 groups were prepared as control, sham, ischemia/reperfusion (IR), Polydatin 30 

(Pol 30), and Polydatin 60 (Pol 60). The four-vessel occlusion model was used to induce ischemia. 

Polydatin was injected intraperitoneally 30 minutes before ischemia. Hematoxylin Eosin staining were 

applied for histopathological study, SOD, CAT, and MDA levels determined, and TNF-α mRNA 

expression levels were measured by the RT-qPCR technique in brain tissue. According to the results, 

a serious loss of neurons in the CA 1 region of the hippocampus was observed in the IR group. 

Neuronal damage in the hippocampus decreased and the number of neurons increased significantly in 

the Pol 60 group compared to the IR group. CAT and SOD levels were reduced, and the MDA level 

rose in the IR group. In Pol 60 and Pol 30 groups, an increase was observed in the CAT and SOD 

levels, a decrease was observed in the MDA and total protein levels compared to the IR group. The 

amount of TNF-α mRNA expression in the brain tissues of the IR group was significantly higher 

compared to the control group. In the Pol 60 group, mRNA expression level decreased significantly 

compared to the IR group. In conclusion, the increase in MDA, decrease in SOD and CAT values, 

increase in TNF-α gene mRNA expression, and histological damage in the brain because of cerebral 

ischemia/reperfusion in rats were restored to normal levels with 30 and 60 mg/kg polydatin 

administration as protective before ischemia. Especially at 60 mg/kg polydatin supplementation with 

antioxidant properties has a neuroprotective effect against oxidative stress damage caused by cerebral 

ischemia/reperfusion. 

 

Key Words: Cerebral Ischemia, Reperfusion, Polydatin, Protective Effect. 
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1. INTRODUCTION 

 

Cerebral ischemia occurs with a temporary or permanent decrease in cerebral blood flow as a result of 

thrombotic or thromboembolic arterial occlusion. Currently, thrombolytic drugs are used to provide 

cerebral perfusion and there is no other approved treatment [1]. In general, thrombolytic therapy 

ameliorates the acute effect of ischemia by regulating blood flow, but this treatment does not provide 

a significant improvement in motor and cognitive impairments [2]. For this reason, it is necessary to 

investigate the mechanisms of cerebral ischemia formation and to identify potent neuroprotective 

agents that can be used after ischemia occurs.  

 

Reperfusion occurs after thrombolytic therapy. Oxygen is restored by reperfusion, making this 

situation worse because a large amount of reactive oxygen species are formed with oxygen, and 

irreversible damage occurs in the cell [3]. Oxidative damage, inflammations, and apoptosis develop in 

cerebral ischemia/reperfusion damage. Therefore, previous research has indicated that antioxidant, 

anti-apoptotic, and anti-inflammatory agents can be used as a protective agent against cerebral 

ischemia/reperfusion injury [4]. In this study, we examined the protective effects of polydatin, which 

has a strong antioxidant effect, against cerebral ischemia/reperfusion injury. 

 

Polydatin is a natural polyphenic phytoalexin derived from the roots of a Chinese plant called 

Polygonum cuspidatum. Polydatin is also found in foods we consume daily, such as grapes, peanuts, 

cocoa products, and chocolate [5-9]. Its chemical formula is C20H22O8 (3, 4', 5 – trihydroxy stilbene – 

3 – β – mono – D – glucoside). It is the glycoside form of resveratrol and is also known as Piceid. 

Polygonum cuspidatum has been used in Chinese medicine since ancient times as an antitussive, 

antiasthmatic, expectorant and for blood lipid improvement, high cholesterol, and hypertension [10-

12]. However, with a detailed study of its chemical extraction, it has been found to have some 

important effects, such as antimicrobial [13], anti-inflammatory [14], antioxidative [15-18], 

hepatoprotective [19, 20], anticancer [21], antiapoptotic effect [22], scavenging free radical, 

increasing antioxidant production, regulating immune functions [23], healing ischemic damage in 

some organs such as the heart, lungs [24,25], kidneys [26], and brain [2, 14, 27]. 

 

Previous research showed that polydatin has a protective effect against injury caused by an acute 

shock in neurons, smooth muscle cells, and erythrocytes [28]. It has also been determined that 

polydatin prevents sepsis-induced multiple organ dysfunction syndrome which causes mitochondrial 

injury in the lung, liver, kidney, and intestines [29-31]. In a study, it was determined that polydatin 

can cross the blood-brain barrier [14]. With its feature to pass the blood-brain barrier, polydatin can 

prevent cerebral ischemia-reperfusion damage. In inflammation models in previous studies, it was 

indicated that polydatin inhibits some pro-inflammatory cytokines [32]. It also decreased MDA and 

increased SOD and CAT thus it improved oxidative stress parameters [33]. 

 

This study aimed to determined the effects of polydatin on the levels of MDA, SOD, and catalase, 

which are oxidative stress parameters in ischemia-reperfusion injury. We also investigated the mRNA 

expression level of the TNF-α gene. 
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MDA is a lipid peroxidation marker. The reperfusion process after ischemia is very favorable for lipid 

peroxidation and the formation of new free radicals. [34]. Due to lipid peroxidation, ATPase activity 

decreases and the synthesis of vital proteins is inhibited. As a result, proteolytic enzymes and 

mitochondrial matrix enzymes are released and cellular damage occurs. In this case, the antioxidant 

defense system (SOD, catalase) plays a very important role in preventing neuronal death. [35].  

 

Studies show an increase in the synthesis of proinflammatory cytokines such as TNF-α, IL-1β, and IL-

6 after ischemia. There is a correlation between the increase in TNF-α, IL-1β, and IL-6 levels as a 

result of ischemia/reperfusion, an increase in mortality, acute respiratory distress syndrome, and 

increased risk of multiple organ failure [36]. The pathological process driven by increased 

intracellular Ca
+2

 during ischemia/reperfusion is the formation of calcium pyrophosphate and uric 

acid. This process sends signals that activate inflammatory agents such as TNF-α and IL-1β 

(interleukin-1β), which exacerbate ischemia-reperfusion injury. These cytokines in turn activate 

transcription factors such as NF-κB to increase the expression of other cytokines and chemokines. 

Thus, it fires a cytokine storm that will trigger further cell damage with deep inflammation [37]. 

 

This study focuses on the free radical scavenging and inflammatory cytokine inhibitory effects of 

polydatin. For this purpose, we investigated the neuroprotective effects of polydatin, a new agent that 

can be used prophylactically against ischemia-reperfusion injury. 

 

2. MATERIAL AND METHOD 

 

Animal experiments of this study were conducted in the Kütahya Health Sciences University Faculty 

of Medicine Experimental Animal Breeding Research and Application Center laboratory. Ethical 

approval was token for animal experiments from the Animal Experiments Local Ethics Committee of 

Kütahya Health Sciences University Faculty of Medicine (No: 2019.03.04). 

 

2.1. Experimental Groups 

Control group (n=8): No treatment was applied to the rats in this group.  

 

Sham group (n=8): Surgical procedure was applied to the rats in this group, but ischemia/reperfusion 

damage was not created. 1 ml of saline was given one hour before the surgical procedure. 

 

Ischemia/reperfusion (IR) group (n=8): Half an hour of ischemia and half an hour of reperfusion 

were applied to the rats in this group. 

 

Polydatin 30mg/kg + IR (Pol 30) group (n=8): 30mg/kg polydatin was injected intraperitoneally to 

the rats in this group one hour before the ischemia. (PD (C20H22O8, MW: 390.38, purity ≥ 95%), Pub 

Chem Substance ID 329750984,  Sigma- Aldrich Co. LLC. St. Louis, MO, USA). 

 

Polydatin 60 mg/kg + IR (Pol 60) group (n=8): 60mg/kg polydatin was injected intraperitoneally to 

the rats in this group one hour before the ischemia. 
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2.2. Experimental Procedure-Induction of Ischemia/Reperfusion 

In our study, the four – vessels occlusion model was applied to induce ischemia. After anesthesia and 

analgesia, an incision was made in the midline of the dorsal of the neck, and both Arteria vertebralis 

were cauterized along the foramen alaris of C1 with bipolar electrocautery (Fig. 1). 24 hours after 

cautery application, midline incision of the neck was made. After superficial microdissection was 

performed, it was advanced towards the right and left carotid arteries (Arteria carotis communis, 

ACC) with deep microdissection. When the trachea was seen, the paratracheal muscles were 

dissected, and it was reached to ACC and both ACCs were kept closed for 30 minutes with the Vasco 

Bulldog clamp (Fig. 2). Then, the clamps were removed and reperfusion was applied for 30 minutes. 

 

 

Figure 1. Electrocautery application (24 hour before ischemia). 

 

 

Figure 2. Ischemia application (ACCs were kept closed for 30 minutes with the Vasco Bulldog 

clamp). 

 

After ischemia and reperfusion, the rats were sacrificed and brains were removed with craniectomy. 

Brain tissues were divided into three parts. The first piece was kept in a 10% formaldehyde for 

histological examination. The second and third pieces were kept at -80˚C until biochemical and 

molecular examinations were performed. 
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2.3. Histopathological Examination 

Brain tissues were fixed with 10% formaldehyde solution. Then brain tissues were embedded in 

paraffin after the routine tissue fixation process and sectioned at 5-10µm with a microtome. 

Hematoxylin Eosin (H&E) staining were applied to the tissues. Stains were examined under a 

microscope, the CA1 region of the hippocampus was photographed and analyzed with an image 

analysis program. 

 

2.4. Biochemical Analyses 

For biochemical analysis, brain parts that were properly extracted from rats were stored at -80˚C. 

Before analyses, brain tissues were homogenized at 8000 rpm for 5 minutes with a homogenizer in a 

chilled sodium phosphate buffer at pH7.4, 50 µM containing 0.25 M sucrose. The homogenates were 

precipitated by centrifugation at 10,000 rpm at +4°C for 30minutes and the supernatant was used to 

define SOD, CAT, and MDA levels, and protein quantification. 

 

 

2.4.1. Determination of malondialdehyde (MDA) level 

MDA levels were defined using the double heating method of Draper and Hadley [38]. In this method, 

thiobarbituric acid (TBA) reacts with MDA and a pink color is formed. This color was measured 

spectrophotometrically at 532 nm. MDA concentrations were calculated with the aid of the standard 

table of the MDA-TBA complex [39-42]. 

 

2.4.2. Determination of catalase (CAT) activity level 

CAT activities were determined using the Aebi method [43]. CAT enzyme activities were measured 

spectrophotometrically by observing changes in sample and blank absorbance at 240 nm for one 

minute. 

 

2.4.3. Determination of superoxide dismutase (SOD) activity level 

SOD levels were detected depending on spectrophotometric measurement of the inhibitory effect of 

SOD on the autoxidation of 6-hydroxydopamine (6-OHDA) [44, 45]. Spectrophotometric 

measurements were made at 490nm until the 60th second of oxidation because the autoxidation rate 

curve is constant in the first minute. The results were calculated as U/mg protein. 

 

2.4.4. Protein quantification 

The protein concentration of tissue homogenates was calculated as mg/ml using bovine serum 

albumin by method of Lowry et al. [46]. 

 

2.4.5. Statistically analysis 

The results obtained were analyzed using IBM SPSS 20 package program. While ANOVA test was 

used for intergroup comparisons, the Post hoc test was used for intragroup comparisons and p < 0.05 

was statistically significant. 

 

2.5. Molecular Analyses 

For the molecular study, brain tissues were homogenized with a homogenizer before RNA isolation 

from the brain tissue stored at -80˚C. Then the brain tissues were centrifuged, and mRNA was isolated 
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from the supernatant using the High Pure RNA Tissue Kit-Version09 (Roche). Subsequently, cDNA 

was obtained with Transcriptor First Strand cDNA Synthesis Kit-Version6.0 (Roche). Sample cDNAs 

were diluted 1 : 10 with PCR-grade water. The amount of mRNA expression of the TNF-α gene was 

determined by RT - qPCR using the FastStart Essential DNA Green Master (Roche) in accordance 

with the kit procedures, for which specially produced primers were used. The base sequence of the 

primers is given below. CP values and melting curves of the samples were determined by RT-qPCR 

analysis. The data obtained were analyzed using LightCycler480 Instrument Software Version1.5.1. 

 

Rat TNF-α (Forward): 5’ TGAACTTCGGGGTGATCG 3’ 

Rat TNF-α (Reverse): 5’ GGGCTTGTCACTCGAGTTTT 3’ 

 

2.5.1. Housekeeping gene 

Β-Actin gene was used as the housekeeping gene for normalization. The specific production primer 

sequences of the β-Actin gene used are given below. 

 

β-Actin (Forward): 5’ CCCGCGAGTACAACCTTCT 3’ 

β-Actin (Reverse): 5’ CGTCATCCATGGCGAACT 3’ 

 

3. RESULTS 

 

3.1. Histological Examination Results 

A nucleus with prominent round or oval shaped nucleolus surrounded by a homogeneously stained 

cytoplasm was observed in the center of the perikaryon in most neurons in the CA1region of the 

hippocampus in the control and sham groups. (Fig. 3-a). It was observed that hippocampal neurons 

were arranged in a certain order in the sham and control groups. 

 

CA1 neurons of the rat hippocampus in the IR group showed morphological changes consistent with 

degeneration. Most of the neurons of the IR group showed dark staining because of the condensation 

of their cytoplasm and nucleus, which is an indicator of degeneration. The amount of CA1 neurons 

reduced significantly in the IR group. Because the distance between cells increased, the neurons were 

spaced apart and randomly distributed and showed an irregular order (Fig. 3-b). 

 

It was determined that hippocampal neuron damage decreased, and a statistically significant increase 

in the number of neurons was observed in the Pol 60 group compared to the IR group. There was no 

significant difference in neuronal damage and amount of neuron in Pol 30 group (Fig. 3-c and 3-d). 
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a      b 

 

        
c      d 

Figure 3. Hippocampal CA1 region in the control and experimental groups, H&E, 40X. a. Control 

group (staining of neurons are homogeneous, large and round-shaped nuclei, prominent nucleoli) , b. 

IR group (dark and shrunken neurons with many pycnotic nuclei, a large distance between neurons 

due to loss of neurons, irregularly distributed neurons), c. Pol 60 group (Only a few damaged neurons 

were observed). d.  Pol 30 group (Neurons with multiple hyperchromatic and pycnotic nuclei and also 

neuron loss was observed). 

 

3.2. Biochemical Analysis Results 

Values obtained as a result of biochemical analysis are given in Table 1. 

 

Table 1. Comparison of the biochemical analysis results of the groups.  

PARAMETER* Control 

(n=8) 

Sham    

(n=8) 

IR     

(n=8) 

Pol 30 

(n=8) 

Pol 60 

(n=8) 
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CAT (U/mg.protein) 0.98±0.32
a 

0.81±0.27
a 

0.93±0.64
a 

1.09±0,74
b 

1.12±0,79
b 

SOD (U/mg.protein) 5.53±0.72
a 

5.43±0.25
a 

4.44±1.08
b 

5.39±0,95
a 

5.88±0,45
a 

MDA (nmol/mg.protein) 9.34±0.2
a 

10.31±0.6
a 

17.32±0.1
b 

14.85±0.7
c 

11.15±0.5
d 

T.Protein (mg /ml) 88.5±0.2 91.3±0.8 90.8±0.7 78.5±0.6 81.3±0.4 

 

Results are given as mean ± SD. 

* : Statistical significance; numbers shown with the same letters on the horizontal plane are not 

statistically different from each other (p> 0.05), while the numbers shown with different letters are 

statistically significantly different from each other (p <0.05). 

 

There was no significant difference between the control and sham groups in the CAT values. A slight 

decrease was determined in the IR group in the CAT levels compared to the control, but this value 

was not significant. The CAT values of Pol 30 and Pol 60 groups increased significantly when 

compared with control and IR groups. There were no statistically significant differences between the 

Pol 30 and Pol 60 groups (Fig. 4). 

 

 

Figure 4. Average CAT levels in brain tissues. (*compared to control p < 0.05) 

 

There was no significant difference between the SOD values of the control and sham groups. A 

significant reduction was detected in the SOD values of the IR group compared to the control. 

Compared to the IR group, the SOD values of the Pol 30 and Pol 60 groups increased significantly. 

No significant difference was exhibited between Pol 30 and Pol 60 groups in terms of the SOD values 

(Fig. 5). 
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Figure 5. Average SOD levels in brain tissues. (*compared to control p < 0.05) 

 

The mean MDA value increased statistically significantly in the IR group compared to the control. 

The MDA levels of the Pol 30 and Pol 60 groups were significantly decreased when compared to the 

IR. The decrease in the MDA value of the Pol 60 group was closer to the control group. There was 

also a statistically significant difference between Pol 30 and Pol 60 groups (Fig. 6). 

 

 

Figure 6. Average MDA levels in brain tissues. (*compared to control p < 0.05) 

 

There were no significant differences between the control, sham, and IR groups in total protein values. 

A significant decrease was observed in the total protein values of the Pol 30 and Pol 60 groups 

compared to the IR group. There were no significant differences between the Pol 30 and Pol 60 groups 

in terms of the total protein values. 

 

3.3. Molecular Analysis Results 

TNF-α mRNA expression levels of the groups are given in Figure 7. RNA was isolated from brain 

tissues and TNF-α mRNA expression level was determined by RT-qPCR. According to the results, 

there were no differences between the control group and the sham group in mRNA expression values 
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in brain tissue. TNF-α mRNA expression levels significantly increased in the IR group, which was not 

given polydatin by applying only ischemia/reperfusion, compared to control and sham groups. 

 

 

Figure 7. TNF-α mRNA expression levels of the experimental groups. 

 

A significant reduction was observed in the mRNA expression level in the Pol 60 group, in which 60 

mg/kg Polydatin was administered before ischemia-reperfusion as a preservative compared to the IR 

group, and it was determined that it reduced to a value close to the control and sham groups. In the Pol 

30 group, the TNF-α mRNA expression value slightly decreased compared to the IR group, but this 

reduction was not significant. 

 

4. DISCUSSION 

 

In the first few minutes of ischemia, a cytotoxic response occurs, including oxidative stress, 

proinflammatory response, neuronal death, and neurological injury [47-49]. Therefore, inhibition of 

the inflammatory response and activation of the antioxidant defense system in the early phase of 

ischemia are important for reducing ischemic damage [14]. For this reason, this study, aims to 

examine the protective effects of polydatin, which has a potential antioxidant effect as in many 

polyphenol compounds, against cerebral ischemia/reperfusion injury. Various animal models of 

cerebral ischemia have been improved to illustrate the clinical condition of humans as exactly as 

possible. The anatomy of cerebral vasculature does not differ greatly in rodent and humans, so rat 

models have often been used in animal experiments on brain ischemia [19]. 

 

MDA, SOD, CAT and total protein values are important markers for oxidative stress. MDA is formed 

as a result of lipid peroxidation and is an important organic compound. It has been shown in previous 

studies that MDA levels increase significantly after ischemia [50]. In the study of Li et al. [33], in the 

four – vessels occlusion model of cerebral ischemia, it was reported that the MDA level increased 3-

fold. CAT and SOD are antioxidant enzymes. They are protective against the detrimental effects of 

super oxide radicals. The activity of this enzyme decreases in cerebral ischemia [50]. Hippocampal 

CAT and SOD levels decreased by 32% and 27%, respectively, in rats that were applied the four-

vessel occlusion model [33]. 
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In this study, it was detected that while MDA level rose, SOD and CAT levels fell, and there was no 

significant change in the total protein level in the IR group rats compared to the control group. It was 

observed that MDA level reduced significantly in Pol 30 and Pol 60 groups, in which 30 and 60 

mg/kg polydatin were administered as a protective. Especially the decrease in the Pol 60 group was 

closer to the control. The SOD and CAT values of these groups were significantly higher compared to 

the I / R group. The mean total protein level decreased significantly in the Pol 30 and Pol 60 groups 

compared to the control and IR groups. 

 

Previous studies support the data obtained in our study. Li et al. [33] applied polydatin to rats for 30 

days after cerebral ischemia induced by the four-vessel occlusion method and found that the MDA 

level decreased by 40%. Also, this decrease varied depending on the concentration. It was observed 

that polydatin administered at doses of 25mg/kg and 50mg/kg decreased the MDA levels by 49% and 

57%, respectively [33]. In addition, in the same study, it was observed that the application of 

polydatin increased CAT and SOD activities approximately 1,4 times [33]. Ji et al. [14] applied 50 

mg/kg polydatin to rats immediately after ischemia created by the cerebral artery occlusion model and 

found that the levels of SOD1 protein and mRNA expression increased 2,3 times. In another study, it 

was determined that cell viability increased significantly, MDA level decreased and SOD activity 

increased with polydatin administration against ischemic damage due to oxygen-glucose deprivation 

[23]. Similar results were also obtained in a study on the effects of polydatin on learning and memory 

[33]. 

 

These results demonstrate that polydatin can develop cellular antioxidant properties and effectively 

decrease neuronal cell loss and damaged area to reduce oxidative stress caused by cerebral ischemia. 

However, it can be said that the protective effect of polydatin against ischemia/reperfusion damage is 

related to its anti-oxidative activity. 

 

After cerebral ischemia reperfusion, degeneration and tissue losses are observed in neurons because of 

lack of oxygen to the brain tissue. According to the results of the study of Yaidikar et al. [51], H&E-

stained sections of the brain tissues of the group in which ischemia was created with the cerebral 

artery occlusion model showed many degenerated neurons and morphological changes due to edema. 

In another study, 10 days after ischemia/reperfusion, cresyl violet staining was performed to the brain 

tissues. In the brain tissues, concentrated, pyknotic and shrunken neurons were determined in the CA 

1 region of the hippocampus [52]. In another study, Janyou et al. [53] observed that neurons in the 

cortex region of the brains, which were removed 24 hours after ischemia/reperfusion, were composed 

of a pycnotic nucleus and a vacuole surrounding it. In the study of Wang et al. [54], necrosis, reticular 

lesions, pycnotic or lost nuclei in neurons, cytoplasmic dissolution, and cellular edema were observed 

in the brain tissue of mice induced with cerebral ischemia/reperfusion. 

 

The results of our study are also similar to previous studies. In the IR group, hippocampal CA1 

neurons showed morphological changes consistent with degeneration. Dark staining and loss of CA 1 

neurons were detected in the IR group because of the densification of the cytoplasm and nucleus of 

the neurons. In addition, the neurons showed a spaced and random order due to the increased 

intercellular distance. Neuronal injury in the hippocampus decreased and the number of neurons 

increased statistically significantly, especially in the Pol 60 group compared to the IR group. These 
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findings show that polydatin, a powerful antioxidant, neutralizes free radicals caused by 

ischemia/reperfusion, prevents neuronal loss in the brain, and thus prevents the brain from being 

damaged. 

 

In ischemia, some neuronal cells (microglia cells, neurons, astrocytes, endothelial cells) that secrete 

inflammatory cytokines are also activated. In this study, we determined the mRNA expression 

amounts of the TNF-α (tumor necrosis factor) gene, which is one of the inflammation factors, is 

released from endothelial cells due to the increase of superoxide radicals as a result of ischemia and 

reperfusion. The results of this study exhibited that the mRNA expression level of the TNF-α gene 

was significantly higher in the IR group compared to the control. In the Pol 60 group, the mRNA 

expression level rose to a value close to the control. 

 

Similar results are seen in other studies. In many studies, an increase in TNF-α mRNA expression was 

reported after cerebral ischemia/reperfusion [28,55,56]. Liu et al. [26] found that polydatin statistically 

significant decreased the high level of TNF-α and IL - 1β caused by ischemia/reperfusion in the 

kidneys. On the other hand, Xu et al. [18] found that TNF-α, IL - 1β and IL - 6 genes, which rose in 

serum as a result of oxidative stress after liver and brain injury, decreased with polydatin 

administration. Li et al. [27] observed that polydatin treatment decreased the amount of mRNA 

expression of the TNF-α gene, which increased as a result of lung damage. These data show that the 

effects of polydatin on ameliorating cerebral ischemia/reperfusion damage are achieved by inhibiting 

TNF-α proinflammatory cytokines. 

 

There are limitations in this study, such as the fact that there is only one drug group and the 

mechanism of action of the drug used is not clear. In the study, the effects of two different doses of a 

single drug (polydatin) were compared. Results can be supported by comparison with another drug 

with proven efficacy. In addition, the protective effect of polydatin against ischemia/reperfusion 

damage was determined in the study, but the mechanism of action was not studied. Obtained results 

can be strengthened with immunohistochemical data. Studies on this subject are needed. 

 

5. CONCLUSION 

 

According to the findings of this research, the increase in MDA, decrease in SOD and CAT values, 

increase in TNF-α gene mRNA expression and histological damage in the brain because of cerebral 

ischemia/reperfusion in rats were restored to normal levels with 30 and 60 mg/kg polydatin 

administration as protective before ischemia. 

 

As a result, with the data of this study, it has been detected that especially high-dose polydatin 

supplementation of 60 mg/kg has a neuroprotective effect against oxidative stress damage caused by 

cerebral ischemia/reperfusion thanks to its antioxidant potential. 

 

Existing risks can be avoided by using polydatin prophylactically before the ischemia-reperfusion 

injury occurs in humans. For this purpose, dietary habits can be regulated with foods containing 

polydatin. It may be possible to reduce thrombolytic risks when supported by an exercise program too. 
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ABSTRACT 

 

Fetal electrocardiogram (fECG) is a signal that contains vital information about the health of the fetus 

throughout pregnancy. During pregnancy, it is important to monitor and analyse this signal because it 

represents the electrical activity of the developing fetal heart. Early detection of fetal ECG problems 

during the fetus' development is crucial because it allows early treatment and provides knowledge 

about diseases that may emerge at a later time. Extraction of fetal ECG from the abdomen ECG signal 

is valuable in these aspects.  In order to extract the fetal ECG from the recorded abdomen ECG signals 

correctly, it must be handled appropriately. It could be challenging to separate the fetal ECG signal 

from other physiological artifacts and noises in the mother abdominal signal. In this study, signal 

processing techniques were used to separate the fetus ECG signal from real abdominal ECG 

recordings. These methods include Ensemble Empirical Based Denoising, Finite Impulse Response 

Filter, Independent Component Analysis, and Pan & Tompkins approach. The results show that 

utilizing only the ICA technique to extract fECG signals is insufficient and that additional algorithms, 

such as those indicated above, should be used together. The mECG and fECG signals can be 

successfully extracted using the suggested approach. 

 

Keywords:  fECG extraction, mECG and fECG separation, Wearable fECG monitoring. 

 

1. INTRODUCTION 

 
ECG monitoring of the mother and baby is very important for the health of the mother and baby, 

especially in the last weeks of pregnancy, as it allows the detection of cardiac anomalies and early 

intervention before the baby is born[1]. Pregnant women must frequently attend the hospital for ECG 

tests, which are performed with ultrasound-based equipment. Non-invasive ECG measuring 

techniques have been developed to address these issues. Especially with the widespread use of 

wearable sensor systems, it will be possible to monitor mother and baby ECG for 24 hours[2, 3]. In 

non-invasive systems, measurements are made from certain points in the mother's navel[4]. In these 

measurements, the ECG signals of the mother and the baby are mixed with each other. The detection 

of fECG has been studied using a variety of signal processing techniques in the literature[5]. The 
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fundamental approaches to fECG signal processing can be mainly categorised as adaptive and non-

adaptive processes [6]. Each technique has benefits and drawbacks of its own. Adaptive methods are 

based on learning systems and need a clear mECG signal recorded from mother’s chest as well as an 

abdominal ECG signal includes both mECG and fECG signals. Examples of adaptive techniques 

include least squares algorithm[7], recursive least squares algorithm, adaptive linear neuron-based 

methods[8] adaptive neuro-fuzzy extraction system, Kalman filter-based methods, nonlinear adaptive 

techniques, and hybrid neural networks, artificial neural networks, and adaptive neuro-fuzzy 

extraction systems. 

 

The non-adaptive methods do not need a clear mECG signal recorded from the mother’s chest so the 

signals are measured directly from the abdomen of the pregnant woman. Independent Component 

Analysis (ICA)[9], Wavelet Transform (WT)[10], Empirical Mode Decomposition (EMD)[11], 

Singular Value Decomposition (SVD), filtering techniques[6], correlation technique[12], average 

techniques are among the non-adaptive methods[6]. Despite numerous studies on the subject, there is 

still a need for practical methods to separate the maternal and fetal ECG signals from each other. 

 

Some of the studies on fECG extraction in the literature are as follows: Liu et al. performed fECG 

extraction with Independent Component Analysis (ICA), Ensemble Empirical Mode Decomposition 

(EEMD), Wavelet Shrinkage (WS) based noninvasive fECG separation and an adaptive integrated 

algorithm for noise reduction. First, they separated the noisy fECG signals from the mixed abdominal 

ECG data using the ICA technique. Second, the noisy fECG was cleared that was  found with partial 

reconstruction of IMFs. Finally, they used EEMD to decompose the noisy fECG. In the study,  four-

channel abdominal recordings from Abdominal and Direct Fetal ECG Database[13] were used as test 

data. Although all WS, EMD-WS and EEMD-WS algorithms were able to effectively reduce noise, 

they concluded that EEMD-WS outperformed the other three algorithms. 

Taralunga et al.[14] proposed a method for fetal ECG extraction from abdominal signals based on 

ICA and EMD. The performance of the proposed algorithm, called ICA_EMD, was evaluated on both 

simulated and real data and compared with the results obtained by ICA. They performed the 

ICA_EMD method in two steps. Firstly, they obtained the ICs with the JADE algorithm, then the 

EMD was applied to the ICs containing the fECG, and the fetal ECG extraction process was 

completed. They observed that the proposed ICA_EMD method has a higher performance than the 

JADE algorithm in both simulated and real data. 

 

In this study, separation of fECG from a mother’s abdominal ECG recordings was realized. The steps 

of the method used in the separation of the fECG from the abdominal ECG(aECG) recordings are 

given in Figure 1. 
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Figure 1. The steps of fECG extraction method from abdominal ECG recordings. 

 

The algorithm has four basic steps. The first step of the algorithm is eliminating DC components in 

the ECG recordings by using a high pass FIR filter.  In the FAST ICA block, the mixed ECG 

recordings are separated into their independent components. As a third step the EEMD denoising 

technique is applied to separated components to obtain a more clean maternal ECG. In the last step, 

the denoised mECG signal is used as a template to suppress of mECG signal from the mixed 

abdominal ECG signals.  

 

In the article, methods are presented in section II, experimental results and discussions are given at the 

sections following it.   

 

2. METHODS 

 

2.1. Independent Component Analysis (ICA)  

Independent Component Analysis (ICA) is a mathematical technique for finding hidden signals in the 

observed mixtures of signals and it is primarily used to separate the mixed signals in multi-

sensor/source applications[15]. ICA is also one of the popular methods that separate the fECG signal 

from aECG and it uses the statistical independence of the predicted components and aims to find 

independent components by maximizing this independence. The definition of independence for ICA 

can be done in two ways; mutual information is minimized and non-Gaussianity is maximized[15]. 

The mathematical model of the ICA is given as in Eq. 1, where 𝑥 is a linear mixture of two or more 

independent source signals, 𝑠 is the independent components and 𝐴 is considered to be the mixing 

matrix. 

 

𝑥 = 𝐴. 𝑠              (1) 

 

The aim of the model is to find the 𝐴 and 𝑠  using 𝑥. The matrix 𝐴  is calculated as a square matrix 

and the independent components can be found by calculating the inverse of this matrix[15]. When we 
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multiply both sides of equality in Eq. 1 by the inverse of the mixing matrix, we obtain Eq. 2, where 

𝑊, is the inverse of the mixing matrix.    

 

𝑠 = 𝑊. 𝑥              (2) 

 

2.1.1. FastICA algorithm 

FastICA is a popular and effective algorithm of independent component analysis[16]. It is very useful 

to separate signal components when the number of observations is less. In order to increase the 

success of the algorithm, the preprocessing stages such as centering and whitening are applied to the 

observed mixtures[15].The aim of the centering is to find the general average of the data and subtract 

it from each element of the data vector[17]. In whitening, data correlation is  maximized  and the 

variance of the data  vectors acquired using by Eigen Value Decomposition (EVD)[9]. 

 

2.2. Ensemble Empirical Mode Decomposition  

The Empirical Mode Decomposition (EMD) technique has a data-driven working mechanism[18, 19]. 

It is a method that works on the analysis of single channel signals and very useful technique for the 

separation of nonlinear and non-stationary time series[18, 20]. 

 

The EMD technique enables the data to be analysed according to the time scale feature of itself 

without any previous operation and staying in the time domain. It is therefore adaptable and applicable 

for all types of ECG signals[20]. It divides the signal into components called Intrinsic Mode Functions 

(IMF) at different time scales [18]. IMFs are non-stationary components in finite and few oscillations 

resulting from the separation of complex data[19]. In EMD method, the signal is divided into IMFs by 

a repeated shifting process. Each IMF must comply with the following two conditions: 

 First, the number of extremes and the number of zero crossings must be equal in the entire 

signal recording. 

 Secondly, the average value of the envelope defined by the local maxima and the envelope 

defined by the local minima must be equal to zero in all records[21].  

The steps of the EMD algorithm for the raw signal are as follows:  

a) Peak points of the raw signal are determined. 

b) The lower envelope and the upper envelope of the signal are obtained separately. 

c) The average envelope is determined and subtracted from the original signal and the first Intrinsic 

Mode Function candidate (IMF1) is created. This step is shown in the Eq. 3. Here 𝑠(𝑡) represents the 

raw signal, 𝑚1(𝑡)  represents the mean envelope, and  ℎ1(𝑡) represents the first found IMF candidate. 

 

ℎ1(𝑡) = 𝑠(𝑡) − 𝑚1(𝑡)             (3) 

 

If  ℎ1(𝑡) provides the conditions of being IMF, it is accepted as the first IMF obtained in the 

elimination process. If it does not provide the conditions of being an IMF, steps a) and b) for ℎ1(𝑡)  

are repeated until the condition of being IMF fulfilled(Eq. 4). 

 

ℎ1,1(𝑡) = ℎ1(𝑡) − 𝑚1,1(𝑡)            (4) 

 

After the steps are provided iteratively, the IMF after n cycles is shown as in Eq. 5. 
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ℎ1,𝑛(𝑡) = ℎ1,𝑛−1(𝑡) − 𝑚1.𝑛(𝑡)            (5)  
 

d) The first IMF (𝑐1(𝑡)) is removed from the original signal and 𝑟1(𝑡)  is now obtained (Eq. 6): 

 

𝑟1(𝑡) = 𝑠(𝑡) − 𝑐1(𝑡)             (6)  
 

e)  𝑟1(𝑡) accepted as the new signal for the second IMF; It is expressed as 𝑐2(𝑡). The above steps are 

repeated again to get the second residual 𝑟2(𝑡) . Now the signal can be expressed as in the following 

Eq. 7. 

 

𝑟𝑝(𝑡) =  𝑟𝑝−1(𝑡) − 𝑐𝑝(𝑡)             (7) 

 

The original data can be obtained by summing all the IMFs and the last residual signal: 

 

𝑠(𝑡) = ∑ 𝑐𝑖(𝑡) + 𝑟𝐿(𝑡)𝐾
𝑖=1              (8) 

 

Here 𝐾 is the number of IMFs obtained after separation[22]. 

 

Although EMD has a large application area, it also has weaknesses. It can cause mode mixing when 

reconfiguring many of the Intrinsic Mode Functions of the signal[22]. Ensemble Empirical Mode 

Decomposition(EEMD) is obtained by adding a finite amount of Gaussian white noise to the signal 

processed with EMD  and it is very effective eliminating the mode mixing problem[23]. 

 

In EEMD, firstly white noise is added to the original signals to obtain grouped data sets. EMD is then 

applied to each ensemble dataset until it reaches the final ensemble count. The final value is obtained 

by averaging the successive components resulting from the batch operation. 

 

The steps of EEMD can be summarized as follow[22]: 

 

1. Add a set of white noise 𝑛(𝑡)   into the original signal 𝑠(𝑡) (Eq. 9) and get the new signal: 

 

𝑌(𝑡) = 𝑠(𝑡) + 𝑛(𝑡)             (9)  
 

2. Decompose 𝑌(𝑡)  into n IMFs by EMD method(Eq. 10).  

 

𝑌(𝑡) = ∑ 𝑖𝑚𝑓𝑖(𝑡) + 𝑟𝑛(𝑡)𝑛
𝑖=1           (10) 

 

3. Add j different white noise sequences to the original signal (Eq. 11) and repeat the steps 1 

and 2: 

 

𝑌𝑗(𝑡) = ∑ 𝑖𝑚𝑓𝑖𝑗(𝑡) + 𝑟𝑛𝑗(𝑡)𝑛
𝑖=1           (11)  

 

4. Calculate the average amount parsed by EEMD with the same IMF value (Eq. 12): 

 

𝑌𝑗(𝑡) = 1/n( ∑ imfij(t)+rnj(t)n
i=1 )                      (12)   
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5. Add  𝑖𝑚𝑓𝑗(𝑡) and the last remainder to obtain the denoised signal (Eq. 13): 

 

 𝑌(𝑡) = ∑ 𝑖𝑚𝑓𝑖(𝑡) + 𝑟𝑛(𝑡)𝑛
𝑖=1           (13)  

 

2.2.1. EEMD based denoising technique 

EEMD based denoising technique steps are as follows: 

 Firstly, a region that does not contain information is determined in the signal. Noise 

thresholds are calculated with this selected region. 

 The raw signal is separated into IMFs by the EEMD method. 

 Each of the obtained IMF is filtered according to thresholding technique. 

In this study, soft thresholding technique was used with universal threshold determination. 𝑚𝑒𝑑𝑖 in 

Eq. 14 is the median absolute deviation of the 𝐼𝑀𝐹𝑖 , ᶗ𝑖 indicates the noise level of the 𝐼𝑀𝐹𝑖  and 𝑡𝑖  in 

Eq. 15 indicates the threshold value. L is the size of the IMF.  

 

ᶗ𝑖 = 𝑚𝑒𝑑𝑖/0.6745          (14) 

 

𝑡𝑖 = ᶗ𝑖(2 log(𝐿))1/2          (15) 

 

2.3. Pan & Tompkins Method 

The Pan and Tompkins method is used to detect the QRS complex in the ECG signal and it provides 

good QRS detection performance when high quality ECG signal data is available[24, 25]. The 

algorithm has following stages: bandpass filter, derivative, a squaring function, a moving window 

integration (MWI), thresholding and decision. In bandpass filter stage, the algorithm passes the signal 

through a low pass and a high pass filter to reduce the artefacts such as muscle noise, power line 

interference, and lead cable movements[24]. While band-pass filter reduces the effect of noise, it 

maximizes the QRS energy to a suitable frequency[25]. The derivative process is used to detect the 

largest sloping QRS complex that suppresses P and T waves of the ECG signal[26]. After 

differentiation, the signal is squared[27]. The squaring function reduce higher amplitudes of  T waves 

to prevent misdetection[25]. The aim of moving window integration is to get information about the 

waveform and slope of the R wave[27]. The integrated window is important in this process. The 

widest integrated window should be used to match a possible QRS complex [26]. After the signal has 

been preprocessed, the next step is the decision phase. In this step, the decision is given whether the 

MWI result is a QRS complex or not by using thresholds[25]. 

 

3. RESULTS 

 

The steps of the study can be summarized in 5 steps:  The first step is applying a high-pass filter, the 

second step is applying FastICA to the high-pass filtered signals. The third step is applying EEMD 

based denoising to prepare the signal to the Pan-Tompkins method which is used to obtain the QRS 

points template of the mother ECG signal. Finally, the template is used to suppress mother ECG 

signals in mixed ECG signals.  

 

The database, that is used in the study, contains multichannel fetal electrocardiogram recordings 

measured from 5 pregnant women between 38 and 41 weeks of pregnancy [28]. The recordings 

include four signals measured from the navel and a direct electrocardiogram signal recorded 
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simultaneously from the head of the fetal. In the study, Abdomen_1, Abdomen_2, Abdomen_3, 

Abdomen_4 signals in the r01.edf signal records of a pregnant woman were used. The records are 

shown in Figure 2. All records have 16-bit resolution, 1 kHz sampling frequency and 10 seconds 

signal length. 

 

 

Figure 2. (a) Abdominal recordings used in the study. (b)Recordings of ab-1, ab-2, ab-3, ab-4, filtered  

through FIR filter. 

 

The raw signals in Figure 2(a) were subjected to a high pass filter with a 5 Hz cut-off frequency as a 

pre-processing step before to FastICA to remove DC levels. The results of high-pass filtered signals 

are shown in Figure 2(b). 

 

The abdominal signals that passed through a high-pass FIR filter, were separated into independent 

components using the FastICA technique. Four abdominal signals without DC components were used 

as the FastICA input, and the algorithm was directed to find four independent components at the 

output. Negentropy was employed in FastICA as a non-Gaussianity metric. The output of the FastICA 

algorithm is given in Figure 3. 
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Figure 3. The result of FastICA algorithm: The Independent Components of the ab-1, ab-2, ab-3, ab-4 

abdominal signals. 

 

The mECG, fECG, and locations where these two signals overlapped in the IC1 signal can be seen in 

Figure 3. The IC2 signal is the maternal ECG signal. The majority of the noisy components, as well as 

the fECG and mECG signals, are present in the IC3 and IC4 signals. 

 

We require the mECG QRS points in order to remove the maternal ECG signal from the mixed ECG 

data. In the study, the Pan-Tompkins method was used but it needs a high SNR ratio so EEMD based 

denoising technique was applied to the IC1 and IC2 components to get a cleaner signal. Figure 4 

shows the results of the EEMD-based denoising technique on the Independent components. 

 

 

Figure 4. A section from independent components and the results of EEMD based denoising 

technique. 
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The denoised IC2 signal was subjected to the Pan & Thompkins algorithm, and the QRS points of the 

mECG signal were located (Figure 5). Based on the acquired QRS points, a maternal ECG template 

was generated.  

 

 

Figure 5. The detected QRS points of denoised IC2 signal using by Pan & Thompkins algorithm. 

 

In Figure 6(a), direct fetal ECG signal, mECG signal and the peak points of fetal ECG detected by our 

algorithm are plotted on top of each other. As can be seen in Figure 6(a), the algorithm is unable to 

detect one R point and misdetected one R point in the fECG records. To obtain the fetal ECG signal, 

the created template was applied to the denoised IC1 data. The result of the masking and detected R 

points are given in Figure 6(b). 

 

 
Figure 6. (a) Direct fECG Recording, Direct mECG Recording and Detected R points of fECG 

detected by our algorithm. (b) Masked IC1 signal and detected R points of fECG. 
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To evaluate the results of the study, we used sensitivity (Se), positive predictive value (PPV) and 

accuracy (F1) values of the classification rates. TP, FP and FN values in the formula indicate true 

positives, false positives, and false negatives, respectively. TP; true fECG R-peaks, FP; false fECG R-

peaks, FN; shows undetectable R-peaks. PPV refers to the probability of detecting true fetal ECG R-

peaks, while the Se value indicates the ability to detect the R-peak. F1 indicates the possibility of 

accurate detection of fetal ECG R-peaks  [28]. 
 

In Eq. 18, 19 and 20, formulas for Se, PPV and F1 are given respectively. 

 

𝑆𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
∗ 100            (18) 

 

𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
∗ 100           (19) 

 

𝐹1 = 2
𝑃𝑃𝑉.𝑆𝑒

𝑃𝑃𝑉+𝑆𝑒
=

2.𝑇𝑃

2.𝑇𝑃+𝐹𝑁+𝐹𝑃
∗ 100          (20) 

 

The studies given in previous sections were made on the R04 records in the database. In Table 1, the 

detected R peaks of the all records in the database by the proposed method are given.  

 

Table 1. The Results of ECG Signal Extraction Method from aECG Recording. 

ECG Data 

Record No. 
ECG Type 

Number of R-peaks 

in  ECG Records 

Number of  detected R-

peaks in ECG Records 

Percentage 

of Success 

(%) 

R04 
fECG 

mECG 

21 

15 

20 

15 

95.23 

100 

R07 
fECG 

mECG 

21 

12 

19 

12 

90.47 

100 

R08 
fECG 

mECG 

21 

15 

16 

15 

76 

100 

R10 
fECG 

mECG 

20 

18 

18 

18 

90 

100 

 

Performance measures of the proposed method for the Fetal R peak detection are given in Table 2. 

 

Table 2. Performance Measures for Fetal R-peak detection. 

ECG Data Record No. Se(%) PPV(%) F1(%) 

R04 

R07 

R08 

R10 

95.23 

95 

94.11 

100 

95.23 

100 

94.11 

94.7 

95.23 

97.43 

94.11 

97.29 
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According to Table 2, the proposed algorithm shows 91.9% average success in the extraction of fECG 

in recordings R04, R07 and R10. The success rate is low at recording R08 due to much overlapping of 

mECG and fECG signals. When we compare the results with the study[15] that is used the same data, 

the proposed method shows a slight increase in separation fECG. In R04 data, fetal R peak detection 

success is 95.4% while in the other study it is 90.4%.  The success rate of R07 and R10 are the same 

in both studies. 

 

4. CONCLUSION 

 

In this study, it was aimed to separate the fECG signals from the abdominal ECG recordings in order 

to early detection of anomaly and illness from the Fetal ECG signals. In the study, the abdominal ECG 

recordings of a pregnant mother was used to test separation techniques. The results show that the 

FastICA method can recover mECG signals from aECG recordings but it is insufficient to separate 

fECG signals. Additional techniques such as EEMD and Pan-Tompkins algorithms were used together 

with FastICA to extract fECG signal from the aECG recordings.  

 

The study proves that aECG recordings are include linear mixtures of fECG and mECG signals as 

well as nonlinear components of them so the FastICA algorithm is insufficient separating aECG 

signals. The other conclusion about the study is that the techniques used in this study are unable to 

detect overlapping mECG and fECG signals. In the future, it is planned to study on the techniques to 

separate overlapping ECG signals and embedded system solutions for wearable fetal ECG monitoring 

systems. 
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ABSTRACT 

 

Biomaterials are used in different parts of human body as replacement implants in medical 

applications. An implant material should have high biocompatibility, corrosion and wear resistance, 

and suitable mechanical properties in terms of safety and long-service period. There are only a few 

biocompatible implant materials: AISI316L stainless steel is one of the materials used in this type of 

applications. They have relatively poor wear resistance. Boriding being a thermochemical diffusion 

treatment is one of the processes to improve their wear resistance. Borides are formed by introducing 

boron atoms by diffusion onto a substrate surface and they are non-oxide ceramics and could be very 

brittle. The growth kinetics of boride layer is analyzed by measuring depth of layers as a function of 

boriding time within a temperature range. In this study, the effects of Ekabor-2 bath on formation 

mechanism and properties of boride layer in thermochemical diffusion boriding of AISI316L stainless 

steel were investigated. Different temperatures and durations were applied in boriding operations and 

hardness, optical microscopy, XRD, EPMA and SEM studies were performed to detect the properties 

of boride layers. It was found that thickness of boride layer increased with increasing temperature and 

time; the basic phase in the boride layer formed was Fe2B and FeB phase also formed. It was also 

found that surface hardness values of borided materials increased depending on temperature and time 

of boriding process; surface hardness values of borided materials are approximately 10 times higher 

than surface hardness values of non-borided AISI316L stainless steel and formation activation energy 

of boride layer is 149.3 kjmol
-1

. 

 

Keywords: Boriding, AISI 316L Stainless Steel, Diffusion Kinetics, Surface Treatment, Hardness. 

 

1. INTRODUCTION 

 

Implant materials are internally or externally used in the human body for the cure and repair purposes; 

this type of materials can be temporary or permanent in the body [1-3]. Biomaterials are used in 
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different parts of the human body as replacement implants [4-6] and improve the life quality and help 

increasing the lifetime of human beings. Biomedical implants encompass cardiovascular implantable, 

neural and orthopedic fixation devices, cochlear and retinal applications, orthopedic prostheses, bone 

tissue engineering scaffolds and dental implants [7,8]. A metallic implant should possess high 

biocompatibility, corrosion and wear resistance, and suitable mechanical properties in terms of safety 

and long service period [9]. 

 

There are only a few biocompatible implant materials although the large number of metals and alloys 

are produced in industry. These materials can be categorized as stainless steels, cobalt-based alloys, 

titanium-based alloys and the others [5, 10-12]. 

 

AISI 316L type stainless steels are used in the applications requiring wear, corrosion and fatigue 

resistance. 316L stainless steel has a Young Modulus of about 200 GPa, a tensile strength of 500–

1000 MPa, and a fracture toughness of 100 MPa(m)
1/2

 [13] and is used as an implant material to make 

internal fixation devices and/or prostheses for the amputees due to its good mechanical properties and 

corrosion resistance, satisfactory biocompatibility and low cost [6,14]. 

 

Boriding is one of the processes applied onto the parts made of AISI 316L stainless steels since they 

have relatively poor wear resistance. A number of surface treatments such as nitriding by ion 

implantation, pulsed plasma nitriding and plasma immersion ion implantation are also applied to 

improve their wear resistance without compromising their corrosion resistance [15]. 

 

Boriding process is used to increase the hardness, wear, erosion and corrosion resistance on the 

surfaces of the metals and alloys; and it is also aimed to sustain these properties at elevated 

temperatures. Boriding process is industrially applied to mostly ferrous-based alloys [16-18]. Boriding 

is a process in which a boride layer is formed on the surface of the substrate metal by the diffusion of 

boron atoms at elevated temperatures [15,16,19]. Boriding is also known as the diffusion of boron 

atoms which will form a compound on the surface. Boriding can be applied to well surface cleaned 

materials with durations of 1-10 hours at temperatures of 800-1100°C in the various environments 

such as solid, paste, liquid and gas. 

 

New techniques such as plazma boriding and fluidized bed boriding are also used except for the 

thermo-chemical boriding methods in the gaseous environment by the technological developments. 

Non-thermo-chemical physical vapor deposition (PVD), chemical vapor deposition (CVD), plasma-

spray and ion deposition are also methods used for boriding [16,20]. Thermo-chemical methods are 

the most common methods within these techniques. Thermo-chemical boron coating is a method 

based on the diffusion of boron atoms onto metal as a function of temperature and time. 

 

The most important feature of boriding is that the obtained boride layer has high hardness (1450-

5000HV) and high melting temperature. The hardness of the coating layer is permanent up to the 

lower-critical temperature (650°C) in the ferrous-based materials [21]. The hardness of the boride 

layers formed on the plain-carbon steels are much higher than the hardness obtained by the 

cementation and nitration which are traditional hardening methods. Surface hardness values of tool 
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steels hardened by boriding can reach hardness values of electrolytic hard chromium coating and 

tungsten carbide. 

 

Boride phase on the surface of material initially grows as nucleus when the iron and ferrous-based 

materials are borided. Boride layer consists of two different boride layers including (Fe,M)B phase at 

the outer surface and (Fe,M)2B phase at the inner part (just above the substrate). 

 

Boride layers in different structures can be obtained by various boriding methods. The structure of 

boride layers can be either in a smooth form or tooth-shaped morphology depending on the boriding 

method and the composition of the material to be borided. Determination of some of the layer 

properties is possible originating from the layer types. Single-phase boride layer (Fe2B) is preferred in 

the industry [22]. Post-boriding processes can be applied to the substrate material without affecting 

the properties of borided layer negatively [20]. It should be taken into consideration that the layer 

thickness should not be too thick especially on the double-phase layers since brittleness will increase 

as the layer thickness increase. Boron diffusion into steel becomes more difficult as the content of 

alloying elements increases [23]. 

 

In addition, tooth-shaped boride morphology on the high-alloy steels is denser, more uniform and has 

a smooth structure. Difficulties arise in the description of the layer thickness and different descriptions 

are made since the boride layers are in needle or variable form. Layer thickness is given in the 

literature by comparing the tooth structure to a flat plane and taking the average value of the heights of 

these teeth according to the plane [16]. 

 

Borided steels are characterized by high surface hardness and wear resistance. Another superiority of 

borided surfaces in terms of wear is that the heat resulting from both working environment and sliding 

friction does not cause a significant decrease in the hardness and wear resistance of the boride layers 

[24]. Almost all of the researchers investigating the effects of boriding on the friction coefficient 

concluded that boriding reduces the friction coefficient [25,26]. 

 

Growth kinetics of boride layer is specified by the depth measurement of FeB and Fe2B layers as a 

function of boriding time and temperature. There is no simple relationship between surface and 

interface morphology. Fe2B columnar structure at the material interface is explained with the growth 

mechanism from the end. While Fe2B grows inside the soft material, FeB grows inside the hard Fe2B 

matrix and thus different local stresses and interface deteriorations occur. Borides are non-oxide 

ceramics and mostly brittle. 

 

The effects of Ekabor-2 bath on the formation mechanism and the properties of the boride layer in the 

boriding by thermo-chemical diffusion method of AISI 316L stainless steel were investigated in this 

study. Different temperatures and times were applied in boriding operations. Various experiments 

were carried out after the boriding process to detect the properties of the boride layers. 

 

The character of the boride layer surface was observed by optical microscope; phases formed were 

detected by X-ray diffraction method; the character of boride layer was detected by electron probe 

micro analyzer (EPMA) and boride layer morphology was investigated by scanning electron 
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microscope (SEM) and EPMA. Coating thickness values were measured and furthermore, hardness 

profile of the borided surface was obtained. 

 
2. EXPERIMENTAL METHOD 

 

Hot rolled and annealed AISI 316L austenitic stainless steel was used in boriding processes. The 

composition of this steel is given in Table 1. The proper specimens were prepared from the stainless 

steel sheet for experimental studies. 

 

Table 1. The chemical composition of AISI 316L stainless steel materials used in the experimental 

studies. 

Element C Si Mn P S Cr Ni Mo N 

% wt. 0.015 0.45 1.50 0.026 0.028 16.98 10.2 2.07 0.07 

 

Boriding operations were carried out in commercial Ekabor-2 boriding bath under argon atmosphere 

and small AISI 304 stainless steel containers were used in the boriding. Experiments were performed 

at 850, 950 and 1050°C for 2, 4 and 6 hours, taking into account the accepted temperatures and times 

in the literature. 

 

Athmospheric-controlled Heraeus branded electric resistance furnace was used for boriding the 

specimens. Specimens were air cooled down to room temperature and residues on the specimen 

surfaces after boriding process were removed by holding the specimens in the boiling water. Then the 

specimens were exposed to ultrasonic cleaning in the alcohol. 

 

Hardness measurements of boride layer and substrate of borided specimens were carried out by Future 

Tech FM 700 branded microhardness tester with a Vickers indenter under a load of 0.1 N. Hardness 

measurements were conducted from the surface to the substrate in certain intervals. Thus the change 

in the hardness from surface to the substrate was detected depending on the bath composition, 

boriding temperature and time. Hardness values were measured for all temperatures and times. 

 

 Boride layer thickness measurements were carried out using layer thickness detection methods 

developed for boriding. Computer-controlled Nikon Epiphot 200 branded optical microscope having 

Clemex image analysis program was used to examine the specimens. The zone from the outer surface 

to the end part was chosen as layer thickness and the average of 10 measurements were calculated and 

noted as layer thickness. Equation 1 developed first by Brakman [27] which is a special analysis of 

Fick’s law was utilized for the calculation of diffusion coefficient in the boride structure of boron 

during the investigation of boride layer thickness in terms of kinetics. There is an exponential 

relationship between diffusion coefficient (D) which is a measure for displacement trend of boron 

atoms and temperature (Eq. 1). Diffusion coefficient is a property unique to material and sets the rate 

of diffusion. 

 

d
2
 = D t           (1) 
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Here; d is layer thickness (cm), D is diffusion coefficient (m
2
s

-1
), t is time (s). Activation energy 

required for the formation of the coating layer (Q) and Frequency factor (Do) values were found from 

the Arrhenius equation (Eq. 2). 

 

D = Do exp(-Q/RT)         (2) 

 

Here, Do is frequency factor (m
2
s

-1
), Q is activation energy (jmol

-1
), R is gas constant (8.3145 jmol

-1
 

ºK), and T is temperature (ºK). 

 

Activation energy required for the boride layer formation and diffusion coefficient values of boron 

were found depending on the boride layer thickness of borided specimens after the calculations. 

 

X-ray diffraction method (XRD) was used to detect the phases formed on the surfaces of borided 

specimens. PHILIPS PW 3710 branded X-ray diffractometer and JADE Materials Data XRD Pattern 

Processing V5.0.2195(2) Service Pack 2 and ICDD database and Co Kα (λ= 1.79021 Å) radiation 

source and 2θ angles ranging from 10 to 90º were used. 

 

Studies on the Secondary Electron (SE) and Back Scattered Electron (BSE) images, X-ray mapping 

and detection of the chemical composition of boride layer were made by electron probe micro 

analyzer (EPMA) instrument. Scanning electron microscope (SEM) was used to investigate the 

properties of the boride layers. SEM and elemental diffusion spectrometry (EDS) analyses were 

carried out by JEOL JSM T-330 and JEOL-JSM5410 scanning electron microscopes.  

 

3. RESULTS AND DISCUSSION 

 

Boride layer thicknesses of specimens borided at 850, 950 and 1050ºC for 2, 4 and 6 h were measured 

and layer thickness values depending on the boriding time were given in Table 2. 

 

Table 2. Layer thickness values depending on boriding temperature and time. 

Boriding temperature (°C) Boriding time (h) Layer thickness (µm) 

850°C 

2 9.8 

4 16.9 

6 20.1 

950°C 

2 12.7 

4 24.9 

6 41.4 

1050°C 

2 23.3 

4 38.1 

6 60.9 
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Micrographs showing the boride layers of metallographically prepared sections of borided specimens 

at 850 °C and 1050°C for 6 h were given in Figure 1 (a) and (b) respectively. Boride layer thickness 

was found to increase with the boriding temperature. Different structures from the surface were 

observed depending on the boriding temperature and time after boriding process. These are; 

(a) Boride layer zone containing the boride phases in its composition in the form of compact and flat 

layer, 

(b) Boron-rich transition zone having a grain structure different from the matrix, 

(c) Steel matrix. 

 

(a) (b) 

Figure 1. Cross-sectional views of borided specimens at 850°C (a) and 1050°C (b) for 6h. 

 

 

In Figure 1a, the boron-rich transition zone cannot be seen clearly because the boriding temperature is 

not very high. It is pointed out in many studies that boride layer formed in the tooth-like form in the 

pure iron and plain carbon steels [28], and formed in the form of plain-like -not in the form of tooth-

like- in the alloyed steels depending on the alloying elements [29-30]. It is seen that the coating 

thickness obtained for boriding at 850°C for 2 h is 9.8 µm. The highest coating thickness was reached 

in boriding at 1050°C for 6 h and the obtained coating thickness value was 60.9 µm. It is also seen 

that similar coating thicknesses were obtained in a boriding study [30] performed on AISI 316L steel 

with Ekabor-2 (6.2 – 63.5 µm). It is reported that the coating thickness obtained in another study, in 

which continuous boriding was performed on AISI 316L stainless steel with Ekabor-2 at 900°C for 1 

h, was approximately 13 µm [31]. 

 

There are theoretically two factors in growth reaction kinetics. These are reaction products diffused on 

the reaction interface (diffusion-controlled) and a chemical barrier for transportation of the substances 

reacting on the reaction interface (reaction controlled). Boride layer grows linearly as the treatment 

time increases in the case of reaction-controlled process; it grows proportional to the square root of the 

reaction time if the process is diffusional. The increase in the layer thickness depending on the time 

and temperature is an expected result since boriding process is a diffusional process. 
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Although boride layer thicknesses formed in the boriding process are homogeneous on all over the 

specimen surface, some differences are observed in the length of the boride columns. The reason for 

these differences is the occurrence of boron gradient from the surface being enriched with boron to the 

substrate [32,33]. Contour diagram showing the boride layer depth depending on the temperature and 

time is shown in Figure 2. This diagram provides an ease of estimation for tuning the boriding process 

parameters in the industry. 

 

 

Figure 2. Contour diagram showing the layer thickness depending on the temperature and time. 

 

3.1. Investigation of Boride Layer Thickness in Terms of Kinetics 

Diffusion coefficient of boron in the boriding treatment were calculated by Eqs. 1 and 2 (developed by 

Brakman) utilizing the diagrams belonging to the boride layer thicknesses depending on the boriding 

time and temperature.  Diffusion coefficients were calculated from the slope of d
2
-t diagrams shown in 

Figure 3 and given in Table 3 for the borided specimens. 
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Figure 3. Variation of square of the boride layer thickness with time for different temperatures on the 

borided specimens (d
2
 – t variation). 

 

Table 3. Diffusion coefficients of boron depending on the temperature during boriding treatment. 

Temperature (°C) Diffusion coefficient (m
2
s

-1
) 

850 2×10
-14

 

950 11×10
-13

 

1050 22×10
-13

 

 

Activation energy for the occurrence of boride layer was found using the diffusion coefficients and 

lnD – 1/T curve was drawn according to the Arrhenius equation and shown in Figure 4. There is an 

exponential relationship between temperature and the diffusion coefficient (D) which is a measure for 

the displacement trend of the atoms. 
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Figure 4. Variation of diffusion coefficient with the inverse of temperature. 

 

Activation energy and frequency factor values of boride layer are given in Table 4. Diffusion 

coefficient is a unique property for the material and also governs the diffusion rate. Activation energy 

decreases as the diffusion coefficient increases and thus the diffusion rate increases. Desired layer 

thicknesses can be estimated practically without performing any experiments for a certain temperature 

and time after obtaining these kinetic data (Q, and Do). Practical equations seen below (Eq. 3) were 

deduced for the calculation of diffusion coefficients from the kinetic data found in this study. 

 

Table 4. Activation energy (Q) and frequency factor (D0) values of boride layers. 

Bath Q (kjmol
-1

) D0 (m
2
s

-1
) 

Ekabor-2 149.3 1.96×10
-7

 

 

Diffusion coefficient of boron for borided AISI 316L steel specimen: 

 

D = 1.96×10
-7

 exp (-17978/T)        (3) 

 

Bath compositions utilized in the kinetic study are effective on the diffusion coefficient and activation 

energy values found in this study. Bozkurt and Sundararajan [34,35] point out the effect of boriding 

media and material composition on the kinetic values found in their studies on the steels. Activation 

energy results of some boriding studies made by different boriding methods were given in Table 4. 

Activation energies for the formation and growth of boride layers are consistent with the literature as 

can be seen from Table 5 [30,31,36-45]. 
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Table 5. Activation energy values in some boriding studies carried out by different boriding methods. 

Boriding Method Material 

Conditions 

(Temperature

; time) 

Activation 

Energy 

(kJmol
-1

) 

Hardness 

(HV) 

Ref. 

No 

Salt bath: Ekabor-2 AISI 316L 
850,950,1050°

C;  2,4,6 h 
149.3 1543-1795 - 

Salt bath: Ekabor-2 AISI 316L 
800,850,900,9

50°C; 2,4,6 h 
244.15 2125 (max) [30] 

Salt bath: Ekabor-2 AISI 316L 900°C; 1 h  26,3 (GPa) [31] 

Salt bath: Ekabor AISI 316  
800,875,950°

C; 2,4,6,8 h 
199.0 1700 [36] 

Salt bath: 65% borax, 15% 

boric acid, %20 FeSi 
AISI 4140  

850,900,950°

C; 2,4,6,8 h 
215.0 1446-1739  [37] 

Salt bath: borax and boric acid, 

FeSi 
AISI 5140  

850,900,950°

C; 2,4,6,8 h 
223.5 1198-1739  [38] 

Salt bath: borax and boric acid, 

FeSi 
AISI 4340  

850,900,950°

C; 2,4,6,8 h 
233.7 1077-1632  [38] 

Vacuum boriding: boron 

powder (98.3% B, 0.04% C, 

1.6% O, 0.01%>Si-Cu-Mg, 

0.001>Fe), Activator KBF4 

Fe-%10 Cr  

850,900, 

950°C; 

1-12 h 

147.5 

(156.4 FeB2) 
1180-1300  [39] 

Salt bath: Ekabor-2 (90% SiC, 

5% B4C, 5% KBF4) 
AISI 440C  

950°C; 

2 h  
 2160  [40] 

Salt bath: 60% borax, 20% 

boric acid, 20% FeSi 
AISI 304  

800,950°C; 

3,5,7 h  
 2150  [41] 

Salt bath: 70% borax, 30% SiC AISI 316L 
850,950,1000°

C; 2,4,6 h 
174.6  [42] 

Salt bath: Ekabor-2 
AISI D2 

AISI M2 

950°C; 1h 

1000°C; 1h 
 

2000 

2000 
[43] 

Salt bath: Ekabor-2 ASTM A36 

850,900,950, 

1000°C 2,4,6, 

8 h 

161  [44] 

Boron powder (Hef-Durferrit) 80/20 Ni-Cr 
900,950,975°

C; 2,4,6 h 
145,9 1052-1350 [45] 
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3.2. X-Ray Diffraction Results 

The results of X-ray diffraction analyses of the phases formed on the boride layers of specimens 

which were borided at 1050°C for 6 h are given in Figure 5 as an example. It is seen from the X-ray 

diffraction analysis graphics that FeB phase peaks in addition to Fe2B phase are present in the layer 

formed in the borided specimens. 

Figure 5. The results of X-ray diffraction analyses of the phases formed on the boride layers of 

specimens which were borided at 1050°C for 6 h. 

 

SE and BSE images obtained from the EPMA and SEM investigations belonging to the boride layers 

of borided specimens are given in Figure 6; elemental distribution images obtained from X-ray 

mapping are given in Figure 7. Boride layer thickness is almost the same on all over the specimen as 

seen in Figure 6: boride layer formed homogenously on the surface. However, it is observed that there 

have been differences in the length of boride columns. The differences in the length of columns result 

from the boron gradient (concentration difference) between boron-enriched surface and substrate 

[32,33]. Boride layers, layer-substrate transition zone and substrate are obviously observed from the 

investigation by SEM and EPMA of boride layer morphologies of borided specimens. After the 

boriding process following structures and zones were observed depending on the boriding temperature 

and time: i) non-metallic ceramic zone in the form of compact and flat layer containing boride phases, 
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ii) metallic transition zone between boride layer and matrix in which the boron concentration 

decreases from the surface; and this zone is non-homogeneous and poorer than the surface as boron, 

iii) structures in the form of matrix in the original material’s structure unaffected by the boriding. 

 

(a) (b) 

Figure 6. Images of boride layers formed on the AISI 316L stainless steel specimens borided at 

1050°C for 6 h: (a) SE image, (b) BSE image. 

 

(a) (b) 

Figure 7. The X-ray mapping images of B and Fe on the surface of boride layers formed on the AISI 

316L stainless steel specimens borided at 1050°C for 6 h: (a) B, (b) Fe. 

 

Boride structure was observed to be in the form of a flat layer depending on the Cr, Ni and Mo content 

of stainless steel. Boride layer forms in tooth-shape structure in the pure iron and plain carbon steels 

[28]. Boride layer forming depending on the alloying elements in the alloyed steels is in the form of 

smooth structure more than the tooth-shape structure [29]. Also alloying elements in the investigated 

AISI 316L stainless steel made boride layer smooth. B content was observed to be 2.085% at the 
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middle zone of the sections of boride layers of specimens borided at 1050°C for 6 h by semi-

quantitative analysis method. 

 

3.3. Hardness Results 

Hardness measurements were carried out on the borided specimens at certain distances from surface to 

the substrate. By this way, variation of the hardness from surface to substrate was observed depending 

on the boriding time and temperature. Hardness measurements were performed for all temperature and 

time conditions. 

 

Hardness distribution of the materials borided at 850, 950, and 1050 ºC for 2, 4, 6 h were given in 

Figure 8. Hardness values gradually decrease in the specimens borided at 850°C for all boriding times 

depending on the distance from the surface as can be seen from Figure 8 (a). The highest hardness was 

obtained in the regions near the surface, and being the richest zone in terms of boron. Hardness values 

were also found to increase with the increasing time. The hardness values seem to keep the high 

values on the surface toward the interior as the boriding temperature increased especially for the 

boriding time of 6h. The surface hardness value appears to be maintained up to 60µm at boriding 

temperature of 1050°C for 6h (Figure 8 (c)). 

 

Surface hardness values of borided materials increase depending on the temperature and time. The 

hardness of non-borided AISI 316L stainless steel specimen is HV170. Surface hardness values of 

borided materials are 9.1 to 12 times higher than the non-borided material depending on the 

temperature and time. Taktak [41] has found that surface hardness values of borided AISI 304 

stainless steel were 7.4 to 11 times higher depending on the temperature and time than the non-

borided one. 

(a) 
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(b) 

(c) 

Figure 8. Hardness distribution of borided specimens at (a) 850°C, (b) 950°C, (c) 1050°C for 2, 4 and 

6 h. 

 

Surface hardness values obtained in this study and some values from the literature are seen in Table 5. 

Basic phase in the boride layer formed in the boriding is Fe2B. FeB phase also forms. 
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4. CONCLUSIONS 

 

The following results were obtained in the studies on boriding the surfaces of AISI 316L stainless 

steel material with Ekabor-2. 

 

The thickness of boride layer increases with the increasing temperature and time during the boriding 

process. 

 

Boride layers which form on the surfaces of the specimens are continuous and have a smooth 

structure. The basic phase in the boride layer formed in the boriding processes of stainless steel is 

Fe2B. FeB phase also formed in the boriding with the bath containing Ekabor-2. 

 

Activation energy for the formation and growth of boride layer is 149.319 kjmol
-1

 in the boriding with 

the bath containing Ekabor-2 and consistent with the literature. 

 

Surface hardness values of borided materials increase during the boriding process depending on the 

temperature and time. 
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ABSTRACT 

 

Subclinical hypothyroidism is characterized by elevated thyroid stimulating hormone (TSH) levels 

with normal free thyroxine (fT4) levels. The aim of this study was to compare obstetric and neonatal 

outcomes in pregnant women with and without treatment for subclinical hypothyroidism. In this 

study, maternal and perinatal outcomes were evaluated in a total of 270 pregnant women who were 

diagnosed with subclinical hypothyroidism as a result of screening performed in three trimesters of 

pregnancy between 2015 and 2020 and followed up in our clinic, 149 of whom received levothyroxine 

treatment and 121 of whom did not receive treatment. Further, different cutoff values for TSH were 

compared.  The rates of neonatal intensive care unit (NICU) requirement were not different according 

to the levothyroxine use status of the patients (p=0.73, p>0.05). Miscarriage rates did not differ 

according to levothyroxine use (p=0,87, p>0,05). TSH, T4 and antithyroid peroxidase levels did not 

differ according to the maternal use of levothyroxine (p>0,05). Birth weight, gestational week at birth, 

1- and 5-minute APGAR scores, neonatal TSH and T4 levels did not differ according to the maternal 

use of levothyroxine (p>0,05). Among the adverse maternal and perinatal outcomes, the need for 

NICU admission and the rates of placental abruption, fetal distress, preterm premature rupture of 

membranes, preeclampsia, preterm labor, and small for gestational age were not significantly different 

among the TSH cutoff groups (p>0,05). The rate of premature rupture of membranes was higher in the 

group with TSH levels ≥2.5 mIU/L (p=0.04). Choosing 2.5 mIU/L as the cutoff value for TSH levels 

allows early diagnosis of subclinical hypothyroidism with a higher rate in pregnant Turkish women 

and proactive therapeutic management. Our study provides limited evidence for the success of 

levothyroxine therapy for adverse obstetric and neonatal outcomes. 

 

Keywords: Adverse pregnancy-fetal outcomes, Levothyroxine, Pregnancy, Screening, Subclinical 

hypothyroidism, Thyroid hormone replacement. 
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1. INTRODUCTION 

 

Thyroid diseases are recognized as the second most common endocrinopathies after gestational 

diabetes mellitus in women of reproductive age. Role of the thyroid hormone is crucial for a healthy 

pregnancy and fetal development. Maternal thyroid dysfunction may cause various adverse obstetric 

outcomes, including miscarriage, intrauterine growth restriction, hypertensive disorders, and preterm 

delivery [1]. Notably, fetal development of the thyroid tissue depends on uteroplacental levels of 

thyroid hormone. The incidence of subclinical hypothyroidism has been reported to be 2%–3% in 

pregnant women. Moreover, subclinical hypothyroidism is characterized by high thyroid-stimulating 

hormone (TSH) levels (2.5–10 mIU/L) and normal free thyroxine (fT4) levels in asymptomatic 

pregnant women. The fetus is particularly dependent on the mother's thyroid hormone during the first 

trimester. Thus, antibody tests are recommended for the treatment or follow-up of patients with 

subclinical hypothyroidism. Anti-TPO positivity can lead to negative consequences for the mother and 

fetus, and approximately 2-17% of women of reproductive age have anti-thyroid peroxidase (anti-

TPO) and anti-thyroglobulin (anti-TG) autoantibodies [2]. Further, the risk of thyroid dysfunction has 

been increasing in Turkey—an endemic region for iodine deficiency. There is no recommendation by 

the American College of Obstetricians and Gynecologists (ACOG) that the diagnosis and treatment of 

maternal subclinical hypothyroidism improves neurocognitive outcomes in children, and thyroid 

function tests are not recommended during pregnancy [3]. In contrast, the Turkish Society of 

Endocrinology and Metabolism (TSEM) advocates the initial measurement of TSH levels in all 

women planning pregnancy and in all pregnant women [4]. TSEM and American Thyroid Association 

(ATA) recommend that TSH levels should be 0.1–2.5, 0.2–3.0, and 0.3–3.0 mIU/L in the first and 

third trimester, respectively [2, 4]. Hormone replacement therapy for hypothyroidism involves the oral 

administration of T4 (levothyroxine). The American Endocrinology Society (ES) [5] and the 

European Thyroid Association [6] recommend starting this therapy in pregnant women with TSH 

levels >2.5 mIU/L and >3.0 mIU/L in the first trimester and in the second and third trimesters, 

respectively. If hypothyroidism is not treated in such cases, it may increase the risk of perinatal 

morbidity, preterm birth, miscarriage, low birth weight, and mortality [7]. Notably, thyroid screening 

is not recommended for cases other than pregnancy and infertility because the benefits of the therapy 

for subclinical hypothyroidism have not been clearly established [8-10]. However, managing 

subclinical hypothyroidism is important because it can progress to overt hypothyroidism and has 

negative effects on the cardiovascular system, fertility, quality of life, depression, and cognitive 

functions. Notably, TSH levels are elevated in 2%–5% of all pregnant women. Generally, TSH levels 

of >4 mIU/L are considered significant in pregnant women with subclinical hypothyroidism. In 

patients with TSH levels above the specified cutoff value, treatment planning is recommended if the 

anti-TPO level is also positive [2]. According to a study that used the cutoff value of 2.5 mIU/L for 

TSH levels, 25% of the population needed treatment for hypothyroidism; however, when the cutoff 

value was set at 4 mIU/L, there was a 10-fold decrease in the number of pregnant women receiving 

therapy [11]. The aim of this study was to compare obstetric and neonatal outcomes in pregnant 

women with subclinical hypothyroidism who received and did not receive treatment. 
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2. MATERIALS AND METHODS 

 

This retrospective cross-sectional case–control study was conducted between 2015 and 2020 at the 

Department of Obstetrics and Gynecology of Health Sciences University Umraniye Training and 

Research Hospital. Patients with maternal diseases, such as overt hypothyroidism, autoimmune 

thyroiditis, hyperthyroidism, thyroid cancer, congenital heart diseases, diabetes mellitus, 

antiphospholipid antibody syndrome, idiopathic thrombocytopenic purpura, thrombotic 

thrombocytopenic purpura, other autoimmune-related diseases, multiple pregnancies, and chronic 

hypertension were excluded from the study. Macrosomia, polyhydramnios, intrauterine fetal death, 

were excluded from the study. In contrast, a known history of hypothyroidism before pregnancy, 

levothyroxine users and nonusers and women with pregnancy-related complications, such as 

preeclampsia, oligohydramnios, SGA, LBW, gestational hypertension, gestational thrombocytopenia, 

cholestasis, PROM, PPROM, preterm labor, postterm pregnancy were included. A total of 439 

pregnant women enrolled for the study; of these, 41 were excluded because they were diagnosed with 

overt hypothyroidism and autoimmune thyroiditis, and 128 were excluded because they were not 

followed up at our clinic and their deliveries were performed at an external facility. After 

implementing the inclusion and exclusion criteria, 270 pregnant women (149 receiving treatment and 

121 not receiving treatment) were reviewed and included in the final analysis. The clinical and 

laboratuary data of all pregnant women from all three trimesters diagnosed with subclinical 

hypothyroidism were collected from the hospital automation system and retrospectively analyzed. 

Gravida, parity, number of abortions, gestational ages of all patients were recorded. Maternal serum 

TSH, T4 and anti-TPO levels were recorded. It was recorded whether they were diagnosed with 

hypothyroidism before pregnancy and whether they used levothyroxine. The gestational weeks when 

each patient gave birth, fetal weight, type of delivery, indications for cesarean section, gender of the 

newborns, appearance; pulse; grimace; activity; and respiration 1- and 5-minute (APGAR) scores, 

neonatal TSH and T4 values were also recorded. Those who received neonatal intensive care unit 

(NICU) support were determined. Obstetric anamnesis was taken from all pregnant women included 

in the study. Crown-rump length, last menstruation date were recorded. Preeclampsia, small for 

gestational age (SGA), low birth weight (LBW), preterm birth, preterm premature rupture of 

membranes (PPROM) were recorded. The diagnosis of preeclampsia was based on the guideline 

updated by ACOG in 2019 [12].  Fetal weight below the 10th percentile were termed as SGA. LBW 

was considered when it was below 2500 g. Births before 37 weeks of gestation were termed as 

premature births. Rupture of membranes before 37
th

 gestational week was designated as PPROM [13]. 

Pregnant women with gestational diabetes mellitus [14] who had a positive oral glucose tolerance test 

were excluded from the study, but pregnant women with placenta previa [15] were included. In our 

study, the normal ranges for TSH, T4, and anti-TPO levels were considered 0.1–2.5 mIU/L, 0.93–1.71 

ng/dl, and <5.60 IU/mL, respectively. Based on the obtained results, TSH levels were classified into 

three groups: 2.5, 2.5–4, and 3–10 mIU/L. Different cutoff values for TSH levels were then compared 

between these groups. Subclinical hypothyroidism diagnosis of the patients included in the study was 

made according to the criteria by the ATA 2011, 2017 and ES 2012 [2, 5]. Previously, the upper limit 

for TSH value was specified as 2.5 mIU/L for the first trimester in the guidelines. In 2017, the upper 

limit was revised to 4 mIU/L. Therefore, in our study, both upper limits were used as cutoff values for 

comparison purposes. Ethical approval was obtained from the Health Sciences University Ümraniye 
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Training and Research Hospital Ethics Committee (Date: April 14, 2020; confirmation number: 

B.10.1.TKH.4.34.H.GP.0.01/85). Informed consent was obtained from all the participants included in 

this cross-sectional retrospective study. 

 

2.1. Statistical Analysis 

Descriptive statistics were presented as mean, standard deviation (Avr±SD), confidence interval (95% 

CI) value for continuous variables. The conformity of the data to the normal distribution was 

evaluated with the Kolmogorov-Smirnov test. Non-parametric methods were used because the 

measurement data in the study were not suitable for normal distribution (p=0.01) and the numbers 

within the group were not very high. Mann Whitney U test was used for pairwise comparisons and 

Kruskall Wallis test for triple comparisons. Chi-square test was used to evaluate the difference in 

group ratios. Fisher correction was applied if the expected cell value was less than 5%, 20% or more. 

p<0.05 was accepted as the critical value. The data were analyzed using the SPSS 25.0 (Statistical 

Packages of Social Sciences) program on the computer. 

 

3. RESULTS 

 

We found that the rate of NICU requirement was not different between levothyroxine users and 

nonusers (p=0.73, p>0.05). In contrast, the rate of diagnosis of hypothyroidism before pregnancy was 

different between levothyroxine users and nonusers, and the rate of levothyroxine use was higher in 

patients who were diagnosed with hypothyroidism before pregnancy (p=0.01, p<0.05). Notably, the 

mode of delivery (p=0.50, p>0.05) and infant gender (p=0.31, p>0.05) did not differ according to 

levothyroxine use. Taking maternal levothyroxine did not make a difference in all three trimesters 

(p=0.09, p>0.05) (Table 1a). Further, the age of the patients did not differ according to levothyroxine 

use (p=0.18, p>0.05). Gravida (p=0.02) and parity (p=0.01) were significantly higher among 

levothyroxine users than among nonusers. The rate of miscarriage did not significantly differ 

according to the maternal use of levothyroxine (p=0.87, p>0.05). Furthermore, TSH, T4, and anti-

TPO levels did not differ according to levothyroxine use (p>0.05). Birth weight, gestational week at 

birth, 1- and 5-minute APGAR scores and neonatal TSH and T4 levels were not found to be different 

in those who received or did not receive levothyroxine (p>0.05) (Table 1b). 

 

Table 1a: Examination of Patient Characteristics According to Levothyroxine Usage Status. 

  

Levothyroxine 
p 

  
No (n=121) Yes (n=149) 

n (%) n (%) 

NICU need 
No 101 (83.5) 122 (81.9) 

0.73 
Yes 20 (16.5) 27(18.1) 

History of 

hypothyroidism 

No 75 (62) 68 (45.6) 
0.01* 

Yes 46 (38) 81 (54.4) 

     
   

Delivery type 
NSD 60 (49.6) 80 (53.7) 

0.50 
C/S 61 (50.4) 69 (46.3) 
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Gender 
Female 48 (39.7) 68 (45.9) 

0.31 
Male 73 (60.3) 80 (54.1) 

Gestational ages 

1
st
 Trimester 98 (81) 133 (89.3) 

0.09 2
nd

 Trimester 19 (15.7) 11 (7.4) 

3
rd

 Trimester 4 (3.3) 5 (3.4) 

**Chi-square test was performed *Significant difference at 0.05 level 

 

Table 1b: Analysis of Patient Measurements According to Levothyroxine Usage Status. 

 

Levothyroxine 

p No (n=121) Yes (n=149) 

Avr±SD 95% CI Avr±SD 95% CI 

Age 28.44±6.2 27.32±29.55 29.36±5.18 28.52-30.19 0.18 

Gravida 2.30±1.56 2.02±2.58 2.71±1.47 2.47-2.95 0.02* 

Parity 0.85±1.01 0.67±1.03 1.29±1.08 1.11-1.46 0.01* 

Abortus 0.45±0.97 0.28±0.63 0.44±0.92 0.29-0.58 0.87 

TSH 

(mIU/L)  
4.4±5.91 3.33±5.46 4.95±4.16 4.28-5.63 0.36 

fT4 

(ng/dL) 
1.56±7.01 0.3±2.82 2.55±14.28 0.24-4.86 0.48 

Anti-TPO 

(IU/mL) 
194.03±322.23 94.86±293.19 160.5±275.07 89.44-231.56 0.57 

Gestational 

age at 

birth 

38.28±2.28 37.87±38.69 38.27±2.3 37.9-38.64 0.96 

Birth 

weight 
3237.85±595.86 3130.6±3345.1 3197.92±577.34 3104.45-3291.39 0.57 

APGAR 1  8.46±1.17 8.25±8.67 8.54±0.97 8.38-8.69 0.57 

APGAR 5  9.63±1.09 9.43±9.82 9.69±0.7 9.58-9.8 0.58 

Newborn 

TSH 

(mIU/L) 

4.77±4.19 3.6±5.94 4.86±4.2 3.78-5.95 0.90 

Newborn 

fT4 

(ng/dL) 

1.21±0.25 1.15±1.28 1.25±0.25 1.19-1.32 0.41 

***Kruskall Wallis test ** Mann Whitney U test *Significant difference at 0.05 level 

 

We found that the need for NICU did not differ according to trimesters (p=0.14, p>0.05). Moreover, 

the rate of levothyroxine use was not different according to trimesters (p=0.10, p>0.05). However, the 

rate of patients diagnosed with hypothyroidism before pregnancy was different among the first, 

second, and third trimesters, and this rate was the highest in the first trimester (p=0.01, p<0.05). The 

mode of delivery (p=0.89, p>0.05) and infant gender (p=0.33, p>0.05) did not differ among the 

trimesters (Table 2a). Moreover, age, gravida, parity, and miscarriage rates were not different among 



      
    

 
 

 

 
 
 

Erbıyık, H. İ. and Palalıoğlu, R. M., Journal of Scientific Reports-A, Number 52, 297-310, March 2023. 
 

 
 

302 
 

the trimesters (p>0.05). We also found that TSH, T4, and anti-TPO levels were not significantly 

different among the trimesters (p>0.05). No difference were found in terms of birth weight, 

gestational week at birth, 1- and 5-minute APGAR scores, neonatal TSH and T4 levels in all three 

trimesters (p>0.05) (Table 2b). 

 

Table 2a: Investigation of Patient Characteristics by Gestational Ages. 

 

Gestational Ages 

p 

1
st 

Trimester 

(n=231) 

2
nd

 

Trimester 

(n=30) 

3
rd

 

Trimester 

(n=9) 

n (%) n (%) n (%) 

NICU need 
No 195 (84.4) 22 (73.3) 6 (66.7) 

0.14 
Yes 36 (15.6) 8 (26.7) 3 (33.3) 

Levothyroxine 
No 98 (42.4) 19 (63.3) 4 (44.4) 

0.10 
Yes 133 (57.6) 11 (36.7) 5 (55.6) 

History of 

hypothyroidism 

No 104 (45) 30 (100) 9 (100) 
0.01* 

Yes 127 (55) 0 (0) 0(0) 

Delivery type 
NSD 111 (48.1) 14 (46.7) 5 (55.6) 

0.89 
C/S 120 (51.9) 16 (53.3) 4 (44.4) 

Gender 
Female 101 (43.9) 13 (43.3) 2 (22.2) 

0.33 
Male 129 (56.1) 17 (56.7) 7 (77.8) 

**Chi-square test was performed *Significant difference at 0.05 level 

 

Table 2b: Examination of Patient Measurements According to Gestational Ages. 

 

Gestational Ages 

p 1
st
 Trimester (n=231) 2

nd
 Trimester (n=30) 3

rd
 Trimester (n=9) 

Avr±SD 95% CI Avr±SD 95% CI Avr±SD 95% CI 

Age 29.17±5.74 
28.43-

29.92 
27.2±4.74 

25.43-

28.97 
28.89±6.13 24.17-33.6 0.20 

Gravida 2.57±1.58 2.37-2.78 2.27±1.17 1.83-2.7 2.22±1.2 1.3-3.15 0.49 

Parity 1.09±1.08 0.95-1.23 1.17±1.02 0.79-1.55 0.89±1.17 -0.01-1.79 0.79 

Abortus 0.49±1.00 0.36-0.62 0.13±0.43 -0.03-0.3 0.22±0.44 -0.12-0.56 0.11 

TSH 

(mIU/L) 
4.76±5.14 4.1-5.43 4.56±4.72 2.8-6.32 3.7±1.88 2.26-5.15 0.81 

fT4 

(ng/dL) 
2.29±12.52 0.66-3.91 1.14±1.3 0.65-1.63 0.74±0.14 0.63-0.84 0.82 

Anti- 

TPO 

(IU/mL)  

188.29±311

.65 

121.47-

255.11 

110.9±18

0.39 

14.78-

207.02 
- - 0.54 

Gestatio

nal age 

at birth 

38.33±2.08 38.06-38.6 
37.87±3.4

9 

36.56-

39.17 
38.22±2.49 

36.31-

40.14 
0.58 
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Birth 

weight 

3237.77±56

4.69 

3164.56-

3310.98 

3031±724

.15 

2760.6-

3301.4 

3268.33±5

40.24 

2853.07-

3683.6 
0.18 

APGAR 

1  
8.55±0.9 8.44-8.67 8.17±1.86 7.47-8.86 8.33±1.32 7.32-9.35 0.15 

APGAR 

5  
9.72±0.64 9.64-9.8 9.3±1.91 

8.59-

10.01 
9.44±1.01 8.67-10.22 0.04 

Newborn 

TSH 

(mIU/L) 

4.89±4.34 4.03-5.75 4.8±2.53 2.15-7.45 3.44±1.93 1.05-5.83 0.75 

Newborn 

fT4 

(ng/dL) 

1.23±0.24 1.18-1.28 1.35±0.25 1.11-1.58 1.17±0.31 0.67-1.67 0.41 

**Kruskall Wallis test *Significant difference at the 0.05 level 

 

The rates of previous cesarean section (p=0.54), fetal distress (FDS) (p=0.23), nonprogressive labor 

(p=0.67), cephalopelvic disproportion (CPD) (p=0.61), malpresentation (p=0.52), placenta previa 

(p=0.49), and placental abruption (p=0.44) did not significantly differ according to TSH cutoff levels 

(Table 3). 

 

Table 3: Cesarean section indications according to different TSH cut-off values. 

  

TSH cut-off values 

p 
2.5 

(mIU/L) 

2.5-4 

(mIU/L) 

4-10 

(mIU/L) 

n (%) n (%) n (%) 

Previous cesarean 

section 

No 54 (68.4) 55 (67.1) 69 (63.9) 
0.54 

Yes 25 (31.6) 27 (32.9) 39 (36.1) 

Fetal distress 
No 68 (86.1) 72 (87.8) 98 (90.7) 

0.23 
Yes 11 (13.9) 10 (12.2) 10 (93.3) 

Progress failure 
No 78 (98.7) 80 (97.6) 107 (99.1) 

0.67 
Yes 1 (1.3) 2(2.4) 1 (0.9) 

Cephalopelvic 

disproportion 

No 77 (97.5) 81 (98.8) 106 (98.1) 
0.61 

Yes 2 (2.5) 1 (1.2) 2 (1.9) 

Malpresentation 
No 76 (96.2) 80 (97.6) 103 (95.4) 

0.52 
Yes 3 (3.8) 2 (2.4) 5 (4.6) 

Placenta previa 
No 78 (98.7) 80 (97.6) 107 (99.1) 

0.49 
Yes 1 (1.3) 2 (2.4) 1(0.9) 

Placental abruption 
No 74 (93.7) 78 (95.1) 106 (98.1) 

0.44 
Yes 5 (6.3) 4 (4.9) 2 (1.9) 

**Chi-square test was performed *Significant difference at the 0.05 level 

 

The need for NICU (p=0.16) placental abruption (p=0.44), FDS (p=0.23), preeclampsia (p=0.58), 

PPROM (p=0.33), preterm labor (p=0.18), and SGA/LBW (p=0.19) did not significantly differ 
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according to TSH cutoff levels. Notably, the rate of PROM was higher in the groups with a TSH level 

of ≥2.5 mIU/L (p=0.04, p<0.05) (Table 4). 

 

Table 4: Adverse maternal and perinatal outcomes according to different TSH cut-off values. 

 TSH cut-off values p 

2.5 

 (mIU/L) 

2.5-4 

(mIU/L) 

4-10 

(mIU/L) 

n (%) n (%) n (%) 

NICU need No 68 (86.1) 66 (80.5) 89 (81.7) 0.16 

Yes 11 (13.9) 16 (19.5) 20 (18.3) 

Placental abruption No 74 (93.7) 78 (95.1) 106 (98.1) 0.44 

Yes 5 (6.3) 4 (4.9) 2 (1.9) 

Fetal distress No 68 (86.1) 72 (87.8) 98 (90.7) 0.23 

Yes 11 (13.9) 10 (12.2) 10 (93.3) 

Preeclampsia No 77(97.5) 80(97.6) 105(97.7) 0.58 

Yes 2(2.5) 2 (2.4) 3(2.8) 

PPROM No 79 (100) 80 (97.6) 104 (96.3) 0.33 

Yes 0 (0) 2 (2.4) 4 (3.7) 

PROM No 71 (89.9) 64 (78) 89 (8 2.4) 0.04* 

Yes 8 (10.1) 18 (22) 19 (17.6) 

Preterm birth No 77 (97.5) 77 (93.9) 100 (92.6) 0.18 

Yes 2 (2.5) 5 (6.1) 8 (7.4) 

Low birthweight and 

small-for-gestational 

age 

No 75 (94.9) 81 (98.8) 107 (99.1) 0.19 

Yes 4 (5.1) 1 (1.2) 1 (0.9) 

**Chi-square test was performed *Significant difference at the 0.05 level 

 

4. DISCUSSION 

 

There is still no clear information about the benefit of levothyroxine treatment in pregnant women 

with subclinical hypothyroidism. Furthermore, the results of the present study are insufficient to make 

any suggestions for reducing adverse pregnancy outcomes and achieving positive neurocognitive 

outcomes in children using this therapy. This study investigating the effect of levothyroxine treatment 

on maternal and perinatal outcomes in pregnant women with subclinical hypothyroidism is one of the 

first in Turkey. We evaluated the pregnancy outcomes of patients who were followed up and 

underwent labor at our clinic within the past 5 years and who did or did not receive levothyroxine 

therapy after the diagnosis of subclinical hypothyroidism. 

 

Since retrospective studies have reported fetal losses and neurodevelopmental disorders in infants 

born to mothers with subclinical hypothyroidism, lowering TSH levels to reference ranges by 

administering levothyroxine therapy has become a common practice. There is no study reporting the 

positive effects of maternal treatment on neuropsychological development in babies of pregnant 
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women with subclinical hypothyroidism [16]. TSEM reported that levothyroxine therapy reduces 

obstetric risk in pregnant women with subclinical hypothyroidism who test positive for anti-TPO 

antibodies. However, the need for this therapy in pregnant women with subclinical hypothyroidism 

who test negative for these antibodies is controversial owing to conflicting data on obstetric risks [4]. 

According to ES 2012, this treatment is recommended for all pregnant women with elevated TSH 

levels, regardless of their antibody status [5]. 

 

The cutoff values for TSH are extremely important because decreasing the upper limit of normal for 

TSH from 5 to 2.5 mIU/L increases the prevalence of subclinical hypothyroidism from 4.6% to 20% 

[17]. Notably, women with subclinical hypothyroidism have increased risks of complications 

associated with pregnancy and childbirth. The rate of spontaneous abortion was 17% in women testing 

positive for anti-TG and anti-TPO antibodies and 8.4% in women testing negative for these antibodies 

[18]. A previous study evaluated the risks associated with delivery and reported that the incidence of 

subclinical hypothyroidism was 2.3% in 25,756 pregnant women, and the risk of placental abruption 

and preterm delivery was two times higher in such patients than in normal women [19]. In addition, it 

was found that there was an increased risk of miscarriage, low birth weight and growth retardation in 

pregnant women with undiagnosed and untreated subclinical hypothyroidism. 

 

Some studies have reported varying results related to the benefits of administering levothyroxine 

therapy for subclinical hypothyroidism. Previous double-blind randomized studies have reported that 

this therapy improved psychometric evaluation parameters and hypothyroidism symptom scores in 

patients with a TSH level of >10 mIU/L; however, it did not lead to any changes in patients with 

subclinical hypothyroidism and TSH levels of <10 mIU/L [20, 21]. Among the poor maternal and 

perinatal outcomes evaluated in the present study, the need for NICU admission and the rates of 

placental abruption, FDS, PPROM, preeclampsia, preterm labor, and SGA/LBW did not significantly 

differ among the groups stratified according to different TSH cutoff levels. However, the rate of 

PROM was higher in groups with TSH levels of ≥2.5 mIU/L. The significance of administering 

levothyroxine therapy to pregnant women with a TSH level of ≥2.5 mIU/L has not been clearly 

established because it is not possible to predict which pregnant woman will develop PROM. 

 

Regarding the indications for cesarean section according to different TSH cutoff groups, no significant 

difference was found in terms of previous cesarean section, FDS, nonprogressive labor, CPD, 

malpresentation, placenta previa, and placental abruption. Notably, our findings do not support the 

treatment of subclinical hypothyroidism diagnosed during pregnancy. 

 

In a previous study, TSH levels did not increase in untreated pregnant women with subclinical 

hypothyroidism, but these levels were found to be high in mothers with positive anti-TPO antibody 

during pregnancy [22]. In our study, TSH, T4, and anti-TPO levels were not different between 

levothyroxine users and nonusers. Moreover, there was no difference between birth weight, 

gestational week at birth, 1- and 5-minute APGAR scores and neonatal TSH and T4 levels according 

to maternal levothyroxine use. In one of the previous studies, it was shown that the risk of miscarriage 

increased in anti-TPO positive pregnant women [16]. In a study conducted with pregnant women with 

subclinical hypothyroidism with a TSH level of 2.5-4 mIU/L, the rate of preterm birth was found to be 
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significantly higher, while fetal weight and gestational week at birth were found to be significantly 

lower [23]. In addition, in a study of pregnant women with subclinical hypothyroidism and positive 

anti-TPO antibody, levothyroxine therapy reduced the risk of preterm delivery and amniotic fluid 

abnormalities [24]. In another study involving the use of levothyroxine, the risks of miscarriage, 

gestational hypertension, intrauterine growth retardation, low birth weight, and preterm delivery were 

not significantly higher in women with subclinical hypothyroidism than in women with euthyroidism 

[25]. Moreover, it has been reported that the treatment of subclinical hypothyroidism with 

levothyroxine significantly reduces the incidence of preterm delivery, miscarriage, postpartum 

hemorrhage, and low birth weight [26]. In the present study, gravida and parity were significantly 

higher in levothyroxine users. However, no difference was found in the rate of miscarriage according 

to the maternal use of levothyroxine. 

 

In a study of pregnant women at increased risk for cesarean section due to placental abruption, 

anemia, postpartum hemorrhage, and preterm delivery (3.13-fold increase when TSH level was >3 

mIU/L at 16 weeks of gestation), maternal–fetal adverse reactions, such as low birth weight and 

impaired fetal brain development, were reported [16]. One study showed no statistically significant 

difference in obstetric and neonatal outcomes between the levothyroxine group and the control group 

[27]. Additionally, a previous study found no evidence on the benefit of levothyroxine therapy for 

pregnant women with subclinical hypothyroidism in terms of pregnancy, neonatal, and childhood 

outcomes [28]. Similarly, in our study, indications for cesarean section did not increase and there were 

no maternal or neonatal adverse outcomes, except for PROM. 

 

A previous study suggested that levothyroxine improves pregnancy-related outcomes in patients with 

subclinical hypothyroidism as well as the neurointellectual development of newborns [29]. In contrast, 

we found no significant difference in NICU requirement, mode of delivery, gestational week at birth, 

mean age, and infant gender according to the maternal use of levothyroxine. 

 

This study has some limitations. First, the prevalence of hypothyroidism was not determined. Second, 

the infant neurocognitive status was not assessed prospectively. Third, levothyroxine dose, race, 

ethnicity, iodine intake, body mass index before pregnancy, and socioeconomic status were not 

analyzed. Finally, we did not consider the factors influencing TSH levels and time of the day of blood 

collection during the diagnosis of subclinical hypothyroidism as this was a retrospective study. 

 

This study also has pertinent strengths. First, to the best of our knowledge, this is the first study in 

Turkey evaluating maternal and perinatal outcomes and comparing patients receiving thyroid hormone 

replacement therapy with those not receiving the therapy. Second, in contrast to other studies, 

different cutoff values were evaluated in the present study. 

 

5. CONCLUSION 

 

Subclinical hypothyroidism is believed to cause pregnancy-related complications and adverse 

obstetric outcomes, such as placental insufficiency; however, there is a lack of solid evidence on this 

subject. We believe that future studies involving large patient groups in our country, which is an 



      
    

 
 

 

 
 
 

Erbıyık, H. İ. and Palalıoğlu, R. M., Journal of Scientific Reports-A, Number 52, 297-310, March 2023. 
 

 
 

307 
 

endemic region for goiter, will provide a better understanding of the subject. In addition to the higher 

incidence of PROM in pregnant women with a TSH cutoff of ≥2.5 mIU/L, the benefit of thyroid 

hormone replacement therapy for other obstetric complications is questionable. This study did not 

provide conclusive evidence regarding the benefit of maternal levothyroxine therapy on maternal and 

fetal outcomes in pregnant women with subclinical hypothyroidism. 
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ABSTRACT 

 

Numerical models based on the discrete element method (DEM) have been widely used to predict the 

mechanical behaviors of rocks in rock engineering applications. Nevertheless, calibration of the model 

parameters is done by running numerous simulations and this time-consuming simulation process 

precludes the numerical platforms to be used as a practical tool in such applications. This study aims 

to accelerate the calibration process of the micro-parameters of three-dimensional (3D) numerical 

models built based on DEM and facilitate the generation of an efficient database by using machine 

learning algorithms in the prediction of rock strength. Namely, these algorithms are linear regression 

(LR), decision tree (DT) regression, and random forest (RF) regression. The appropriate methodology 

for predicting the uniaxial compressive strengths (UCS) of certain rock types was investigated using a 

dataset consisting of micro-parameters of 87 DEM-based rock models, generated through an open-

source code, Yade. The performance of such methods was evaluated by using metrics including R-

squared score (R
2
), mean squared error (MSE), root mean squared error (RMSE), and mean absolute 

error (MAE), and then their statistical discrepancies were analyzed. The most accurate prediction of 

UCS was obtained in the LR method and the lowest percentage of performance was derived from the 

RF algorithms. LR method provides the results efficiently during calibration of the micro-parameters 

of a DEM-based rock model. 

 

Keywords: Rock strength, Discrete element method, Numerical model calibration, Machine learning. 

 

1. INTRODUCTION 

 

Determining the failure and deformation processes of rocks under applied stresses has paramount 

importance in rock engineering. While laboratory and analytical methods are used conventionally to 

investigate this process, recently numerical modeling methods have also been commonly used as an 

alternative/supporting and effective technique to these methods. In particular, for discontinuous media 

such as in rocks, numerical models based on the discrete element method (DEM) are mainly preferred 

because of their advantage in reflecting each structural element (e.g. cracks, joints, faults, layers, etc.) 

formed by rock behaviors. Therefore, deformation and damage processes examined through numerical 

modeling, provide useful insights into understanding the extent and magnitude of rock failure 
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characteristics [1-13]. On the other hand, the generation of a numerical model as a representative of 

the real rock domain depends on the accurate and reliable calibration of the model parameters. The 

calibration is done according to the fundamental macro mechanical parameters (i.e uniaxial 

compressive strength, UCS; tensile strength UTS, Young modulus, E and Poisson’s ratio, ν) of the 

rocks obtained by laboratory experiments. As a result, in order to rely on precise calibration, 

numerous simulations are sometimes required to be run, and each simulation cycle can turn into a very 

time-consuming workload depending on the resolution of the generated model. 

 

Machine learning (ML), one of today's artificial intelligence technologies, has become an established 

technique to produce objective and sensitive results within the most efficient timeframe for the 

problems encountered in energy & mining industries, as well as agriculture, finance, education, and 

many other fields. This technology facilitates targeted decision-making or forecasting by focusing on 

building systems that learn and improve performances based on the data type. Therefore, various 

machine learning methods have been developed according to the specific application topic, the 

purpose of the study, and the type of database. The most well-known and widely used methods for 

numerical datasets (e.g. integer, float, etc.) are artificial neural networks (ANN), linear regression 

(LR), decision trees (DT), Naive Bayes (NB), K-nearest neighbors (KNN), and random forest (RF) 

algorithms.  Specifically, ANN has been considered in many studies that aim to predict one of the 

most critical parameters in rock engineering, for instance, the UCS value for revealing the effects of 

various rock properties [14- 26]. Furthermore, these studies [14-26] emphasize the important role of 

laboratory and field measurements and observations regarding rock failure characteristics.  

 

Nevertheless, machine learning attempts on constituting efficient datasets and receiving quick 

responses from numerical modeling in rock deformation which is a robust tool for considering the 

scale effect, have rarely been used [27, 28, 29]. More specifically, machine learning studies focusing 

on the improvement of the calibration process of the DEM-based model parameters to achieve more 

productive and cost-efficient predictions for the rock strength and failure/deformation behaviors are 

very limited [28, 29]. For instance, Waqas [28], used machine learning techniques to provide a faster 

computational time in the discrete analysis of rock properties. However, the results may not be easily 

evaluated because of using only two metrics to measure the performance of the applied machine 

learning method. More recently, considering several statistical metrics to test the accuracy of the 

performances of the predictive models, Fathipour-Azar [29] estimated the UCS values of DEM-based 

models through machine learning approaches. UCS values were predicted according to two micro-

shear properties, cohesion and internal friction angle of discrete elements’ contacts. These attempts 

made by Fathipour-Azar [29] proposed a rapid calibration process through the utilized methods whose 

robustness might further be increased by using more input parameters. 

 

In this study, LR, DT, and RF methods of machine learning technology were applied to the micro-

parameters of three-dimensional (3D) numerical rock models based on DEM by considering the time, 

storage space, and optimization of the data processing, and thereupon, rock strength (UCS) values 

were predicted. The dataset has 87 rows and 7 columns consisting of 6 micro-parameters and UCS 

values that were derived from the numerical models assigned in accordance with these parameters. As 

the most common split ratio, 80% of the dataset goes into the training set and 20% of the dataset goes 

into the testing set. The performances of the methods were evaluated through the coefficient of 
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determination (R
2
), mean squared error (MSE), mean absolute error (MAE), and root mean squared 

error (RMSE) metrics. The results present findings that contribute to the users acquiring data much 

faster in rock engineering applications where the DEM modeling technique is used. 

 

2. METHODOLOGY 

 

2.1. 3D-DEM Rock Model 

The numerical rock models used in this study were generated using a 3D open-source DEM code, 

Yade [30]. It is fundamentally based on the bounded particle model (BPM) which was first proposed 

by Potyondy and Cundall [3] and then modified by Scholtès and Donzé [9] to be used in the DEM 

platform. A rock material is a structure/assembly consisting of bonded, rigid, and spherical particles of 

different sizes (Figure 1a). Particles are also called discrete elements (DEs) and these elements are 

bonded together (Figure 1b) in an interaction ratio (γint) based on the elastic-brittle contact law (Eq.1). 

This ratio is determined before the numerical model is generated. 

 

Deq ≤ γ
int

 * (Rx + Ry)                        (1) 

 

Here, γint is the parameter that controls the initial number of interacting bonds (N). Deq is the initial 

distance between the particles x and y with radii of Rx and Ry, respectively. This parameter as 

irrespective of the number of particles in the rock model is assigned before the simulation starts. It 

represents the average number of bonds per particle (N). Therefore, the rigidity of rock is controlled 

by decreasing or increasing the γint (or N) value according to the ratio of UCS to UTS of relevant rock 

material. For instance, for modeling a relatively weak rock material, γint is selected to be close to 1 

which shows poor interlocking among the particles. Moreover, the greater γint values (γint >1) indicate 

a rock with a higher UCS/UTS ratio and a more rigid domain (see Scholtès and Donzé [9] for more 

details). 

 

Interaction forces between particles are subdivided into two components such as normal (Fn) and shear 

(Fs) forces (Figure 1c). Along the normal axis, Fn is calculated; 

 

Fn = kn * un                                            (2) 

 

with kn, the normal stiffness computed as a function of an equivalent elastic modulus Y (in Pa) (Eq. 3), 

and un is the normal relative displacement. 

 

  kn = 2Y * 
Rx*Ry

Rx+Ry
                     (3)  

    

Under compression, Fn can increase indefinitely while under tension, Fn increases up to a threshold 

value, Fn,max = t * Aint. Here, t is the interparticle tensile strength (in Pa), and Aint is the surface area 

that depends on the particle sizes (Aint = π * [ min (RX; Ry)
2

]). When Fn ≥ Fn,max, the bond breaks, 

and a mode I (tensile) crack forms at the bond location. 
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Fs as the driving force along the shear axis is computed incrementally from the equation of 

 Fs = Fs, t-∆t + ks*∆us. ks is the shear stiffness obtained from ks= P * kn (Figure 1b). P is a model 

constant and it varies between 0 and 1.  Δus is the relative incremental displacement and Fs, t−Δt is the 

shear force at the previous timestep. So, the maximum admissible shear force, Fs,max  is determined by 

Mohr-Coulomb criteria such as;  

 

Fs,max = c * Aint + Fn * tan(φ)                          (4) 

 

where c is the interparticle cohesion (in Pa) and φ is the interparticle friction angle (in °). When Fs ≥ 

Fs,max, the bond breaks and a mode II (shear) crack forms at the bond location.  

 

 

Figure 1. a) Configuration of 3D-DEM model sample (based on BPM technique) under UCS test 

simulation, b) Interparticle bonds, c) Interaction forces between the particles and rock failure 

mechanisms (modified from Scholtès and Donzé [9]). 

 

It is worth noting that similar to the laboratory experiments, all simulations here were carried out 

under quasi-static conditions. Moreover, a global viscous damping ratio, chosen as 0.4 was used to 

reduce the kinetic energy during the simulations. 

 

The parameters (Y, P, t, c, φ, and N) mentioned above are the micro-parameters of a 3D numerical 

DEM model and calibrated according to the macro mechanical strength parameters (UCS, UTS) and 

deformation parameters (E, Young modulus, and v, Poisson’s ratio) by performing a series of 

laboratory test simulations. The calibration process is repeated until the model represents accurately 

the stress-strain behaviors and mechanical properties of the real rock. Therefore, this process may take 
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longer and it requires many iterations and simulations. The type of simulation (tensile strength test, 

uniaxial compressive strength test, triaxial compressive strength test, etc.) is selected according to the 

parameter to be calibrated.  For example, t as the tensile strength of the particles controls the UTS 

value and is derived from the UTS test simulation [12]. Furthermore, the calibration of some model 

parameters is done by running various test simulations. For example, c affects the UCS value while Y 

directly controls the E value of the rock material. P as the ratio of ks to kn has an influence on ν value 

of the rock. To calibrate these three macro-parameters, both uniaxial and triaxial compressive strength 

test simulations are required to run. φ controls the slope of the rock failure envelope and is determined 

directly in the triaxial compressive test simulations. As is different from others, the N parameter is 

assigned according to the UCS/UTS ratio of the real rock before the simulation starts. The details of 

the effects and roles of each micro-parameter on macro mechanical properties can also be followed in 

Dinç Göğüş [31]. 

 

Similar to other numerical rock modeling techniques, the duration of the calibration of a numerical 

DEM model is primarily dependent on the resolution of the generated model. For the sake of clarity 

and reducing complexity, all rock models here were built in 1x2x1 model unit sizes and they consist 

of 10,000 particles to obtain the results to be irrespective of the model resolution.  

 

The dataset used in the study has 87 rows and 7 columns consisting of 6 micro-parameters (Y, P, t, c, 

φ, and N) with different values as well as the UCS values (as the peak/maximum stress that the model 

can resist) of the 3D-DEM model samples formed by such parameters (Figure 2). The parameters 

belong to 6 different rock types, from the weak to the strong rock material: claystone, ignimbrite, 

marble, andesite, diabase, and granite.  

 

The details of the machine learning methods on the dataset are given in the following section. 

 

 

Figure 2. Under the uniaxial loading condition, the stress-strain response of a 3D-DEM model sample 

formed by 6 micro-parameters. 
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2.2. Machine Learning Methods 

Machine learning, which teaches the existing data or information to the machine and extracts a 

function from this information is a subfield of artificial intelligence systems. The term machine 

learning was first introduced to the literature by Arthur Samuel an IBM employee, in 1959, and has 

been implemented in geotechnical and rock mechanical applications since the 1990s. The operation of 

the system, in which training data sets are used to obtain the targeted results and the user does not 

need to control the model, is based on the principle of using a known input dataset (training data). 

Further, the corresponding outputs are used to produce the most appropriate outputs for the new data 

(test data) that the algorithm has never seen before. (Figure 3). The flow chart of the machine learning 

process is presented in Figure 3. In this study, 20% of the total data is used for testing, and the 

remaining 80% is applied for training. 

 

 

Figure 3. The general flow chart of the machine learning process. 

 

The process of applying machine learning methods to the dataset consists of 3 stages. The first step is 

data preparation, called data preprocessing, transforming the data and making it suitable for models. 

All data in this study is numerical (e.g. integer, float, etc.), and there is no missing data or data with a 

value of 0 (zero). The second stage consists of model selection, and in the third stage, the model is 

trained/developed and the first-order parameters that affect the predictions are determined. The 

quantiles of the micro-parameters and the UCS values are presented in Table 1 and the UCS values 

range from 17.8 to 111 MPa, presenting different rock types. 

 

Table 1. Quantities of micro-parameters and estimated UCS parameter. 

Parameter Ave Std Min %25 %50 %75 Max 

N (-) 9.92 1.03 8.00 9.00 10.00 11.00 12.00 

Y (GPa) 11.99 2.45 9.00 10.00 12.00 14.00 17.00 

φ (°) 2.48 2.55 1.00 1.00 1.00 5.00 15.00 

P (-) 0.43 0.05 0.30 0.40 0.40 0.50 0.50 

t (MPa) 7.50 2.36 4.00 5.00 7.00 9.00 13.00 

c (MPa) 77.69 29.23 25.00 59.00 74.00 90.00 180.00 
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UCS (MPa) 57.24 24.05 17.80 38.50 47.00 83.25 111.00 

*N: coordination number, Y: equivalent elastic modulus, φ: friction angle of particles, P: stiffness ratio, t: tensile strength of 
particles, c: cohesion of particles, and UCS: uniaxial compressive rock strength  

 

LR (linear regression), DT (decision tree regression), and RF (random forest regression) methods 

were chosen respectively from the machine learning methods to predict the UCS values of the DEM 

model samples. LR is a well-known method for continuous and linear variables in the supervised 

machine learning technique. A linear curve is obtained by using one or more independent variables 

that accurately predict the value of the dependent variable (Figure 4a). The coefficient of the equation 

of this curve gives information about the reliability of the prediction. Since it uses a formulation that 

is relatively more practical to interpret, it is mostly preferred in statistical studies in various fields.  

 

The second method, DT, used in classification and regression problems, consists of tree-structured 

algorithms. Since the target variable in this study is continuous (numerical), the algorithms are called 

DT regression trees here. A dataset is divided into smaller subsets as forming decision and leaf nodes 

according to feature and target (Figure 4b). It is worth noting that since DT regression is not 

continuous like other regression models but is discrete, it can produce the same results for the targeted 

predictions in a certain range.  

 

The third method of the study, RF, is a regression method based on the principle of generating a 

random forest using more than one DT algorithm (Figure 4c). In other words, the average value of all 

DT predictions gives the result of RF. Because it uses DT algorithms, it is discrete and therefore can 

also produce the same results for the targeted predictions in a certain interval that care must be taken. 
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Figure 4. Configurations of the used machine learning methods a) LR (linear regression) b) DT 

(decision tree regression) and c) RF (random forest regression). 

 

The coefficient of determination (R
2
), mean squared error (MSE), mean absolute error (MAE), and 

root mean squared error (RMSE) metrics were used to evaluate the performance of the methods 

presented above. R
2
 is a statistical measure of how close the model result is to the regression line, and 
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it is specifically used in the LR method (Eq. 5). In other words, if the R
2
 value is close to 1, the data is 

close to the linear line. R
2
 is calculated such that; 

 

R2  =  1 − 
∑(yi−yi′)2

∑(yi−yio)2                                                                                                                              (5) 

 

where yi, yio, yi’ are the actual, mean, and predicted values, respectively. 

 

The second metric, MSE, is the mean square error, which measures the average squared difference 

between the yi’ and the yi values and is derived from Eq. 6.  

 

MSE = 
1

N
∑ (yi − yi′)2N

i=1                                                                                                                        (6) 

 

The lower the MSE value the more accurate the model is. In other words, a value close to zero 

represents better quality of the predictor (regression model). However, since errors are squared when 

using this metric, exaggerated results can be produced in case of large deviations in the data. 

 

RMSE is a square root of value gathered from the MSE function, shown in Eq. 7. It is used when the 

MSE is too large to be compared. The RMSE value can range from 0 to ∞. 

 

RMSE = √∑
(yi−yi′)2

N

N
i=1                                                                                                                          (7) 

 

It indicates how dense the data is around the line that best fits the data.  

 

As the last metric used here, MAE measures the absolute difference between the yi’ and yi values. 

Similar to MSE, the closer MAE is to 0, the more accurate the model is. In particular, MAE values of 

less than 10% show that the prediction models have high accuracy. It is calculated from Eq. 8 and is 

one of the most preferred metrics besides RMSE in the evaluation of model performances in 

regression methods. 

 

MAE = 
1

N
∑ |yi − yi′|N

i=1                                                                                                                          (8) 

 

3. RESULTS AND DISCUSSION 

 

Three different machine learning methods (LR, DT, and RF) described above were applied to estimate 

the UCS values of rocks obtained from 3D-DEM numerical models and the performances of the 

methods were evaluated according to R
2
, MSE, RMSE, and MAE metrics (Table 2). The results 

showed that the highest performance estimation was obtained from the LR method for all metrics. 

Especially based on the MSE results, the LR method provides better estimation/prediction than that of 

other methods. However, considering the relationship between the actual and predicted UCS values, 

regardless of the metrics, it is observed that all three methods’ results are close to each other (Figure 

5). 
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Table 2. Performance of the machine learning methods in UCS prediction according to the R
2
, MSE, 

RMSE, and MAE metrics. 

Method R
2
 MSE RMSE MAE 

LR 0.981 8.487 2.913 2.289 

KA 0.895 41.221 6.420 5.398 

RO 0.849 80.844 8.991 6.655 

 

 

Figure 5. The relationship between the actual and estimated UCS values according to the LR, DT, and 

RF methods. 

 

Doğan and Doğan [32] pointed out that since the R
2
 metric estimates the combined distribution 

against the individual distributions of the observed and predicted variables, a model with 

systematically over- or under-estimates can produce R
2
 values close to 1, even if all of the predicted 

values are incorrect. Therefore, three more metrics (MSE, RMSE, MAE) were considered in this 

study, since it is not sufficient to test a model’s performance only with the R
2
 value. Furthermore, it is 

highlighted in the literature that the mean error can produce misleading results in the performance 

evaluations of the methods in which the RMSE is considered [33]. It is noted that because the criteria 

based on the sum of squares of error are generally considered uncertain indicators, such as mean 

deviation, mean error, and mean variability, it can cause misinterpretations of the predictions [32]. 

Although it is suggested that MAE is generally a better criterion for such interpretations [33], one can 
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clearly realize that the use of these metrics strongly depends on the content, property, and usage area 

of the data. 

 

Besides the comparison of the performance of machine learning methods in estimating the numerical 

UCS value, the most effective micro-parameters on this estimation were also determined. For this 

purpose, the feature/parameter selection process was applied to the dataset. In fact, this process is 

generally used in studies where too many variables are taken for estimation/prediction, and a faster 

and less complex model is created by eliminating the variables that have very little influence on the 

results. Because of the few numbers of parameters used in this study, there was no need to eliminate 

any variable (parameter). The UCS prediction was done by using all 6 micro-parameters.  

 

Therefore here, the feature selection methodology was applied to reveal which micro-parameters play 

the most effective role in the prediction of the UCS value. For this purpose, a criterion called mutual 

information (MI), which measures the non-linear relation between random variables in probability and 

information theories, was used [34, 35]. It is the measure of how much knowledge one can acquire of 

a significant variable by knowing the value of another variable. 

 

For two discrete variables x and y whose joint probability distribution is P(x,y), the mutual 

information between them MI(X;Y) is calculated such that; 

 

MI (X;  Y) = ∑ xϵX ∑ yϵYp(x, y)Log(
p(x,y)

p(x)−p(y)
                                                                                      (9) 

 

MI ranges from 0 to 1. MI values that are close to 1 indicate relatively more effective parameters over 

the estimated/predicted feature (parameter) (Figure 6). As expected, MI results show that Y 

(equivalent elastic modulus), t (micro-tensile strength), and c (micro-cohesion) parameters play a 

more effective role on the UCS value than the others. 
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Figure 6. The most effective parameters in UCS prediction according to MI evaluation. 

 

Although the metric results show that the applied machine learning methods produce good 

performances as well as predictions close to each other, the highest performance is obtained from the 

LR method. For this reason, the LR method was applied to the DEM model samples by assigning 

values for 6 micro-parameters and then the UCS value was predicted for validation. For instance, for 

the values of N= 9, Y= 12 GPa, φ= 1°, P= 0.4, t= 6 MPa, and c= 60 MPa, the LR method gives the 

UCS value as 32.1 MPa, close to the calculated one. In general, this process took approximately about 

36 minutes with a 3-core processor speed, whereas the estimation of the UCS value with the LR 

method took only a few seconds after running the script. Therefore, machine learning approaches can 

be used as reliable and practical tools in the calibration problems of particle-based DEM models that 

were also pointed out by Fathipour-Azar [29]. 

 

In the calibration of the numerical UCS value according to the real UCS value of a rock, the method 

suggested here provides extremely fast information in which values or at least ranges of the 

parameters should be selected before the simulation starts. This insight provides the user significant 

amount of time, especially in engineering applications where the high model resolution needs to be 

configured. 

 

4. CONCLUSIONS 

 

DEM-based numerical models provide important information for predicting the failure and 

deformation behaviors of rocks that host engineering structures. The reliability of this information is 

precisely based on the accuracy of the model generated. Therefore, the calibration process is critical to 
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implicitly represent the mechanical characteristics of real rock. This process sometimes takes an 

extremely long time, depending on the model resolution as well as the experience of the user.  

 

In this study, the UCS values of 3D-DEM models calibrated with 6 micro-parameters were predicted 

by using machine learning methods, which became widely used in the field of rock mechanics 

recently. In the present research, LR, DT, and RF methods were tested in terms of their robustness, 

and the highest estimation performance for R
2
, MSE, RMSE, and MAE metrics was obtained from the 

LR method. Furthermore, the most effective parameters on the UCS value were determined as Y, c, 

and t micro-parameters with the feature selection methodology. The results show that machine 

learning methods can be used effectively in shortening and facilitating the calibration time of a 3D 

numerical DEM model and producing reliable results for the calibration process of micro-parameters 

of the model domain. 
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ABSTRACT 

 

Numerous settlements have been identified during the surveys in Şırnak province (Turkey) since the 

beginning of the 19th century. The potsherds found in the central of such settlements have been 

thought to be affected by Mesopotamian culture, and the ones from the hillside of the Şah Valley were 

considered as the most eastern examples of the Hassuna Samara culture. This study presents the 

results regarding one of the first detailed archaeometric investigations carried out for the Late 

Neolithic ceramic findings unearthed from Şah Valley (Şırnak province, Turkey). The ceramics were 

initially characterized by means of portable X-ray florescence (p-XRF) and X-ray diffraction (XRD) 

in order to enlighten the chemical and mineralogical features of the samples, respectively. The results 

indicated use of calcareous raw material sources and a low firing temperature range (ca. 700-800
o
C). 

The potsherds were also investigated through petrography which showed the presence of quartz, 

opaque minerals, plagioclase and biotite as the minerals, and clay, claystone and marl rock contents as 

the rock types for the samples, in general. Fourier transformed infrared (FTIR) spectroscopy was 

additionally applied for the potsherds. This complementary technique provided information about the 

vibrations of the chemical bands in the ceramics which displayed the characteristic bond vibrations of 

decisive minerals in the ceramic fabrics, such as calcite, clay minerals and quartz.  Considering the 

whole archaeometric data, it can be deduced that the Neolithic ceramics of the Şah Valley have been 

subjected to low firing temperatures which could be assigned to a basic production procedure 

presumably claiming daily-use wares.  

 

Keywords: Materials characterization, Archaeometry, Late Neolithic, Ceramics, Şah Valley. 

 

1. INTRODUCTION  

 

When the archaeological excavations are examined in general, the most numerous finds among the 

materials unearthed are the ceramics. The word “ceramic” is derived from the Greek word "Keramos" 
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meaning "burnt material" and is defined as the material obtained as a result of shaping the 

compositions of inorganic materials after they gain a certain plasticity, drying and firing them until 

they reach sufficient hardness and strength. The main raw materials of the ceramic are clay, quartz and 

feldspars. In general, ceramic materials obtained as a result of shaping the soil with water and baking 

it with fire to obtain the ultimate product have been used by people for many different purposes 

throughout the history. Thus, ancient ceramic materials are of great importance in terms of history of 

humanity, and therefore archaeology. Especially in the last century archaeometric studies, which 

include engineering and science (as well as archaeology, art history), have recently become 

widespread and are used to reveal the characteristic features of ancient artifacts (e.g. ceramics, metal, 

glass, tile etc.) [1-4]. 

 

Ceramics, which started with the terracotta products of the Neolithic Period between 8000-5500 BC 

and showed a continuous development in parallel with the way of life of human beings from the 

beginning of the ceramic period in Anatolia, have constantly renewed and developed themselves. 

With the industrial revolution, ceramic materials showed themselves in various fields such as 

automotive, space crafts, sanitary wares, wearable technologies, which require an advanced 

technology. According to today's archaeological data, the Neolithic Period, dated approximately 

between 10000 BC and 6000 BC, is one of the most important eras in human history, since the 

Neolithic Period is an indication of the transition to settled life and the foundation of today's life [5-7]. 

 

The southeastern Anatolia region is geographically located between the southern part of the southeast 

Taurus Mountains in Anatolia and the border of Syria and Iraq. Southeastern Anatolia region is the 

widest part of the area called "Fertile Crescent" (Mediterranean in the west, Zagros Mountains in the 

east, Southeast Taurus Mountains in the north and Arabian Desert in the south). This strategic area, 

where different civilizations intersect, was frequently used by caravans trading between Mesopotamia, 

Syria and Anatolia, by nomads doing animal husbandry and also by societies organizing expeditions. 

Şırnak, located at the northeastern end of the Fertile Crescent, is surrounded by Namaz Mountain, 

which is connected to the southeast Taurus Mountains (from the north), Gabar Mountain (from the 

west), and Cudi Mountain (from the southeast). Şırnak and its surroundings appear as a crossroads in 

the Neolithic Period [8-11]. 

 

The earliest painted pottery cultures of Northern Mesopotamia are traced in the period called Hassuna 

Samarra or Late Neolithic-4, which dates back to about 8000 years ago. These painted potteries were 

named after the centers where they were found for the first time. The pottery, all of which are hand-

formed, may be light brown, cream, beige paste, mostly unslipped, and contain sand, plant and 

sometimes grit tempered. Their surfaces are generally lightly burnished and smoothed. This type of 

pottery was found in Salat Mosque and Hakemi Use, among the excavations carried out in the Upper 

Tigris Valley, in the easternmost part of the Southeast Anatolian Region [12,13]. 

 

Within the scope of this study, a research was conducted including the archaeometric characterization 

of 30 ceramic samples dated to the Neolithic Period, which are the easternmost examples of Hassuna 

Samarra culture in the slope settlement of Şah Valley (Şırnak) (Figure 1) [8], and thus, it is aimed to 

contribute to the existing literature. The ceramic group, which is the subject of this study, was found 

in the settlement determined during the Şırnak Province Center, Güçlükonak, Uludere and 
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Beytüşşebap Districts Survey conducted by the team headed by Nilgün Coşkun (Hatay Mustafa 

Kemal University) with the permission of Ministry of Culture and Tourism, Turkey. The ceramic 

findings were analyzed by means of portable X-ray florescence (p-XRF), X-ray diffraction (XRD), 

optical microscope (petrography) and Fourier transformed infrared (FTIR) spectroscopy, which are 

frequently employed for ceramic findings. 

 

 

Figure 1. Location of Şah Valley [8]. 
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2. EXPERIMENTAL 

 

2.1. Sampling 

30 potsherds representing the Neolithic ceramics of Şah Valley were selected among the amorphous 

potsherds (considering form, color, etc.) by Assoc. Prof. Dr. Nilgün (Masatcıoğlu) Coşkun, the 

scientific advisor of "Sırnak Province Center, Güçlükonak, Uludere and Beytüşşebap Districts 

Survey" (Şırnak İli Merkez, Güçlükonak, Uludere ve Beytüşşebap İlçeleri Yüzey Araştırması, in 

Turkish). Some of the representative samples are given in Figure 2 (sample code abbreviation is SV, 

Şah Valley). 

 

 
Figure 2. Some of the representative Neolithic ceramics analyzed in the study. 
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Table 1. L, a, b values and Equivalent colors of the potsherds.  

Sample L a
 

b
 

Equivalent 

color 

SV-1 40.82 4.26 17.40  

SV-2 48.39 7.79 27.81  
SV-3 37.91 15.33 24.01  

SV-4 27.38 5.17 21.83  

SV-5 40.22 6.79 19.65  
SV-6 46.38 12.79 25.87  

SV-7 33.59 14.94 28.34  

SV-8 29.24 10.89 18.32  
SV-9 43.49 9.74 23.03  

SV-10 49.08 12.20 27.19  

SV-11 42.07 10.77 21.13  
SV-12 36.54 12.13 20.23  
SV-13 43.32 5.87 20.31  
SV-14 44.85 8.59 23.08  
SV-15 42.39 10.20 23.90  

SV-16 37.78 5.60 16.86  
SV-17 37.42 7.25 21.26  
SV-18 38.27 10.58 21.93  
SV-19 20.05 10.36 20.70  
SV-20 38.87 6.42 19.60  
SV-21 31.38 7.28 19.22  
SV-22 42.45 -1.55 18.90  
SV-23 42.66 8.20 21.27  
SV-24 45.89 15.41 28.20  

SV-25 35.42 6.11 20.34  

SV-26 28.35 12.37 19.68  
SV-27 44.74 15.73 27.25  

SV-28 45.28 11.62 27.82  

SV-29 32.49 12.91 22.12  
SV-30 50.09 9.71 29.58  
Mean 39.23 9.52 22.56  

L: White/black (0/100), a: green (0/-60) and red (0/+60), b: blue (b: 0/-60) and yellow (0/+60). 
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Ceramic samples were kept in distilled water for 24-48 hours considering the contamination status. 

These impurities were softened and separated from the sample surface. Visible impurities were 

removed from the surface with the help of a scalpel and the samples were ground into powder in a 

porcelain mortar in order to use in XRD and FTIR. Bulk samples were used in p-XRF and 

petrography. After the cleaning process, the equivalent colors of the ceramics were determined. For 

this purpose, CIA L, a, b values (Commission Internationale de L'Eclairage color system) in ceramics 

were determined with the ColorQA Pro System III program with a portable colorimeter (Table 1). 

 

2.2. Analyses 

In the present study, the chemical compositions of 30 samples were examined with the INNOVX 

model OLYMPUSX portable XRF device. Analyzes were performed in GeoChem mode. The 

elements that can be scanned in the first scattering (40 kV) in the analyzes made in the Geochem 

mode of the device are Zn, Pt, W, Au, Br, Pb, Bi, Rb, Hg, As, V, Cr, Fe, Mn Co, Ni, Cd, Sn, Sb, Ti 

Cu, Se, U, Sr, Y, Zr, Th, Nb, Mo, Ag. Elements within the scanning limit in the second scattering (10 

kV) are Ca, Si, Mg, Al, P, Mn, K, S, Ti. Portable XRF was used as a non-destructive technique.  

 

XRD analysis was used to detect the minerals in the ceramics and was performed with a 

Rigaku/Miniflex-2 XRD device. The goniometric speed was 2
o
/min and the scanning range was 5-50 

2-theta, which is the range in which soil minerals can be detected. The anode in the device was CuKα 

(1.541871 Å) and analyzes were carried out under 35 kV voltage and 15 mA current. Powder samples 

were used in XRD analysis and no acidification was applied. 

 

FTIR was employed as a complementary technique in the research. The analyses were carried out on 

the sample powders using a Perkin Elmer FTIR device. The spectra were taken between the 

wavenumbers of 650-4000 cm
-1

. The assignment of the bands for the minerals are made in the range 

of 650-1800 cm
-1

 (the fingerprint region for the ceramics). The results were interpreted comparatively 

with the band values in the available literature. The petrographic analyzes of ceramics were performed 

with a DMLP model Leica Research Polarizing optical microscope. A Leica DFC280 digital camera 

was used to capture the images during the analyses. The camera has x25 magnification and works 

with both single and double nicol. A Leica Qwin digital imaging system was used to evaluate the 

images obtained for the ceramics. Point Counting method was applied in the determination of 

mineral/rock contents in the samples. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Portable XRF results 

The oxides detected in p-XRF analysis for the ceramics are given in Table 2, and variation of the 

oxides are given in Figure 3.  

 

The high amount of CaO (27.83 wt. % on average) determined for the ceramics indicated that 

carbonates (i.e. calcite) were included in the raw materials used in production. The high values of CaO 

ratio also suggested that the amount of clay minerals in the raw material(s) was low. The amount of 

Al2O3 determined in the ceramics (8.22 wt. % on average) supports this interpretation. It was seen that 
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the amount of SiO2 in the ceramics was also relatively low (41.29 wt. % on average). These results 

indicated that the starting raw material of the ceramics would have a calcareous character. Taking into 

account the moderate and/or relatively high amounts of K2O, it can be deduced that potassium would 

have originated from the clay and/or feldspathic materials (K-feldspar or plagioclases). The low Al2O3 

content in the samples, on the other hand, indicated that the potassium oxide might have come mostly 

from feldspar or plagioclase. The ceramics with high MgO content were thought to possess dolomite 

which was presumably present as a carbonate raw material in addition to calcite [14,15]. 

 

Table 2. The oxides detected in ceramics by p-XRF. 

Code CaO SiO2 Fe2O3 MgO Al2O3 K2O5 P2O5 TiO2 MnO Cr2O3 

SV- 1 30.92 41.05 11.88 - 8.70 4.63 2.08 0.94 0.14 - 

SV- 2 28.95 40.56 13.52 5.08 7.61 2.29 1.34 0.74 0.08 0.14 

SV- 3 40.39 29.85 9.90 8.76 6.03 2.28 1.87 0.63 0.09 - 

SV- 4 35.20 37.51 10.98 3.88 7.17 3.15 1.64 0.74 0.17 - 

SV- 5 17.50 48.79 13.95 - 10.97 4.93 2.48 1.18 0.20 - 

SV- 6 17.57 49.58 14.10 - 10.94 4.97 1.97 1.07 0.20 - 

SV- 7 30.30 38.76 11.84 8 7.18 1.91 1.37 0.63 0.08 - 

SV- 8 30.35 40.74 12.73 3.50 7.14 3.18 1.98 0.8 0.15 - 

SV- 9 43.14 33.04 8.92 3.64 7.32 2.23 1.22 0.64 0.06 - 

SV- 10 31.69 39.16 10.84 - 8.23 4.25 2.04 0.81 0.15 - 

SV- 11 33.47 37.72 10.66 3.41 7.90 3.88 2.18 0.77 0.15 - 

SV- 12 43.02 32.22 9.26 3.80 7.51 2.29 1.41 0.67 0.08 - 

SV- 13 30.95 37.96 12.34 7.93 6.74 1.72 1.34 0.65 0.08 - 

SV- 14 25.64 40.30 12.28 8.69 7.84 2.21 1.67 0.77 0.21 0.15 

SV- 15 31.94 38.07 11.91 7.38 6.75 1.82 1.25 0.66 0.09 - 

SV- 16 19.01 47.52 14.50 - 10.25 4.82 1.91 1.20 0.22 - 

SV- 17 14.60 48.14 15.38 7.91 8.17 3.35 1.74 0.82 0.14 - 

SV- 18 14.92 48.91 15.50 3.38 9.67 4.54 2.33 1.22 0.22 - 

SV- 19 13.80 52.08 15.45 - 11.42 4.33 2.36 1.19 0.09 - 

SV- 20 28.16 40.39 12.36 5.68 7.01 2.87 1.83 0.76 0.15 0.15 

SV- 21 15.35 47.39 15.32 7.46 8.39 3.12 1.87 0.85 0.18 - 

SV- 22 38.73 33.90 11.68 3.76 6.28 3.54 1.43 0.67 0.08 - 

SV- 23 21.25 45.42 12.73 3.76 9.97 4.28 1.85 0.95 0.26 - 

SV- 24 30.63 39.96 12.15 - 8.54 5.15 2.24 0.90 0.09 - 

SV- 25 32.70 38.81 11.02 3.15 7.95 3.74 1.98 0.88 0.16 - 

SV- 26 34.40 37.28 11.01 3.40 7.80 3.74 1.84 0.84 0.16 - 

SV- 27 16.41 45.90 14.01 9.60 8.29 2.62 1.71 0.78 0.17 - 

SV- 28 39.14 37.05 10.70 - 7.37 3.38 1.74 0.80 0.14 - 

SV- 29 15.56 50.51 14.23 - 10.81 5.08 2.11 1.13 0.09 - 

SV- 30 29.26 40.41 13.33 5.17 6.89 2.94 1.50 0.73 0.09 - 

Mean 27.83 41.29 12.48 5.58 8.22 3.44 1.80 0.84 0.13 0.14 

(-): not determined or below the detection limit (not included in the mean value). 
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It was predicted that the element that have provided the red and brown hues to the body was mainly 

iron, since no other colorant elements were not determined in the portable XRF analysis.  As is 

known, iron oxides can give various colors in different firing atmospheres. Iron is oxidized in 

oxidizing firing atmosphere and turns into hematite resulting in reddish tones, whereas it is reduced in 

reducing firing atmosphere and turns into magnetite resulting in black tones [16].  

 

The ceramics with black-gray tones of paste between two red-brown surfaces, or with layers that can 

be clearly distinguished as red and black inside and outside are referred as "sandwich structure" in the 

literature. The emergence of this type of structure mainly depends on the raw material and the firing 

conditions, and could be also due to addition of organic materials. In the present study, elongated and 

irregular voids were clearly observed on most of the ceramic surfaces, which were predicted to be 

formed as a result of removal of organic materials (e.g. straw, grass). Such additives could have been 

used as temper materials in order to strengthen the ceramic body. It could be deduced that organic 

additives would have been used in addition to iron content for the potsherds having sandwich structure 

in the present study [17]. 

 

 

Figure 3. The variation of oxides in the samples. 
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The ceramics were classified through the hierarchical clustering analysis using SPPS 17.0. statistical 

program. The clustering analysis was initially applied considering the amounts of CaO, SiO2, Al2O3, 

Fe2O3, K2O and TiO2 (Figure 4a). Then, only CaO, SiO2 and Al2O3 (having relatively higher ratios in 

p-XRF) were taken into account for the same analysis (Figure 4b). Absence of any significant 

difference between two dendrogram indicated that the starting raw materials used in the production of 

the ceramics mainly contain calcium, silica and alumina. It was observed that the ceramics were 

divided into two main groups in the clustering analysis performed through the oxide contents. The 

groups are as the followings; 

 

Group-1: SV-5, SV-6, SV-16, SV-17, SV-18, SV-19, SV-21, SV-23, SV-27, SV-29 (CaO: 13.80-

21.25 wt. %). 

 

Group-2: SV-1, SV-2, SV-3, SV-4, SV-7, SV-8, SV-9, SV-10, SV-11, SV-12, SV-13, SV-14, SV-15, 

SV-20, SV-22, SV-24, SV-25, SV-26, SV-28, SV-30 (CaO: 25.64-43.14 wt. %). 

 

As can be seen, the CaO content was decisive in the separation of ceramics into groups. Ceramics 

with the content of CaO between 13.80% and 21.25% formed the first group, and the ceramics with 

the content of CaO between 25.64% and 43.14% formed the second group. In any case, since the use 

of calcareous raw materials comes to the fore, it was foreseen that a similar or the same source, but 

varying in carbonate raw material content would have been used in ceramic production, in general. In 

a way, this may indicate the possibility that the potters would have made random choices in the use of 

raw materials. 
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Table 3. Trace elements detected in ceramics by p-XRF (ppm). 

Code   Sr Ni Zn Zr Cu Rb Y Nb As Pb S Br Cr Sb Th Mo 

SV-1   496 169 154 97 76 39 27 22 18 12 - - 485 - - - 

SV-2  311 416 129 68 61 15 20 20 18 - - - - - - - 

SV-3 408 241 138 63 54 14 15 11 - - 221 2 407 - - - 

SV-4 674 294 164 63 52 26 20 - - - - - 562 - - - 

SV-5 272 230 139 151 71 60 30 30 14 20 - - 407 - - - 

SV-6  215 194 122 171 79 62 31 21 15 13 - - 374 - - - 

SV-7  425 423 141 56 61 17 20 - - - - - 719 - - - 

SV-8 494 389 165 72 50 29 30 23 14 - - - 710 - - - 

SV-9 472 172 105 65 52 21 11 - - - - - 638 - - - 

SV-10 535 194 147 94 62 40 26 19 20 - - - 343 - - - 

SV-11  577 191 144 84 74 33 26 15 19 12 - - 343 83 - - 

SV-12 466 187 102 102 45 23 17 - - 14 - 2 333 - - - 

SV-13  416 440 114 47 74 15 18 13 - - - - 719 - - - 

SV-14  179 377 128 77 44 17 18 19 - - - - - - - - 

SV-15 520 405 125 50 65 16 19 13 - - - - 567 - - - 

SV-16 221 236 121 155 41 66 37 26 16 22 - - 281 - 32 - 

SV-17 325 518 196 74 96 30 29 25 23 - - - 769 - - - 

SV-18 259 344 193 140 70 60 35 26 17 12 - 2 428 - - 9 

SV-19 199 239 147 186 47 67 35 30 20 18 - - 677 - - - 

SV-20 455 358 160 73 65 26 28 19 - - - - - - - - 

SV-21  342 588 166 79 85 28 27 19 24 - - - 926 - - - 

SV-22  346 249 103 49 68 19 14 15 18 - - - 567 - - - 

SV-23 399 272 172 114 76 46 31 18 14 - - - 396 - - - 

SV-24 398 172 132 111 47 39 28 16 14 14 - 2 395 - - - 

SV-25 554 243 147 97 79 36 30 22 16 14 - - 409 - - - 

SV-26  540 159 140 89 58 34 28 12 18 - - - 415 - - - 

SV-27 392 612 197 74 96 23 26 15 13 12 - 1 795 - - - 

SV-28 632 231 162 77 70 33 24 16 11 - - 2 373 - - - 

SV-29 241 222 130 176 65 71 34 27 14 18 - 2 312 - - - 

SV-30 440 454 141 59 58 19 18 17 9 - - 2 698 - - - 

(-): not determined or below the detection limit. 
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The trace elements detected in p-XRF analysis for the ceramics are given in Table 3, and the 

variations of dominant ones are given in Figure 5. A classification was also made through the trace 

elements considering both all the trace elements (Figure 6a) and the elements (Sr, Zn, Rb, Y, Cu, Zr, 

Ni, Cr) excluding the ones that are not present in some samples or are below the detection limit 

(Figure 6b). In the classification made in terms of the oxide contents, ceramics were divided into two 

groups and the most decisive oxide in that grouping was CaO which indicated that calcareous raw 

materials were used in ceramics, but the raw material(s) varied on carbonate contents. Although it was 

observed that there was a relative compatibility between the classifications made through the trace 

elements and oxide contents, it was determined that some of the samples have replaced within the 

groups. This situation supported the prediction that a single source would have not been utilized in the 

use of raw materials. 

 

 

Figure 4. Dendrograms showing the classification made by considering (a) CaO, SiO2, Al2O3, Fe2O3, 

K2O and TiO2, (b) CaO, SiO2 and Al2O3. 

 



      
     

 
 

 

 
 
 

Bayazit, et al.,  Journal of Scientific Reports-A, Number 52, 327-351, March 2023. 
 

 
 

338 
 

 

Figure 5. The variation of trace elements dominant in the samples. 
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Figure 6.  Dendrograms showing the classification made by considering (a) all trace elements 

identified, (b) Sr, Zn, Rb, Y, Cu, Zr, Ni, Cr. 

 

3.2. XRD Results 

 

XRD patterns of representative samples are given in Figure 7. Quartz, calcite, clay minerals, feldspar 

and plagioclase were detected for the whole set, while gehlenite and pyroxene were seen in few 

samples (Table 4). The mineralogical assemblages suggested a calcareous raw material source, and 

the neo-formations occasionally identified in some of the potsherds indicated a relatively higher firing 

temperature for such samples. Ceramics in which calcite was determined as the major mineral are SV-

1, SV-2, SV-3, SV-4, SV-7, SV-9, SV-10, SV-11, SV-12, SV-13, SV-14, SV-15, SV-20, SV-22, SV-

23, SV-24, SV-25, SV-26, SV-28, SV-30. Ceramic samples in which calcite was determined at lower 

intensities than quartz are SV-5, SV-6, SV-8, SV-16, SV-17, SV-18, SV-19, SV-21, SV-27, SV-29. 

 

The firing temperature ranges of the ceramics were determined considering the decomposition and 

formation reactions of the minerals. Clay minerals tend to structurally decompose with the increasing 

temperature. The removal of hydroxyl groups in clay minerals can be seen around 700
o
C, and 

structural degradation around 900
o
C. Afterwards, the clay minerals turn into an amorphous phase 

and/or form new phases at higher temperatures. The structural decomposition of calcite begins ca. 
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700
o
C which might last at around 800-850

o
C, and the maximum temperature of calcite decomposition 

would vary depending on the grain size, abundance of calcite and/or the firing conditions (heating 

rate, firing atmosphere etc.).  Dolomite decomposes at lower temperatures than calcite (i.e. ~600-

700
o
C). Following the decomposition reactions, new phases are formed with the increasing 

temperature in the matrix. These are generally gehlenite (carbonated raw material + clay; ca. 800-

850
o
C) from the melilite group and augite or diopsite (carbonated raw material + quartz; ca. 850-

900
o
C) from the pyroxene minerals [18-21]. 

 

Considering the temperature ranges of the decomposition and formation reactions of the minerals 

mentioned above, the evident presence of calcite in the ceramic matrix indicated that such samples 

were not exposed to very high temperatures (i.e. 900-1000
o
C). Therefore, it was predicted that the 

firing temperature did not exceed 800
o
C for the ceramics in which calcite was dominantly determined. 

The clay minerals detected in all samples indicated that the firing temperature of the ceramics did not 

exceed 900
o
C, while the high-temperature minerals detected in some samples pointed out that these 

ceramics may have been exposed to a temperature around 800-850
o
C, although not as high as 900

o
C. 

Even though it has been demonstrated that the high temperature minerals distinguished some of the 

ceramics from others (in terms of the firing temperature), the environmental conditions to which the 

ceramics were exposed during the firing cycle should also be taken into account. The fact that high 

temperature minerals generally have intensities below 50 cps on XRD patterns (except SV-2) reveals 

that it should not be forgotten that such minerals may be formed as a result of exposure of some 

ceramics to high heating rates during the firing, which would propose an uneven firing process [18-

21].  
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Table 4. XRD results of the potsherds. 

 

 

Sample  Mineral/phase 

SV-1 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-2 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase, Gehlenite 

SV-3 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-4 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-5 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-6 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-7 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-8 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase,  Gehlenite 

SV-9 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-10 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-11 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-12 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-13 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-14 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase, Gehlenite 

SV-15 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-16 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase, Pyroxene, Gehlenite 

SV-17 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-18 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase, Pyroxene, Gehlenite 

SV-19 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase, Gehlenite 

SV-20 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-21 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-22 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase, Gehlenite 

SV-23 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-24 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase, Gehlenite 

SV-25 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-26 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-27 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-28 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-29 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 

SV-30 Quartz, Calcite, Clay Mineral, Feldspar, Plagioclase 
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Figure 7. XRD patterns of representative samples (a) SV-4, (b) SV-14, (c) SV-16, (d) SV-21 

(1: Calcite, 2: Quartz, 3: Feldspar, 4: Plagioclase, 5: Clay mineral, 6: Gehlenite, 7: Pyroxene).  

 

3.3. Petrography results 
Quartz and plagioclase were detected for the whole set, and opaque minerals, biotite and pyroxene 

minerals were seen in most of the samples (Table 5). In addition to the chert content detected in all 

samples, clay, claystone, marl (clay rich in calcium carbonate) and argillized dacite (volcanic rock 

with a composition between andesite and rhyolite) were occasionally determined in the sample set. 

The groups formed as a result of the petrographic analysis are as follows (please see Table 5); 

 

Gr1: SV-17, SV-28 

Gr2: SV-7, SV-10, SV-16, SV-27 

Gr3: SV-11, SV-13, SV-15, SV-25, SV-26, SV-29 

Gr4: SV-1, SV-5, SV-6, SV-18, SV-19, SV-30 

Gr5: SV-2, SV-3, SV-4, SV-9, SV-12, SV-14, SV-24 

Gr6: SV-8, SV-20, SV-21, SV-22, SV-23 
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Table 5. Petrography results of the ceramics. 

Groups 
Porosity 

(% in vol.) 

MTA* 

(% in vol.) 
Rock/Mineral** Aggregate*** Rock Origin 

Gr1 15 45 Q,Ch,Pl,Op,G (%2) Very fine Claystone 

Gr2 12 29 Q,C,Ch,Pl,Op Medium Marl 

Gr3 12 22 Q,Ch,Pl,Op,G (%1) Fine Clay 

Gr4 12 20 Q,Ch,Pl,Bi,Py,Op,D,G (%1) Coarse 
Argillized 

Dacite 

Gr5 15 10 Q,Ch,Pl,Bi,Py,G (%2) Very fine Claystone 

Gr6 14 22 Q,Ch,Pl,Bi,Py,Op Fine Claystone 

(*) MTA: Matrix Total Aggregate, 

(**) Bi: Biotite, C: Calcite, Ch: Chert, D: Dacite, Op: Opaque Minerals, Pl: Plagioclase, Py: 

Pyroxene, Q: Quartz, G: Grog (brick particles) 

(***) Fine / Medium / Coarse Aggregate (mm): <0,5 / 0,5-1,0 / >1,0 

 

In addition to the minerals and rock types identified in the ceramic pastes, the grog content was also 

revealed for some of the samples. Ceramics containing grog 1 % (in volume) are SV-1, SV-5, SV-6, 

SV-11, SV-13, SV-15, SV-18, SV-19, SV-25, SV-26, SV-29, SV-30. Ceramics containing grog 2 % 

(in volume) are SV-2, SV-3, SV-4, SV-9, SV-12, SV-14, SV-17, SV-24 SV-28. As is seen, most of 

the ceramics contain grog, which is thought to be preferred as a temper material in order to strengthen 

the ceramic body [19,22]. Grog content can be specified as ground ceramic or brick pieces, as well as 

the temper raw materials used in the form of clay lumps, and these types of materials could be 

subsequently added to the raw material and prevent the ceramic body from deforming due to water 

loss during the drying or firing process [19,22]. The grog content was also occasionally observed in 

microphotographs of the ceramics (SV-5, SV-9, SV-12, SV-14) (Figure 7). Elongated or sometimes 

irregularly shaped gaps, which are evident in the macro observations of the ceramics and were thought 

to be most likely formed as a result of the burning away of the organic materials (vegetable remains, 

straw, grass, etc.) during firing, were also encountered in micro-photographs (e.g. SV-2, SV-3, SV-7, 

SV-10, SV-19, SV-20, SV-30) (Figure 8).  

 

In an archaeometric study for Çatalhöyük Neolithic ceramics [23], another parameter was mentioned 

in the use of herbal additives such as straw, which increase the binding property of clay during drying. 

It has been stated that the use of such easily combustible materials in the production of clay-based 

products can help to reach higher temperatures in a shorter time during firing. In the mentioned study, 

it was stated that the small (or trace) amount of gehlenite and aluminum diopside detected in the 

ceramic bodies were also an indicator of that prediction [23]. 

  

In the current study, the high temperature minerals determined for some of the ceramics in XRD 

analysis and the voids determined in the thin section analysis suggested that combustible organic 

additives could have increased the sensible temperature of such ceramics, and may have boosted the 

heating rate, as Akça et al., 2009 [23] pointed out. 
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Figure 8. Microphotographs of the ceramics. 

 

3.4. FTIR results 

FTIR analysis was carried out between 650-4000 cm
-1

 (Figure 9), but the results were interpreted 

considering the range of 650-1800 cm
-1 

(the fingerprint region for the ceramics). Thus, only the bands 

between 650-1800 cm
-1

 are given in this section (all the raw results of FTIR are not given here). When 

the band values in the FTIR spectra were examined (Table 6), it was observed that these values were 

generally in harmony with the mineralogical content determined in the XRD analysis. 

 

It was predicted that calcite, which dominantly appeared in the XRD analysis, showed peaks in the 

ranges of 1412-1439 cm
-1

, 871-877 cm
-1

 and 709-716 cm
-1

 in the FTIR spectra.  Apart from these 

band values, calcite was also revealed with the bands in the range of 1440-1458 cm
-1

. It was thought 
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that the reason for the shift of the band values from 1412 cm
-1

 to 1458 cm
-1

 could be secondary calcite 

formed in the ceramic body due to the burial conditions [19,24]. 

 

 

Table 6. Bands detected in FTIR analysis and the possible minerals assigned.  

SV Band value (cm-1) Minerals assigned* [16, 24-34] 

1 1797/1647/1430/874/798/712/691/670 C/OH/C/C,Pr,Do/Q/C/Q/Fs,P 

2 1795/1636/1427/1158/873/798/779/712/667 C/OH/C/Q,Fs,P/C,Pr,Do/Q/Q/C/Fs,P 

3 1795/1642/1412/872/798/778/712 C/OH/C/C,Pr,Do/Q/Q/C 

4 1797/1643/1425/1003/873/798/779/712 C/OH/C/K,I,Fs,P/C,Pr,Do/Q/Q/C 

5 1643/1429/875/819/796/775/716/693/672/655 OH/C/C,Pr,Do/Ch,I/Q/Q/C/Q/Fs,P/Fs,P 

6 1648/1437/871/798/779/709/690/658 OH/C/C,Pr,Do/Q/Q/C/Q/Fs,P 

7 1458/1166/1093/894/873/836/824/796/773/711/693/665 C/Q,G,Fs/Fs,P/I/C,Pr,Do/Ar,Do,S/Ch/Q/Q/C/Q/Fs,P 

8 1797/1671/1426/1161/1016/797/773/711/688/651 C/OH/C/Q,Fs,P/K,Fs,P/Q/Q/C/Q/Fs,P 

9 1797/1641/1427/1163/873/798/779/712/691 C/OH/C/Q,Fs,P/C,Pr,Do/Q/Q/C/Q 

10 1652/1436/1158/1091/915/875/798/779/714/691 OH/C/Q,G,Fs/Fs,P/K,Pr/C,Pr,Do/Q/Q/C/Q 

11 1428/1161/874/798/775/712/690 C/Q,G,Fs/C,Pr,Do/Q/Q/C/Q 

12 1795/1435/1166/873/800/777/712/697 C/C/Q,G,Fs/C,Pr,Do/Q,K/Q/C/Q 

13 1435/1163/1002/873/799/777/712 C/Q,G,Fs/K,I,Fs,P/C,Pr,Do/Q,K/Q/C 

14 1441/1019/877/831/794/773/709/690/651 C/K,Fs,P/C,Pr,Do/Ar,Do,S/Q/Q/C/Q/Fs,P 

15 1797/1650/1428/1163/873/799/779/712 C/OH/C/Q,G,Fs/C,Pr,Do/Q,K/Q/C 

16 1643/1433/1009/874/793/775/709/690 OH/C/K,I,Fs,P/C,Pr,Do/Q,K/Q/C/Q 

17 1641/1428/1165/1006/874/798/779/711/691 OH/C/Q,G,Fs/K,I,Fs,P/C,Pr,Do/Q,K/Q/C/Q 

18 1424/1166/1002/873/798/777/711/693/662 C/Q,G,Fs/K,I,Fs,P/C,Pr,Do/Q,K/Q/C/Q/Fs,P 

19 1654/1442/1001/875/789/772/742/695 OH/C/K,I,Fs,P/C,Pr,Do/Q,K/Q/Fs,P/Q 

20 1795/1643/1434/1019/877/797/775/712/691 C/OH/C/K,Fs,P/C,Pr,Do/Q,K/Q/C/Q 

21 1640/1440/1163/1004/874/798/777/712 OH/C/Q,G,Fs/K,I,Fs,P/C,Pr,Do/Q,K/Q/C 

22 1795/1645/1428/1002/875/798/775/712/693 C/OH/C/K,Fs,P/C,Pr,Do/Q,K/Q/C/Q 

23 1643/1438/1163/874/796/779/711/691 OH/C/Q,G,Fs/C,Pr,Do/Q,K/Q/C/Q 

24 1799/1645/1428/1009/874/796/777/711/693 C/OH/C/K,Fs,P/C,Pr,Do/Q,K/Q/C/Q 

25 1443/1016/875/798/777/711/691 C/K,Fs,P/C,Pr,Do/Q,K/Q/C/Q 

26 1797/1641/1428/1006/873/798/779/712/691 C/OH/C/K,Fs,P/C,Pr,Do/Q,K/Q/C/Q 

27 1643/1458/1439/1156/1102/1013/875/798/775/711/693/655 OH/C/C/Q,G,Fs/P,Pr/K,I,Fs,P/C,Pr,Do/Q,K/Q/C/Q/Fs,P 

28 1793/1441/1166/1013/874/798/775/712/693/674 C/C/Q,G,Fs/K,I,Fs,P/C,Pr,Do/Q,K/Q/C/Q/Pr 

29 1452/1008/873/798/773/737/712/691 C/K,Fs,P/C,Pr,Do/Q,K/Q/Fs,P,M/C/Q 

30 1797/1645/1428/1159/1076/1002/873/798/777/712/693/667 C/OH/C/Q,G,Fs/Q,Pr,M/K,Fs,P/C,Pr,Do/Q,K/Q/C/Q/Fs,P 

* A: Aragonite, C: Calcite, Ch: Chlorite, Do: Dolomite, Fs: Feldspar, G: Gypsum, I: Illite,  
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K: Kaolinite, M: Muscovite, OH: H-O-H stretches, P: Plagioclase, Pr: Pyroxene, S: Sanidine 

 

The band values in the range of 1000-1019 cm
-1

 were attributed to the clay minerals, while the bands 

in the range of 1158-1166 cm
-1

, 794-800 cm
-1

, 772-779 cm
-1

 and 688-697 cm
-1

 indicated the existence 

of quartz. It should not be ignored that the bands in the range of 1158-1166 cm
-1

 pointing to quartz 

may be also indicative of feldspar/plagioclase minerals. This type of band overlapping is likely to be 

encountered in FTIR spectra. The band values of 1636-1647 cm
-1

, 1650-1654 cm
-1

 and 1671 cm
-1

 

were assigned to OH
-
 vibrations (H-O-H stretches) which suggested the presence of hygroscopic 

water in ceramic paste [16, 24-34]. 

 

 

Figure 9. FTIR spectra of representative samples (a) SV-4, (b) SV-14, (c) SV-16, (d) SV-21. 

 

4. CONCLUSIONS 

 

The pottery recovered from the Şah Valley hillside settlement represents the easternmost examples of 

Hassuna Samarra, and this research has focused on Neolithic ceramic findings belonging to that 

culture. The chemical composition and mineralogical assemblage of the samples indicated to use of 

calcareous raw materials. The geological structure rich in carbonated raw materials in and around the 

province of Şırnak indicates that the high CaO content is likely of regional origin [35-39].  In XRF 

analysis, it was determined that iron was the main element in formation of the reddish colors in 
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ceramic bodies. The elongated and irregular voids, which were clearly observed on most of the 

ceramic surfaces and were predicted to be formed as a result of the removal of organic materials by 

burning, suggested that organic materials would be as effective as iron in formation of sandwich 

structure. The voids on the potsherds can also be caused by wheel construction or partial loss of 

calcite. Considering the fact that the potsherds belong to the Neolithic Period, use of wheel could be 

ignored and partial loss of calcite may be evaluated as a valid parameter in occurrence of the gaps, in 

addition to the probable presence of organic additives [40].   

 

In the hierarchical clustering analysis performed through the statistical program SPSS (considering the 

chemical composition of the ceramics), it was revealed that the starting raw materials used in the 

production of ceramics generally contain calcium, magnesium, silica and alumina. In the statistical 

analyses, ceramics were divided into two groups and CaO was decisive in the formation of these 

groups. The results indicated that sources varying in carbonated raw material contents would have 

been used in ceramic production, in general. In the clustering analysis carried out with the trace 

elements, the displacement of some samples between the former groups (created depending on the 

main oxides) indicated that more than one source would have been used in preparation of the starting 

materials.  

 

Taking into account the temperatures of decomposition and formation reactions of the minerals, it was 

revealed that the ceramics were mostly fired at temperatures not exceeding 800
o
C. In FTIR analysis, 

which was applied as a complementary technique in the study, the data were compatible with the 

XRD patterns.  In petrography analysis, which was another method of determining the mineral 

content, quartz and plagioclase were detected for the whole set, and opaque minerals (hematite, 

magnetite, etc.), biotite and pyroxene minerals were detected in most of the samples. Grog, which was 

thought to be preferred as a temper material in most of the ceramics, has been detected and it was 

predicted that this content might have been subsequently added to the paste to prevent the ceramic 

from deforming due to water loss during the drying and firing processes. 

 

Six groups were revealed in petrographic investigation which re-assorted the potsherds unlike the first 

grouping made in XRF analysis.It was also seen that the potsherds possessing calcite at lower 

intensities than quartz in XRD were mostly in compatible with Group-1 emerged in XRF analysis 

(except SV-23), while the potsherds having calcite as the dominant mineral in XRD were mostly 

compatible with Group-2 revealed in XRF analysis (except SV-8). These results suggested that the 

chemical and mineralogical contents were coherent and there would have been more than one raw 

material source which may indicate use of different clay batches by the potters. Such prediction would 

also point out there could be different pottery ateliars, instead of a single production center. 

 

Within this research, a detailed archaeometric database is created for the Neolithic ceramics of Şah 

Valley. It is thought that the results of this work would be directive for the further studies on Neolithic 

ceramics in Anatolia. In addition to this research, provenance studies can be carried out using clay 

samples supplied from the region. 
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ABSTRACT  

 

Brain tumors that impair the functionality of the person in daily life occur for many different reasons. 

Treatment of a brain tumor depends on accurately identifying the type, location, size and boundaries 

of the tumor. Magnetic Resonance Imaging (MRI) technique is used to diagnose the disease. 

However, this method cannot detect tumors below a certain size due to its nature. The aim of this 

study is to calculate the area of the tumor region through the successful method after determining 

which of the Fuzzy C-Means (FCM), Herbaceous Method, Region Growing and Self-Organizing 

Maps (SOM) methods are more successful in the analysis of MR images. The threshold values of the 

algorithms used, the number of clusters and the similarity coefficients of jaccard and dice were 

determined one by one by changing the index codes in the software.The highest similarity index was 

found in the K-means 10 cluster numbered segmentation in all trials.In general, K-means and Very 

Grassy Threshold gave very close results. In this context, advanced imaging technique was used by 

separating the MR image; Tumor spots and brain fluids were detected. Fuzzy C Mean (FCM) was 

found to be the best method during detection. Brain fluid pushes segmentations used in area 

calculations to miscalculate. For this reason, while calculating the tumor area, the brain fluids that 

appear in white spots are completed by point filling. Then, after the tumor zone was identified, the 

area of this region was used to produce the volume of the region by using Watershed, Graph-Cut and 

Active Counter segments. It is aimed to determine the number of tumors in which the tumor is in the 

detection area. 

 

Keywords: Image processing, Magnetic Resonance Imaging, Glioma, Image Segmentation.  
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1. INTRODUCTION  

 

The brain, as one of the vital organs of the body, responsible for the task of managing the body as well 

as for many processes such as controlling the body's organs, maintaining logic functions, providing 

learning, memory and emotion in the context of remembering and forgetting. A brain tumor is a mass 

formed by cells that proliferate and grow uncontrollably in the brain [1]. Brain tumors that impair the 

functionality of the person in daily life occur for many different reasons.  

 

While methods such as radiotherapy and chemotherapy are used in addition to surgical methods for 

the treatment of brain tumors, Magnetic Resonance Imaging (MRI) technique is used for the diagnosis 

of the disease. The most appropriate treatment for brain tumors depends on the physician's precise 

determination of the tumor type, its location, size, and frame [2]. However, this method cannot detect 

tumors below a certain size due to its nature. Therefore, there is a need for the use of Computer Aided 

Diagnostic Systems in the diagnosis of diseases such as tumors.  

 

Computer aided diagnostic systems are actually based on artificial neural networks in the field of 

artificial intelligence within the principle of machine learning. Artificial neural networks have the 

ability to make machine decisions on the basis of classification, clustering, pattern recognition, 

estimation and optimization. YSA learns the problem given from the examples and decides using the 

information obtained when it encounters the examples that have never been seen before. The most 

important feature of the YSAs is that it can make inferences for different situations by using the 

experience gained by learning from information. YSAs consist of two stages: training and testing. In 

the first step, YSA is trained with training data. The network is then tested using test data to evaluate 

the performance of the trained YSA. The most important and laborious part of the method is the 

educational process of the network, which includes the presence of the most suitable values for 

weights in network architecture, which is a challenging optimization problem. [3,4] 

 

Computer Aided Diagnostic Systems are mainly studied under the headings of image recognition, 

image segmentation and image analysis. Image is the process of perceiving and describing concretely 

where and what objects are in the world. This covers the points that we can perceive within the 

volume in which the image is located [5]. Image recognition is the ability of a computer-integrated 

device to detect features of objects contained in a digital material, such as an image. Image 

segmentation is the process of dividing an image into meaningful regions according to a specific 

application area. These meaningful regions should not overlap with each other and should show 

continuity within themselves according to a defining feature. These regions that emerge as a result of 

segmentation are called segments. Therefore, improving segmentation is of great importance for 

automatic vision [6].  

 

Grayness level, texture feature, color information, striation and continuity can be taken as determining 

features in image segmentation. If RGB (Red_Green_Blue) color is taken, the process is repeated 

three times. However, the gray level can provide enough information for an image [7]. The 

segmentation process is used in every area of the automatic view. Yaman et al., the gray level images 

of the passengers waiting at the station in the Ankara High Speed Rail System, detected by the 
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cameras used for security purposes in the system, were transferred to the computer environment, and 

then the objects were separated from the background by image segmentation processes. 

 

The images of the separated objects were clarified by image enhancement methods and the number of 

passengers in the station was determined from the image histogram [8]. Image analysis, on the other 

hand, are the methods in which the threshold values of the methods are examined by using the Fuzzy 

C-Means (FCM), Herbaceous Method, Region Growing and Self-Organizing Maps (SOM) methods. 

The explanations about these methods are discussed in detail in the next sections of the study. The aim 

of this study is to calculate the area of the tumor region through the successful method after 

determining which of the Fuzzy C Means (FCM), Herbaceous Method, Region Growing and Self-

Organizing Maps (SOM) methods are more successful in the analysis of MR images.  

 

In the area calculation, it was determined that the area where the tumor and brain fluids appeared as 

white dots. Brain fluid pushes segmentations used in tumor area calculations to miscalculate. For this 

reason, while calculating the tumor region, the brain fluids appearing as white dots were completed by 

point filling. Moreover, after the tumor region was detected, the area of this region was determined 

spatially using Watershed, Graph-Cut and Active Counter segmentations. It is aimed to determine the 

stage of the tumor by using the detected area.  

 

2. MATERIALS AND METHODS 

                           

In this study, MR images were first collected for examination. Collected MR images were collected 

on the basis of image quality in T1 and T2 sequences. An image database was created with the 

collected MR images [9]. In this database, a database was created using 40 MR images of 40 different 

patients, 20 males and 20 females. MR images can be taken in DICOM format. After the captured 

format, two-dimensional images were converted into data sets.  

 

 

Figure 1. Brain mrı ımages. 

 

Image segmentation methods, one of the image processing methods, should be used in order to detect  
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the tumor region in the obtained MR images. Among these methods, Fuzzy C-Means (FCM), 

Herbaceous Method, Region Growing and Self-Organizing Maps (SOM) were used separately to 

determine the best image section and the result was compared.  

 

2.1. Fuzzy C-Means (FCM)  

The Fuzzy C-Means (FCM) algorithm was introduced by Dunn in 1973 and was developed by Bezdek 

in 1981 [10]. This method is frequently used in image processing, clustering and segmentation [11]. 

FCM, a widely used algorithm for image segmentation, uses an objective function based on a 

weighted similarity criterion between the pixels in the image and each segment center forming the 

image. It performs segmentation by dividing the resulting image into two or more clusters. The fuzzy 

c-mean formula is as in Eq. 1. 

 

𝑊𝑚(𝑈, 𝑉) = ∑ ∑ (𝑐
𝑖=1

𝑛
𝑘=1 𝑢𝑖𝑘)𝑚  ( 𝑑𝑖𝑘)2                                              (1) 

 

Here, the fuzzy membership value of the k.ci pixel in the i.ci clump indicates the distance of the 

perpendicular k.ci pixel from the i.ci clump center.  

 

 

 

 

 

 

Figure 2. Fuzzy c mean mr ımage segmentation.  

 

2.2. Region Growing  

Region Augmentation Method is an approach used in image segmentation in which a corner is 

included in a region class if no corner is detected as a result of the evaluation of a pixel with 

neighboring pixels [12]. This process is iteratively executed for each border in the region. The method 

first starts by selecting a seed pixel point on a specific region of the image. Then, the region is 

enlarged by testing the similarity of neighboring pixels to the selected seed pixel in terms of color, 

intensity and brightness. The first pixel/pixel group is determined manually or automatically on the 

image. By calculating a similarity value between the initial seed pixel and the new/candidate pixel, if 

the new pixel is smaller than this similarity value, it is included in the region. 
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Figure 3. Region magnification mr ımage segmentation. 

 

2.3. Self-Organizing Maps (SOM)  

Self-Organizing Maps (SOM) are a special form of artificial neural networks and an unsupervised 

learning method developed by Kohonen [13]. It is frequently preferred in applications such as image 

segmentation, classification and clustering [14]. In its basis, there is a process of converting very large 

inputs to small-sized inputs, and size reduction is applied. This application takes place in 2 stages. In 

the 1st stage, competitive learning is carried out and the system is self-training. In the second stage, 

mapping is done to reduce the incoming input and the output is transferred to the system with correct 

mapping. 

 

 

 
Figure 4. Som mr image segmentation.  

 

2.4. Herbaceous Method 

Herbaceous Method is one of the image segmentation methods applied on gray levels. Herbaceous 

Method is very effective on the images that have a bimodal histogram. However, it is difficult to 

segment an image that has overlapped regions [15]. In this method, it is assumed that the image 

consists of two parts. Part 1 contains the background colors of the image, and part 2 contains the 

foreground colors of the image. Then, the threshold value of the background and foreground colors is 
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calculated and their variance value is revealed. The threshold value that ensures the variance value to 

take the lowest value is selected. According to the selected threshold value, the image is converted to a 

binary image and image segmentation is completed. In this method, a histogram of colors is used.  

 

 

 

Figure 5. Herbaceous method mr image segmentation.  

 

3. EXPERIMENTAL STUDIES AND EVALUATION 

 

In order to perform thresholding, the image must be read by the algorithm and the histogram must be 

obtained. With the histogram, the lower and upper borders of the image must be established [16]. The 

algorithm used generates the threshold values randomly between the determined limits. The threshold 

values created must be sequential. After the threshold value calculations were made, the fitness values 

of the functions were determined. The solution archive set is created by combining the applied 

solution values until the function fitness values are determined. An iterative loop is created to 

construct the algorithm steps. 

 

In the loop, the algorithm updates the threshold values for an optimum segmentation and executes the 

algorithm, and a balanced solution set is created. It can choose between expert solutions using 

algorithms. Four methods used to separate the images obtained from MR images and to find the tumor 

region were examined, and as a result of the examinations, using the Fuzzy C Mean (FCM) method 

for the detection of the tumor region was found to be more successful in the detection of the tumor 

region. Two parts that needed improvement in this study drew attention. First, as a result of the Fuzzy 

C Mean (FCM) method used, the tumor areas and the parts where the brain fluid remains are shown in 

white in the final image. The method is unable to separate the brain fluid from the tumor region while 

separating it. Secondly, tumor stages cannot be determined since the calculation of the size of the 

tumor area cannot be made with the Fuzzy C Mean (FCM) method. However, if the cross-sectional 

area of the tumor area could be utilized, the determination of tumor stages would be easier. For this 

reason, in this study, basically these methods were tried to be developed.  
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Figure 6. Brain tumor and brain fluid imaging by methods.  

 

Threshold values, cluster numbers and similarity coefficients of jaccard and dice values of Single 

threshold, Multiple Herbaceous threshold, K-means, Fuzzy C-means segmentations were determined 

one by one by changing the index codes in the software and these were tabulated. These index values 

are needed to extract brain fluid from the brain tumor area.  

 

Table 1. Threshold values and similarity indices of the methods. 

 
Threshold Value Jaccard Dice 

 

Single Threshold 
1 (233) 0.8549  0.9217  

 
1 (245) 0.8406   0.9134 

 

 

Number of 

Thresholds 

Number of 

Clusters 
Jaccard Dice 

Very Grassy 

Threshold 

 7 8  0.8395  0.9128  

 4 5  0.8067  0.8930  

10  11  0.8549  0.9217  

 

Number of 

Clusters 
Jaccard Dice 

 

K-means 

 6  0.8534 0.9209  
 

  8   0.8551 0.9219  
 

 10   0.8580  0.9236  
 

 

 

Number of 

Clusters 
Jaccard Dice 
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Fuzzy C-means 
      

 

0.79   0.82 0.79  
 

 

In all trials, the highest similarity index was found in the K-means ten cluster numbered segmentation. 

In general, K-means and Very Grassy Threshold gave very close results. As an algorithm, it has a 

simple algorithm. It separates our tumor image into ten clusters according to their color in my best 

algorithm. In the prepared algorithm, the tumor image is in cluster no. An algorithm that removes 

other clusters was designed and only tumor image was obtained.  

 

 

Figure 7. Detection of tumor area in mr images.  

 

Tumor areas with brain fluid are shown in white. The white parts shown as dots in this study show the 

brain fluid. Finally, a tumor image was obtained by using an algorithm to fill in unwanted small spots.  

 

 

Figure 8. Algorithm for separating brain fluid from the tumor area.  
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Table 2. Tumor area calculation algorithms. 

 

 

 

 

 

 

 

 

 

 

The image in the area, centroid and rectangle after the Watershed segmentation is as follows;  

 

 

 

Figure 9. Watershed segmentation area.  

 

The image in the area, centroid and rectangle after Graph-cut segmentation is as follows;  

 

 

Figure 10. Graph-cut segmentation area.  

 

Required Remarks 

Parameter Values 
Jaccard Dice 

watershed 840 from the cluster 579. 0.8339 0.9094 

graph-cut 254 from the cluster 238. 0.7834 0.8785 

active 

counter 
30  iteration 0.4863 0.6544 
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Active counter codes are taken from the official site of MATLAB. The mask was adjusted around the 

tumor area and the number of iterations was found by experimenting.  

 

 

Figure 11. Active counter segmentation area. 

 

Then, the accuracy rate was found with the best tumor image masked with jaccard and dice. After 

these procedures, the features of the shape of the tumor in which it is best found in the image were 

taken and the surrounding area was drawn. Then the smallest rectangle that will surround it is drawn 

and the center point is marked. The area of the tumor image was found to be mm2, and they were all 

plotted and printed on the first plain tumor image.  

 



      
     

 
 

 

 
 
 

Kapusız, et al.,  Journal of Scientific Reports-A, Number 52, 352-364, March 2023. 
 

 
 

362 
 

 

Figure 12. Process steps of brain tumor. 

 

4. CONCLUSION 

 

It has been determined that there are some deficiencies in the Herbaceous Method and FCM methods 

when their software is examined. One of them is that the brain fluids enter the white color area as in 

the tumor region, so the algorithm detects the brain fluid as a tumor, this deficiency will cause doctors 

to be wrong in determining the tumor stage and will cause wrong calculations as it will shift the 

central point in tumor area calculations. An algorithm that removes other clusters was designed and 

only tumor image was obtained. Finally, a tumor image was obtained by using an algorithm to fill in 

unwanted small spots.  

 

The other point that is seen as a deficiency is that the tumor area cannot be calculated after the brain 

fluid is distinguished. In this regard, three segmentations were used. The accuracy rate was found by 

finding jaccard and dice values from watershed, graph-cut, and active counter segmentations. After 

these procedures, the tumor was drawn around by taking the features of the shape that he found best in 

the image. Then the smallest rectangle that will surround it is drawn and the center point is marked.  

 

The area of the tumor image was found to be mm
2
, and they were all plotted and printed on the first 

plain tumor image. It has been shown that the developed software can be used as a tool for physicians 

to determine the location of the tumor at the brain tumor point, how much the tumor has spread, how 
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much area it has, and what stage the tumor has reached. As a future development, training time can be 

shortened by adding new models to feature extraction. 

 

5. DISCUSSION  

 

In this study, in order to detect the brain tumor area on MR images, the Fuzzy C-Means (FCM), 

Herbaceous Method, Region Growing and Self-Organizing Maps (SOM) methods were used and the 

threshold values of the methods were examined and the best method that distinguishes the brain tumor 

from the other parts of the brain. method was tried to be determined. Herbaceous and FCM methods 

differentiate tumors more successfully than the other two methods (region augmentation and SOM). 
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ABSTRACT 

 

In this study, proton transfer salts {(Hap)
+
(samal)

-
 (4) and (HBI)

+
(samal)

-
 (5)} were synthesized from 

the reaction of (E)-3-(4-sulfamoylphenylcarbamoyl)acrylic acid (Hsamal, 1) with 1H-benzimidazole 

(BI, 3) or 2-aminopyridine (ap, 2), metal complexes of 1 {Fe(II) {[Fe(samal)(H2O)2][Fe(OH)3(H2O)] 

(6) and [(H2O)(OH)2Fe(samal)Fe(H2O)2] (7)}, Co(II) {[(H2O)(OH)2Co(samal)Co(H2O)2] (8)}, Ni(II) 

{[Ni(samal)2(H2O)2] (9)} and Cu(II) {[Cu(samal)2(H2O)2] (10)}}, of 4 {Ni(II) 

{[(H2O)(OH)Ni(samal)Ni(OH)2(ap)(H2O)2] (11)}, Cu(II) {[Cu(samal)(OH)(ap)2] (12)} and of 5 

{Co(II) {[(HO)2Co(samal)Co(BI)2] (13)}, Ni(II) {[(H2O)2(HO)3Ni(samal)Ni(BI)2] (14)} and Cu(II) 

{[(H2O)2(HO)3Cu(samal)Cu(BI)2(OH)] (15)}} by the methods found in the literature. Antimicrobial 

activities of 1-15 and metal salts {iron(II) sulfate heptahydrate (16), cobalt(II) acetate tetrahydrate 

(17), nickel(II) acetate tetrahydrate (18) and copper(II) acetate dihydrate (19)} against Enterococcus 

faecalis (ATCC 29212) (Gram positive), Pseudomonas aeruginosa (ATCC 27853), Bacillus subtilis 

(wild type), Staphylococcus aureus (NRRL B-767), Listeria monocytogenes (ATCC 7644), 

Escherichia coli (ATCC 25922) (Gram negative) and Candida albicans (ATCC 14053) (yeast) 

microorganisms has been tested. The MIC (Minimum Inhibitory Concentration) values of 1-19 were 

compared with those of reference antimicrobial compounds Vancomycin, Cefepime, Levofloxacin and 

Fluconazole. Compounds with the best activity are 12 (15.60 µg/mL) for C. albicans, 1 and 2 (31.25 

µg/mL) for B. subtilis, 13 (31.25 µg/mL) for E. faecalis, 13 (15.60 µg/mL) for S. aureus, 4 and 12 

(15.60 µg/mL) for E. Coli, 3 and 8-12 (31.25 µg/mL) for L. monocytogens, and 8 (31.25 µg/mL) for 

P. aeruginoa. 

 

Keywords: 3-(4-sulfamoylphenylcarbamoyl)acrylic acid, 2-Aminopyridine, Salt, Metal Complexes, 

Antimicrobial activity 
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1. INTRODUCTION 

 

Proton transfer reactions are unique among numerous chemical processes in which a proton is 

transferred from one binding site to another, either intermolecularly or intramolecularly. These only 

involve the transport of a nucleus without any auxiliary electrons. Such reactions can occur without 

serious disorder in the bonding electrons and without introducing repulsive forces between the non-

bonding electrons [1]. Proton transfer is one of the most fundamental processes that plays an 

important role in many biochemical and chemical reactions [2,3]. Recently, research on proton 

transfer has been mainly focused on catalytic reactions [4], crystal engineering [5,6], energetic 

materials [7-9], organic ferroelectrics [10,11],hydrogen storage [12-15], nonlinear optical materials 

[16,17] and pharmaceutical industry [18,19]. Proton transfer is also known as an important step in 

many biochemical processes [20-24]. Aromatic/aliphatic carboxylic acids and aromatic/aliphatic bases 

are generally used in the synthesis of proton transfer salts. In these reactions, the proton of the acid is 

transferred by the base to form compounds with (+) and (-) charges. These compounds are water-

soluble compounds [25]. 

 

The biological activity of (E)-3-(4-sulfamoylphenylcarbamoyl) acrylic acid (1) derivatives are known 

such as antimicrobial activity [26], dielectric properties [27], anti-inflammatory [28] and antiglaucoma 

[29,30]. In the literature, proton transfer salts of 1 with 2-aminopyridine [30], 1H-benzimidazole [30], 

3-aminopyridine, 2-amino-4/5/6-methylpyridines [31] and Ni(II), Co(II), Cu(II) and Fe(II) metal 

complexes of 1 have been synthesized. 

 

Nowadays, it becomes useless because bacteria that cause diseases gain resistance to the chemicals 

used in the treatment of diseases. Therefore, there is a need for new chemicals obtained in an effective 

and inexpensive way to eliminate microorganisms harmful to human health [32-36]. Finding that the 

compounds obtained in this study have antimicrobial activity against bacteria and yeasts will shed 

light on future studies. It is obvious that proton transfer salts obtained from 3-(4-

sulfamoylphenylcarbamoyl) acrylic acid and its derivatives with antifungal and antibacterial activity 

and other organic ligands will show similar properties in co-crystal and mixed ligand metal complexes 

[26-30]. 

 

In this study, proton transfer salts 4 and 5 were synthesized from the reaction of 3-(4-

sulfamoylphenylcarbamoyl) acrylic acid (1) with 2-aminopyridine (2) or 1H-benzimidazole (3), 

simple metal complexes (6-10) of 1 and metal complexes (11-15) of salts by the methods found in the 

literature. Antimicrobial activities of 1-15 and metal salts (16-19) against E. faecalis (Gram +), B. 

subtilis (wild type), L. monocytogenes, E. coli, P. aeruginosa, S. aureus (Gram -) and C. albicans 

(yeast) microorganisms has been tested. The MIC values of the 1-19 were compared with those of 

control compounds Vancomycin, Cefepime, Levofloxacin and Fluconazole. 
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2. EXPERIMENTAL 

 

2.1. Materials and Methods 

This study, maleic anhydride, sulphanilamide, 2-aminopyridine, 1H-benzimidazole, iron(II) sulfate 

heptahydrate, cobalt(II) acetate tetrahydrate, nickel(II) acetate tetrahydrate and copper(II) acetate 

dihydrate were obtained from Sigma Aldrich. 

 

2.2. Synthesis of 4-15. 

The compounds (4-15) were synthesized and characterized by methods found in the literature [30, 31]. 

The structures of 1-15 are given in Figure 1. 
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Figure 1. Structures of 1-15. 

 

2.3. Antimicrobial Assay 

E. coli (ATCC 25922) and E. faecalis (ATCC 29212) has been obtained from Eskişehir Osmangazi 

University, Faculty of Medicine and S. aureus (NRRL B-767), B. subtilis, P. aeruginosa (ATCC 

27853), L. monocytogenes (ATCC 7644) and C. albicans (ATCC 14053) from Eskişehir Technical 
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University, Biology Department. Microdilution susceptibility test was used to evaluate the 

antimicrobial activities of 1-19.  

 

2.3.1. Microorganism 

Microbroth dilution susceptibility test was used for antimicrobial analysis of the compounds [37]. 

MHB medium was prepared as single and double force. The 1-19 and reference antimicrobial 

compounds (4 mg) were dissolved in 2 mL of DMSO solution. The fungal and bacterial species used 

were incubated overnight on single-strength MHB medium and their fresh cultures were prepared. 

Suspensions of the cultures were prepared, and cell densities were adjusted to 0.5 Mc Farland tube 

turbidity {1.0x10
8
 CFU/mL} [38,39]. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Antifungal and Antibacterial Activities of Compounds 

In this work, antifungal and antibacterial activity of all compounds (1-19) were tested by 

microdilution method. MIC values of 1-19 are given in Table 1. 1-19 were observed to have 

antibacterial and antifungal activity properties. The antifungal and antibacterial activity results 

obtained are in agreement with similar studies in the literature [26,27,40-43]. 

 

Against C. albicans yeast species, the compounds 12 (15.60 µg/mL), 7 and 13-15 (31.25 µg/mL) 

showed a higher effect than the control compound Fluconazole (62.50 µg/mL) while other compounds 

(except 5, 8, 16, and 19) had similar effects with Fluconazole. The compounds 5, 8, 16, and 19 

(125.00 µg/mL) showed less activity than Fluconazole. 

 

Against E. faecalis bacteria, compound 13 was more effective than Vancomycin and Levoflaxacin 

while the other compounds (except 3, 8, and 10) had similar effects with Vancomycin and 

Levofloxacin (62.50 µg/mL). The compounds 3, 8, and 10 (125.00 µg/mL) showed less activity than 

Vancomycin and Levofloxacin. The compound 13 (31.25 µg/mL) had similar effects with Cefepime 

while other compounds showed less activity (62.50-125.00 µg/mL) than Cefepime. 

 

Against B. subtilis bacteria, all compounds were found to have higher activity than the Vancomycin. 

It was determined that compounds 1 and 2 (31.25 µg/mL) had the highest activity against bacteria. 

The compounds 1 and 2 were more effective than Levofloxacin and Cefepime while the other 

compounds (except 10) had similar effects with Levofloxacin and Cefepime. The compound 10 

(125.00 µg/mL) showed less activity than Levofloxacin and Cefepime. 

 

Against S. aureus bacteria, the compounds 1, 2, 4-9, 12, and 15-18 were determined to have similar 

effects (62.50 µg/mL) with Cefepime while the compounds 3, 10, and 11 showed less activity (125.00 

µg/mL) than Cefepime. The others compound 13 (15.60 µg/mL), 14, and 19 (32.25 µg/mL) were 

more effective than Cefepime. The 14 and 19 (31.25 µg/mL) were determined to have similar effects 

with Levofloxacin and Vancomycin while other compounds showed less activity (62.50-125.00 

µg/mL) than Vancomycin and Levofloxacin. 
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Against E. coli bacteria, compounds 4 and 12 (15.60 µg/mL) had higher activity than all control 

compounds. Compounds 1, 2, 5, 11, 15, and 16 (31.25 µg/mL) for Vancomycin and Levofloxacin and 

3, 6, 9, 10, 13, 14, and 17-19 (62.50 µg/mL) for Cefepime have similar effects with control 

compounds.  

 

Against L. monocytogens, all compounds had higher activity than Vancomycin. The 3 and 8-12 were 

determined to have similar effects (31.25 µg/mL) with Levofloxacin and Cefepime while the other 

compounds showed less activity than Levofloxacin and Cefepime. 

Against P. aeruginoa bacteria, the compound 8 showed a higher effect (15.60 µg/mL) than the control 

compounds. The compounds 1-5, 7, 10, and 13-19 were determined to have similar effects (62.50 

µg/mL) with Vancomycin while the compound 11 showed similar activity (31.25 µg/mL) than 

Levofloxacin and Cefepime. The compounds 6 and 9 showed less activity (125.00 µg/mL) than all the 

control compounds.  

 

Table 1. Antibacterial and antifungal activity values (µg/mL) of compounds 

Compound 
C. 

albicans 

B. 

subtilis 

E. 

faecalis 

S. 

aureus 

E.  

coli 

L. 

monocytogens 

P. 

aeruginoa 

Cefepime 
Not 

tested 
62.50 31.25 62.50 62.50 31.25 31.25 

Vancomycin 
Not 

tested 
250 62.50 31.25 31.25 125.00 62.50 

Levofloxacin 
Not 

tested 
62.50 62.50 31.25 31.25 31.25 31.25 

Fluconazole 62.50 
Not 

tested 

Not 

tested 

Not 

tested 

Not 

tested 
Not tested Not tested 

1 62.50 31.25 62.50 62.50 31.25 62.50 62.50 

2 62.50 31.25 62.50 62.50 31.25 62.50 62.50 

3 62.50 62.50 125.00 125.00 62.50 31.25 62.50 

4 62.50 62.50 62.50 62.50 15.60 62.50 62.50 

5 125.00 62.50 62.50 62.50 31.25 62.50 62.50 

6 62.50 62.50 62.50 62.50 62.50 62.50 125.00 

7 31.25 62.50 62.50 62.50 125.00 62.50 62.50 

8 125.00 62.50 125.00 62.50 125.00 31.25 15.60 

9 62.50 62.50 62.50 62.50 62.50 31.25 125.00 

10 62.50 125.00 125.00 125.00 62.50 31.25 62.50 

11 62.50 62.50 62.50 125.00 31.25 31.25 31.25 

12 15.60 62.50 62.50 62.50 15.60 31.25 62.50 

13 31.25 62.50 31.25 15.60 62.50 62.50 62.50 

14 31.25 62.50 62.50 31.25 62.50 62.50 62.50 

15 31.25 62.50 62.50 62.50 31.25 62.50 62.50 

16 125.00 62.50 62.50 62.50 31.25 62.50 62.50 

17 62.50 62.50 62.50 62.50 62.50 62.50 62.50 

18 62.50 62.50 62.50 62.50 62.50 62.50 62.50 
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19 125.00 62.50 62.50 31.25 62.50 62.50 62.50 

 

4. CONCLUSIONS 

 

All compounds (1-19) showed antimicrobial activity against S. aureus, E. faecalis, B. subtilis, E. coli, 

C. albicans, L. monocytogenes and P. aeroginosa microorganisms. 1-19 with the best activity are 12 

(15.60 µg/mL) for C. albicans, 1 and 2 (31.25 µg/mL) for B. subtilis, 13 (31.25 µg/mL) for E. 

faecalis, 13 (15.60 µg/mL) for S. aureus, 4 and 12 (15.60 µg/mL) for E. Coli, 3 and 8-12 (31.25 

µg/mL) for L. monocytogens and 8 (15.60 µg/mL) for P. aeruginoa. In general, metal complexes 

showed better activity results than proton transfer salts and starting materials. 
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ABSTRACT 

 

In this study, Shapiro-Wilk, Kolmogorov-Smirnov, Skewness, Kurtosis, Lilliefors, Jargue-Bera and 

D'Agostino -Pearson tests, which are univariate normality tests, were compared in point of type-I error 

and power performances. For comparisons, samples were created in various distributions and sample 

volumes by simulation technique, and the probability of type-I error was taken as 0.05 in 

comparisons. Thus, it is aimed to determine the best test to check whether the normality condition is 

met in univariate data. As a result of the comparison, it was determined that the Jargue-Bera test gave 

better results than the other tests in point of type-I error probability. In addition, when the normality 

tests examined in all distributions were taken into account and compared, it was concluded that the 

Shapiro-Wilk gives better results than other tests in general for normal and non-normal distributions, 

and that D'Agostino -Pearson, Skewness and Jargue-Bera tests were also stronger than the other tests. 

In addition, it was determined that the increase in sample sizes increased power of the test. In 

conclusion, it can be said that in addition to the distribution pattern, type-I error probability and 

sample size are also very important factors for test power. 

 

Keywords: Univariate normality tests, Type-I error, Power of test 

 

1. INTRODUCTION 

 

In order to apply statistical analysis correctly, it is necessary to know the dataset distribution. In cases 

where the assumptions of the normal distribution are met, one of the assumptions of the parametric 

statistical tests is also met. For this reason, it should be determined whether the data of the sample 

studied show a normal distribution. Because the expected benefits from the tests to be used are related 

to whether the normality assumption is fulfilled. For this reason, the assumption of normality should 

be checked before the data are analyzed in order for the results obtained by statistical methods to 

reflect the real situation [1]. Normality tests are basically divided into two as univariate and 

multivariate.  

mailto:tekirdagsevda@gmail.com
mailto:ydemir@yyu.edu.tr
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To ascertain whether the data exhibit normal distribution, numerous univariate normality tests have 

been created and extensively studied. To ascertain whether the data has a normal distribution, 

numerous normality tests are employed. Researchers use these tests to determine whether the data 

come from a normal distribution [2]. However, it has been an important issue to know which of these 

tests can be used as the most effective method for the control of the normality prerequisite. For this 

reason, univariate normality tests should be compared in terms of type-I error and test power under 

different experimental conditions, and the performances of these tests should be measured under the 

same conditions. Which of these tests used has the higher power and whichever gives the same level 

of type-I error at the end of the experiment, the test in question should be preferred in testing whether 

the assumption of normality is met [3]. 

 

In this study, Shapiro-Wilk (SW), Kolmogorov-Smirnov (KS), Skewness, Kurtosis, D'Agostino-

Pearson (DP), Lilliefors and Jargue-Bera (JB) tests, which are univariate normality tests, are compared 

in terms of power performance and type-I error. In order to make the said comparisons, normal, 

symmetrical and different curvature sample distributions were created in different sample sizes with 

the simulation technique, and the tests were compared using these data sets. In the comparisons made, 

the probability of type-I error was taken as 0.05 and the tests were compared according to 10000 

simulation results using the Python programming language. Comparisons were made by taking sample 

sizes of 10, 20, 25, 30, 40, 50, 70, 100, 150. Thus, the effects of different sample sizes on the tests are 

also observed. As a result, before the statistical calculations of the univariate data, the normality test 

was selected by taking into account the sample size of the available data to check whether the 

normality prerequisite was met. 

 

The aim of this study is to compare some univariate normality tests in terms of type I error and test 

power in data sets with different sample sizes and distributions. 

 

2. MATERIAL AND METHOD 

 

It is known that the Monte Carlo technique provides excellent dimensional control and has good 

power in generating data [4]. For this reason, this technique is used in the simulation study for the 

comparison of the tests. Since the simulation results for the sample and alternative distributions vary 

at different levels, the data are derived according to different sample sizes and distributions [2]. Thus, 

the effects of sample size and data distribution on the tests are observed. 

 

Kurtosis, Skewness, SW, KS, DP, Lilliefors and JB tests, which are univariate normality tests, were 

compared in terms of type-I error and power performances. In the comparisons performed, the type-I 

error value was taken as 0.05. Data were derived from a normally distributed population with 50 mean 

and 5 standard deviations, taking into account different sample sizes. Each normality test statistic was 

calculated for all 10000 samples created by simulation, and the rejection numbers of the basic 

hypothesis were counted for each test and then these numbers were converted to %. In addition, 

different skewness (𝛼3) and kurtosis (𝛼4) values and type-I error rates were examined. 

 

In order to compare the power of the specified univariate normality tests, non-normal Chi-Square, 

Uniform, t and Beta distributions were also used in addition to the normal distribution. 
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2.1. Type-I Error, Type-II Error and Power of Test 

Basic idea of statistical hypothesis testing is to decide whether a sample of data comes from a 

population, assuming true a formulated hypothesis about the population. 

 

When a sample is not typical of the population, generalizing from it to the whole population might 

result in inaccurate conclusions and interpretations. Rejecting an actually true hypothesis leads to a 

type-I error, and not rejecting an actually false hypothesis leads to a type-II error. Type-I (α) and type-

II (β) errors can never be completely prevented, however by boosting sample numbers, error levels 

can be decreased. Because the larger the sample size, the better the population is represented and the 

less the difference between the population and the sample [5]. The α and β values are not independent 

of each other, and there is an inverse proportion between them. Since the increase in the sample size 

reduces the sampling error, both errors are minimized [6]. 

 

If the 𝐻0 hypothesis is not true, 𝐻0 rejecting is a correct decision. The rejection of the false 𝐻0 

hypothesis is defined as the power of the test (1–β), and the power of a test increases as the sample 

size increases [7]. 

 

2.2. Distribution Models 

A probability distribution describes how the values of a random variable are distributed. Random 

variables in distributions are divided into two as continuous and discrete distributions in terms of the 

values they take. If the random variables have a probability of being in a certain interval and being 

continuous, the distribution is called continuous distribution. There are many continuous statistical 

distributions. Normal, chi-square, beta, t and uniform distribution are among these distributions [8]. 

 

2.2.1. Normal distribution 

Of all distributions, the normal distribution is the most well-known and often utilized. The normal 

distribution, a hypothetical symmetrical distribution used for comparison, is actually a family of 

distributions and has the following properties. 

 

In the standard normal distribution, the mode, mean and median are equal and curve symmetrical. 

 

The total area under the curve is equal to 1. 

 

The curve is bell-shaped. 

 

The data are largely close to the mean. The data decreases with distance from the mean in both 

directions. 

 

Almost all data (99.7%) fall within a range of ±3 standard deviations from the mean [9]. 

 

The normal distribution depends on the mean and standard deviation, and the normal distribution is 

calculated by Eq. 1. For a sample of size n, with standard deviation σ and the population mean μ. 
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𝑓(𝑥) =  
1

σ√2𝜋
𝑒

−(𝑥−µ)2

2σ2               (1) 

 

The standard deviation serves as a measure for dispersion; the higher this value, the more spread out 

the curve. The mean, otherwise, is a measure of central tendency and determines the position of the 

normal distribution curve that it divides into two [9]. 

 

2.2.2. Chi-Square distribution 

A chi-square random variable is defined as the sum of the squares of independently distributed 

standard normal random variables, describing the additive property of independent chi-square random 

variables [10]. 

 

Where 𝑥 is a random variable and n is the degrees-of-freedom of the distribution, the Chi-Square 

Distribution's Probability Density Function is defined by Eq. 2 and the Cumulative Probability 

Density Function by Eq. 3 [11]. 

𝑓(𝑥) = {

1

Г(
𝑛

2
)2𝑛/2

𝑥
𝑛

2
−1𝑒−𝑥/2                    0 < 𝑥 < ∞

0                                                       𝑥 ≤ 0         
           (2) 

 

𝐹(𝑥) = ∫
1

Г(
𝑛

2
)2

𝑛
2

𝑥
𝑛

2
−1𝑒−

𝑥

2𝑑𝑥 = 1 − ∑
𝑒−2𝑥2𝑥𝑘

𝑘!
, 𝑥 > 0𝑛−1

𝑘=0
𝑥

0
          (3) 

 

The sum of the squares of the values of the n-unit sample, independently selected from any main 

population with a normal distribution with a variance of 1 and an arithmetic mean of 0, expresses the 

chi-square distribution. Chi-square indicates a continuous value greater than or equal to zero.  

 

For small degrees of freedom, the distribution is skewed to the right, and for large degrees of freedom, 

the distribution approaches a normal curve.  

 

The chi-square tests whether the observed frequencies according to 𝐻0 approach the calculated 

expected frequencies, and in general, the test statistic is calculated with Eq. 4. 

 

𝜒2 = ∑
(𝑂𝑖−𝐵𝑖)2

𝐵𝑖

𝑘
𝑖=1                 (4) 

 

Here 𝑂𝑖 , is the observed frequencies and 𝐵𝑖 , is the expected frequencies [12]. 

 

2.2.3. Beta distribution 

The beta density function is a two parameter continuous density function defined in the range 

0 ≤ 𝑥 ≤ 1. If 𝑥, which is a random variable, has a beta probability density distribution with the 

parameters 𝛼 and 𝛽, the density function of 𝑥 is given by Eq. 5. 
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𝑓(𝑥) = {
 
𝑥𝛼−1(1−𝑥)𝛽−1

𝐵(𝛼,𝛽)
,                         0 ≤ 𝑥 ≤ 1             

0,                                             𝑂𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒𝑠         
          (5) 

 

Here, the value of 𝐵(𝛼, 𝛽) represents the gamma function (Г) and is calculated with Eq. 6 [13]. 

 

𝐵(𝛼, 𝛽) = ∫ 𝑥𝛼−1(1 − 𝑥)𝛽−11

0
𝑑𝑥 =  

Г(𝛼)Г(𝛽)

Г(𝛼+𝛽)
            (6) 

 

2.2.4. t distribution 

One of the key characteristics of the t distribution, which has many uses in mathematical statistics, is 

that the distribution approaches the normal distribution as sample sizes approach infinity [14]. For a 

given sample size or degree-of-freedom, the set of all t values measured from each possible random 

sample gives the t-distribution. The parameters μ and σ are meaningful descriptive measures that 

locate the center and describe the spread associated with a random variable x. 

 

The test statistic for the n-size t distribution with sample mean �̅�, standard deviation s, population 

mean µ is given with Eq. 7 [15]. 

 

𝑡 =
�̅�−µ

𝑆

√𝑛

                (7) 

 

2.2.5. Uniform distribution 

The simplest form of continuous probability distribution is uniform probability distribution. If the 

random variable 𝑥 takes every value with the same probability in a given interval, the distribution is 

uniform. The uniform distribution, which takes values in a certain range, is defined by the parameters 

a and b. It can be said that a random variable 𝑥 has a uniform probability distribution in the range [a, 

b], with a minimum and b maximum value [16]. Thus, the probability density function of 𝑥 is 

represented by Eq. 8 and the cumulative distribution function by Eq. 9. 

 

𝑓(𝑥) =  {
1

(𝑏−𝑎)
             𝑎 ≤ 𝑥 ≤ 𝑏 

0                 𝑂𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒𝑠
             (8) 

 

(𝑥) = ∫
1

𝑏−𝑎
𝑑𝑥

𝑥

−∞
= {

0,                          𝑥 < 𝑎         
𝑥−𝑎

𝑏−𝑎
                      𝑎 ≤ 𝑥 < 𝑏

1,                            𝑥 ≥ 𝑏       

           (9) 

 

The expected values for the mean and variance of a random uniform variable are calculated with Eq. 

10 and Eq. 11. 

 

𝐸(𝑋) = ∫ 𝑥
1

𝑏−𝑎
𝑑𝑥

𝑏

𝑎
=  

1

𝑏−𝑎
(

𝑥2

2
|

𝑎

𝑏

) =>   μ =
𝑏+𝑎

2
                  (10) 
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𝑉𝑎𝑟(𝑋) = 𝐸(𝑋2) − (𝐸(𝑋))
2

=
1

3
(𝑏2 + 𝑎𝑏 + 𝑎2) −

(𝑎+𝑏)2

4
=

(𝑏−𝑎)2

12
                (11) 

 

In addition to being used to create random numbers from other distributions, the uniform distribution 

can also be used as a "first guess" if just the random variable x's range between a and b is known. 

Additionally, a uniform distribution can be used to describe the probability behavior of such a 

phenomenon in real-world problems with smooth behavior within a particular range [15]. 

 

2.3. Univariate Normality Tests 

The majority of frequently employed statistical techniques are predicated on the idea that the data are 

normally distributed. In order to obtain more reliable and accurate results from the studies, it is 

important to determine whether the normalcy assumption is provided [17]. Normality assumption can 

be checked in two ways, graphical and analytical methods. While graphical methods for normality test 

show the distribution of data with various graphs, analytical methods include many different statistical 

test solution methods using mathematical models [18]. 

 

As a result of all statistical tests, a probability (p) value of the test statistics is calculated. The p value 

in statistical analysis determines whether a test becomes significant. A p-value over the significance 

level in one study implies that the data set is normally distributed, and the higher the value, the more 

sensitive the statistic utilized in comparison to the other studies [18]. In general, hypotheses regarding 

tests are established as follows. 

 

𝐻0: The sample is drawn from a population with a normal distribution. 

𝐻1: The sample is not drawn from a normally distributed population. 

 

 

2.3.1. Shapiro-Wilk test 

The test was proposed by Shapiro and Wilk (1965) for testing the assumption of normal distribution. 

By dividing the square of an appropriate linear component of the sample rank statistics by the sum of 

squares, the SW test statistic is calculated [19]. SW test statistic is calculated with Eq. 12. 

 

𝑆𝑊 =
(𝑎′𝑥)

2

(𝑛−1)𝑆2 =
(∑ 𝑎𝑖𝑥𝑖

𝑛
𝑖=1 )

2

∑ (𝑛
𝑖=1 𝑥𝑖−�̅�)2                    (12) 

 

Here, it is denoted by 𝑎′ = (𝑎1, 𝑎2, … 𝑎𝑛) =
𝑚′𝑉−1

(𝑚′𝑉−1𝑉−1𝑚)1/2. While 𝑉 = 𝑉𝑖𝑗 represents the 𝑛x𝑛 

dimensional covariance matrix, 𝑚′ = (𝑚1, 𝑚2, … , 𝑚𝑛) represents the vector of expected values of 𝑛 

rank statistics in the standard normal distribution 𝑁(0,1). In addition, 𝑥𝑖 = (𝑥1, 𝑥2, … , 𝑥𝑛) gives the 

arithmetic mean of the observations, �̅� gives the values of the observations ordered from the smallest 

to the largest of an 𝑛 dimensional random sample with a normal distribution with a mean of 0 and a 

variance of 1 [19]. 
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2.3.2. Skewness test  

Skewness is used to determine the goodness of fit of the data by referring to a particular type of 

distribution. The skewness test is a measure that reflects the degree to which a distribution is 

asymmetrical. Distributions with long tails to the right are called positive curves and distributions with 

long tails to the left are called negative curves. The third moment of a distribution about the mean 

gives the measure of the skewness [20]. Accordingly, the skewness measure is calculated with Eq. 13. 

 

𝑚3 =
∑ (𝑋𝑖−�̅�)3𝑛

𝑖=1

𝑛
                      (13) 

 

Since 𝑚3 is a third order value, the unitless statistics g1 is generally used to indicate the curvature. g1 

is an estimator of the population parameter 𝛾1 and is calculated with Eq. 14. 𝑆 is the sample standard 

deviation. 

 

𝑔1 =
𝑚3

𝑆3 
                       (14) 

 

When the skewness value is between -3 and +3, the distribution is symmetrical, and when this value is 

0, the symmetrical distribution approaches a perfect distribution. If the value of g1 is greater than 0, 

the distribution is skewed to the right, and less than 0 causes the distribution to be skewed to the left. 

Although the normal distribution is symmetrical, not all symmetrical distributions show normal 

distribution [20]. 

 

2.3.3. Kurtosis test 

Kurtosis is often defined as a measure that reflects the degree to which a distribution reaches its peak. 

In other words, kurtosis gives information about the height of a distribution according to the standard 

deviation value, and the most important reason for measuring kurtosis is to determine whether the data 

are derived from a population with a normal distribution. Kurtosis is generally considered within the 

framework of three general categories: mesokurtic, leptokurtic, and platikurtic, all of which have 

representative frequency distributions. For normal distributions, the Kurtosis is called mesokurtic, if 

the Kurtosis is very high, it is called leptokurtic, and if it tends to be much broader, it is called 

platikurtic [20]. The kurtosis is calculated using certain quantitative values in the distribution, and the 

most effective kurtosis measure is obtained with the fourth moment relative to the mean. Thus, the 

kurtosis value, which is the fourth moment with respect to the mean, is calculated by Eq. 15. 

 

𝑚4 =
∑ (𝑋𝑖−�̅�)4𝑛

𝑖=1

𝑛
                      (15) 

 

Since the calculated value for 𝑚4 is of the fourth order, the unitless statistics g2, which  is an 

estimator of the population parameter 𝛾2, is used to indicate the kurtosis and is calculated with Eq.16. 

 

𝑔2 =
𝑚4

𝑆4                        (16) 
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When a distribution has a mesokurtic (normal) distribution, the value of g2 equals 0. If the value of g2 

is significantly greater than 0, it creates a leptokurtic distribution and a small value creates a 

platikurtic distribution [20]. 

 

2.3.4. D'Agostino-Pearson test 

D'Agostino and Pearson [21], D'Agostino [22] and Zar [23] demonstrated that the D'Agostino-Pearson 

test, proposed by D'Agostino and Pearson in 1973, is a very effective method for assessing fit to 

normal distribution. The D'Agostino-Pearson test statistic is based on the sum of the squares of the 

kurtosis and Skewness test statistics values and is calculated with Eq. 17 [20]. Here, 𝑍(√𝑏1) shows 

the skewness test statistical value, while 𝑍(𝑏2) shows the kurtosis test statistical value. The 

hypotheses regarding the D'Agostino-Pearson test are established as follows. 

 

𝐻0: Sample distribution conforms to normal distribution 

𝐻1: Sample distribution is not suitable for normal distribution 

 

𝜒2 = 𝑍(√𝑏1)
2

+ 𝑍(𝑏2)2                     (17) 

 

The D'Agostino-Pearson test is based on the 𝜒2 statistic, as it has a two-degrees-of-freedom chi-square 

(𝜒(2)
2 ) distribution. Thus, when 𝜒2 > 𝜒𝛼,2

2 , the 𝐻0 hypothesis is rejected [20]. 

 

2.3.5. Jarque-Bera test 

Jargue-Bera test, which was proposed by Jargue and Bera in 1980 for testing normality in univariate 

data, is based on skewness and kurtosis tests. The Jargue-Bera test statistic is calculated using the 

skewness and kurtosis coefficients obtained from a (𝑥1, 𝑥2, … , 𝑥𝑛) dataset assumed to be normally 

distribution [24]. If {𝑥1, 𝑥2, … , 𝑥𝑛} is assumed to be a randomly drawn sample from an independent 

population, the jth trigonometric moment with respect to the mean is calculated by Eq.18. 

 

𝑚𝑗 =
1

𝑛
∑ (𝑥𝑖 − �̅�)𝑗𝑛

𝑖=1                   𝑗 = 2, 3                   (18) 

 

Here; Since �̅� is the sample mean, σ̂2 can be written as 𝑚2. Thus, the skewness and kurtosis statistics 

are calculated with the JB test statistic Eq. 19, to be √𝑏1 =
𝑚3

σ̂3  and 𝑏2 =
𝑚4

σ̂4  respectively. 

 

𝐽𝐵 = 𝑛 [
(√𝑏1)

2

6
+

(𝑏2−3)2

24
]                     (19) 

The JB test statistic has an asymptotic chi-square distribution with two degrees-of-freedom (𝜒(2)
2 ) 

under the assumption of normality [24]. 

 

2.3.6. Kolmogorov-Smirnov test 

The Kolmogorov-Smirnov test was first proposed by Kolmogorov in 1933 as an alternative to the chi-

square fit test and was revised by Smirnov in 1939. This test is based on the largest absolute 

difference between the expected and cumulative distribution functions [25]. In order to calculate the 
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values of the cumulative distribution function, the observation values of the sample are ordered from 

the smallest to the largest, as 𝑥1 < 𝑥2 < ⋯ < 𝑥𝑛. Then, Z values and their cumulative probabilities 

are calculated for these observation values. Thus, Kolmogorov-Smirnov (KS) test statistic for 𝑛 

ordered data is calculated with Eq. 20. 

 

𝐷 = 𝑚𝑎𝑥|𝐹𝑜(𝑋) − 𝐹𝑒(𝑋)|                     (20) 

 

Here, 𝐹𝑜(𝑋) shows the observed cumulative frequency value of the variable X, while 𝐹𝑒(𝑋) shows the 

expected cumulative frequency value of the variable X. 

 

2.3.7. Lilliefors test 

Lilliefors test, which is a modification of the Kolomogorov-Smirnov goodness-of-fit test, is one of the 

best tests developed by Lilliefors (1967) and Van Soest (1967) and used to test the assumption of 

normality [26; 27]. In cases where the sample mean and variance are unknown and must be estimated 

from the population, Lilliefors table values obtained by Monte Carlo calculations are used to test 

whether this sample is drawn from a normal population [28]. 

 

This test of normality is stronger than other tests under many non-normal circumstances, according to 

Lilliefors (1967). In addition, according to Dagnelie (1968), an analytical formula can be used to 

estimate the critical values provided by Lilliefors [29]. This formula eliminates the risk of error when 

entering table values and facilitates the software of computer programs [26]. The observed distribution 

function of the 𝑛 dimensional 𝑥1, 𝑥2, … , 𝑥𝑛 random sample is 𝑆𝑛(𝑥) for each value of 𝑥 and is defined 

by Eq. 21. 

 

𝑆(𝑥) = {

0                 𝑥 < 𝑥1
𝑖

𝑛
                𝑥(𝑖+1)  

0                𝑥 ≥ 𝑥𝑛

                  𝑖 = 1, 2, . . . , (𝑛 − 1)                 (21) 

 

The vertical distance between the distribution function 𝑆(𝑥) and the theoretical distribution function 

𝐹(𝑥) is denoted by D. The size of the differences in D results, which represents sampling errors, is 

used as a measure of conformity to the normal distribution [30]. 

 

𝐷 = 𝑚𝑎𝑘. |𝑆(𝑥𝑖) − 𝐹(𝑥𝑖)|                     (22) 

 

3. RESULTS 

 

3.1. Comparison of Tests in terms of Type-I Error 

In this study, 7 of the univariate normal distribution tests were examined and the performances of 

these tests were determined with data sets owner different sample sizes obtained by simulation. 

Analysis results for Type-I error values are given in Table 1. 

 

In Table 1, when error values are taken as 0.05, it is seen that type-I error probabilities of test statistics 

are generally close to 5%. For all sample sizes, JB is the test with the lowest probability of type-I 
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error, that is, the probability of rejecting the 𝐻0 hypothesis, regarding that these samples are drawn 

from a normally distributed population. 

 

Table 1. Type-I error values for different sample sizes in normal distribution. 

𝜶 n DP Kurtosis Skewness SW KS Lilliefors JB 

0.05 

10 5.77 4.38 5.04 5.03 5.14 5.06 0.91 

20 5.58 4.48 4.99 5.23 4.99 5.09 2.43 

25 5.69 4.72 5.06 4.87 5.28 5.12 2.78 

30 5.76 5.13 5.08 5.07 4.56 5.08 3.10 

40 5.99 5.17 5.05 5.24 5.70 5.45 3.61 

50 5.80 5.37 5.00 5.10 5.08 4.99 3.71 

70 5.02 5.08 4.92 4.89 5.25 3.74 3.60 

100 5.44 5.29 5.17 4.93 4.83 4.96 4.23 

150 5.41 5.58 4.81 4.95 4.81 4.48 4.44 

 

In all sample sizes, it is determined that the type-I error probabilities of the JB test are less than 5% 

and has lower values than the other six tests. As the sample size increases, the probability of type-I 

error in the JB test also increases. When the sample size is 𝑛 ≤ 25, the JB test is followed by the 

kurtosis test, the KS test when it is 30 and 100, the skewness test when it is 40, and the Lilliefors test 

when it is 50, 70 and 150. In general, it can be said that type-I error values in the skewness test do not 

change much with the sample size and are generally around 5%. 

 

Type-I error probabilities of DP test range from 5% to 6%, and highest type-I error probability is 

found to be 5.99% when 𝑛 = 40. In addition, among these 7 tests, the highest probability of type-I 

error is obtained from the DP test for all sample sizes except 𝑛 = 70 and 150. Type-I error 

probabilities in the KS, SW, and Lilliefors tests are generally around 5%, and the highest probability 

of type-I error in these three tests is obtained when the sample size is 40, and is found to be 5.70%, 

5.24%, and 5.45%, respectively. In addition, the lowest probability value among these three tests, 

when 𝑛 = 70, belongs to the Lilliefors test with a value of 3.74%, and this value is very close to the 

type-I error probability of the JB test for the same sample size. 

 

The tests are compared in terms of type-I error rates the different skewness, kurtosis and in the sample 

sizes and the results are given in Table 2. 

 

Table 2. Type-I error rate values for different skewness, kurtosis and sample sizes. 

α n DP Kurtosis Skewness SW KS Lilliefors JB 

𝛼3 = 0 

𝛼4 = 1 

10 5.72 3.66 5.24 4.94 4.72 4.67 1.01 

20 5.44 4.32 4.88 4.73 4.87 4.56 2.26 

25 5.49 4.48 4.76 4.76 4.68 4.62 2.81 

30 6.05 5.25 5.39 5.32 5.32 5.57 3.20 

40 5.71 4.94 4.93 5.00 4.72 5.04 3.32 
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50 5.96 5.34 5.16 5.25 4.81 5.07 4.18 

70 5.58 5.35 4.97 4.94 5.20 3.22 3.75 

100 5.36 5.20 4.67 4.87 5.07 4.42 4.01 

150 5.53 5.36 5.16 5.02 5.34 2.96 4.65 

𝛼3 = 0.05 

𝛼4 = 2.8 

10 5.68 3.82 5.07 4.81 4.82 4.62 0.86 

20 5.96 5.08 5.24 5.12 4.81 5.15 2.48 

25 6.32 5.45 5.48 5.57 5.21 4.74 3.23 

30 5.69 5.10 5.04 5.12 4.99 5.12 3.13 

40 5.54 5.29 4.77 4.99 4.93 4.95 3.17 

50 5.83 5.35 5.10 4.98 5.10 5.10 3.82 

70 6.37 5.58 5.49 5.08 4.80 3.52 4.34 

100 5.46 5.30 5.18 4.83 5.11 4.95 4.02 

150 5.45 4.92 5.19 5.07 5.16 3.13 4.42 

𝛼3 = 0.05 

𝛼4 = 3.2 

10 5.90 3.91 5.09 4.85 5.11 5.04 0.83 

20 5.70 4.78 5.29 5.17 5.44 5.27 2.49 

25 5.40 4.74 5.02 4.93 5.10 5.08 2.65 

30 5.80 4.91 4.97 5.23 4.98 5.38 3.19 

40 5.71 5.18 5.04 5.24 5.01 5.24 3.44 

50 5.67 5.28 4.69 5.15 4.90 4.98 3.57 

70 5.57 5.60 4.75 5.31 4.95 3.30 4.00 

100 5.38 5.11 4.86 5.05 4.73 4.94 4.13 

150 5.48 5.19 5.11 5.24 5.69 3.46 4.33 

𝛼3 = −0.05 

𝛼4 = 2.8 

10 6.04 4.21 5.28 4.96 4.96 4.84 0.83 

20 5.67 4.64 5.25 4.99 4.83 5.01 2.53 

25 5.59 4.67 4.57 4.78 5.31 4.93 2.43 

30 6.06 5.35 5.02 4.96 4.75 4.96 3.24 

40 6.05 5.43 5.15 5.25 5.30 4.96 3.71 

50 5.61 5.42 5.01 5.05 5.46 4.58 3.62 

70 5.92 5.75 4.85 5.11 5.23 3.24 4.04 

100 5.58 5.10 4.99 4.71 4.73 4.97 4.10 

150 5.26 5.23 4.87 5.14 4.76 3.25 4.44 

𝛼3 = −0.05 

𝛼4 = 3.2 

10 6.42 4.32 5.75 5.05 4.73 5.45 0.75 

20 5.37 4.27 4.96 5.08 5.20 5.29 2.32 

25 5.40 4.40 4.98 4.8 4.88 5.26 2.63 

30 5.82 5.26 5.13 5.26 5.20 5.05 3.12 

40 5.50 5.35 5.06 5.04 5.07 5.14 3.47 

50 5.42 5.19 4.95 4.64 4.74 4.75 3.84 

70 5.93 5.78 5.22 5.27 4.90 3.30 4.15 

100 5.43 5.40 4.76 5.00 5.00 5.19 4.21 

150 5.31 5.35 4.76 4.75 4.92 3.46 4.08 

 

When Table 2 is examined, it is observed that although the skewness and kurtosis values are changed, 

the normal distribution tests show similar behaviors to those in Table 1 in terms of type-I error rates 

and do not show significant differences from Table 1. 
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3.2. Comparison of Methods in terms of Power of Test 
In order to compare the performance of the 7 tests in terms of power, data sets suitable for chi-square, 

beta, t and uniform distribution are generated and comparisons are made on these data sets. 

 

Using chi-square distributions with various degrees of freedom, the comparison of univariate 

normality tests is looked at in terms of test power. Because the chi-square distribution approaches the 

normal as the degree of freedom grows [31]. Thus, the power values obtain from data sets with 

univariate 1 and 5 degrees of freedom (df) chi-square distributions in different sample sizes are given 

in Table 3. 

 

When Table 3 is examined, it is seen that the test powers approach 100% with the increase in sample 

size in all samples drawn from a population with 1 degree of freedom chi-square distribution. It is 

seen that the SW test is stronger than the other tests in all sample sizes, the JB test is weaker when 

𝑛 = 10 and the kurtosis test is weaker when 𝑛 > 10 than the other tests. The highest power value 

(99.99%) is reached when 𝑛 = 40 with the SW test. When the sample size is 𝑛 ≥ 25, it was 

determined that the power performances of all the tests except the kurtosis were higher than 84%. 

 

Table 3. Power values of the tests in the chi-square distribution (%). 

α: 0.05 n DP Kurtosis Skewness SW KS Lilliefors JB 

df=1 

10 49.63 34.43 56.32 73.36 54.47 53.6 27.34 

20 80.78 55.26 89.49 98.29 86.29 88.27 71.89 

25 89.97 63.66 95.38 99.74 94.65 95.51 84.36 

30 94.14 70.23 98.07 99.93 99.88 98.12 92.15 

40 98.80 80.14 99.73 99.99 99.93 99.85 98.27 

50 99.88 86.89 99.97 99.99 99.99 99.99 99.79 

70 99.99 94.54 99.99 99.99 99.99 99.99 99.99 

100 99.99 98.56 99.99 99.99 99.99 99.99 99.99 

150 99.99 99.87 99.99 99.99 99.99 99.99 99.99 

df=5 

10 18.93 12.69 19.92 20.19 14.34 14.68 6.32 

20 35.59 21.15 41.32 45.15 24.19 28.11 24.99 

25 42.17 23.64 50.08 54.46 35.67 32.47 35.52 

30 48.46 26.19 58.78 64.30 37.91 32.21 39.99 

40 61.33 31.65 73.61 79.35 48.88 48.43 55.00 

50 72.77 36.67 83.75 89.26 59.82 59.73 68.43 

70 88.03 45.42 94.68 97.63 65.52 69.72 86.37 

100 97.73 56.13 98.93 98.93 89.87 88.83 96.97 

150 99.96 69.02 99.96 99.99 97.79 96.57 99.95 

 

According to the results of the 5-degrees-of-freedom Chi-square distribution, it is observed that the 

test powers increased with the increase in sample size. In addition, it is determined that the SW test is 

more powerful than the other tests in all sample sizes. In general, the most powerful test after the SW 

test is the skewness test, followed by the DP test. The JB test is the weakest test when the sample size 

is 10, and the kurtosis test is the weakest for other sample sizes. In the same sample size, it can be said 
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that the SW test and the skewness test give closer values to each other. In addition, a parallelism is 

observed between the power values of the KS test and the Lilliefors test. 

 

In Table 4, the power values of the normality tests used in data sets with different sample sizes (2, 5) 

and (1, 1) parameter Beta distributions are given. 

 

Beta distribution with 1 and 1 parameters has a flat and symmetrical distribution with Kurtosis and 

skewness values, while beta distribution with 2 and 5 parameters has an asymmetric and vertical 

distribution [31]. In this study, the power performances of univariate normality tests are also 

examined in beta distributions at the specified parameter values. According to the results of beta 

distribution with 2 and 5 parameters given in Table 4, the SW test is more powerful than other tests in 

all sample sizes. When 𝑛 = 10, KS is the strongest test after the SW test, while the SW test and SW 

are followed by the skewness test in other sample sizes. It is observed that the weakest test is the JB 

test when 𝑛 < 40, and the kurtosis test for larger sample sizes. Also, after 𝑛 ≥ 50, the sample size 

hardly affect the power of the kurtosis test. 

 

According to the results of 1 and 1 parameter beta distribution, it is seen that 𝑛 = 10 the first two 

strongest tests are SW and kurtosis, respectively, and the strongest test is kurtosis when there is 

𝑛 > 10. The second strongest test following the kurtosis test is SW when 𝑛 < 30 and DP when 

𝑛 ≥ 30. At small sample sizes (𝑛 ≤ 50) JB is the weakest test, while at larger sample sizes, especially 

when is 𝑛 ≥ 100, a huge improvement in the power of JB is seen and so, skewness becomes the 

weakest test. Also, when 𝑛 = 150 the power performances of the kurtosis, DP, JB and SW tests 

approach 100%. 

 

Table 4. Power values of normality tests in beta distributions (%). 

α: 0.05 n DP Kurtosis Skewness SW KS Lilliefors JB 

Beta 

(2.5) 

10 7.99 5.47 7.91 8.98 8.16 7.64 1.54 

20 11.51 7.84 13.25 16.93 12.21 11.92 5.17 

25 13.51 8.86 16.31 21.46 13.45 13.66 6.27 

30 15.71 9.20 20.59 27.30 14.67 16.01 8.31 

40 19.29 9.84 26.48 38.08 19.18 20.60 11.32 

50 24.64 11.19 34.90 50.24 23.25 26.01 16.05 

70 37.24 11.63 50.75 71.23 43.58 30.14 27.15 

100 61.14 11.71 70.15 89.22 50.73 49.45 50.83 

150 89.99 11.15 89.82 98.93 67.09 62.37 85.40 

Beta 

(1.1) 

10 2.78 6.92 2.12 7.92 2.03 5.89 0.25 

20 14.78 29.36 0.72 19.83 5.02 9.64 0.10 

25 27.23 44.35 0.50 28.61 29.60 11.79 0.03 

30 39.36 56.86 0.32 37.99 33.31 14.41 0.01 

40 63.18 76.88 0.28 57.58 46.95 19.09 0.01 

50 80.76 88.91 0.25 75.52 57.70 26.39 0.01 

70 95.87 97.88 0.18 93.66 70.88 30.86 3.64 

100 99.78 99.91 0.23 99.65 85.14 58.65 56.60 
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150 99.99 99.99 0.15 99.99 93.94 75.08 98.64 

 

As the degrees of freedom increase in the t distribution, the type-I errors get very large values and the 

distribution approaches the standard normal distribution [32]. In this study, power performances of 

univariate normality tests are also investigated with two different degrees of freedom t distributions. 

Power performances of normality tests for various sample sizes in t distributions with 10 and 5 

degrees of freedom are given in Table 5. 

 

According to the results of the 10-degrees-of-freedom t distribution given in Table 5, normality tests 

for all sample sizes perform quite poorly because the 𝑡𝛼;10 distribution has a symmetrical and vertical 

distribution. When 𝑛 < 150, the DP test gives the best results in terms of power performance. When 

the sample size is 𝑛 < 40, the skewness test gives the best results after DP. The JB test, which 

performed poorly at first and even showed the worst performance when 𝑛 = 10, generally gives the 

best results after DP when 𝑛 ≥ 40, and becomes the best test when 𝑛 ≥ 150. In addition, when 

𝑛 > 10, the worst performance belongs to Lillefors and KS tests, respectively, and the power 

performances of these two tests were found to be very close to each other. Thus, it can be said that the 

kurtosis, DP and JB tests, which are the moment tests that can test the steepness, generally have better 

performances than the other tests. 

 

Considering the inclination and kurtosis values of the 5-degrees-of-freedom t distribution, its 𝑡𝛼;5 

distribution is symmetrical and vertical. When the 5-degrees-of-freedom t distribution is examined, it 

is seen that all test statistics have weak power performances in all sample sizes. However, as the 

sample sizes increased, significant improvements occurred in the JB, kurtosis, DP and SW tests, albeit 

insufficiently, compared to the other tests, but even at high sample sizes (𝑛 < 150), the estimated test 

statistical power values remained below 70%. When 𝑛 ≥ 150, the most powerful tests are JB, 

kurtosis, DP and SW, respectively, the powers of these tests exceeded 71%. When 𝑛 < 70, DP is the 

strongest test, and when 𝑛 ≥ 70, the most powerful test is the JB test. Although the weakest test 

varies according to the sample size, it is seen that the JB test is the weakest test when 𝑛 = 10, and the 

KS test is generally the weakest in other sample sizes. 

 

Table 5. Power values of the tests in t distribution (%). 

α: 0.05 n DP Kurtosis Skewness SW KS Lilliefors JB 

df=10 

10 9.72 6.37 8.74 7.26 6.12 6.61 1.94 

20 12.58 9.65 11.20 9.70 7.32 6.86 7.66 

25 13.86 10.71 12.42 10.68 7.63 7.90 9.60 

30 15.57 12.07 13.64 11.72 7.98 7.68 11.83 

40 16.99 13.69 14.29 13.54 8.73 8.15 14.66 

50 19.41 16.14 15.74 15.63 8.81 8.60 17.73 

70 23.29 20.06 17.79 18.98 9.57 6.91 22.89 

100 26.91 24.73 18.80 22.63 10.81 10.20 20.21 

150 34.08 33.70 21.30 22.91 11.63 9.52 37.59 

df=5 
10 14.67 10.23 13.47 11.03 9.23 9.43 4.43 

20 23.18 18.88 20.79 19.08 10.46 13.46 16.63 
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25 26.73 22.01 23.69 22.21 13.11 14.44 21.27 

30 29.68 25.01 25.15 24.97 13.86 16.23 25.35 

40 35.34 31.01 28.99 30.55 16.98 18.69 32.90 

50 39.24 36.46 30.80 34.80 20.66 21.25 38.70 

70 49.02 46.76 36.38 45.37 23.57 21.75 50.30 

100 60.35 60.12 40.52 56.33 32.77 33.37 63.27 

150 73.74 75.37 44.58 71.23 43.26 38.15 77.69 

 

The distribution of the data drawn from the uniform distribution has a symmetrical feature. The power 

performances of the tests at different sample sizes in uniform distribution are given in Table 6. 

 

When Table 6 is examined, it is seen that the strongest test is skewness except for the case of 𝑛 = 10, 

the second strongest test is SW in small sample sizes (𝑛 < 30), DP in larger sample sizes (𝑛 ≥ 30). 

When 𝑛 = 150, it is seen that the powers of the kurtosis, DP and SW tests approach 100%. In 

addition, the power of the JB test, which has the weakest power when 𝑛 < 70, approached 100% in 

large sample sizes (𝑛 = 150). Again, although the skewness test performed very poorly and there is a 

slight improvement, not with the increase in the sample volumes, there is a decline in the test 

performance. 

 

Table 6. Powers of normality tests in uniform distribution (%). 

α n DP Kurtosis Skewness SW KS Lilliefors JB 

0.05 

10 2.83 7.47 1.97 8.67 5.65 6.36 0.21 

20 15.51 29.98 0.65 20.24 6.98 9.78 0.06 

25 27.22 43.90 0.36 28.78 9.67 12.2 0.02 

30 40.28 57.18 0.41 38.53 12.81 14.79 0.05 

40 62.82 76.78 0.39 57.80 19.09 20.96 0.02 

50 79.74 88.46 0.23 74.95 21.23 26.29 0.03 

70 95.81 98.13 0.19 94.00 39.08 30.95 3.60 

100 99.70 99.86 0.08 94.31 55.24 59.06 56.5 

150 99.99 99.99 0.09 99.99 80.57 75.78 98.65 

 

4. DISCUSSION AND CONCLUSION 

 

In this study, it is determined that the best results in terms of type-I error in different sample sizes are 

given by the JB test. The same results are obtained for normal distributions in the studies conducted 

by [33] and [3]. It is determined from the simulation results that the most powerful test for normal 

distributions is the skewness test by [2]. [34] is determined that the JB test is not a strong test in the 

chi-square distribution, similar results are obtained for n=10 in this study, and the kurtosis test is the 

weakest test for larger sample sizes. In this study, the lowest test power is obtained from the t 

distributions, especially the 10 degrees of freedom t distribution. [35] is stated that all tests have low 

power in the beta (2, 5) distribution and [33] in the t distribution. In this study, it is observed that SW 

is a strong test in general in non-normal distributions and the test power increased as the sample size 

increased. Similarly, [1] and [2] suggest SW for non-normally distributed distributions; [25], on the 
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other hand, states that although SW has low power in small sample sizes in normal and non-normal 

distributions, it is generally a powerful test. 

 

[36] are compared the results of nine statistical procedures for normality assessment. They are stated 

that the SW test is more sensitive than many alternative tests used to test normality in small samples 

(𝑛 < 20). [37] compars some tests with the SW test at different distributions and sample sizes and 

tested their power performance for normality. it is stated that the Anderson-Darling (AD) test has a 

power close to the SW test and can be used as an alternative. [38] compared univariate normality tests 

using 20, 50, and 100 sample sizes in different distributions in terms of type-I error and test power, 

and found that the AD test is more powerful than the KS test. [39] compared the KS, SW, AD, and 

Lilliefors tests for test power. It is observed that the SW test is the strongest test of normality in 

normal and non-normal distributions, followed by the AD, Lilliefors and KS tests, respectively. In 

addition, it has been determined that these four tests have low power performance in small-sized 

samples. 

 

With the Monte Carlo simulation study, univariate normality tests are examined in terms of type-I 

error value in samples taken from a normally distributed population. When the test results according 

to 𝛼 = 0.05 are compared, the JB test type-I error value remains well below 5%, and the type-I error 

value increases with the sample size, reaching a maximum of 4.44%. Type-I error probabilities of 

skewness, kurtosis, KS, SW, and Lilliefors tests ranged from 4.5-5.5% with small deviations, and 

generally close to 5%. However, although the DP test has high power values in general, type-I error 

rates could not maintain the 5% level and all values of type-I error rates are found to be between 5% 

and 6%, usually close to 6%. Type-I error probabilities of the kurtosis test, although they are slightly 

low at the beginning, increased slightly with the increase in the sample size, reaching over 5%. On the 

contrary, in the Lilliefors test, while type-I error probabilities are above 5% at the beginning, type-I 

error probabilities decreases to around 4.5% as the sample size increased. 

 

In a 1-degree-of-freedom chi-square distribution, the power performances of the other tests except the 

kurtosis test exceed 80% when the sample size is at least 25, and this performance approaches 100% 

when the sample sizes are enlarged. Power performances above 80% for the other tests except the 

kurtosis test in the chi-square distribution with 5 degrees of freedom are obtained only when the 

sample size is 100. In chi-square distributions with 1 and 5 degrees of freedom, increasing the sample 

size increases the power performances of the normality tests, while increasing the degrees of freedom 

decreases the power performances of the normality tests. 

 

It is seen that the power performances of the normality tests are low in small sample sizes in the 2 and 

5 parameter beta distribution. So much so that when 𝑛 = 100, only the SW test is over 80%, and 

when 𝑛 = 150, the power performances of the DP,  skewness, SW and JB tests are over 80%. It has 

been observed that the power performances of the kurtosis test do not change much with the sample 

sizes and perform very poorly. In the 1 and 1 parameter beta distribution, as the sample size increases, 

the test powers also increase. However, when 𝑛 = 50, it is seen that the powers of only the DP and 

kurtosis tests exceed 80% and the skewness test performs very poorly in general. In general, the power 

performances of the normality tests in the 2 and 5 parameter beta distribution are much better than the 

power performances obtained from the 1 and 1 parameter beta distribution. In addition, it is observed 
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that the kurtosis test in the 2 and 5 parameter beta distribution and the skewness test in the 1 and 1 

parameter beta distribution gave very bad results. 

 

It is determined that the test powers in the 5-degrees-of-freedom t distribution are weak in all sample 

sizes and there is a certain improvement in the power values of all tests with the increase in sample 

sizes. The power values of the tests in the t-distribution with 10 degrees of freedom are quite weak in 

all sample sizes. The highest power values are obtained with the JB test, such that the JB reached a 

maximum with value of 77.69 in the 5-degrees-of-freedom distribution and 37.59 in the 10 degrees-

of-freedom distribution. 

 

When n≤70 in the uniform distribution, the power performance of the JB test and the skewness test in 

other sample sizes are quite low. When n≤50, only the power of the DP and kurtosis tests are 

exceeded 80%. The JB test, which performs very poorly in small sample sizes, reaches a very high 

power of 98.65% when n=150. 

 

When the DP, kurtosis, skewness and JB tests from the moment tests are compared, it is seen that the 

skewness and SW tests are stronger than the other moment tests in non-normal distributions such as 

𝜒(1)
2 , 𝜒(5)

2  and beta (2, 5). In addition, it is observed that the DP test is more powerful than the JB test, 

and the JB, which gives bad results in small sample sizes, gives very good results in large sample 

sizes. In beta distributions, it is observed that the kurtosis and skewness tests are highly affected by 

the distribution parameters. 

 

When the normality tests examined in this study are taken into account and compared in all 

distributions, it is determined that SW gave better results than other tests for normal and non-normal 

distributions, and DP, skewness and JB tests are also strong. In addition, it can be said that the 

increase in sample size increases the test power, and as a result, the sample size is an important 

parameter for the power of the test as well as the distribution pattern. Moreover, it was determined 

that SW test gave good results in all distributions, JB could be used as an alternative to SW in large 

sample sizes, and normality tests gave poor results in 5 and 10 degrees of freedom t distributions. 

 

Thus, the study is capable of helping the selection of appropriate univariate normality tests to obtain 

more reliable results by considering the sample distribution and size in future studies. 
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ABSTRACT 

 

This study reports the influence of the addition of Yttrium (wt.3%) on strain-rate sensitivity of Mg-

6Sn alloy. The Mg-6Sn and Mg-6Sn-3Y alloys were made by using high pressure die-cast. The 

microstructural and X-ray diffraction results exhibited that the Sn3Y5 and MgSnY intermetallic phases 

were formed with addition of Y to the Mg-6Sn alloy. Furthermore, the grain structure of the Mg-6Sn 

alloy was changed from dendritic to globular with addition of Y. The strain-rate sensitivity value of 

the Mg-6Sn-3Y alloy is found higher than that of the Mg-6Sn alloy for all strain value. This result was 

attributed to the formation of new intermetallics (Sn3Y5 and MgSnY) and microstructure morphology 

(from dendritic structure to globular). 

 

Keywords: Mg-Sn alloy, high pressure die casting, yttrium, strain-rate sensitivity 

 
1. INTRODUCTION 

 
The strain-rate sensitivity (SRS) is very vital parameter for pure Mg and its alloys, which have the 

hexagonal close-packed structure apart from some Mg-Li alloys. It is well known for homogeneous 

deformation that it needs to at least five independent slip systems. However, many Mg alloys have 

only two available independent basal slip systems at low temperatures. Therefore, it can be said that 

they have limited ductility or formability when compared with aluminum alloys and steel [1-5]. The 

magnesium alloys are the best candidate for structural and automotive applications because of their 

lower density than that of other metallic components like steel and aluminum. However, the Mg alloys 

have some disadvantages (such as formability, mechanical properties and corrosion resistance), which 

are still not improved adequately. The ductility is one of the disadvantages for pure Mg and Mg 

alloys. Hence, the SRS of commercial Mg alloys has been investigated by many researchers to obtain 

information about tensile ductility and the deformation mechanisms [6-9]. For instance, Wang et. al. 

[10] displayed that the SRS of rolled Mg-3Al-3Sn alloy depends on the alloy’ grain size and reported 

that the SRS increases with the improvement of grain size.  At another study, the SRS of pure 

magnesium, Mg-1Al and Mg-1.4 Gd alloys was investigated by Stanford et. al. [11] and they found 

mailto:guvenyarkadas@mersin.edu.tr
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that while the Mg-1Al alloy’s SRS was 30% lower than that of pure Mg and the SRS of Mg-1.4Gd 

alloy was similar to pure Mg. Ang et. al. [ 12] published article about the SRS of magnesium alloys 

containing aluminum. It is reported that when the Al content in Mg alloys is increase, the strain-rate 

sensitivity is decreased and furthermore, twinning has important effect in deformation of magnesium-

aluminium based alloys. 

 

As seen above that, a lot of studies concerned with the strain-rate sensitivity were performed on 

magnesium-aluminium based alloys. In the last decade, if it is considered that the findings about Mg-

Sn binary alloy systems, these alloys could be an alternative to Mg-Al binary alloys due to their better 

mechanical properties [13-17]. However, the Mg-Sn alloys’ SRS has not studied adequately. 

Therefore, this study investigated the SRS of Mg-Sn and yttrium-added Mg-Sn alloys. The tensile 

behavior of the alloys was investigated over a wide strain rate range 10
0
-10

-4
 s

-1
.  

 

2. MATERIAL AND METHOD 

 

2.1. Experimental Details 

Magnesium ingot, high purity tin granules and Mg-30 wt.%Y were used to prepare Mg-xSn and Mg-

xSn-yY alloys (x=6 and y=3 wt.%), whose composition is listed in Table 1. The alloys were obtained 

using an induction furnace in a SiC crucible under a mixture gas (99% CO2 +1% SF6) to prevent 

oxidation. Firstly, pure Mg was melted at 750ºC, after melting, and then Mg-30Y master alloy and 

pure tin were added. Both alloys were kept at 750ºC for 600 s to ensure chemical reaction, then the 

oxidized layer on the melt was cleaned. After this stage, the prepared alloys were solidified at 250ºC 

by a high pressure die casting machine in a mold designed to produce 4 tensile samples and 

metallographic samples. 

 

Table 1. Chemical composition of Mg-Sn-Y alloy using X-ray fluorescence (Bruker S8Tiger) 

analysis. 

Sample Magnesium (Mg) 

(wt.%) 

Tin (Sn) 

(wt.%) 

Yttrium 

 (wt.%) 

Mg-6Sn 93.37 6.07 - 

Mg-6Sn-3Y 90.58 5.98 3.08 

 

Metallographic specimens were chemically etched with (20 ml CH₃ COOH, 60 ml ethylene glycol, 1 

ml HNO3 and 19 ml distilled water) acetic glycol after polishing and investigated by an optical and a 

scanning electron microscopy (SEM). X-ray (with a Cu Kα radiation (wave length 0.15418 nm) at 40 

kV and 40 mA) patterns were characterized.  

 

The alloys’ tensile properties were tested via a RAAGEN tensile test machine with a strain rate of 10
0
, 

10
-1

, 10
-2

, 10
-3

 and 10
-4

 s
-1

. The alloy’s tensile results are the average value of three tests under each 

condition. 
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3. RESULTS 

 

3.1. Microstructural characterization 

Fig. 1 depicts the X-RD results of the Mg-6Sn and Mg-6Sn-3Y alloys. The resulted patterns show that 

both α-Mg and Mg2Sn intermetallic phases exists in both alloys. Furthermore, the peak of Sn3Y5 and 

MgSnY intermetallic phases was found with addition of Y element. 

 

 

Figure 1. The X-RD results of the Mg-6Sn and Mg-6Sn-3Y alloys. 

 

Fig. 2 shows the general microstructure of the Mg-6Sn (Fig. 2 a, b and c) and Mg-6Sn-3Y (Fig. 2 d, e 

and f) alloys. Microstructure images exhibit that the dendritic structured grains are dominant in the 

Mg-6Sn alloy. According to the phase diagram of Mg-Y binary alloy[18], there is limited solid 

solubility of Y in the magnesium matrix. Hence, Y atoms are pushed to the edge of the liquid /solid 

interface, which restricts the growing of grains and promotes new seed formation in the melt during 

solidification. Hence, the microstructural morphology of the Mg-6Sn alloy was changed from 

dendritic to globular with addition of Y.  
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a) 

 

b) 

 
c) 

 
d) 

 

e) 

 

f)  
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Figure 2. The SEM microstructure of experimental alloys; (a), (b) and (c) Mg-6Sn, (e), (f) and (g) 

Mg-6Sn-3Y. 

 

 

Muthuraja et. al [19] have been thermodynamically computed the phase diagram of magnesium-

yitrium-thin ternary alloy systems. They mentioned the prensence of the Sn3Y5 and MgSnY 

intermetallic phases in Mg-3Sn-15Y alloy. The EDS measurement of the Mg-6Sn-3Y alloy is shown 

in Fig. 3. Considering the atomic ratio of Sn to Y, the spot 1 could be idendified as MgSnY ternary 

intermetallic phase.  Since spot 2 contains a higher amount of Y than the spot 1, it was thought that 

the spot 2 was Sn3Y5 intermetallic phase.  

 

  

Spot 

No: 
Chemical compositions, (at.%)         Atomic ratio 

 Sn Y Mg  Mg/Sn Sn/Y 

1 28.19 29.52 42.29  1.5 0.95 
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2 11.03 14.98 73.99  5.94 0.73 

Figure 3. The EDS measurement of the Mg-6Sn-3Y alloy. 

 

3.2. Tensile properties 

Fig. 4 exhibits tensile test curves at different strain rates ranging from 10
-4

 to 10
0
 s

-1
 for the Mg-6Sn 

and Mg-6Sn-3Y alloy, respectively. Table 2 depicts mechanical properties of the Mg-6Sn and Mg-

6Sn-3Y alloys at different strain rate. It can be seen from Fig. 4 a and b the test curves of the both 

alloys that the yield strength value was decreased with declining strain rate, while the elongation of 

alloys increased with declining strain rate. Furthermore, the alloys’ tensile strength was reduced with 

decreasing strain rate. 

 

a)  b)  

Figure 4. Stress-Strain curves of experimental alloys at different strain rate. 

 

Table 2. The Alloys’s yield, tensile and elongation to failure results at various strain rates. 

Strain 

rate, (s
-1

) 

Yield strength, (MPa) Tensile strength, (MPa) Elongation to Failure, (%) 

Mg-6Sn Mg-6Sn-3Y Mg-6Sn Mg-6Sn-3Y Mg-6Sn Mg-6Sn-3Y 

10
0 

108 137 156 186 8,32 13,01 

10
-1 

106 115 154 178 8,47 13,26 

10
-2 

96 111 152 164 10,72 13,96 

10
-3 

94 102 149 157 13,21 16,92 

10
-4 

84 96 146 153 14,53 18,81 

 

3.3. Strain rate sensitivity (SRS) 

The stress- strain curves can be used for describing the SRS exponent (m), which is determined by the 

following equation [8, 10, 20-21].  

 

           (1) 
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where  is the true flow stress at a given true strain rate  under constant temperature and strain (). 

Fig. 5 shows variations of strain-rate sensitivity with true strain. It can be said that from Fig.5 strain-

rate sensitivity rises with strain in both of the experimental alloys. Also, the Mg-6Sn-3Y alloy’s SRS 

is found higher than that of the Mg-6Sn alloy for all strain value.  

 

Figure 5. Variations of strain-rate sensitivity with true strain,  ε ̇ =10
-4 

- 10
-1 

s
-1

. 

 

3.4. Fracture 

Fracture morphology of Mg polycrystalline alloys apart from some Mg-Li based alloys is generally 

quasi-cleavage fracture or brittle through cleavage because of their h.c.p. crystal structure. The major 

plastic deformation mode occurs via dislocation slips on prismatic and basal planes as well as 

deformation twinning [3, 10, 22-24]. Fig. 6 exhibits the fractured surfaces of the Mg-6Sn (Fig. 6 a and 

b) and Mg-6Sn-3Y (Fig. 6 d and c) alloys at the lowest and highest strain rates. Largely, it was 

observed from Fig. 6 (a) and (b) that quasi-cleavage, tearing edges and dimples can be detected on the 

fractured surface of the main and Y content alloys. Furthermore, it can be said that more uniform 

dimples, which are much larger and deeper, can be observed on the Mg-6Sn-3Y fractured surface 

compared to that of the Mg-6Sn alloy. This result proved that the Mg-6Sn-3Y alloy displays a more 

ductile behavior.   
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a) 

 

b) 

 

c) 

 

d) 

 

Figure 6. The fracture surfaces of (a) and (b) the Mg-6Sn and (c) and (d) Mg-6Sn-3Y alloys at the 

lowest and highest strain rates. 

 

4. DISCUSSIONS 

 

Obtained results showed that the Mg-6Sn-3Y alloy exhibited more plastic deformation behavior than 

Mg-6Sn alloy for all strain rates (Fig. 4). Furthermore, the strain rate sensitivity value of Y including 

alloy is higher than Mg-6Sn alloy for all strain rates (Fig. 5). The underlying cause in the Mg-6Sn-3Y 

alloy is probably the formation of new intermetallics (Sn3Y5 and MgSnY) and microstructure 

morphology (from dendritic structure to globular). Because, it is thought that the microstructural 

modifications were increased the density of dislocations, and the twins of deformation in the α-Mg 

grains. Additional newly formed twin boundaries from deformation twins probably play an important 
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role for barriers to mobility of dislocations and stock the pile-up of dislocation, which could provide 

huge resistance to the more dislocation movement. 

5. CONCLUSIONS 

The conclusions as follows; 

1. The α-Mg and Mg2Sn intermetallic phases have found in both alloys. Moreover, the new 

Sn3Y5 and MgSnY phases were observed with the addition to Y. 

2. The microstructure of Mg-6Sn alloy was changed from dendritic to globular with the 

addition of alloying element Y.   

3. The main fracture mechanisms of the both alloys were the quasi-cleavage, tearing edges and 

dimples for both the alloys. In addition to this, the fractured surfaces of the Mg-6Sn-3Y alloy at high 

and low strain rates have more uniform dimples. It means that the Mg-6Sn-3Y alloy exhibits a more 

ductile behavior. 

The strain rate sensitivity value of Y including alloy is higher than that of Mg-6Sn alloy for all strain. 

The underlying cause in the Mg-6Sn-3Y alloy is probably the formation of new inter-metallics and 

microstructure morphology (from dendritic structure to globular). 
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ABSTRACT 

 

This study focuses the design and analysis of a compact, multi-band microstrip patch antenna for 

wireless communications operations. The design antenna exhibits distinct quad resonance frequency 

bands I from 1.879 GHz to 1.986 GHz, II from 3.1 GHz to 3.87 GHz, and III from 4.97 GHz to 6.515 

GHz, IV from 7.26 GHz to 8.6 GHz, which covers GSM 1.900 GHz, WLAN (5.2/5.8 GHz), DSRC 

5.9 GHz and WiMAX (3.5/5.5 GHz) bands. In addition, it can also support the X-band from 7.26 to 

8.6 GHz. The antenna is designed on an inexpensive substrate of FR4 with dimensions of 36(L) × 

25(W) mm2 and consists of two branches of curved strips for a quad-band response. The antenna is 

designed and analyzed using electromagnetic 3D computer simulation software. The designed antenna 

can provide advantages in GSM/WLAN/WiMAX/DSRC/X-band satellite applications for vehicle 

communication with four resonant frequency bands, nearly omnidirectional radiation characteristics, 

and acceptable gain. 

 

Keywords: Microstrip antenna, multi-band antenna, WLAN, WiMAX, DSRC Band, Vehicle 

communication 

 

1. INTRODUCTION 

 

Recently, wireless communication technology has shown tremendous improvement. This technology, 

which brings great convenience to people's activities, has ensured that it is adopted in almost every 

aspect of human life. With this technology, we can connect almost any device today without cables. 

On the other hand, developments in computing, cloud computing, and the internet of things (IoT) are 

paving the way for automation and intelligence in everyday work. Because of this progress, interest in 

intelligent transportation systems (ITS) and vehicle communication is increasing. Wireless 

communication, sensing capabilities, and advanced computing play a vital role in ITS [1–4].  
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Modern automobile (vehicle) technology has become a sector that has recently shown increasing 

interest in various wireless communication systems to improve both traffic flow and traffic safety [5]. 

With wireless vehicle communications in the ITS, many new functions, such as traffic alerts, road 

emergency alerts, and safety alerts, can be easily realized. Thus, drivers and other users can share real-

time information to prevent potential traffic hazards and increase traffic efficiency [6]. 

 

The antenna plays a crucial role at the front end of wireless systems and is an important component of 

in-vehicle communication systems. In recent years, Monopole, Microstrip Patch, On-Glass, Bonded 

Foil, and Fractal Antennas have been among the commonly used antenna technologies for in-vehicle 

communication. However, the microstrip patch antenna is more popular than other in-vehicle 

communication technology. It is widely used due to its unobtrusive low profile, lightweight, flat 

structure, and ease of integration into components such as the vehicle bumper, fender, roof, or the 

back of the trunk lid [3, 7].  

 

An ITS uses GPS, WLAN, WiMAX, Dedicated short-range communication (DSRC), etc., to transmit 

traffic information over short distances. It should cover different wireless communication standards, 

such as Multi-band antennas that have the potential to connect numerous professional forms in a 

single device [8]. In this case, it is most suitable if the antenna is multi-band operable [9]. Multi-band, 

low-profile, low-cost antennas that combine multiple antennas in a system are of great interest in the 

ITS. To create multi-band resonance, techniques such as creating slots in the antenna patch and 

ground plane, adding fractals of various shapes, and parasitic loading are commonly used [8,10,11]. In 

the literature, dual-band [1,12,13] and multi-band [14–16] antennas operating in WLAN, WiMAX, 

DSRC, and other communication bands have been studied for vehicle communication. DSRC is a 

standard wireless technology and operates in the 5.9 GHz (5.850 - 5.925 GHz) frequency band to 

enable vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) cooperation in ITS. [17,18]. 

 

In this study, a quad-band low-profile microstrip patch antenna with a simple geometric architecture is 

proposed for vehicle communication applications. The antenna covers the GSM 1.900 GHz, 

WiMAX3.5/5.5 GHz, WLAN 5.2/5.8 GHz, DSRC 5.9 GHZ and X-band satellite frequency bands. 

WLAN applies to high-speed low-energy internet access in the vehicle, and with DSRC vehicle 

communication, it can provide the driver with some advantages, such as accident prevention on the 

roads. This article is organized into four sections. Detailed geometric structure and antenna design are 

presented in section 2. The simulated reflection coefficient and radiation pattern results are discussed 

and presented in section 3, and concluding explanations of this article are given in section 4. 

 
2. ANTENNA DESIGN 

 

This study aims to propose a microstrip antenna operating in multiple frequency bands for vehicle 

communication applications. In addition, the antenna must have an omnidirectional radiation pattern 

and good impedance matching that supports vehicle-to-vehicle and vehicle-to-roadside 

communications. Figure 1 shows the geometry and parametric configuration dimensions of the 

proposed quad-band antenna for GSM, WiMAX, WLAN, DSRC, and X-band bands operation. The 

antenna is designed on an inexpensive FR4 substrate with a thickness of 1.57 mm, a relative 

permittivity of 4.4, a loss tangent of 0.02, and a compact size of 36×25 mm2. The conductor layers are 
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realized using a thick copper material of 0.017 mm (Tcop=1 Oz). As shown in Figure 1a, the top side 

of the FR4 substrate consists of the two branches of curved strip radiating element and a 50 Ω 

microstrip inset feed line for good impedance matching at the selected bands. The width of feed line is 

set at 3.08 mm. As shown in Figure 1b, a rectangular partial ground plane is printed on the bottom 

layer of the substrate for omnidirectional radiation. In addition, a small slot (WgsxLgs) was created in 

the ground plane for good impedance matching. The antenna structure was designed and analyzed 

using 3D commercial electromagnetic simulation software (CST). Table 1 summarizes the detailed 

dimensions of the proposed design. The final all design parameters of the antenna structure are 

showed in Table 1 (units are in mm). 

 

 

Figure 1. Proposed multi-band antenna. (a) Top architecture (b) Bottom architecture. 

 

Table 1. The design parameters of the proposed antenna (mm). 

W L Wf Lf a b c d 

25 36 3.08 14 3.68 2 1.7 1.2 

e f g h i k l m 

3.2 4 7 4.2 1.6 3.9 2.6 8 

n o p r Wg Lg Wgs Lgs 

10.7 3.7 4.9 8.5 25 13.5 4.2 0.65 
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3. SIMULATION RESULTS AND ANALYSIS  

 

The reflection coefficient (S11), radiation patterns, gain and radiation efficiency performance 

parameters of the antenna were simulated and analyzed. Figure 2 shows the frequency versus 

reflection coefficient (S-parameter) curve calculated via simulation. Based on S11 ≤ − 10 dB criteria, 

the calculated S11 shows that Antenna realizes four resonances at 1.936 GHz, 3.425 GHz, 5.89 GHz, 

and 7.8 GHz, with the corresponding frequency bands of 1.879–1.986 GHz, 3.10–3.87 GHz, 4.97–

6.515 GHz, and 7.26–8.6 GHz. Results S11 indicate that the first resonance frequency at 1.936 GHz 

operates in the GSM 1.900 GHz (1.850-1.990 GHz) band, and its bandwidth is near the GSM band 

(For S11 ≤ − 6 dB criteria, it covers GSM 1.900 GHz band). The second resonance frequency at 3.43 

GHz covers the WiMAX 3.5 GHz (3.30-3.80 GHz) band. The third resonance frequency at 5.9 GHz 

cover the WLAN 5.2 GHz/5.8 GHz (5.15-5.35, and 5.725-5.85 GHz), WiMAX 5.5 GHz (5.25-5.85 

GHz), DSRC 5.9 GHz (5.850-5.925 GHz) bands. The fourth resonance frequency at 7.8 GHz operates 

in the X-band. 

 

 

Figure 2. The simulated frequency versus reflection coefficient (S-parameter) curve. 
 

The surface current distributions of the antenna calculated in the simulation at 1.936 GHz, 3.43 GHz, 

5.9 GHz and 7.8 GHz are illustrated in Figure 3. The larger one indicates surface current distributions 

in red, and the smaller one in blue. As can be seen from the results, the current distributions of the 

frequencies are different from each other. For the lowest frequency band at 1.936GHz, it is seen that 

the surface currents are more concentrated on the long arm patch radiator and some parts of the short 

patch (Figure 1a). However, on the higher resonant frequency bands, generally decreasing density of 

surface currents is observed. As shown in Figure 3b, the current at 3.43 GHz frequency is 

concentrated on the short arm of the patch, especially on the vertical conductor between the horizontal 

conductors, and there is also partial current density on the microstrip feed line close to the patch. As 

seen in Figures 3c and 3d, current densities are close to homogeneous on the microstrip feed line and 

patches. The current  density at 5.9 GHz is slightly more concentrated on the upper horizontal 
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conductor of the long arm of the patch and the microstrip feedline than in the other parts of the 

antenna. 

 

    

 

(a) (b) (c) (d)  

Figure 3. Simulated surface current distributions for different operating frequency bands of the 

antenna. (a) 1.936 GHz (b) 3.43 GHz (c) 5.9 GHz (d) 7.8 GHz. 

 

Figure 4 illustrates the simulated far-field radiation patterns for the antenna in the polar coordinate 

system at 1.936 GHz, 3.43 GHz, 5.9 GHz, and 7.8 GHz maximum resonance frequencies. The solid 

and dash lines are phi=0° and phi=90°, respectively. As illustrated in Figure 4, the antenna exhibits 

omnidirectional radiation nearly dipole-liked radiation patterns at 1.936 GHz, 3.43 GHz (Figure 4a 

and 4b) and very close to omnidirectional at 5.9 GHz and 7.8 GHz (Figure 4c and 4d). It can be seen 

that the radiation patterns are somewhat distorted towards the upper resonance frequencies. This may 

be due to the asymmetrical patch of the proposed antenna and the excitation of higher-order resonance 

modes. However, it still has an omnidirectional radiation pattern acceptable for vehicle applications. 

An antenna with an omnidirectional radiation pattern is highly preferred in wireless vehicle 

communication systems since it provides signal communication from all directions. 
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(a)                                                       (b) 

 

 
(c)                                                       (d) 

Figure 4. Simulated far-field directivity radiation pattern (  Phi:0°,   - - - - Phi:90°) of quad band 

antenna at(a) 1.936 GHz, (b) 3.43 GHz, (c) 5.9 GHz, and (d) 7.8 GHz. 

 

Figure 5 illustrates the variation of the simulated gain  with the frequency of the quad-band compact 

printed antenna for all operating quad-frequency bands. The simulated maximum gains variation of 

the antenna are -0.16–0.61 dBi, 1.76–2.16 dBi, 1.87–2.6 dBi, and 2.5–3.3 dBi in 1.879–1.986 GHz, 

3.10–3.87 GHz, and 4.97–6.515 GHz, respectively. In addition, the gains at operating frequencies of 

1.936 GHz, 3.43 GHz, 5.2 GHz, 5.5 GHz, 5.8 GHz, 5.9 GHz, and 7.8 GHz are about 0.34 dBi, 1.97 

dBi, 2.05 dBi, 2.30 dBi, 2.50 dBi, 2.55 dBi, and 2.74 dBi, respectively. The reason why the gain is 

low or negative is because the antenna ground plane and dimensions are small in terms of electrical 

size (λ) as wavelength in free space. There is a similar situation in the literature [25][26]. In fact, these 
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antennas in the literature[25][26] are lower and have negative gain. For example, in [25] the antenna 

gains are -6 dBi, -4 dBi, 2.5 dBi, 5 dBi and 4 dBi at 1.5 GHz, 3 GHz, 5.5 GHz, 9.5 GHz and 11 GHz, 

respectively. This proposed antenna exhibits acceptable gains at GSM 1900 GHz, WiMAX 3.5/5.5 

GHz, WLAN 5.2/5.8 GHz, DSRC 5.9 GHz, and X-band satellite (7.26 - 8.6 GHz) operating bands, 

which makes it suitable for practical vehicle applications. 

 

  
(a) (b) 

  
(c) (d) 

Figure 5. Simulated gain of quad band antenna at (a) GSM 1.900 GHz, (b) WiMAX 3.5 GHz, (c) 

WLAN 5.2/5.8 GHz, WiMAX 5.5 GHz, and DSRC 5.9 GHz, (d) X-Band 7.26 - 8.6 GHz. 

 

Figure 6 illustrates the variation of the simulated radiation efficiency result for the antenna. The 

radiation efficiencies are about 60%, 82%, 77%, and 72% at the lower, second, third and higher 

frequency bands, respectively. According to these results, the antenna radiation efficiency is at a 

suitable level for vehicle communication applications. 
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Figure 6. Simulated radiation efficiency variation with the frequency of quad band antenna. 

 

A performance comparison between the design antenna and the multi-band reference antennas in the 

literature for size, number of operating frequency bands, and gain characteristics are given in Table 2. 

The design presented in the table seems to be very advantageous compared to other reference antennas 

in terms of electrical size (λ) as wavelength in free space and operation frequency band numbers. Only 

reference[20]  is equal to the recommended antenna, but its size and gain are smaller than 

recommended. In addition, in terms of gain, the proposed antenna is higher than the ref [19-22, 24] 

antennas and is close to the gain of the reference[23] antenna. From Table 2, it is evident that the 

quad-band antenna provides decent gains in a simple structure with a small size for vehicle 

communication in GSM 1.900 GHz, WiMAX 3.5/5.5 GHz, WLAN 5.2/5.8 GHz, DSRC 5.9 GHz, and 

X-band applications. 

 

Table 2. Performance comparison of dimensions, resonant frequency, number of bands and gain. 

Ref.  Antenna Dimensions  

(mm/ λ) 

Resonant 

Frequency 

(GHz) 

Num. 

of 

Band 

Gain  

(dBi) 

Applications 

[19]  

 

45.5 × 20.8 × 1.6 FR4 

0.388 λ × 0.177 λ × 0.013 

λ 

2.20 – 2.92  

3.22 – 4.39 

5.08 – 6.79  

Tri  

Band 

2.15  

2.42 

1.08 

WLAN, 

WiMAX 

[20]  

  

30 × 24.8 × 1.6 FR4 

0.309λ × 0.255λ × 0.016λ 

3.04 – 3.15  

5.44 – 5.72 

6.76 – 7.72 

9.42 – 9.98 

Quad 

band 

1.35  

1.0  

1.07 

1.75 

WiMAX, 

Satellite TV, 

and  

X-Band 

[21]  

 

35 × 30 × 1.6 FR4 

0.29λ × 0.254λ × 0.013λ 

2.41 – 2.56 

3.12 – 3.18 

Dual 

band 

1.05  

1.09  

WLAN, 

WiMAX 
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[22] 

 

50 × 40 × 1.6 FR4 

0.395λ × 0.316λ × 0.012λ 

1.85 – 2.90 

4.90 – 5.50 

Dual 

band 

2.3  

3 

3G, 4G, 

WLAN, and 

Bluetooth 

[23]  

 

36 × 39 × 1.6 FR4 

0.294 λ × 0.318 λ × 0.013 

λ 

2.35 – 2.52  

3.20 – 4.16 

5.13 – 5.87  

Tri 

band 

1.14 – 1.69 

2.41 – 2.79 

2.68 – 4.02  

WLAN 

WiMAX 

[24]  56 × 56 × 1.6 FR4 

0.35λ × 0.35λ × 0.01 λ  

1.75 – 2.0 

3.01 – 4.18 

Dual 

band 

1.5  

2.05 

GSM and  

5G (sub-6-

GHz) 

Our 

Design 

36 × 25 × 1.6 FR4 

0.232 λ × 0.161 λ × 0.01 λ 

1.879 – 0.986 

3.100 – 3.87 

4.970 – 6.515 

7.260 – 8.60 

Quad 

band 

-0.16 – 0.61 

1.76 – 2.16 

1.87 – 2.6 

2.50 – 3.3 

GSM, WLAN, 

WiMAX, 

DSRC and X-

bands 

 

4. CONCLUSIONS 

 

This article proposes a microstrip fed planar multi-band antenna for vehicular communication 

applications. The antenna has two branches of curved strips shaped radiator for multi-band response 

and is designed on an FR4 dielectric with dimensions of 36 × 25 × 1.6 mm3. The antenna is designed 

and optimized through the 3D electromagnetic simulation software program, and the antenna 

reflection coefficient, directivity, and gain parameters simulation results are presented successfully. 

The proposed design antenna offers four resonance frequency bands from 1.879 to 1.986, 3.10 to 3.86 

GHz, 4.97-6.515GHz and 7.26-8.60 GHz, cover many applications like GSM1900, WLAN, WiMAX, 

DSRC and X-bands. These bands have acceptable gains and nearly omnidirectional radiation 

properties for vehicle applications and many other applications. In addition, since the antenna is 

simple and small size design, it can be easily produced with an electronic printed circuit technique and 

can be easily integrated into different parts of the vehicle. With these advantages, the design is thought 

to offer good performance for modern multi-band wireless vehicle communication system 

applications. 
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ABSTRACT 

 

X-ray images is one of the most common utilities used by health care specialists for detecting healthy 

problems in patients’ chest.   In this work, deep learning techniques have been adopted for diagnosing 

and detecting of lung diseases. First, an experimental study has been conducted for selecting the best 

artificial neural network ANN model that can be used for lung X-Ray image classification. The 

obtained best model has been used for classifying the lung X-Ray images into three classes (Multi 

class classification) namely bacterial pneumonia, viral pneumonia, and healthy lung. After that, three 

well-known CNN architectures, namely ResNet, Inception, and MobileNet have been adopted and 

used as a feature extractor for the selected best ANN model. Moreover, the above-mentioned ANN 

model (both with and without the features extraction phase) has been used for classifying the lung X-

Ray images as healthy and pneumonia lungs (Binary classification). As a result of the study, the 

proposed ANN model with ResNet feature extraction phase gave the highest classification accuracy 

rate of 81.67% when multi-class classification has been conducted on the lung X-Ray dataset. On the 

other hand, the proposed ANN model with MobileNet feature extraction phase gave the highest 

accuracy rate of 95.67% when a binary classification has been conducted on the X-Ray image dataset. 
 

Keywords: X-Ray, Artificial Neural Networks, Pneumonia; Pre-Trained Models, Deep Learning. 

 
1. INTRODUCTION  

 

Today, X-Ray images are an effective tool used in the health sector for detecting many health 

problems. One of the most important advantages of X-ray images is that it helps to analyse the lungs 

by imaging pneumonia in them. The COVID-19 epidemic, which has exploded in recent years, has 
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shown that one of undoubtedly the most important issues in this field is the detection of the disease 

earlier and at a lower cost. However, it is difficult to detect pneumonia on X-Ray images, as well as 

to decide whether the detected pneumonia is bacterial or viral. It is a problematic situation that takes a 

long time for radiologists and remains in the middle of great hesitations about making the correct 

diagnosis. On X-Ray images, the part of the pneumonia is usually not conspicuously visible when 

viewed. It may even resemble images of other diagnoses and may overlap at some points. At the same 

time, it may appear as benign abnormalities that do not damage the lungs on the images, leading to a 

misdiagnosis. However, what is desired in the health sector is to make the most accurate diagnosis in 

a fast time. Deep learning techniques that emerged with the development of technology have been 

included in our lives and have become applicable in almost every sector. Deep learning is a machine 

learning technique that is effectively used in many problems and applications these days. In other 

words, deep learning is a branch of machine learning used in multiple domains such as natural 

language processing, computer vision, and voice recognition. The most striking feature of deep 

learning compared to previously used techniques is that it does not explicitly require a feature 

extraction step. The deep learning model receives unprocessed input to determine which parts of the 

model are valuable and will affect the result. Then it maps the predicted output to the desired output. 

Features are automatically extracted by the deep learning model without any manual intervention 

from the outside. Although the deep learning models that have been used and created recently within 

this technology require high levels of processing performance, this situation is no longer considered a 

problem with the increase in processor power in the 21st century. Deep learning models are a 

combination of traditional neural networks with an increasing number of hidden layers. Deep learning 

techniques can automatically reveal image features that contain the image's most distinctive 

information. There is no human intervention or manual feature determination in the extraction of 

features in these types of architectures. These techniques have recently been widely used in image 

recognition and image classification processes [5]. Deep learning techniques have been used to serve 

disease detection purposes as well. Multiple models have been proposed using this technology and 

adopted in various domains and obtained aver high results. In fact, these methods have become able 

to reduce the workload of radiologists and doctors working in the health sector and early detect the 

type of disease accurately. In this context, the use of deep learning techniques to detect and classify 

the disease from chest X-Ray images can be shown as an important development in terms of service 

to human health. Many research, articles, and applications have been conducted on this subject, and 

the detection accuracy results have increased and the detection time have decreased day by day. 

However, deep learning methods are still considered as an area for improvement as they give 

different accuracy results depending on the dataset and hyperparameters used in the models. 

Therefore, different methods, models and hyperparameters can be adjusted experimentally, and the 

best results can be obtained by performing performance analyse. 

 

2. RELATED WORKS 

 

In Ayan et al.'s study, two well-known CNN architectures, namely Xception and VGG16, have been 

used for classifying lung X-Ray images as normal and pneumonia cases [1]. At the same time, the 

performance of both architectures has been compared using different metrics. As a result of the 

research, it has been stated that the Xception architecture was better at detecting pneumonia cases, 

while the VGG16 architecture was more successful in detecting normal cases. Rajpurkar et al. [2], a 
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deep CNN model called CheXNet has been proposed to detect pneumonia from lung X-Ray images. 

It is stated that the proposed model is trained with one of the largest publicly available datasets, called 

ChestX-Ray14. As a result, it was observed that the CheXNet model obtained F1 score, exceeding the 

average radiologist's performance. In [3], [4], a dataset composed of 5856 computer tomography (CT) 

images and X-ray images has been used. The dataset includes 4273 pneumonia images and 1583 

healthy images. Multiple well-known CNN architectures namely VGG16, Inception_V3, VGG19, 

Inception_ResNet_V2, DenseNet201, MobileNet_V2, Resnet50, and Xception were adopted to 

classify the used dataset’s images. As a result of the study, while CNN architectures such as 

MobileNet_V2, Resnet50, and Inception_Resnet_V2 showed high performance, VGG16, VGG19, 

Inception_V3, Xception, and DenseNet201 CNN architectures were partially successful. The model 

that gave the highest accuracy rate was Resnet50 with an accuracy of 96.61%. In [4], 6 different 

models have been created for the detection of pneumonia from X-ray images. Two of these models 

consist of two and three convolution layers and have been named model 1 and model 2 in the study, 

while the others are the pre-trained VGG16, ResNet50, VGG19, and Inception-v3 models. At the end 

of the study, performance comparisons of these models have been conducted, and in the results, the 

model 1 and model 2 obtained a validation accuracy reached 85.26% and 92.31%, respectively. The 

accuracy of the other models i.e. VGG16, ResNet50, VGG19, and Inception-v3 were 87.28%, 

77.56%, 88.46%, and 70.99%, respectively. In the study of Kamrul et al. [5], a VGG16 CNN 

architecture has been used to detect a viral infection called COVID-19. It has been stated that, this 

architecture can detect pneumonia with a high accuracy reached 91.69% and sensitivity of 95.92%. In 

[6], a two-class classification model has been proposed to detect pneumonia. Instead of using 

different trained architectures as in other studies, it has been shown that creating a CNN network 

from scratch gives an effective accuracy result. The results obtained from the proposed model showed 

that the test accuracy was 95.31%, and the validation accuracy was 93.73%. In [7], four different 

models’ architectures have been compared to design a model that gives better results than the models 

in the literature. Two of these models are the pre-trained i.e. ResNet152V2 and MobileNetV2 models, 

while one of the other two models is a CNN-based model and the remaining model is the LSTM-

CNN-based model. As a result of the research, the most successful results have been obtained using 

the ResNet152V2 with 99.22% of accuracy, 99.43% of Precision and 99.44% of F1 score rate.  Also, 

it has been stated that approximately 91% of successful results have been obtained from the other 

adopted models. In [8], it has been aimed to define a model to identify and localize the pneumonia 

from the chest X-Ray images. The proposed model is based on Mask-RCNN, a deep neural network 

that combines global and local features for pixel-by-pixel segmentation. It was observed that the 

presence of pneumonia was not evident in the images, and the distinction between the two conditions 

was rather vague. In addition, it has been inferred that the larger image may be more useful for deeper 

information. However, it is stated that the computational cost will also increase exponentially when 

dealing with large image. Finally, data augmentation, dropout and L2 regularization techniques have 

been used in order to prevent the overfitting problem. In [9], it has been aimed to propose a model 

that could classify the data set consisting of four different X-Ray image classes, including 

coronavirus X-Ray images. To this end, seven CNN architectures namely VGG16, DenseNet201, 

VGG19, Inception_ResNet_V2, Resnet50, Inception_V3, and MobileNet_V2 have been adopted and 

compared in order to find the best model. It has been concluded that the Inception_ResNet_V2 model 

gave a better result than the other models with an accuracy rate of 92.18%. In [10], a CNN-based 

model called CVDNet model has been proposed for faster detection of patients with COVID-19 virus 
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from a dataset containing X-Ray images of viral pneumonia, COVID-19, and healthy people. The 

proposed CVDNet model has been trained using a small dataset containing 2905 X-Ray images, and 

the model's accuracy rate was 96.69%. In [11], five CNN architectures, namely ResNet50, 

ResNet152, ResNet101, Inception_ResNetV2, and InceptionV3 have been tested to select the best 

model for detecting COVID-19 cases from three X-Ray datasets. By investigating the results of the 

study, it is seen that the ResNet50 pre-trained architecture gives the highest accuracy among the 

tested five architectures for the used three different datasets. In [12], a model that can detect and 

classify COVID-19 cases has been proposed. In the proposed model, an CNN-based architecture 

called DarkCovidNet, inspired by the DarkNet architecture, has been adopted. Less layers and filters 

have been used in the proposed architecture compared to the original DarkNet architecture. It has 

been stated that the proposed architecture was able to perform multi-class and binary classification 

tasks with an accuracy of 87.02% and 98.08%, respectively. In [13], the use of ResNet model variants 

were proposed for differentiating COVID-19 pneumonia from bacterial, other viral pneumonia, and 

healthy cases in X-Ray. First, X-Ray images have been classified into three different classes using the 

ResNet50 architecture: healthy cases, bacterial and viral pneumonia. Later, all cases classified as viral 

pneumonia have been differentiated as COVID-19 induced pneumonia and other viral pneumonia 

using the ResNet101 architecture. As a result of the research, a success rate of 93.01% has been 

achieved in the first stage of the model, while a very high success rate of 97.22% has been obtained in 

the second stage. In [14], two different deep learning and machine learning-based models have been 

proposed for conducting multi-class and binary classification over the used the used X-Ray image 

dataset. Also, SMOTE algorithm, which is one of the oversampling methods used to make the image 

distribution in the classes equal and to overcome the imbalance data problems, has been used for 

balancing the dataset. Some metrics such as accuracy, precision, recall, and F1 score were used to 

evaluate the proposed model. As a result, a 95% of accuracy rate for binary classification has been 

achieved from the proposed two models. For multiclass classification, the average values for 

precision, recall and F1 score of the CNN and Ensemble models were 80%, 78%, 78% and 77%, 

75%, and 75%, respectively. Nayak et al. [15] proposed a deep learning-assisted automatic COVID-

19 detecting method using lung X-Ray images. They used eight different pre-trained CNN network 

models and compared the accuracy results of the models to find the best result. Some well-known 

CNN pre-trained models such as SqueezeNet, ResNet, GoogleNet, etc. have been adopted for 

conducting classification tasks in the study. As a result of the research, ResNet-34 outperformed other 

architectures with 98.33% of accuracy. In the study of Apostolopoulos et al., [16] a dataset composed 

of 3905 X-ray images has been used. First, the images have been divided into 2 classes namely 

COVID-19 and non-COVID-19, then, the same dataset has been divided into seven classes namely 

COVID-19, enema, effusion, emphysema, fibrosis, pneumonia, and normal.  After that, MobileNet v2 

model has been used as a feature extractor, and three different experimental studies have been carried 

out. As a result, the highest accuracy rate was 99.18% which obtained by applying binary 

classification, and 87.66% obtained by conducting multi-class classification. In the study of Bhardwaj 

et al. [17], chest X-ray image dataset includes 2161 COVID-19, 2022 pneumonia, and 5863 healthy 

people has been used. A pre-processing phase has been conducted including image normalization and 

contrast enhancement for improving the quality of the images. The authors adopted multiple well-

known CNN architectures for classifying the images in the dataset. As a result of the experiments, 

high accuracy rates reached 98.33% obtained by applying binary classification and 92.36% obtained 

by conducting multi-classification have been observed. In [18], some CNN pre-trained model has 



      
     

 
 

 

 
 
 

Bakır, et al., Journal of Scientific Reports-A, Number 52, 419-440, March 2023. 
 

 
 

423 
 

been adopted as a feature extraction phase for a deep learning model used for diagnosis of cataract 

disease in the eye. 

To our literature review, all studies conducted till now have used pre-trained models to diagnose chest 

diseases from X-Ray images. Classical neural networks (ANN) have not been tested for this issue in 

any of the reviewed previous studies. Therefore, in this work, an artificial neural network model were 

proposed and adopted to detect chest diseases based on X-ray images. Also, some pre-trained CNN 

models were used as feature extractor for the proposed ANN model to improve its results. 

Particularly, this work contains the following contributions: 

 An artificial neural network model was proposed for classifying the lung images as a binary 

and multi-class classification. 

 Multiple experiments have been conducted in order to select the best structure for the 

proposed ANN model. 

 Three well-known CNN architectures, including ResNet, Inception, and MobileNet, have 

been adopted to be used as a feature extractor for the proposed ANN model. 

 The proposed ANN architecture has been tested in terms both of binary and multi-class 

classification and the classification accuracy reached 81.67% and 95.67% for multi-class 

classification and binary classification respectively.  

 

3. MATERIAL AND METHOD  

 

3.1. Used Dataset  
In this study, chest X-Ray images obtained from the popular database Kaggle's "Chest X-Ray Images 

(Pneumonia) with new class" radiography database [19] has been used. This dataset contains three 

different classes of chest X-Ray images including people with bacterial pneumonia, people with viral 

pneumonia (pneumonia), and healthy (normal) people. There is a total of 4479 lung X-Ray images in 

the dataset including 1493 bacterial pneumonia images, 1493 viral pneumonia images, and 1493 

normal images. The dataset has been divided into 80% as a training dataset, 10% as a validation 

dataset, and 10% as a testing dataset. Figure 1 shows some sample images from the used dataset. 

 

3.2. Method 

In this study, performance analysis for deep learning techniques has been performed and different 

models have been tested in order to select the best model that can classify chest X-Ray images as viral 

pneumonia, bacterial pneumonia, or healthy with high performance and as low computational 

overhead as possible. An artificial neural network model has been proposed to classify chest X-Ray 

images in the used dataset. In addition, three pre-trained CNN models, namely ResNet, Inception, and 

MobileNet, have been used as a feature extractor to improve the results of the proposed ANN model. 

 

3.2.1. Artificial neural network (ANN)  
Artificial neural networks are systems consisting of processing elements connected to each other with 

different weight coefficients, which have been proposed to mimic the information exchange between 

the nerve cells in the human nervous system. Feed forward-back propagation ANN model is the most 

used method among the artificial neural network (ANN) techniques, where, this model can work with 

the logic of backward propagation of errors. Generally, ANN models are composed of five main 



      
     

 
 

 

 
 
 

Bakır, et al., Journal of Scientific Reports-A, Number 52, 419-440, March 2023. 
 

 
 

424 
 

components namely an input layer, weight coefficients, activation function, hidden layers, and output 

layer. A neural network contains three-layer is shown schematically in Figure 2 [20]. 

 

3.2.2. Convolutional neural network 

Convolutional neural network (CNN) is a type of NN that is commonly applied in computer vision 

[21] and natural language processing [22] domains. Generally, CNN can contains three different type 

of layers, namely input layer, one or more hidden layer, and finally an output layer. The hidden layer 

section can contain five different layer types including convolutional layers, activation function layers, 

pool layers, fully connected layers and normalization layers. The convolution operation conducted 

using multiple filters can be used for extracting features (feature map) from the dataset, which can be 

used as input for the next layers. The Pooling layer, also known as down-sampling layer, is used to 

reduce the size of feature maps such that the total computational time of the model can be reduced. 

MaxPooling and average pooling are the most popular used pooling operations. If we compare it with 

other classification algorithms and look at its advantages, CNN requires much less pre-processing and 

can give more successful results as the number of samples in the training dataset increases.  

 

Figure 1. Some examples of X-Ray images used. 
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Figure 2. General representation of artificial neural network. 

 

3.2.3. ResNet model 

ResNet 2015 [23], short for Residual Network, is a CNN architecture introduced to solve the most 

complex problems. Some additional layers have been proposed and added in order to improve the 

performance of the deep neural networks. Particularly, skip connection has been proposed in order to 

skip un-useful or not used layers in order to train a very deep structure without any overfitting 

problem. The reason behind adding more layers is for those layers to learn more and more complex 

features. Figure 3 shows the difference between the block used in the ResNet architecture and the 

block used in the normal CNN architecture.
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Figure 3. The difference between the block used in the ResNet architecture and the block used in the 

normal CNN architecture. 

 

3.2.4. Inception net 

Inception Network was once considered a cutting-edge deep learning architecture to solve image 

recognition and detection problems and was proposed in the 2014 article titled as "Going deeper with 

convolutions" [24]. The article proposes a new type of architecture called GoogleNet or Inception 

Network. It is basically a CNN architecture with a depth of 27 initial layers or filter blocks. Each 

initial layer is composed of a combination of convolutional layers (i.e. a layer containing a various 

filter sizes) with a single output vector that forms the input of the next layers. Figure 4 shows the filter 

logic used in the Inception architecture.

 

Figure 4. Filter logic used in the Inception architecture. 
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3.2.5. MobileNet model 

MobileNet V3 is a combination of hardware-aware architectures initially proposed to be used in 

limited recourse platforms such as mobile phones but it got more popular, and it is used in almost all 

platforms nowadays [25]. MobileNet architecture is based on different types of convolutional layers 

different from the classical one called Depthwise Separable convolution. The convolutional layers 

used in the MobileNet structure are composed of two steps namely Depthwise convolution and 

Pointwise convolution. Figure 5 shows the difference between the convolution operation used in the 

MobileNet architecture and the normal convolution operation. 

 

 

Figure 5. The difference between the convolution operation used in the MobileNet architecture and 

the normal convolution operation. 

 

3.2.6. Proposed model 

In this study, multiple neural network architectures, multiple CNN architectures and pre-trained CNN 

models have been tested and multiple experiments have been conducted, it has been observed that the 

neural network architecture can give better results for this problem. Therefore, in this study, a classical 

artificial neural network-based model has been adopted, and multiple pre-trained CNN models have 

been tested as a feature extraction phase for the proposed ANN model. First, we started with a shallow 

neural network architecture. Afterward, the number of layers used in the model and other 

hyperparameters have been changed and the model that gave the best result has been selected. 

Particularly, different values for regularization techniques such as L1 and L3, kernel initializers, 

activation functions, loss functions, batch normalization have been applied and tested in order to 

increase the performance and reduce the overfitting problem. In addition to this, all other 
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hyperparameters have been manipulated with different values, and at the end, the model that gave the 

most suitable and the best results for the research problem has been selected. 

 

First, the images in the dataset have been resized to 180 x 180 size before being used for training the 

proposed ANN model. Then, the pixel values in the image have been normalized to be between 0 and 

1. Afterward, the used dataset has been divided into 80% for training, 10% for testing, and 10% for 

validating the proposed model. In the next step, the two values for "batch size" has been tested i.e. 32 

and 64, but when the batch size was 64, the model gave a better result, so the batch size of 64 has been 

used. Also, the data samples in each batch have been configured to be randomly selected when entered 

into the model. The same logic has been applied to the validation dataset. Therefore, the model was 

validated using different data samples in each epoch. This means that the model is trained using 

different data and validated using different data in each epoch. This prevents the model from falling 

into overfitting to some extent. In the experiments conducted to obtain the best performance, it was 

aimed to determine the number of layers that gave the best performance and the number of neurons in 

each layer. As a result of multiple experiments, when we reached a neural network model consisting 

of 7 layers as in Table 1, the best results have been obtained.  

The “ReLu” activation function has been used in the hidden layers and the “softmax” activation 

function has been used in the output layer since the addressed problem is multi-class classification 

problem. “Adam” has been used as an optimizer and the “learning rate” value has been selected as 

0.001 after trying a range of values. Moreover, "sparse categorical crossentropy" has been used as a 

loss function. Also, "he_uniform" has been used as a kernel initializer to optimize the performance of 

the model.  

 
Table 1. Structure of the proposed ANN model. 

Layers Number Neurons Number 

1 512 

2 256 

3 128 

4 128 

5 64 

6 32 

7 3 

 

After selecting the best hyperparameter values of the ANN model that gives the best results, it is 

suggested to use some well-known pre-trained CNN architectures as a feature extraction phase to 

further improve the results of the proposed model. In particular, three well-known pre-trained 

architectures, namely ResNet, Inception, and MobileNet, have been tested. Figure 6 shows the final 

version of the proposed model. 
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4. EXPERIMENTAL RESULTS 

 

The models proposed in this study has been implemented using Jupyter notebook and python 

programming language on a laptop with Intel(R) Core (TM) i7-9750H CPU @ 2.60GHz 2.59 GHz 

processor, NVIDIA GeForce GTX 1650 graphics card and 8 GB of memory. Multiple Python libraries 

such as Tensorflow, Tensorflow_hub, and Keras have been adopted to implement the proposed model. 

First of all, some pre-processing operations have been applied to the images in the dataset, for 

example, all the images in the dataset have been resized to 180×180 and their pixel values have been 

rescaled to be between 0 and 1. We have conducted multiple experiments to select the best model that 

can achieve this task with the best score. For example, a different number of dense layers such as 2, 3, 

4, 5, and 6 have been tested, and it is concluded that the model with 6 layers can give the best results. 

Also, we have tested 32, 64, 128,256, and 512 values for the number of units in each dense layer, 32 

and 64 values for batch size, and 0.1, 0.01, and 0.001 values for the learning rate, uniform, normal, 

glorot_uniform, he_normal, he_uniform values for the weight initializer, and tanh and relu for the 

activation function used in the model’s layers. As mentioned previously mentioned the model gave the 

best results contains six dense layers with relu activation function and he_uniform weight initializer in 

each layer.  
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Figure 6. The proposed neural network model. 
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Also, we choose to use the Adam optimizer with a learning rate of 0.001 and 50 epochs to be used 

during training of the ANN model. Furthermore, the softmax or Sigmoid activation function has been 

adopted in the output layer for conducting the classification task depending on whether the task is a 

binary or multi-class classification. As a result of various trials, it has been observed that the model 

was exposed to a certain level of overfitting as shown clearly in the top section of figure 7. a. It can be 

noted from the figure that while the training loss decreased in accordance with the epoch number, it 

was not the case for the validation loss, where the validation loss increased with the increase in the 

epoch number. Also, we can note from the bottom section in figure 7. a, that while the training 

accuracy of the model increased in accordance with the increase in the number of epochs the 

validation accuracy was almost constant. No doubt it can be said that there is an overfitting problem in 

the model. So, various regularization techniques have been tested to overcome this problem. First, the 

"Batch Normalization" regularization technique has been applied between each hidden layer, but 

sufficient results could not be obtained. Afterward, the "dropout" technique has been applied, but this 

technique had a negative effect on the model’s performance. At the same time, since the loss value of 

the model got close to zero after a certain number of epochs, the training of the model slowed down 

and almost stopped. In order to solve this problem, the “L1” regularization technique has been tested. 

When we look at the results after the application of L1 regularization, we noted that the accuracy rates 

obtained from the experiments performed on the test dataset improved as can be seen in Table 2. Also, 

figure 7. a show the changes in the loss and accuracy values during training and validating of the 

model before using the L1 regularization technique. It can be clearly seen from the figure that while 

the training loss decreases as the epoch progresses, the validation loss increases as the epoch 

progresses. Figure 7.b shows the changes in the loss and accuracy values during training and 

validating the model after using the L1 regularization technique. It can be observed from Figure 7.b 

that this problem has disappeared to a good extent. Particularly, by looking at the figure we can 

observe that each of the training loss and the validation loss decreased in accordance with the increase 

in epoch number. Also, the training accuracy and validation accuracy increased in accordance with the 

increase in the number of epochs. So, we could mitigate the overfitting problem to some extent.  The 

highest accuracy rate obtained by applying the pure artificial neural network model for multi-class 

classification was 78.33%. 

After, that we proposed using some well-known CNN architectures as a feature extraction phase to 

improve the results of the proposed neural network model. To this end, three pre-trained CNN models, 

namely ResNet, Inception, and MobileNet, have been used. The feature maps extracted using these 

models have been used to train the proposed neural network model.  

First, the ResNet model were used as a feature extractor for the proposed ANN model. Since this 

model does not face the problem of overfitting like other CNN architectures, thanks to its skip 

connection logic, the “L1” regularization technique has not been applied. After training this model, 

the accuracy rate on the test dataset reached 81.67%. Then, the Inception structure were used as a 

feature extractor for the proposed neural network model. It has been seen that the accuracy rate of the 

trained model on the test dataset dropped down to 75% and negatively affected the original model.  

Finally, the MobileNet architecture were used as a feature extractor for the proposed artificial neural 

network model. In this experiment, the performance of the model reached 78.67% and a slight 

improvement has been noted over the original model’s performance. 
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As can be seen in Table 3, the ResNet-ANN model obtained the best accuracy value between the 

applied four scenarios, i.e. pure ANN model, Inception-ANN model, MobileNet-ANN model, and 

ResNet-ANN model. Also, the Precision, Recall, and f1 score values of the proposed ResNet-ANN 

model are shown in Table 4. 

 

However, when we look at the results, the expected success has not been achieved even in the ResNet-

ANN model, which gave the best results. So, we investigated the confusion matrix and the 

classification reports of the proposed models. As can be seen from the classification reports illustrated 

in Table 4 and the confusion matrix illustrated in Figure 8, the normal class has been detected with 

very high accuracy, and it was noticed that the highest error rate occurred between bacterial and viral 

classes. This is because the images in bacterial pneumonia and viral pneumonia classes have so many 

common features and similarities. Normally, these two classes have been considered as a single class 

in the previous studies in the literature [26]–[28]. Also, the high number of correctly classified images 

in the healthy class and the high number of misclassifications in other classes (which can be observed 

from the confusion matrix) support this situation. For example, 26 chest images from the first class 

(with Bacterial pneumonia class) have been wrongly perceived as second class (Viral pneumonia 

class), and 18 chest images from the second class have been wrongly perceived as first class. Also, by 

looking at the classification report, we can note that the Precision, Recall, and Accuracy metrics in the 

zeroth class (normal chest images) were very high, while these metrics were low for the other two 

classes. Therefore, we decided to test the performance of the proposed models after combining the 

two abnormal classes to be one class (applying binary classification for classifying the X-ray images 

as diseased and healthy. 

 

Table 2. The effect of L1 regularization technique on the proposed ANN model. 

L1 Regularization Technique Accuracy Rate (%) 

NONE 76,33 

ACTIVE 78,33 

 



      
     

 
 

 

 
 
 

Bakır, et al., Journal of Scientific Reports-A, Number 52, 419-440, March 2023. 
 

 
 

433 
 

  

a. Before L1 regularization 
b. After L1 regularization 

Figure 7. Loss and accuracy curves of the training and validation values of the model before and after 

the use of the L1 regularization. 

 

Table 3. Comparison of the proposed models’ results in multi-class classification. 

Used Model Accuracy Rate (%) 

Artificial Neural Networks (ANN) 78,33 

ResNet-ANN 81,67 

Inception-ANN 75 

MobileNet-ANN 78,67 

 

Table 4. Classification report of the ResNet-ANN model used for multi-class classification.  

Class Precision Recall F1-Score 

0 91 99 95 

1 79 70 74 

2 75 76 75 
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Figure 8. The confusion matrix of the ResNet-ANN model used for multi-class classification. 

 

After that, we proposed using the same proposed architectures i.e. pure ANN model, Inception-ANN 

model, MobileNet-ANN, and ResNet-ANN model for conducting binary classification. To this end, 

we changed the output layer in the model i.e. Softmax layer into Sigmoid layer, and the 

"sparse_categorical_crossentropy" loss function into "binary_crossentropy". 

When the results obtained after conducting the binary classification process have been investigated it 

is observed that great success has been achieved by all the proposed architectures. In this case study, 

the proposed MobileNet-ANN model has achieved the best results with a classification accuracy of 

95.67%. 

Also, the classification report and confusion matrix of the MobileNet-ANN model, which gives the 

highest result in the binary classification dataset, are shown in Table 6 and Figure 9. As seen in the 

classification report and confusion matrix, the misclassification between the classes is very low. 

Particularly, the F1 scores of the proposed MobileNet-ANN architecture reached 97 and 94% for 

pneumonia and normal classes respectively. Also, it can be concluded from the confusion matrix that 

only 4 data samples from the normal class and 9 samples from the pneumonia class have been 

wrongly predicted by the model.  

 
Table 5. Comparison between the results of the proposed models when they were used for binary 

classification. 

Used Model Accuracy Rate (%) 

Artificial Neural Networks (ANN) 92,67 

ResNet-ANN 94,33 

Inception-ANN 94,33 

MobileNet-ANN 95,67 

 

Table 6. Classification report of the MobileNet-ANN model used for binary classification. 

Class Precision Recall F1-Score 

0 91 96 94 

1 98 95 97 
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Figure 9. The confusion matrix of the MobileNet-ANN model used for binary classification. 

 

5. COMPARISON STUDY 

 

In this section, the results obtained using the proposed ANN model have been compared with some 

well-known and pre-trained CNN models. Particularly, in order to prove the efficiency of the 

proposed model, the pre-trained models that we used as the feature extraction phase in our model, 

namely ResNet, MobileNet, and Inception, have been tested as End-to-End models. In other words, 

the used pre-trained ResNet, MobileNet, and Inception models have been tested in terms of classifying 

X-ray images into two classes as standalone models. In addition, the results obtained in this work have 

been compared with the results of some previously conducted studies. using similar datasets. Table 7 

shows the conducted comparison study. Also, figure 10 illustrates a comparison between the proposed 

models in terms of the obtained classification accuracy. 

Table 7. Comparison of the obtained results. 

Study Year Used Model Classification 

Accuracy 

DARICI et al. [14] 2020 CNN model 95% 

 

Kaushik et al. [23] 2020 CNN model 92.31% 

Mabrouk et al. [24] 2022 Ensemble CNN model 93.91% 

Sharma et al. [25] 2020 CNN model 90.68% 

Tested End-to-End MobileNet - Pre-trained MobileNet 88.33% 

Tested End-to-End ResNet - Pre-trained ResNet 91.33% 

Tested End-to-End Inception 

V3 

- Pre-trained Inception V3 91.33% 

ResNet-ANN - Pre-trained ResNet + ANN 94,33 

Inception-ANN - Pre-trained  

Inception V3 + ANN 

94,33 

MobileNet-ANN - Pre-trained MobileNet + 

ANN 

95,67 
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6. DISCUSSION AND CONCLUSION 

 

Lung X-Ray images can be used as a first-line procedure to detect and classify healthy persons, 

patients with viral pneumonia, and patients with bacterial pneumonia. At the same time, the similarity 

between the features of the lung X-Ray images with viral pneumonia and the image with bacterial 

pneumonia makes it difficult for radiologists and physicians to diagnose the disease. In this study, an 

artificial neural network-based model has been proposed to diagnose pneumonia lung images. The 

proposed ANN model has been built empirically so that a range of values for each hyperparameter has 

been tested and the structure that can give the best results has been chosen. To this end, multiple 

values have been tested for multiple hyperparameters including the number of dense layers, the unit 

number in each layer, activation functions, the weight initializer that should be used in each layer, the 

batch size used during fed the data to the model, and the learning rate that should be used for training 

the model. First, the proposed ANN model has been tested as an end-to-end model in order to evaluate 

its efficiency in detecting pneumonia from X-ray images. This model has been named as Pure ANN 

model. After that, we proposed to use some well-known CNN architectures as a feature extraction 

phase to improve the performance of the proposed pure ANN model. To this end, three different pre-

trained CNN architectures namely ResNet, Inception, and MobileNet, have been adopted as a feature 

extraction phase for the proposed pure ANN model. Therefore, four different deep learning models, 

namely pure ANN, ResNet-ANN, MobileNet-ANN, and Inception-ANN, have been proposed for 

detecting pneumonia from X-Ray images. The proposed four models have been used in two different 

scenarios. In the first scenario, the proposed models have been adopted for classifying the lung X-ray 

images into three classes (multi-class classification) namely normal lung, lung with viral pneumonia, 

and lung with bacterial pneumonia. In the second scenario, the proposed models have been adopted 

for classifying the X-ray images as pneumonia-free lung (or normal lung) and lung with pneumonia. 

As a result, it was concluded that the deep learning techniques can reliably distinguish lung X-Ray 

images of patients with bacterial and viral pneumonia from lung X-Ray images of other healthy 

people. In fact, the deep learning model that gives the best results has been obtained by hybridizing 

the MobileNet well-known model with a fine-tuned ANN model, and its accuracy rate reached 

95.67%, as seen in Figure 10. However, since the X-Ray images of patients with viral and bacterial 

pneumonia are very similar, all the models used were partially successful in distinguishing between 

the viral and bacterial pneumonia images. Particularly, when the X-ray images have been classified 

into three classes using the proposed model the ResNet-ANN gave the best results with an accuracy 

rate of 81.67%. At the end of the conducted study, and as proof of concepts for the efficiency of the 

proposed models, we tested the used three pre-trained models as end-to-end models and the obtained 

results have been compared with the results obtained when the same models have been used as feature 

extractor for the proposed ANN model. We concluded that it is more efficient to use these models as 

aid models for some other models rather than using them as end-to-end models, where their accuracy 

did not exceed 91.33% compared to 94.33 and 95.67% that was obtained by using these models as a 

feature extraction phase for the proposed model. Therefore, it can be concluded that this model can be 

used as X-Ray image-based diseases detector in order to ease the work of health sector specialists.  
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Figure 10. Comparison of proposed models According to Accuracy Rates. 

 

In future studies, deeper and more fine-tuned structures can be conducted using a better level of 

processor capabilities and larger datasets. In addition, hyperparameters in the model can be fine-tuned 

using optimization methods such as Grid Search and Bayesian optimization algorithms. Also, the deep 

learning techniques such as well-known CNN architectures, ANN structures, and maybe auto-encoder 

structures can be tuned and used as a feature extractors for classical machine learning algorithms. 
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ABSTRACT 

 

This study aimed to evaluate the concentrations of the uncommon heavy metals (Ag, Bi, Co, Sb, Th, 

Tl, U, and V) in 90 soil samples obtained from both urban and agricultural lands near Uşak, western 

Turkiye to investigate dimensions of the existing ecological pollution using geoaccumulation and 

enrichment factor indices, and to identify their potential pollutants. The concentration values for the 

selected elements ranged from 0.01 to 0.46 mg/kg for silver (Ag); 0.07 to 0.72 mg/kg for bismuth 

(Bi); 7.9 to 55.8 mg/kg for cobalt (Co); 0.12 to 27.99 mg/kg antimony (Sb); 3.4 to 17.7 mg/kg for 

thorium (Th); 0.04 to 0.5 mg/kg for thallium (Tl); 0.3 to 7.3 mg/kg for uranium (U); and 18 to 72 

mg/kg for vanadium (V). Igeo values of Ag showed moderate to heavy contamination in the city 

center of Uşak province. Igeo values of Bi and Sb in the west part of the study area indicated 

extremely contaminated soils. EF values for Bi and Sb also showed significant enrichment in the soils 

in the western portion of the study area which further validates that the potential sources for Bi and Sb 

heavy metals contaminations might be anthropogenic. 

 

Keywords: Uncommon heavy metals contamination, Geoaccumulation index, Enrichment Factor, 

Bismuth, Antimony. 

 

1. INTRODUCTION 

 

Rapid industrialization and population growth, especially in developing countries, have started to be 

inevitable problems related to environmental pollution by heavy metals contamination which is one of 

the biggest issues facing the world today. Heavy metals are generally defined as metals or metalloids 

with a density higher than 5 g/cm
3
 [1-2]. It has been observed by numerous scholars that toxic 

elements (e.g., heavy metals) infiltrate humans and animals via the skin, the digestive system, or 

respiration. [3-4]. Toxic heavy metals have been proven to pose a major threat to human and animal 

health because of their capacity to affect DNA and disrupt the functioning of enzymes and protein 

molecules [5]. Although the heavy metals enter the organism easily, they are not so easily expelled 

from the metabolism and accumulate in the organism over time. Most of the health problems due to 

heavy metals accumulation in the human metabolism are chronic diseases or cancers that require 
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advanced diagnosis and treatment [6]. The heavy metals accumulation in soils occurs mostly at the 

surface or depths close to the surface. Almost all of the heavy metals are adsorbed by clay minerals in 

the soil or turn into stable forms by forming organic compounds in the soil. The heavy metal 

concentration in the soil decreases with depth [7], thus physicochemical properties of the soils play a 

major role during ecological assessment efforts. Heavy metals contamination in the soil occurs usually 

due to agricultural activities, waste disposal, industrial activities and effluents, mining and smelting, 

corrosion of metallic materials, motor vehicle exhaust, and electronic and biomedical waste (Figure 

1). Environmental pollution caused by the accumulation of common heavy metals  (As, Al, Cd, Cr, 

Cu, Hg, Pb, Ni, and Zn) and their anthropogenic sources in soils has been extensively studied before. 

However, the ecotoxicity of uncommon heavy metals (Ag, Bi, Co, Sb, Th, Tl, U, and V) in soils is 

currently underestimated and needs to be researched in order to better understand their impact on the 

environment [8]. This is due to the fact that their pollution is far less prevalent than that of common 

heavy metals. The purpose of this study is: (1) to analyze the concentrations of the selected 

uncommon heavy metals (Ag, Bi, Co, Sb, Th, Tl, U, and V) by obtaining chemical data from 90 

samples collected from both urban and agricultural soils within the municipal boundaries of Uşak 

province, Turkiye; (2) to examine the extent of the current ecological pollution using a variety of 

geostatistical techniques, and (3) to identify their potential pollutants.  

 

 

Figure 1. The image shows common anthropogenic pollutant sources of heavy metals contamination 

in soils. 

 

2. STUDY AREA 

 

The research site is situated in the central province of Uşak, a small city located in western Turkiye 

(Figure 2). Uşak province has a land area of around 5,341 km
2
 and its total population is 

approximately 375,000 according to the 2021 census [9]. The climate in Uşak alternates between a 

continental climate, where the temperature differences between the seasons are large, and a 

Mediterranean climate, where summers are hot and mostly dry, and winters are generally mild. The 
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annual average temperature in Uşak is 12°C and the annual precipitation varies between 430 mm and 

700 mm. 

 

Uşak province has a long history of industrialization. Turkiye’s first factory processing sugar was 

established in 1926 in Uşak, consequently, the first electricity in Turkiye was utilized at this 

establishment. Uşak province received its share of the rapid industrialization, along with other 

provinces in Turkiye. Due to the city's strategic location along the E-96 major highway connecting 

Ankara and Izmir, its accessibility to international ports, and the availability of a rail transit system, 

industrialization has become inevitable for the city. In 1988, a mixed-organized industrial zone was 

established for leather tanning, and the organized industrial zone began its operations in 1994. As of 

2022, the city of Uşak is home to 625 businesses, both large and small, that are currently engaged in a 

variety of industries, including the manufacturing of ceramics, ferrous metals, chemical paints, solid 

waste incineration, leather tanning, and textile. Furthermore, the population of the central province of 

Uşak is around 256,000, and the number of registered vehicles exceeds 149,000 [9]. 

 

 

Figure 2. The study area and the soil sampling points are shown in two maps. 
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2.1. Regional Geologic Settings 

Paleozoic age metamorphic rocks (gneiss, schist, and marble) of the Menderes Massif form the oldest 

tectonostratigraphic units in Uşak [10] (Figure 3). The Jurassic Kızılcasöğüt Formation 

unconformably overlays the Menderes Massif, which is composed of metasandstone, metasiltstone, 

and slightly dolomitized limestones. A mélange, considered to have formed in an accretionary 

complex, was emplaced on the Kızılcasöğüt Formation in Late Cretaceous. Tertiary volcanic activities 

further shaped the geology of the region (Beydağ and Karaboldere formations). The Uşak region was 

affected by the western extensional province in the Lower Miocene. As a result, structural basins were 

formed during Neogene. Lacustrine argillaceous limestones (Ulubey Formation) were deposited in 

these basins during the Pliocene, and with the drying of these lakes during the Quaternary Period, 

terrestrial sediments were deposited in both alluvial and fluvial environments. 

 

 

Figure 3. Geologic map of Uşak showing major formations [10]. 

 

3. MATERIALS AND METHODS  

 

3.1. Analytical Methods 

90 soil samples were taken both from urban and agricultural lands of the central province of Uşak 

considering the locations of potential pollutant sources. The research site covers an area of 
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approximately 340 km
2
 (Figure 2). Soil samples were collected in September 2021. Unique object IDs 

were assigned for both urban (U-1, U-2…..) and agricultural (A-1, A-2…..) soil samples. Plastic 

shovels were used for sampling and approximately one-kilogram soil sample was taken from 0-20 cm 

depth. The samples were kept until further analysis in gallon-size sealable plastic bags. In situ pH 

measurements were also made by using a portable Hanna pH meter. Each sampling site's geographic 

location was documented using a handheld Garmin E-trex unit. The coordinate system was set up 

using European Datum 1950 and Zone 35 North of the Universal Transverse Mercator (UTM). All of 

the soil samples taken from the study area were dried at room temperature for 5 days in a laboratory 

environment. Then soil specimens were passed through an 80-mesh sieve to obtain a grain size of 180 

μm, which is ideal for chemical analysis of soil samples [11-12]. The dissolution process of the 

samples was carried out in Aqua Regia solution (HCl+HNO3+H2O) of 0.5 g dried and powdered soil 

sample at 95°C for an hour. This technique is frequently used in the chemical analysis of soils because 

it is one of the closest solubilization methods to the total concentrations [13]. Concentration 

measurements of selected uncommon heavy metals (Ag, Bi, Co, Sb, Th, Tl, U, and V) from the 

solutions were made by ACME (Canada) laboratories using AQ250-Ultratrace ICP-MS method. 

Later, the same method was used to analyze four blank soil pulps. For the purposes of quality 

assurance and control, the analytical procedures were tested using the standardized reference materials 

DS11 and STD OREAS262. In order to determine ecologic pollution levels in soils; geoaccumulation 

and enrichment factor parameters were utilized. Data from the analysis were then transferred to a 

personal computer for additional assessments. All geostatistical operations and map productions were 

performed using ArcMap software [14]. 

 

3.2. Data Analysis 

3.2.1. Geoaccumulation index 

The geoaccumulation index (Igeo) is employed to examine the level of metal pollution in the soil by 

comparing the existing element values with the values before industrialization. The Igeo was first 

introduced by Müller [15] and is currently used by many researchers for the assessment of soil 

pollution [16-17-18-19-20-21]. The following equation can be used to calculate geoaccumulation 

(Eq.1): 

  

Igeo = log2(
Cn

1.5xBn
)           (1) 

 

where Cn is the value of the metal concentration in the soil sample; Bn is the mean value of n metal in 

soil [22]; 1.5 is the base value matrix corresponding to correlation factor values. Müller [15] divided 

geoaccumulation index values into 7 different pollution categories: 

 

Category     Value  Soil quality 

i       Igeo ≤ 0  Unpolluted 

ii   0<Igeo < 1  Unpolluted to moderately polluted 

iii   1<Igeo < 2  Moderately polluted 

iv   2<Igeo < 3  Moderately to heavily polluted 

v   3<Igeo < 4  Heavily polluted 

vi   4<Igeo < 5  Heavily to extremely polluted 
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vii   5<Igeo   Extremely polluted   

 

3.2.2. Enrichment factor 

The enrichment factor (EF) is a method that is widely used to identify and compare the rate and 

degree of soil pollution associated with heavy metals [23]. The EF is determined by normalizing the 

amount of a measured element to the reference value of the same element. The reference element is 

characterized by the fact that its concentration in the soil does not change and it has a very low 

chemical reaction [24-25]. Mn, Al, Fe, Zn, Ti, and Sc are the reference elements that are most 

commonly utilized   [25-26-27-28-29-30]. During this research, Mn was employed as the normalizing 

reference element. For EF calculations, Mielke’s [22] composition of the Earth's crust was used for 

reference values of all studied elements (Ag: 0.075 mg/kg; Bi: 0.0085 mg/kg; Co:25 mg/kg; Sb:0.2 

mg/kg; Th: 9.6 mg/kg; Tl: 0.85 mg/kg; U: 2.7 mg/kg; V: 120 mg/kg). The EF can be calculated with 

Eq. 2: 

 

EF= 
(

𝐶𝑛
𝐶𝑟𝑒𝑓

)                 𝑠𝑎𝑚𝑝𝑙𝑒

(
𝐵𝑛

𝐵𝑟𝑒𝑓
)     𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

         (2) 

 

where Cn is the quantity of the studied element in the soil sample, Cref is the quantity of the reference 

element in the studied sample, and Bn is the quantity of the examined element in the reference 

environment whereas Bref is the quantity of the reference element in the environment that serves as 

the reference [21, 22, 25]. Sutherland [30] divided EF values into 5 classes: 

 

Class EF value EF category 

i EF < 2   Minimal enrichment 

ii EF = 2–5  Moderate enrichment 

iii EF = 5–20  Significant enrichment 

iv EF = 20–40  Very high enrichment 

v EF > 40   Extremely high enrichment 

 

4. RESULTS 

 

Descriptive statistical results of the analyses of 90 soil samples taken from the central province of 

Uşak are presented in Table 1. Heavy metals concentrations obtained from 90 soil samples were used 

to investigate potential ecological pollution within the study area. Igeo values are given in Table 2, 

and EF values are presented in Table 3. 

 

4.1. Concentrations of Heavy Metals 

The uncommon heavy metals concentration values for the selected elements ranged from 0.01 to 0.46 

mg/kg (average: 0.04 mg/kg) for silver (Ag); 0.07 to 0.72 mg/kg (average: 0.25 mg/kg) for bismuth 

(Bi); 7.9 to 55.8 mg/kg (average: 23.5) for cobalt (Co); 0.12 to 27.99 mg/kg (average: 1.04 mg/kg) for 

antimony (Sb); 3.4 to 17.7 mg/kg (average: 8.3 mg/kg) for thorium (Th); 0.04 and 0.5 mg/kg (average:  

0.26 mg/kg) for thallium (Tl); 0.3 to 7.3 mg/kg (average: 0.9 mg/kg) for uranium (U); and 18 to 72 
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mg/kg (average: 35.7 mg/kg) for vanadium (V). Soil Quality Standards of Turkiye (SQST) set the 

maximum allowable limits for cobalt, thallium, and uranium as 20 mg/kg, 5 mg/kg, and 1 mg/kg 

respectively [31]. Maximum permissible concentrations in soils [8] for Ag, Bi, Sb, Th, and V are 3.1 

mg/kg, 6.6 mg/kg, 3.2 mg/kg, 28.5 mg/kg, and 296 mg/kg respectively. This study shows the mean 

concentration values of Co exceed the SQST’s limit, however, Ag, Bi, Sb, Th, Tl, U, and V values 

appear to be in a normal range. In addition, the mean concentration values of the studied heavy metals 

were compared to mean concentration values from various locations in the world [32, 33, 34, 35]. 

According to the findings of this study, none of the mean heavy metal concentrations exceeded the 

results obtained from other locations in the world (Table 1). The pH of the soil samples in the central 

province of the Uşak varied between 7.4 and 8.5, with a mean value of 8.0, indicating alkaline-type 

soils. Generally, prevailing winds blow from east to west.  

 

Table 1. Heavy metals concentrations (mg/kg) and descriptive statistics of soil samples of Uşak.  

 pH Ag Bi Co Sb Th Tl U V 

Mean 8.03 0.04 0.25 23.54 1.04 8.36 0.26 0.93 35.71 

Median 8.04 0.03 0.24 22.85 0.59 7.50 0.25 0.70 35.00 

Min 7.42 0.01 0.07 7.90 0.12 3.40 0.04 0.30 18.00 

Max 8.51 0.46 0.72 55.80 27.99 17.70 0.53 7.30 72.00 

Skewness -0.52 5.46 1.71 1.32 8.62 0.77 0.53 5.34 0.78 

Kurtosis 1.21 35.79 4.83 2.78 78.33 -0.20 0.01 37.69 0.84 

St. Dev. 0.19 0.06 0.11 8.69 2.97 3.42 0.10 0.84 10.86 

Other studies 

(mean) 

- 3.71 2.14 30 3.5 9 0.3 2 43 
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Figure 5. Spatial distribution maps show the fluctuations in the selected uncommon heavy metal 

concentrations. 
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Furthermore, ArcMap's kriging interpolation algorithm was utilized to produce distribution maps for 

each heavy metal concentration (Figure 5). The Ag concentration map shows elevated values in the 

city center. The concentration map for Bi indicates accumulation in the northwest part of the Uşak. 

The Co map shows higher concentration values surrounding the city center in every direction except 

due south. The northeast and northwest regions of the study area, as well as the city center, show 

elevated values on the Sb concentration map. The Th map shows that the study region has high values 

in the west and south. The Tl map mimics the Th map and shows elevated concentration values in the 

west and the south. A map for the U concentrations shows higher values in the east part of the city as 

well as the south and south-central part of the study area. The V map indicates accumulation within 

the city center and south-central portion of the research site. The obviously elevated concentration 

values of Bi, Tl, Th, and Sb in the west are directly correlative with the location of the largest 

industrial zone in the Uşak (Figure 5). 

 

4.2. Geoaccumulation Index (Igeo) Values 

A statistical summary of the Igeo values of the selected uncommon heavy metals in 90 specimens 

from the central province of Uşak is shown in Table 2. Igeo maps created for the selected uncommon 

heavy metals are also presented in Figure 6. Igeo values for Tl and V show no contamination within 

the study area which may indicate the concentration values at this location is due to geogenic sources. 

At certain locations, Igeo values for Co, Th, and U indicate uncontaminated to moderately 

contaminated soils. Igeo values of Ag suggest moderate to heavy contamination in the city center of 

Uşak province. Bi and Sb Igeo values show extremely contaminated soils in the west, around the large 

industrial zone, and in the city center of Uşak (Figure 6). 

 

Table 2. Statistical summary of the geoaccumulation index (Igeo) values for the selected uncommon 

heavy metals within the study area.  

 Igeo(Ag) Igeo(Bi) Igeo(Co) Igeo(Sb) Igeo(Th) Igeo(Tl) Igeo(U) Igeo(V) 

Mean -1.78 4.19 -0.76 0.91 -0.90 -2.43 -2.39 -2.40 

Median -1.79 4.20 -0.71 0.98 -0.94 -2.38 -2.53 -2.36 

Min -3.81 2.46 -2.25 -1.32 -2.08 -4.99 -3.75 -3.32 

Max 2.04 5.82 0.57 6.54 0.30 -1.27 0.85 -1.32 

Skewness 0.94 -0.14 0.01 1.15 0.11 -0.84 1.12 -0.01 

Kurtosis 2.46 0.83 0.54 4.07 -0.88 2.22 2.58 -0.39 

St. Dev. 0.99 0.61 0.51 1.24 0.58 0.61 0.78 0.43 
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Figure 6. Maps showing the Igeo values for the uncommon heavy metals within the study area. 



      
     

 
 

 

 
 
 

Yıldız, Ü., Journal of Scientific Reports-A, Number 52, 441-456, March 2023. 
 

 
 

451 
 

4.3. Enrichment Factor (EF) Values 

A statistical summary of the enrichment factor (EF) values of the uncommon heavy metals in 90 soil 

samples from the central province of Uşak is presented in Table 3. The following are the mean EF 

values, listed from highest to lowest: Bi (51.62) is followed by Sb (8.82), Co (1.58), Th (1.53), Ag 

(1.01), U (0.65), Tl (0.52), and V (0.52). EF values for Ag, Co, Th, Tl, U, and V indicate minimal 

heavy metals enrichment in the research site. In addition, maps were created for the EF values and are 

presented in Figure 7. EF values for Sb suggest significant enrichment, especially in the northeast and 

northwest parts of the research site, and extremely high enrichment within the city center. EF values 

for Bi indicate significant enrichment in the city center and extremely high enrichment in the south-

central and west parts of the study area (Figure 7). According to Yan et al., [36], both natural and 

anthropogenic sources can release Sb and Bi into the environment. In comparison to geogenic sources, 

anthropogenic activities such as smelting, fuel burning, waste incineration, the production of plastics 

and textiles, and motor vehicle brake wear have a significant impact on elevating Sb and Bi 

concentrations in soils [37, 38, 39]. Presence of the city’s largest industrial site in the west where 

elevated EF values of Sb and Bi suggests that industrial activities might be the potential sources of the 

pollution. Domestic waste, corrosion, and industrial activities in the city center might also be the 

source for the significant enrichment of these two substances (Sb and Bi). 

 

Table 3. Statistical summary of the EF values for the selected uncommon heavy metals within the 

study area.  

 EF(Ag) EF(Bi) EF(Co) EF(Sb) EF(Th) EF(Tl) EF(U) EF(V) 

Mean 1.01 51.62 1.58 8.82 1.53 0.52 0.65 0.52 

Median 0.72 44.58 1.41 4.49 1.37 0.47 0.41 0.47 

Min 0.15 12.01 0.50 1.20 0.42 0.06 0.13 0.15 

Max 11.70 214.50 5.99 242.61 11.30 3.05 7.46 3.28 

Skewness 5.96 3.31 3.88 8.66 6.75 5.47 5.96 6.50 

Kurtosis 42.10 14.36 22.32 78.88 55.97 41.31 42.28 51.70 

St. Dev. 1.39 30.14 0.66 25.73 1.17 0.32 0.88 0.34 
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Figure 7. Maps illustrate the variations of the EF values for each heavy metal within the study area. 
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5. DISCUSSIONS AND CONCLUSIONS 

 

During this research, chemical data from 90 soil samples collected from both urban and agricultural 

lands of the central province of Uşak was examined to identify ecological pollution and the potential 

pollutant sources. Igeo and EF indices were utilized to examine the existing ecologic risks both in the 

urban and agricultural soils of the Uşak. In addition, maps for the heavy metal concentrations, Igeo 

values, and EF values were generated to observe their spatial distributions within the study area. This 

study suggests that except for Co, the mean concentration values of Ag, Bi, Sb, Th, Tl, U, and V 

appear to be in a normal range. Igeo values of Ag showed contamination in the city center that ranges 

from moderate to heavy, potential pollutant source for the Ag contamination in the city center was 

interpreted to be due to domestic waste. Igeo values of Bi and Sb in the west part of the study area 

indicated extremely contaminated soils. These elevated Igeo values appeared to be in the soils around 

the Uşak Organized Industrial Zone (UOIZ) which might suggest that industrial activities such as 

paint manufacturing and waste disposal and burning are potential pollutants. Spatial distribution maps 

of EF values for Bi and Sb also showed significant enrichment in the soils around the UOIZ which 

further validates that the potential sources for Bi and Sb heavy metals contaminations might be the 

industrial activities at this specific location.   

 

Finally, the soils of the central province of Uşak have shown pollution associated with the selected 

uncommon heavy metals. For future research, it is recommended to take more frequent samples by 

expanding the coverage of the research site. Based on the findings of this study, uncommon heavy 

metals can also cause soil pollution. It is therefore recommended that uncommon metals should be 

included in future environmental studies. 
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ABSTRACT  

 

With the developing technology and increasing population, nanotechnology has started to be used in 

all areas of life. The use of biosensors, which have an important place in the field of nanotechnology, 

is increasing day by day. Biosensors can be defined as biological devices that help us interpret the 

analyte concentration in a sample by converting it into measurable signals. Advantageously, it has 

both speed and high precision. There are many types of biosensors used in many fields. These; 

enzymatic, nucleic acid, electrochemical and optical biosensors. All of them can have different 

components and uses. Biosensors are used especially in early diagnosis of diseases, environment and 

agriculture, pharmaceutical industry, defense industry and food industry. For example, biosensors are 

used in the treatment of oncological diseases using electrochemical impedance spectroscopy, in the 

determination of pesticides, which is one of the environmental pollutants, in the potentiometric 

analysis of glutamate, in the detection of chemical warfare agents and toxic substances. In addition, it 

is expected that the usage areas of biosensors will become widespread in the future, and they will be 

used more widely in the early diagnosis of diseases. At this point, the use of biosensors has increased 

worldwide and has attracted the attention of scientists. In this study, classification of biosensors, 

application areas, characterization, studies on biosensors, technologies developed and applied for the 

future are mentioned. 

 

Keywords: Biosensor, Biosensor Types, Biosensor Applications, Biosensor Characterization, 

Biosensor Advantages. 
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1. INTRODUCTION 

 

Nanotechnology plays an important role in the use of devices in the processing of materials with 

dimensions less than 10 nanometers [1]. The suffix nano in the word nanotechnology derives from the 

Greek word "dwarf" and combines with the word technology to form nanotechnology [2]. The word 

nanotechnology was first used by Japanese researcher Norio Taguchi in 1974, approximately 50 years 

ago [3]. After the 2000s, nanotechnology has shown rapid developments in the field of biosensors and 

the use of biosensors has become widespread at this point [4]. Sensors can be used in all areas of 

technology now and have features that can be used in many devices. For example, there are sensors in 

the use of many large or small devices such as computers, refrigerators, and television remotes [5]. 

Sensors are devices that help detect physical and electrical changes such as pressure, temperature, 

humidity, motion, and force used to detect the content in a sample [3,6]. In a sensor, features such as 

sensitivity, selectivity, high resolution, repeatability, and response time are sought  [5,7]. Biosensors 

can detect even low concentrations of certain pathogens and chemicals of various shapes or sizes [8]. 

The importance of size and shape for the analyte to recognize the substrate is shown in Figure 1. 

 

Figure 1. Importance of size and shape for the analyte to recognize the substrate [9]. 

 

The sensors consist of 3 main parts. These are defined as a receiver, converters, and reading systems 

[10,11]. In addition, a biosensor generally consists of the analyte, bioreceptor, transducer, electronics, 

and display parts [12], and biosensor components are shown in Figure 2. The analyte identifies the 

components as the detected substance, is detected by receptors, and converted into electrical signals 

[13]. A bioreceptor can be defined as a molecule or element that can detect the target substrate. 

Examples of these are DNA, RNA, enzymes, and antibodies [14,15]. Enzymes are one of the most 

widely used types of bioreceptors in the field of biosensors. They come first because they are natural 

proteins and can convert the substrate [16] molecule into a product without being consumed because 
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of the reaction [11]. They are also highly selective, sensitive, and fast compared to other chemical 

reactions [17]. The transducer is very important for a biosensor. Devices that convert the detection or 

recognition event into a signal by establishing a connection in the presence of a chemical or a target 

[18,19]. Energy conversion is called signaling [12,20]. Transducers can be classified as optical, 

thermal, electronic, gravimetric, and electrochemical [15]. Electronic systems are intermediate devices 

that transform the signals produced by the converter into a larger signal and transfer it to the screen 

[21,22]. On the other hand, the screen is the digital medium provided for reading and interpreting 

digital, graphical, and tabular signals [12].  

 

Figure 2. Components of a biosensor [23]. 

 

Some biosensor enhancements are being made for future work [24]. The first is to develop a sensitive 

biosensor [25]. A sensitive biosensor not only measures the analyte concentration; It also changes its 

configuration to improve its sensitivity, selectivity, and performance [26]. The second work is to 

develop a hybrid biosensor. The goal here is to develop a type of biosensor that combines engineering, 

and biological materials to create a more sensitive sensor [27]. The third is to develop in-body 

biosensors. The aim here is to develop nano electronic brain and body sensors that can be injected 

intravenously and implanted into the body to continuously monitor and record physiological variables 

[22,28].  
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In addition, nanomaterials have an important place in the creation of biosensors and in making them 

usable in application areas. These materials allow biosensors to work more efficiently. For example, 

in a study for the determination of ferritin, it was observed that using graphene as a nanomaterial 

maximized activity [29]. In addition, graphene appears to be used in different applications such as 

DNA damage detection [30]. At the same time, nanomaterials; are dopamine, ascorbic acid, uric acid, 

glucose, toxic substances, etc. It is seen that it is used extensively in biosensor applications by being 

used in many material determinations [31,32]. At this point, many studies and research are carried out 

today [33]. This review mentions many important issues such as biosensor types, working principles, 

application areas, characterization methods of biosensors, studies on biosensors, and future 

advantages. 

 

2. TYPES OF BİOSENSORS 

 

Today, because of developments in biological and nanoscience applications, biosensors are gaining 

more efficient performance features and developing by integrating innovations in many subjects. 

Biosensors are generally called bioanalytical devices, which are developed with the knowledge of 

various scientific fields such as physics, chemistry, biochemistry, biology, and engineering, using 

multidisciplinary methods, together with biological molecules, with the selectivity properties of 

systems and electronic technical process capabilities [34]. The diversity of biosensors enables them to 

be used and developed in many areas. At the same time, many analytes and receptors can be used in 

the creation of biosensors. For example, carbohydrates and nucleic acids are also used in different 

fields such as gene ring analyzes and cell surface characterizations. Biosensor classification takes 

place depending on the relationship that develops between transmission and measurement systems. 

For example, classified by bioreceptor domain (antibody/antigen interaction, nucleic acid interaction, 

cellular interaction, enzymatic interactions, biomimetic material interactions) or transducer type 

(electrochemical measurements, optical measurements, mass sensitivity measurements) [34]. 

Transducers are structures that measure the biological reactions elicited by the receptors and convert 

them into a physical signal. Detection of physical and chemical change is measured after the 

recognition of the analyte and transferred to digital signals. Transducer selection is made by 

considering biochemical reactions. Devices in the structure of biosensors (transducers) that convert 

one form of energy into another form of energy, electrochemical (with voltammetry, amperometry, 

capacitive, potentiometric, conductive, impedance ones), optical (chemical luminescence, surface 

plasmon resonance, absorption, fluorescence, biological luminescence, optical fiber) ones) exhibit 

piezoelectric (surface sound wave, quartz crystal microbalance) magnetic and calorimetric properties 

[35]. Biosensors are classified under two main headings according to their working principles, 

physical transducers, and biocomponents. 

 

2.1. Classification of Biosensors by Biocomponent 

Among the various designs of biosensors, biocomponents such as nucleic acids, enzymes, antibodies, 

microorganisms, tissue, and organelles are used [36]. At the same time, the transducing elements are 

divided into three groups. These are electrochemical biosensors, optical and mass-based, respectively. 

The classes mentioned are explained below. [37–39].The classification of biosensors is shown in 

Figure 3. 
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Figure 3. Classification of biosensors [40]. 

 

2.2. Enzyme Biosensors 

Enzyme biosensors are one of the main sensors in which enzymes are used as biocomponents ed by 

comparing them with each other [41][42][43]. Enzymes are generally protein biomolecules with 

catalytic functions. During the catalytic reaction, by forming an enzyme-substrate complex, the 

product formed because of the reaction provides signals that can be indirectly measured by the 

biosensor [44]. Many enzyme-based biosensors use oxidoreductases as enzymes [45]. After the 

invention of the enzyme electrode, enzyme-based biosensors have attracted increasing attention due to 

a variety of potential applications [43]. The concept of an enzyme-based biosensor is generally based 

on placing the enzyme near the sensor surface. In enzymatic-based biosensors, the concentration of 

the substrate is determined by the enzymatic reactions on the sensor surface.  It occurs through two 

reaction processes, enzymatic conversion in the substrate and diffusion in the enzyme layer of the 

product [45]. According to these two reactions, enzyme-based biosensors; It is an important technique 

used in the quantitative and qualitative analysis of various target analytes in the environment, 

biomedicine, food quality control, agriculture, and pharmaceutical industries. In addition, there are 4 

types of enzyme-based biosensors used commercially and practically. These; are lactate (intensive 

care, food, biotechnology, sports medicine), glucose (food science, diagnosis, and treatment of 

diabetes, food science, biotechnology) glutamate/glutamine (food, biotechnology), and urea (clinical 

applications) [46,47]. Since enzymes show stability in properties such as temperature, pH, and ionic 

strength, their use in biosensors is limited. Therefore, while designing enzyme-based biosensors, it is 

tried to provide a suitable environment for enzymes to continue their activities. Enzyme-based 

biosensors generally consist of three components: biological recognition element, transducer, and 

signal processing signals. When these components are connected; the enzyme functions as recognition 

and is immobilized in the matrix on the transducer surface to maintain enzyme activity. The presence 
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of certain analytes is determined by measuring factors such as detection principle, proton 

concentration (H
+
), gas release or uptake (CO2, NH3, etc.), and light emission. The transducer then 

converts these changes into relevant measurable signals (electrical, thermal, or optical signals) that are 

used to identify the presence of relevant analytes. 

 

2.3. Microbial Biosensors 
They are biosensors in which microorganisms are used as biocomponents in biosensor design. 

Microorganisms as biological sensors have extensive advantages in chemical substance detection. 

Also, enzymes that are most used in the production of biosensors are structures with high sensitivity. 

Purification processes for enzymes are costly, tedious, and time-consuming. Microorganisms offer an 

ideal alternative to these problems [48]. In addition, the use of microorganisms also has 

disadvantages. Since the cell membrane structure creates a diffusion barrier, suitable biosensors 

cannot be prepared for molecules and macromolecules that cannot pass through the membrane[49]. 

Compared to enzyme sensors, the response time of microbial biosensors and the time to return to the 

basic signal point after use are quite long. Contamination and decreased activity during 

immobilization are among the most important problems. 

 

2.4. Nucleic Acid Biosensors 

In the use of biosensors, they are biosensors in which nucleic acids are used as biocomponents. 

Research on the use of various nucleic acids as a recognition surface area in biosensors designed for 

quantitative and qualitative analysis of DNA in this type of biosensor has become the focus of 

attention [50], [51], [52]. Biosensors with nucleic acid recognition surfaces can be used for various 

purposes such as revealing the interaction mechanism of the analyte (drugs, carcinogens, etc.) 

interacting with this surface, quantifying the studied substance, and monitoring hybridization events in 

some regions of the DNA base sequence  [53]. 

 

2.5. Immunosensors 

They are biosensors in which antibodies are used as a biocomponent in biosensor design. 

Glycoproteins produced by the immune system are called antibodies. This biosensor is prepared based 

on antibody-antigen interaction [54]. It is important to be able to directly examine antibody-antigen 

interactions. There are various immunosensor to study this interaction. One of them is impedimetric 

immunosensors [55]. Apart from this, immobilized antigens in different formats of electrochemical 

immunosensors are important in the effective use of antibodies [56]. 

 

2.6. Lactate Biosensors 

Lactate is an essential key metabolite in the anaerobic metabolism pathway. Since the energy demand 

of the tissues is not sufficient with aerobic respiration, an increase in lactate concentration in 

anaerobic metabolism occurs [45], [57]. Lactic acid has mirror images, and they are divided into two 

L (+) and D (-). In mammalian metabolism, L (+) lactate is an intermediate, and D (-) lactate is 

generally produced by microorganisms, algae, and plants; but its use by humans is limited. Some 

microorganisms, for example, lactic acid bacteria form in both mirror images as a racemic mixture 

[58], [65]. It is widely used in electrochemical biosensors due to its low cost, excellent sensitivity, 

ease of use, and high selectivity, which are the most important factors in the determination of lactic 

acid. Among the enzyme-based lactate biosensors, the most widely used biosensors are lactate oxidase 

(LOD) and lactate dehydrogenase (LDH) based biosensors, due to the ease of enzymatic reactions and 

design. [59][60] [61]. 
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3. CLASSIFICATION OF BIOSENSORS BY CONVERSION MEANS 

 

Biosensors can be divided into three groups as conversion tools. These; It is an electrochemical 

biosensor, mass-based biosensors, and optical biosensors. In general, general information about 

electrochemical biosensors is given later in this review. In addition, the thermal biosensor, which is 

the subtitle of the electrochemical biosensor, and the piezoelectricity, which is one of the mass-based 

biosensors, are explained [62]. 

 

3.1. Electrochemical Biosensors 

Electrochemical biosensors find a wide range of applications in terms of being portable, highly 

sensitive, simple, short-response, selective, inexpensive, and specific. Elements widely used in the 

design of electrochemical biosensors; electrodes made of silver, gold, carbon, or platinum [63]. 

Electrochemical biosensors are obtained because of the conversion of chemical change into electrical 

signals in proportion to its concentration [64]. As seen in Figure 4, in the electrochemical biosensor, 

the biological component recognizes the analyte, resulting in a binding event that produces an 

electrical signal that is monitored by a transducer proportional to its analytical concentration. Some of 

these sensor devices have reached the commercial stage and are frequently used in clinical, industrial, 

environmental, and agricultural applications [65]. Electrochemical biosensors play an important role 

in the transition of diagnostic devices to the present day. These various electrical devices are highly 

suitable for connecting to compact analyzers to provide diagnostic information simply, quickly, and 

cost-effectively. The remarkable properties of electrochemical devices show great promise for 

increasing the monitoring efficiency in cancer diagnosis and treatment [66]. 

 

 

Figure 4. The general structure of electrochemical biosensors [67]. 

 

It can be defined as the current released by the electrochemical oxidation or reduction of an 

electroactive species. The resulting current is directly related to the concentration of electroactive 

species or the rate of mass production or consumption within the adjacent biocatalytic layer [68]. 

Potentiometry is generally based on measuring the potential difference between the working electrode 

and the reference electrode. The analyte concentration is one of the factors affecting the obtained 

potential difference. Among the transducer recognition elements can be an ion-selective electrode 

(ISE), an electrochemical sensor based on thin films, or selective membranes [69]. The most used 

potentiometric devices are pH electrodes, as well as (F, CN
-
, Ca

+2
, K

+
, Na

+
, NH

4+
) or gas (CO2, NH3) 

selective electrodes [70]. Conductometric biosensors are used to determine the air humidity and the 

concentration of certain gases. The advantages of conductometric biosensors are that they do not use 

reference electrodes during analysis, operate at low voltage, and are insensitive to light. 

Conductometric biosensors have less application area than other sensors [71]. 
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3.2. Optical Biosensors 
It has been developed by taking advantage of the absorption of light, refraction of light, the reflection 

of light, scattering of light, or brightness of light as a transducer type. In optical biosensor studies, the 

reference electrode is not used [72].Today, optical biosensors, which are powerful detection and 

analysis devices in optical biosensors, have wide application areas in biomedical research, national 

security, environmental monitoring, medical products, and war. They can perform multiple and 

remote sensing in a single device. In addition, they are not affected by electromagnetic interference 

[73]. Among the advantages of optical biosensors, are signal or magnetic interference to be more 

resistant, fast, and high information content. Optical transducers: can detect changes such as light 

scattering, refractive index, absorbance, chemiluminescence, and fluorescence/phosphorescence [74]. 

In general, detection protocols can be divided into two, these are fluorescent-based and label-free 

detection. In fluorescence-based detection, both the target molecule and the bio-identifying molecular 

dyes are labeled with a fluorescent label. In label-free detection, target molecules are not affected in 

any way, and besides, they cannot be changed, they are determined only in their natural forms. This 

type of determination is not only easy and inexpensive but also facilitates the quantitative and kinetic 

measurement of molecular interactions [73],[74]. As an optical technique, surface plasmon resonance 

(SPR) is the technique used in the field of chemical sensing. SRP, which can be applied for 

biomolecular interaction analysis, is a phenomenon that occurs during the optical illumination of the 

metal surface [75]. 

 

3.3. Piezoelectric Biosensors 

As a piezoelectric effect mechanism, it means that it generates a voltage because of a stretched 

surface. As a result of the change in the voltage sent to the surface of a piezoelectric material, 

oscillation or mechanical stress occurs and this change is proportional to the mass. There are many 

application areas in the design of analytical sensors 75]. Biosensors with piezoelectric transducers are 

also used to measure changes in viscosity, mass, or density on the sensor surface [76]. The 

piezoelectric crystal, which is used to take advantage of the piezoelectric effect, is coated with high-

selectivity compounds with biological materials with enzymes or antibodies [77]. Piezoelectric 

transducers are used practically in immune applications, and in the fields of immune identification. 

Among the advantages of using this type of converter are it has tag-free identification, real-time 

tracking, and ease of use. However, the lack of sensitivity and specific features need to be eliminated. 

Also, piezoelectric biosensors have calibration and format problems [78][79]. 

 

3.4. Thermal Biosensors 

Thermometric measurements are concerned with the measurement of heat absorbed during a 

biochemical reaction. Thermal biosensors take advantage of the fundamental properties of biological 

reactions such as heat absorption and heat release [58]. Thermal biosensors have been developed by 

combining a biomaterial, also called a calorimetric biosensor, with a physical transducer such as a 

thermometer. The use of thermal-based calorimetric biosensors is used to measure various conditions 

such as clinical monitoring, anhydrous environment measurements, and enzyme activity 

measurements by following the temperature changes [80]. In addition, thermal transducers have also 

been used in the determination of antibody-antigen interactions, and this technique is called the 

Thermometric Elisa Test. However, expensive instrumentation is among the disadvantages of this 

technique . 
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4. APPLICATION AREAS OF BIOSENSORS 

 

The first biosensor is L.C. It was used by Clark in 1950 to measure the amount of glucose in the blood 

[81]. Today, studies on biosensors continue to gain importance considering the results obtained in 

recent years [59]. Because the working discipline of biosensors has a wide range. In general, the 

amount of glucose is used for the detection of drugs, viruses, diseases, etc. Its use continues to be 

widespread in many application areas [60]. In addition to these, it also operates in areas such as 

medicine, food, pharmacy, quality control, industry, animal husbandry, environmental pollution, 

waste control, and military applications [61]. In addition to these, the possible application areas of 

biosensors are as follows. Bacterial and viral diagnosis, Process control, Industrial wastewater control, 

Toxic gas analysis in mines and enterprises, Biomedical, Field agriculture, Vineyard-garden 

agriculture, Veterinary, etc. Although 25 biosensors have been used commercially so far, biosensors 

have been prepared for many more different substances. Although this number is not clear, it is known 

as more than 180 [82]. From these applications, biosensors have been used by utilizing silver 

nanoparticles in bacterial viral diagnosis [83]Figure 5 shows the application areas of biosensors. 

 

            

       Figure 5. Application Areas of Biosensors [84]. 

 

4.1. Use of Biosensors in Medicine 
Biosensors with high reaction specificity characteristics are suitable for use in the medical field [85].  

Biosensors are most used in the medical field as an application. For example, in blood, it is used in 

many biological determinations. The glucose oxidase biosensor is known as the first produced and 

most used commercial biosensor in this field. The glucose oxidase biosensor is manufactured for 

diabetics and its use is becoming widespread as it is possible and easy to use at home [61].  In 

addition, it is noteworthy that biological products such as urea and sugar in the body are monitored, 

and microbial agents are detected and used in the monitoring of cancers [59]. The determination of the 

increased PSA level in prostate cancer, which is common in men, is an example of the use of 

biosensors in this area [86]. Another type of biosensor that is most often used is the enzyme sensor. 
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Because high sensitivity in measurements, ease of installation, and application, are the excess of 

commercially suitable transducer types. [69], [72]. Microbial sensors are not used in biosensors in the 

medical field. Because these sensors work with biological fluids, these liquids, on the other hand, 

form the environment that allows microorganisms to reproduce [85]. There are also diagnostic areas 

that are of vital importance. These; in the measurement of toxic gas and atmospheric gas, the 

diagnosis of infectious diseases spreading in a certain area, the detection of dangerous substances and 

high-dose drugs in the body, in determining the density of continuously used drugs in the blood, it is 

used in intensive care units and to determine the instantaneous drug density in the blood before critical 

surgeries [61]. In the medical field, when it comes to drugs, biocompatibility is the sought-after and 

most important parameter [82,87].  

 

4.2. Use in the Field of Agriculture and Environmental Protection 
Biosensors are also used in the diagnosis of pesticides, bad odors, artificial fertilizers, and plant-

animal diseases in the field of agriculture. It is known that it is also used to understand the level of 

heavy metals and pesticides in soil and groundwater, and to determine the occurrence of soil diseases 

that cannot be resolved Another use is the rapid detection of plant diseases, especially bacteria and 

viruses, and used in agriculture and dairy technology. It is a reliable and fast option for the 

determination of lactose in milk [86]. Especially in cities, its use in the control of environmental 

pollution and quality monitoring, and its use in the control of microorganisms and toxins is observed. 

At the same time, it is used in the measurement of organic impurities in water in[85]. Chemical 

analyzes and eco-toxicological tests are usually used to clean nature that has been polluted for various 

reasons. However, these tests take a long time due to some steps. At this point, by applying 

biosensors, chemical information is obtained without processing the sample completely, and the 

process is accelerated and shortened [88]. 

 

4.3. Use in the Field of Food 
Biosensors are used in determining food quality, determining basic nutritional components in foods, 

determining parameters such as aroma and freshness in the detection of mutagens, allergens, and 

mycotoxins, residue analysis of agricultural drugs, and determining the level of additives in food, etc. 

it shows usage in many fields [86]. It is also used to determine the physical properties of foods, the 

chemical components found in foods, and the amount of harmful microorganisms [89]. 

 

4.4. Use in the Defense Industry 
Biological weapons are the weapons that cause the greatest danger of mass destruction. In biological 

attacks, it is very important to determine the danger in advance and develop methods to deal with 

possible problems. The use of biosensors is the most preferred method at this point. The reason for the 

preference is that biosensors provide fast, reliable, and accurate results [85]. Biological weapons are a 

way that can be used against the state, as they can create a wide fuss and trouble for terrorists  [88]. 

According to studies conducted in previous years, calculating the cost of damage that will occur in a 

biological attack on the United States is an example of the use of biosensors in this area [86]. Due to 

the recent increase in bioterrorism and the spread of diseases, biosensors have been used to identify 

infectious agents. These agents are various bacteria, viruses, fungi, protein poisons, etc. since it causes 

the reproduction of structures, biosensors come into play in their detection [88]. 

 

4.5. Its Use in the Medical Field and Drug Research 
In studies aimed at monitoring chemical substances, it is necessary not only to detect carcinogenic and 

toxic substances but also to bioassays that can determine the bioavailability of these substances. 
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Biosensors meet this requirement [88]. There is more than one type of biosensor usage in drug 

determination. Electrochemical and optical biosensors are some of them. Optical biosensors take 

advantage of the selectivity arising from drug-protein and antigen-antibody interactions. In this way, it 

is used in complex drug analysis and in the determination of physiological parameters [88,89]. 

 

4.6. Why is Nanotechnology Used in Biosensors? 
Nanotechnology, since it works with smaller-sized structures, it facilitates the provision of high 

precision. At the same time, the processing capabilities of biosensors increase when small particles are 

transferred. In this way, it shortens the analysis time of small molecules with complex structures. If 

the value obtained is high when the surface area is proportional to the volume, its selectivity increases. 

The energy required in the studies is low and there is no diffusion problem. In this way, the long life 

of the biosensors is ensured. It ensures the conclusion of the study without damaging the cells in the 

studies [90]. 

 

4.7. Biosensors and Biochip 
In addition to the application areas of biosensors, biosensors and biochips have been developed in the 

field of nanomedicine and have been implemented to shorten the diagnostic time [69]. Recently, 

laboratories on the chip have been established and studies have been carried out on microsystems. 

With this improved technology, it is possible to examine all genomes on a chip whose interactions 

between many genes have been determined and these chips are described as miniaturized DNA 

biosensors [82]. Another example is glucose nano biosensors prepared with high sensitivity non-

enzymatic using different metals. Another example is glucose nano biosensors prepared with high 

sensitivity non-enzymatically using different metals [91] 

 

5. CHARACTERIZATION OF BIOSENSORS 

 

Characterization methods serve the purpose of determining the behavior and characteristics of 

equipment [92]. After the immobilization values and working conditions of biosensors are adjusted, 

characterization studies are started because of various stages [93]. Characterization Work Steps: these 

can be listed as linear measurement range, repeatability, reproducibility electrochemical impedance 

characterization, and real sample trials [41].  

 

5.1. Linear Measurement Range 
After the working possibilities of the developed biosensor and the adjustment of the bioactive layer 

components, biosensors are prepared under minimum conditions [94]. A standard graph is obtained by 

determining the values of the various concentrations of the substance to be studied. The range in 

which linear increase is observed in graphic interpretation is determined as the measurement range 

[95].  

 

5.2. Repeatability 

In the optimum conditions revealed in the repeatability tests of the analysis results made with the 

biosensors created, new measurements are taken with the biosensor prepared in the concentration of 

many substances, for example, tributyltin. Repeatability is observed by calculating the variation 

coefficients and standard deviations of the values taken [94]. As a result of the measurements made, it 

is determined whether the standard deviation and variation coefficients calculated, and the biosensors 

are reusable [95]. The variation coefficient must be less than 5% to prove that the biosensor system is 

workable [58].  
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5.3. Reproducibility  
Reproducibility trials are carried out to determine how different the results obtained during the 

preparation stages of biosensors are from each other. To determine the result of this, standard graphs 

are created by preparing a certain number of biosensors with the same composition under the same 

conditions. Linear determination ranges and R
2
 values of these graphs are interpret[1]. The suffix nano 

in the word nanotec  

 

5.4. Electrochemical Impedance Characterization (EIS) 
This characterization method is carried out using EIS. This structure is a way to detect the surface 

sensitivities, and electrical resistance of systems, as well as differences in their quantity [93]. 

Recently, it has been frequently preferred both in the observation of specific interactions of 

biomolecules and in the preparation stages of biosensors and quantitative analysis. EIS is an important 

and very helpful tool in illuminating surface morphology with imaging techniques [96]. 

 

5.5. Real Sample Trials  

Biosensor systems produced because of the studies carried out are applied to real examples. As a 

result of this application, it provides commentary on whether the manufacturability and analysis 

repeatability of the biosensor assembly exists and the use of its properties in later studies  [41]. 

 

5.6. The Used Techniques in Characterization Most  
In characterization, Transmission Electron Microscope (TEM) is used to determine the properties of 

materials. X-ray Photoelectron Spectroscopy (XPS), Atomic Force Microscope (AFM), Scanning 

Tunneling Microscope (STM), X-Ray Diffraction (XRD), Water Contact Angle, and Environmental 

Scanning Electron Microscope (ESEM) analyses are frequently preferred. It is important to study the 

physical and chemical properties of materials. During the research, surface chemical analysis and 

surface hydrophobicity of the modified paper obtained in studies such as surface morphology, ESEM, 

XPS, water contact opener, and Washburn test are used to analyze the intracellular behavior of 

channels [92]. 

 

5.7. ESEM 
Environmental scanning electron microscopy is called ESEM. ESEM has many features. these; the 

ability to condense and vaporize liquids are properties associated with the condensation, evaporation, 

and transport of water in carbon nanotubes [97]. ESEM is also used to view insulating samples 

without the need for prior sample preparation [98]. ESEM is a versatile device and is used in detailed 

material characterization. It is a very preferred powerful device due to its high sensitivity, resolution, 

and focuses features [99]. The first use of ESEM was used in 1960 as a tool for device studies and the 

importance of semiconductor materials. Today, it is used in many areas of science and technology. 

With the production of X-ray detectors, ESEM is making great progress [100]. ESEM is also used for 

imaging insulating samples without the need for prior sample preparation [98]ESEM has many 

features. These; the ability to condense and evaporate liquids are properties associated with 

condensation, evaporation, and transport of water in carbon nanotubes. 

 

5.8. TEM 

TEM is a characterization device used together with different techniques. It makes micro-

examinations and illuminates the crystal structure. Attention is paid to the fine size of the substances 
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to be analyzed in TEM characterization. The desired ideal fineness is sized samples with less than 50 

nm [56]. 

 

5.9. XPS 
The XPS device has high sensitivity. Thanks to this feature, it helps us learn about the content and 

structure of the materials [101]. It is a method of surface analysis. At the same time, information is 

obtained about the oxidation step and molecular structure of the elements with this method. This 

information is associated with the stimulation of electrons on the surface by the X-ray method and the 

photoelectric event.  

 

5.10. AFM 
Thanks to the AFM, surface images are obtained directly without the need for preliminary preparation. 

At the same time, surface roughness gives parameters numerically. Its nanometer-sized surfaces allow 

displaying its structure in three dimensions and high resolution [82]. 

 

5.11. Water Contact Angle 

The angle formed between solid and liquid surfaces is called the angle of contact. The magnitude of 

this angle is related to adhesion and cohesion forces. This angle increases if the cohesion force is 

greater than the adhesion force. Surfaces with a contact angle less than 90
o 

are known as hydrophilic, 

and those larger than 90
o
 are known as hydrophobic surfaces [85]. 

 

5.12. STM 

STM is used to examine the surfaces of samples that need to be investigated in atomic dimensions. 

STMs have many advantages because they are low-cost and small in size. The disadvantage is that it 

works at a low speed [100]. 

 

5.13. XRD 

This method is used in powder and large-scale samples other than thin films. It works on the principle 

that the X-ray beam sent on the sample shows scattering and breaking at different angles. The purpose 

of use of this characterization method is to illuminate the chemical composition, and atomic and 

molecular structure of the crystal [86]. 

 

6. STUDIES ON THE BIOSENSOR 

 

Nowadays, biosensors; It has begun to be researched and applied in many fields such as medicine, 

animal husbandry, agriculture, quality control, and military applications [102,103]. For this reason, 

scientists turned to biosensors, tools that provide cheap, small, fast, and sensitive data.[103]. If we 

look specifically at the studies on these sensors today, virus detection can be made using biosensors 

[88]. Electrochemiluminescence essence-based biosensors, which are strong in biosensing, were used 

to detect viruses [89]. In addition, affinity sensors, immunosensors, and genome sensors are used. 

According to another study besides virus testing, cancer detection can now be done with biosensors 

[90]. According to the studies of X. Wei et al., optical biosensors are used to detect cancer. The reason 

for using optical biosensors here is that it facilitates the diagnosis of cancer-causing substances such 

as deoxyribonucleic acid (DNA) proteins and tumor cells. In addition, another biosensor used as a 

cancer biomarker is the surface plasmon resonance biosensor [92]. Surface plasmon resonance 

biosensors, on the other hand, are preferred because of their high selectivity, and safety and are 

included in research topics [93] As noted in every article or review, biosensors have many uses. At the 
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same time, studies and research continue for the development of biosensors. At this point, it is 

foreseen that faster and more sensitive determination can be made in the future. 

 

7. FUTURE ADVANTAGES OF BIOSENSORS 

 

Biosensors are the general name for tools developed to study the dynamic changes of biomolecules 

and bio-functions. Today, its use has become widespread in many fields. However, biosensors are 

tools developed in many fields that will be used not only for today's studies but also in the future 

[104]. In the future, there will be many applications with the following advantages of biosensor 

technology. These advantages are illustrated in Figure 6. 

 

 

Figure 6. Biosensor usage advantages [101]. 

 

In addition, biosensors are promising biosensors because they give reliable results, provide practical 

and short-term results, are reusable, can be mass produced in a low-cost disposable way, give specific 

and reliable results, and do not require special experience during the use of these species. It clearly 

shows that there are sensors with the development of biochip technology, the application areas of 

biosensors will gain importance and increase their weight day by day [105]. Nanotechnology has also 

opened the horizons of biosensors and has given an advantage to various applications of biosensors in 

the future [101]. 

 

7.1. Future Advantages of Biosensors over Nanotechnology 
The importance of nanotechnology will be understood more clearly as innovations and studies 

increase. Nanotechnology is revolutionary in many fields for the future. It is thought that biosensors, 

which are currently produced in the field of nanotechnology, will be developed, and will provide 

convenience and use in many areas in the future. Wall paints, germicidal filters, fungi, and bacteria-

killing socks, and some of them in medicine can be given as examples [106]. At the same time, 

combining biosensors with nanotechnology will allow the development of faster and more sensitive 

methods in the future. We cannot have information about which viral or pathogenic microbial 
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outbreaks await us in the future, but by improving the technologies we have, we can develop early 

methods of combating the problems that may occur in the future. For example, artificial intelligence 

and new detection methods, which can be used jointly with biosensors, provide convenience to 

prevent the uncontrolled spread of diseases and to keep them under control [107]. 

 

7.2. The Future Advantage of Biosensors in Healthcare 
Biosensors are very common in medicine and have a very important place. The use of biosensors in 

the healthcare field is quite wide. For example, it detects glucose in blood and urine very quickly. It is 

used to monitor cholesterol levels and to evaluate muscle fatigue with acetylcholine electrodes. At the 

same time, it is thought that it will be of great benefit in elucidating structures such as antigen-

antibody in the future [101]. Biosensors will facilitate detection in the early diagnosis and treatment of 

cancer in the future. Studies have been started for these applications, and the developed nano-devices 

are in the feasibility stage. Remote monitoring will be performed in patients without obvious signs of 

cancer. Thanks to this monitoring, the disease will be diagnosed at the earliest stage and intervention 

will be carried out [104]. Accordingly, in the future, biosensors in the form of chip applications can be 

used instead of expensive optical-based biosensors, offering point-of-care testing technology to cancer 

patients who hope for early diagnosis [105]. It is predicted that it will be soon to adjust and control the 

proportions of drugs in the body. Artificial pancreas studies are an example of this. It is the in vivo 

determination of low-concentration substances and short-lived hormones such as nitric oxide and 

superoxide [101]. In addition, the effects of drugs on the receptor, monitoring of bioprocesses at the 

nucleic acid level, and transmitter-receptor interaction are examples of important future studies of 

biosensors. Sequence recognition levels used in biosensor design will add new dimensions to known 

electrochemical levels and will play an important role in doctor-controlled analyzes in the future. 

Biosensors in which DNA is preferred as the recognition surface are called DNA biosensors [104]. 

The biosensors used today are larger and contain materials used only for in vitro diagnostics. 

Therefore, its sensitivity is low, and it is late to produce results. The emergence of bio-nanomaterials 

shows promise for the rapid detection of diseases and biomolecules due to their small size, large 

surface area, and intact stability. The amount of biocompatibility developed for these structures 

continues to increase day by day [108]. In the next 10 years, diagnostic devices that will be created 

with the development of biosensors will be put into use and the realization of thousands of 

measurements will become much faster and cheaper. The most widely used clinical diagnostic 

application will be the analysis of blood proteins, and the use of these devices is promising not only 

for the current period but also for the long term [110]. Nano diagnostics currently under development 

will help reduce test wait times soon [106]. In line with these considerations, it is expected that the 

urine results of people with infectious diseases come to the hospital, reach the doctors and a 

prescription is created quickly, thus reducing the cost of the process by shortening the patient's 

waiting time for results [108]. Considering the general characteristics of biosensors, project studies 

have been designed for convenience in the future. One of these works is the Japanese Nanorobot.  

 

7.3. Japanese Nanorobot 
The purpose of the development of this robot is to facilitate medical diagnosis and surgery. It is aimed 

for the robot to be in a size that can even fit inside a human hair and to be able to communicate with 

the special communication system to be created in this way. Today, project studies are carried out on 

nano-sized nanorobot technologies that will provide damaged organ repair by giving human blood. 

With the innovative developments in technology, robots that will assist doctors during surgery, as well 

as nurses and medical robots that will assist caregivers by taking over their duties, represent an 

example of the convenience that biosensors will create in the future. With the help of nanotubes 
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moving with blood in the brain vessels, diagnosis and treatment can be done without problems, the 

blockages in the capillaries can be removed, and the paralysis caused by the lack of neural 

communication will be cured with artificial capillaries produced with nanotechnology [109]. 

Considering the extremely rapid development of biosensors, it is thought that the expected future will 

not be too distant [104]. 

 

7.4. Future Challenges of Biosensors 

While biosensors have future advantages, they also have some challenges. For example, SPR 

biosensors have many advantages like other types of biosensors. However, working with smaller 

analytes other than large analytes is much more difficult. Because small analytes give small reactions. 

Therefore, SPR biosensors are disadvantaged for small analytes. This challenge will be overcome in 

the future if SPR biosensors are developed [110].  Another example is the contribution of microbial-

based biosensors to many fields. However, there may be problems in terms of human values. The 

study by Ma et al. suggests that while microbial-based biosensors are an advantage for genetic 

modification, they may be a disadvantage for humans [111]. Better explanations on this subject are 

needed for further use of microbial-based biosensors in the future. According to another study, some 

features should be considered when using biosensors in production control. At this point, the sensors 

must be able to keep their activity constant and care must be taken as the activation of the sensor 

biomaterial is adversely affected at extreme temperatures [112]. In this context, biosensors can be 

difficult to use. In addition, biosensors in the ecology and food industry are not very well developed. 

At this point, there are deficiencies in the application areas. In the future, if these difficulties of 

biosensors are overcome, they will be preferred more in production control [112].  

 

8. CONCLUSION  

 

With the literature research carried out within the scope of the study, it has been seen that biosensors 

produce solutions to various problems according to their usage areas and this process progresses 

further as technology develops. In addition, biosensors provided the opportunity to work with 

different receptors by processing different samples. At the same time, it stands out in every field with 

its sensitivity, fast results, and detection of very small molecules. In addition, the use of enzymes and 

antibodies as receptors has become widespread. This is because they can convert the substrate into a 

product without being consumed by the reaction. It is seen that such biosensors have been developed 

more in the field of medicine, in line with research. At the same time, it is known that sensor studies 

for faster and earlier diagnosis of cancer diseases continue in the medical field. At this point, studies 

on the development of Nanodiagnostics, that is, early diagnosis tests, continue. In addition, the effects 

and usage areas of biosensors on transducer elements (electrochemical, gravimetric, optical, etc.) are 

changing by dividing them into different classes. For example, electrochemical biosensors are known 

for being inexpensive and responsive. They are mostly used in agriculture, environment, and 

industrial areas. Optical biosensors continue to evolve in medical products and biomedical research 

and come to the fore in SPR (surface plasmon resonance) studies. In addition, studies have shown that 

the selection of nanomaterials is very important for the acceptors and converter elements. In the 

literature; for sensor applications; nanomaterials; It has been seen that the sensor helps to obtain more 

selective, more sensitive, faster results and studies have been carried out for more cost-effective 

production. At this point, it is seen that especially carbon-based materials attract a lot of attention by 

researchers for sensor applications. For the characterization of these materials obtained for sensor 

application, ESEM, XPS, XRD etc. are often used. techniques are used. The most important feature of 

the environmental scanning electron microscope is its high sensitivity and its use for detailed material 
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characterization. X-ray photoelectron spectroscopy is a very important characterization method in 

terms of obtaining information about material content and structure. The data obtained, it is expected 

that biosensors will come to the fore in the fields of medicine, food, agriculture, and environment and 

have a promising future in many fields. In addition, it is predicted that biosensors, which are easy to 

use in every field, will be an important factor in solving many problems in the future. At this point, it 

is thought that biosensor studies should be increased. 
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