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NOMA-enabled Cooperative V2V Communications
with Fixed-Gain AF Relaying

Semiha Koşu and Serdar Özgür Ata

Abstract—By virtue of its improving bandwidth efficiency
along with user fairness, non-orthogonal multiple access (NOMA)
technique is considered a promising method for next-generation
wireless communication systems. Since fading effect of wireless
channels in vehicle-to-vehicle (V2V) communication systems are
more severe than those in traditional systems, in this study, we
employ the power-domain downlink NOMA technique in cooper-
ative V2V communication systems to enhance data transmission
capacity and network efficiency. In the proposed system, the
base station communicates with two vehicular nodes, namely
near and far users, through a relay vehicle employing the
fixed-gain amplify-and-forward scheme. In real-life scenarios,
the relay and the users move in high velocities; hence, the
corresponding fading channels between these nodes are exposed
as having double-Rayleigh fading characteristic in which the
fading coefficient of a wireless channel is modeled as the product
of two Rayleigh distributed random variables. To analyze the
system performance, we first investigate the outage probability
and derive its exact closed-form expressions for the near and
far users. Then, we make the exact ergodic capacity analysis
and obtain the closed-form solution for the near user. Further-
more, outage and ergodic performances of the NOMA-enabled
system are compared to the simulation results of the traditional
orthogonal multiple access approach. We also give analytic and
numerical results to evaluate the performance of the proposed
system and show the consistency of Monte-Carlo simulations with
analytical derivations. It is observed that even with the small
power allocation, both performances of the near user mostly
outperform the far user.

Index Terms—Amplify-and-forward, cooperative communi-
cations, double Rayleigh, ergodic capacity, fixed-gain , non-
orthogonal multiple access, outage probability, vehicular net-
works.

I. INTRODUCTION

IN wireless communication systems, multiple access meth-
ods are used in order to allocate limited resources ef-

fectively to many users [1]. Well-known orthogonal multiple
access (OMA) techniques used in current cellular communica-
tion systems, such as time division multiple access, frequency
division multiple access or code division multiple access, can-
not fulfill the higher spectral efficiency and enhanced user fair-
ness requirements of 5G and beyond technologies. Recently,
non-orthogonal multiple access (NOMA) has been proposed
to be an outperforming multiple access technique which offers
higher spectral efficiency in comparison with OMA techniques
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by allowing multiple users to simultaneously transmit their
signal with different power levels in the same resource block
(i.e, frequency, time, code) [2]. In addition to enhanced
spectrum usage efficiency, NOMA can ensure high fairness
among multiple users through optimized power allocation
schemes, in which users suffering poor channel conditions,
namely weak/far users, receive their signals with a higher
power while users experiencing better channel conditions,
namely strong/near users, receive lower power information
symbols. Hence, the strong users achieving high signal-to-
interference-plus-noise ratio (SINR) will be able to decode
their own signal by using successive interference cancellation
(SIC) methods while the weak ones having low SINR may
decode their own signals by treating the strong users’ signals
as interference.

Vehicle-to-vehicle (V2V) communications has attracted in-
creasing interest as an important application area of 5G
technology with the opportunities it offers such as in-vehicle
internet access and autonomous driving, as well as intersection
management and preventing densities by regulating the traffic
flow, collision avoidance and rapid response to accidents,
roadway reservation and increasing road safety [3]–[8]. Com-
pared to cellular communication systems, the design of V2V
communication systems has its own challenges. One of these
is that the fading effect in wireless communication channels
is worse compared to the fading effect encountered in cellular
communication systems due to factors such as high speeds
of vehicles, low vehicle-antenna heights, and high number
of scattering obstacles [9]. Many studies in the literature
have shown that the fading effect in V2V communication
channels can be modeled as the product of several random
variables. These types of channels are named cascaded fading
channels. Again in these studies, it has been revealed by field
measurements that a suitable channel model for modeling the
V2V communication channels is the double Rayleigh fading
channel model in which the fading gain of the wireless channel
can be expressed as the product of two independent Rayleigh
distributed random variables [9]–[12]. However, there are very
few studies in the literature focusing on V2V communication
systems over cascaded fading channels compared to studies
on traditional cellular communication systems. This is mainly
because the closed-form solutions for the performance analysis
of these channels cannot be obtained most of the time due to
intractable integrals resulting from special functions included
in the cumulative distribution function (CDF) and probability
density function (PDF) expressions of SINR.

1

Copyright © BAJECE ISSN: 2147-284X https://dergipark.org.tr/bajece

https://orcid.org/0000-0002-6113-4649
https://orcid.org/0000-0002-6113-4649


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, Vol. 11, No. 1, January 2023

A. Related Works

As an effective performance-enhancer technique, coopera-
tive communications has been studied extensively over two
decades. Amplify-and-forward (AF) and decode-and-forward
(DF) relaying methods [1] were proposed to achieve better
performance in many V2V communication scenarios where
line-of-sight (LOS) is not available between source and desti-
nation nodes due to reasons such as vehicles with low-antenna
heights in urban areas or communication through very long
distances in rural areas. In the literature, cooperative V2V
systems over cascaded fading channels are studied in [13]–
[18]. In [13], outage probability and achievable diversity order
are examined for DF relaying in V2V communication systems
by applying the best relay selection scheme over cascaded
Rayleigh fading channels. In [14], by using the moment
generation function approach, higher-order moments of the
signal-to-noise ratio (SNR), average symbol error probability,
and ergodic capacity are derived for the bi-directional AF
transmission system over cascaded Nakagami-m channels.
In [15], the probability of detection is investigated in an
inter-vehicular cooperative cognitive radio system using the
maximum ratio combining (MRC) diversity technique when
the channels are exposed to cascaded Rayleigh fading. In [16],
the minimized total error rate and the probability of detection
are analyzed over mixture Gamma distributed fading channels
for a cooperative spectrum sensing system employing different
diversity combining techniques with multiple antenna nodes.
In [17], the authors studied a cooperative V2V interference-
limited communication system with DF relaying operating
over double-Nakagami fading channels. Exact and asymptotic
expressions for outage and average symbol error probabilities
are obtained for the cases of best relay selection and threshold-
based relay selection schemes. The outage performance of
V2V networks employing full-duplex (FD) and half-duplex
(HD) relaying schemes is investigated in [18] and the upper
bounds for the outage probability are derived for AF and DF
relaying over double Rayleigh fading channels.

In recent years, in order to fulfill robustness and relia-
bility requirements of next generation technologies, NOMA
and cooperative communication techniques are addressed to-
gether in system design [19]–[29]. In [19], asymptotic outage
probability and ergodic sum-rate analyses are derived for a
NOMA-inspired AF relaying system where the source and
the relay simultaneously transmit two symbols in a message.
Additionally, in [19], the authors propose a mixed MRC-SIC
scheme for received superimposed signals at the destination.
In [20], the authors applied the NOMA technique to an
AF relaying system to maximize the achievable secrecy sum
rate by jointly designing power allocation at the source and
cooperative beam-forming at the relay, under achievable rate
constraints at the weak users and transmit power constraints
at the source and the relay. [21] investigates the performance
of AF relaying scheme using NOMA, where two sources
communicate with their corresponding destinations over the
same frequency simultaneously through a shared AF relay,
and closed-form approximation for the outage probability and
an upper bound to the ergodic sum capacity are derived.

[22] proposes a self-energy recycling FD cooperative NOMA
system, where a nearby user can be employed as a DF or AF
relay with self-energy recycling protocol to assist a far user,
and new expressions of exact and asymptotic outage probabil-
ities for two users are derived. In [23], downlink cooperative
multiple-input single-output wireless sensor networks with
NOMA over Nakagami-m fading are studied. Novel antenna-
relay-destination selection schemes are proposed for DF and
AF relaying strategies, and then, closed-form expressions of
outage probability at the selected sensor nodes are derived.
[24] investigates the performance of a virtual FD relaying
technique in cooperative NOMA-based systems in which two
HD AF relays imitate the operation of FD relaying, and the
closed-form expression of outage probability is derived. In
[25], a power-domain NOMA system with partial statistical
channel state information (CSI) is studied and ergodic sum
rate and outage probability are obtained for both DF and AF
relaying strategies over Nakagami-m fading channels. In [26],
the authors obtained closed-form expressions of the outage
probabilities for a two-stage relay selection strategy for DF
and AF relaying protocols employed in NOMA networks
where one base station (BS) communicates with two mobile
users with the aid of multiple relays. The outage performance
of a cooperative NOMA-based network that applies AF re-
laying protocol is studied in [27], and approximate outage
probability and its asymptotic behaviors are obtained. In
[28], performance of the fixed-gain AF relaying with NOMA
is investigated over Nakagami-m fading channels for two
different scenarios where BS intends to communicate with
multiple users through the assistance of AF relaying with and
without LOS. A hybrid AF and DF with NOMA transmission
scheme is proposed for a cellular system with multiple relays
in [29]. It is shown that the proposed scheme can achieve larger
sum channel capacity and larger average system throughput
compared with the traditional schemes.

Furthermore, different system models for NOMA-enabled
vehicular communication infrastructures are investigated
throughout several works in the literature [30]–[35]. In [30],
the exact expression of the average achievable rate of a
NOMA-based cooperative relaying system over Rician fad-
ing channels is obtained. Outage probability expressions are
derived for near and far user nodes whether they are on
the roads (vehicle, cyclist, pedestrian) or outside the roads
(BS, road side unit) in [31]. The secrecy outage probabil-
ity performance of a NOMA-based vehicular communication
system is analyzed and closed-form analytical expressions
for the FD/HD relaying protocols over Nakagami-m fading
channels are derived in [32]. The outage performance analysis
of cooperative vehicular networks is made and the closed-
form outage probability expressions are obtained in [33] when
the MRC technique is applied at the relay. In [34], a novel
cooperative transmission scheme employing a signal superpo-
sition technique is proposed and a closed-form expression for
the link reliability of the proposed scheme is derived. It is
shown that high communication reliability may be achieved
with this technique since vehicle user equipments (VUEs)
superpose other VUEs’ signals and then re-transmit other
users’ V2V packets. [35] analyzes the security performance
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of the FD-NOMA based V2V system from the physical layer
perspective, and then derives analytical results of the ergodic
secrecy capacity. In this study, the authors also propose a
secrecy sum rate optimization scheme utilizing the instanta-
neous CSI. In [36], two half-duplex/full-duplex relay-assisted
NOMA-based scheme is investigated to solve optimum power
allocation problem among the users to improve the quality-
of-service with the poor channel conditions over independent
Rayleigh distributed channels. The BER and ergodic capacity
performance of NOMA-SM scheme in V2V Massive MIMO
system has been investigated in [37]. Moreover, in [37],
power allocation optimization scheme is studied over a spatio-
temporally correlated Rician channel.

It should be noted that the channel models in all the
abovementioned studies were selected from among channel
models valid for cellular communication systems, and NOMA-
based cooperative V2V communication systems over cascaded
fading channels have not been studied in the literature yet.
Additionally, performance of non-cooperative vehicular sys-
tems with NOMA over cascaded fading channels is inves-
tigated in [38]–[40]. In [38], the overall outage probability
of two user-assisted NOMA-based V2V systems is studied
over double Rayleigh fading channels. Joint power allocation
optimization and the probability of successful decoding for
caching-aided 2-user NOMA-based system is investigated for
double Nakagami-m fading channels in [39]. In [40], a vehi-
cle clustering method is proposed and maximum achievable
rate between clusters is studied over double Rayleigh fading
channels.

B. Motivation and Contribution
In V2V communication systems, fading channels may be

much more hostile due to reasons such as high velocities
of user nodes, low antenna-heights, and mostly unavailable
LOS between transmitter and receiver. Therefore, to achieve
robust communication at high data rates over far distances,
some performance enhancement methods must be considered
in the system design. Additionally, it has been shown that the
fading coefficients of vehicular channels may be modeled as
the multiplication of a number of random variables, and several
studies in the literature show that the double Rayleigh fading
model can adequately model this type of channels [10]–[12],
[38], [40]. Additionally, in order to avoid the mathematical
complexity, some papers in the literature consider the fading
effects at the V2V links as Rayleigh fading or other fading
models which are better than Rayleigh fading [41]–[43]. On
the other hand, in our proposed system, V2V channels are
assigned to be subject to the double Rayleigh fading which
is the most accurately fitting fading model for the considered
environment. At this point, we emphasize that for the first
time in the literature, we propose to exploit the benefits of
NOMA and fixed-gain AF relayed cooperative communication
techniques together for V2V systems, and then investigate
the performance of the proposed system in terms of outage
probability and ergodic capacity metrics. Hence the main
contributions of this paper can be summarized as follows:

• For the first time in the literature, a power-domain down-
link NOMA-enabled cooperative vehicular communica-

tion system employing fixed-gain AF relaying scheme is
proposed to cope with the severe fading conditions over
double Rayleigh fading channels.

• We examine the performance of the proposed system
by deriving the exact analytical expressions of outage
probabilities in closed-form for near and far users over
double Rayleigh fading channels.

• We obtain closed-form analytical expressions of the er-
godic capacity to provide more insight into the vehic-
ular communication systems’ performance over double
Rayleigh fading channels.

• We present the analytic and numerical results with respect
to different system parameters such as transmitting power,
distance between nodes, and the power allocation metrics
to evaluate the performance of the vehicular communica-
tion system.

• Finally, we compared the NOMA system performance
with the traditional OMA technique considering the out-
age probability and ergodic capacity analyses.

The remainder of the manuscript is organized as follows:
Section II details the proposed system and the channel model.
Section III investigates the outage probabilities at the near
and far users. In Section IV, ergodic capacity for both users
and the overall system are examined. In Section V, analytic
and numerical results are provided to evaluate the system’s
performance and to verify the analytic result via Monte-Carlo
simulations. Section VI concludes the paper.

Throughout this paper, FX(.) and fX(.) denote the CDF
and the PDF of a random variable X , respectively, while E[.]
symbolizes the expectation operator.

II. SYSTEM MODEL

One of the major distinctions between vehicular and conven-
tional cellular communication systems is the antenna elevation
of the nodes. In the proposed system, all vehicle nodes are
assumed to be equipped with the antennas at low elevations
and to be in motion, which results in local scattering around
the vehicles causing delay and attenuation for the received
signal. In this study, we consider a vehicular communication
system with power-domain downlink NOMA which consists
of a BS, a relay (R) and two paired users, i.e., U1 (strong
user) and U2 (weak user), as illustrated in Fig. 1. As a
realistic scenario for the V2V communications in urban areas
in which the LOS between BS and the end-users may not be
available most of the time due to the high buildings around the
vehicles, R is used as an intermediate relaying node to help
BS communicate with the users. We assume that all nodes
have a single antenna and operate in HD mode. Further, hr,
h1 and h2 are the fading coefficients of the wireless channels
between BS−R, R−U1, and R−U2, respectively. Also the
distances between BS−R, R−U1, and R−U2 are denoting
by dsr, d1, and d2, respectively, and they are normalized
with respect to the total distance between BS−U2, which is
dsr+d2. Since R, U1 and U2 are nodes moving at high speeds,
it is assumed that the corresponding channel coefficients h1

and h2 are double Rayleigh distributed while the channel
coefficient hr for BS→R has Rayleigh distribution due to the
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Fig. 1. NOMA-enabled cooperative vehicular communication system employ-
ing fixed-gain AF relaying.

fixed BS. Here, h1 and h2 can be expressed by a product
of two single Rayleigh distributions, which in turn results in
the envelope of the channel having a double Rayleigh fading
distribution. Therefore, considering the double Rayleigh fading
channel model, which is worse than the Rayleigh fading, for
the vehicular communication systems is accurately reasonable.
Furthermore, without loss of generality, d1 ≤ d2 and the
channel gains of the users are ordered as |h1|2≥ |h2|2 and
E
[
|hi|2

]
= Ωi for i ∈ {1, 2}.

In the system, information transmission occurs in two
phases. During the first phase, BS broadcasts superimposed
signals, s1 for U1 and s2 for U2, to the node R with a total
transmit power of Pt. Hence, the signal transmitted from the
BS using the downlink NOMA technique is [44]

x =
√

P1s1 +
√
P2s2, (1)

where P1 and P2 are the allocated powers for U1 and U2,
respectively, determined as P1 = α1Pt and P2 = α2Pt. Here
αi is the power allocation coefficient and α1 + α2 = 1. By
following the principle of NOMA, BS allocates more power
to the weak user’s signal than the strong user’s signal so that
α1 < α2. Hence, the signal received at R is

yr = hrx+ nr = hr(
√

P1s1 +
√
P2s2) + nr (2)

where nr ∼ CN (0, N0) is the additive white Gaussian noise
(AWGN) at R with power N0. Then, in the second transmis-
sion phase, R applies the fixed-gain AF relaying technique and
forwards the scaled signal to the users. Therefore, the signal
received at the ith user becomes

yi =Ghiyr + ni

=Ghihr (
√

P1s1 +
√

P2s2)︸ ︷︷ ︸
Signal broadcast from BS

+Ghinr + ni︸ ︷︷ ︸
Noise

(3)

where G =
√

Pr

PtΩr+N0
is the power normalization factor and

ni ∼ CN (0, N0) is the AWGN for the ith user.
Due to the higher power level assigned to U2’s symbols

at BS, assuming perfect SIC is performed at the receiver, U1

first decodes s2 from the received signal y1. Thus, the SINR
related to the processing of s2 is given as

γ1,2 =
G2|h1|2|hr|2P2

G2|h1|2|hr|2P1 +G2|h1|2N0 +N0
. (4)

After successfully decoding s2, U1 subtracts the correspond-
ing interference term from the received signal and obtains its
own symbol s1 without any interference from the other user.
Therefore, the obtained SNR corresponding to the decoding
process of s1 becomes

γ1 =
G2|h1|2|hr|2P1

G2|h1|2N0 +N0
. (5)

In parallel, since s1 has been transmitted with a small
portion of Pt from BS, U2 can decode its own symbol s2
directly from the received signal y2 without employing SIC by
treating the corresponding term of s1 as interference. Hence
the SINR achieved by U2 during the decoding process of s2
may be expressed as

γ2 =
G2|h2|2|hr|2P2

G2|h2|2|hr|2P1 +G2|h2|2N0 +N0
. (6)

In the following sections, we investigate the performance of
the proposed system in terms of outage probabilities and
achievable ergodic capacities for both U1 and U2.

III. OUTAGE PROBABILITY ANALYSIS

A. Exact Outage Probability for the Near User

In the proposed system, U1 falls into outage regime when s1
or s2 cannot be decoded successfully by U1. In other words,
the outage regime might happen if γ1 or γ1,2 goes below a
certain threshold value and can be probabilistically expressed
as

P 1
out = 1− P{γ1,2 > γth2

, γ1 > γth1
} (7)

where γth1
= 22R1−1 and γth2

= 22R2−1 are the predefined
threshold values for U1 and U2, respectively. Here, R1 and
R2 are the targeted data rates at U1 and U2, respectively.
By substituting (4) and (5) into (7), the outage probability is
obtained and and simplified as

P 1
out = 1− P

{
|hr|2> τ, |h1|2>

(
τ/G2

|hr|2−τ

)}

× P

{
|hr|2> υ, |h1|2>

(
υ/G2

|hr|2−υ

)} (8)

where τ
△
= ϱ2/(P2 − P1γth2), υ

△
= ϱ1/P1, ϱ1

△
= N0γth1 and

ϱ2
△
= N0γth2 . Here, it is assumed that γth2 < (P2/P1). Please

note that, unless otherwise stated, P 1
out is always one. Then,

by defining ϕ
△
= max (τ, υ), (8) is expressed in integral form

as

P 1
out = 1− P

{
|hr|2> ϕ, |h1|2>

ϕ/G2

|hr|2−ϕ

}

=

ϕ∫
0

f|hr|2(y)dy +

∞∫
ϕ

f|hr|2(y)F|h1|2

(
ϕ/G2

y − ϕ

)
dy.

(9)

Since hr is exposed to Rayleigh fading, the PDF of |hr|2 is

f|hr|2(γ) =
1

γ̄r
e−

γ
γ̄r (10)
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where γ̄r = Ωr [1]. Furthermore, for double Rayleigh fading
channels, the CDF of the unordered channel gain |h̃|2 is [38]

F|h̃|2(γ) = 1− 2

√
γ

γ̄
K1

(
2

√
γ

γ̄

)
(11)

where Kv(.) is the vth order modified Bessel function of the
second kind [45] and γ̄ = E

[
|h̃|2
]
. Consequently, with the

aid of order statistic [46], the CDF of the ordered channel gain
in double Rayleigh fading channels becomes

F|h|2(γ) =

M−l∑
k=0

(−1)kM !

(l + k)(M − l − k)! (l − 1)! k!
[F|h̃|2(γ)]

l+k

(12)

where M is the number of users and l is the order index.
For the proposed system, M = 2 and l = 2. Therefore, by
substituting (11) in (12), CDF of the ordered channel gain
|h1|2 becomes

F|h1|2(γ) =[F|h̃1|2(γ)]
2

=1− ω1(γ, γ̄1) + ω2(γ, γ̄1) (13)

where γ̄1 = Ω1 while ω1(., .) and ω2(., .) are defined as

ω1(a, b)
△
= 4

√
a

b
K1

(
2

√
a

b

)
(14a)

and

ω2(a, b)
△
= 4

a

b

[
K1

(
2

√
a

b

)]2
(14b)

where a is the parameter and b ∈ {γ̄1, γ̄2}, respectively. Thus,
by using (10), (13), (14a) and (14b), P 1

out may be expressed
as

P 1
out = 1− I1 + I2 (15)

where

I1 =

∫ ∞

ϕ

f|hr|2(γ)ω1

(
ϕ/G2

γ − ϕ
, γ̄1

)
dγ (16)

and
I2 =

∫ ∞

ϕ

f|hr|2(γ)ω2

(
ϕ/G2

γ − ϕ
, γ̄1

)
dγ. (17)

Substituting (10) and the explicit expression of ω1 in (16), and
by applying γ − ϕ = t transformation, I1 is becomes as

I1 = 4

√
ϕ/G2

γ̄1
κ1

∫ ∞

0

t−
1
2 e−

t
γ̄r K1

(
2

√
1

γ̄1

ϕ/G2

t

)
dt (18)

where κ1
△
= 1

γ̄r
e−

ϕ
γ̄r . After that, by using [47, 14], [45, 9.31-

1], [45, 9.31-2], [45, 9.31-5] and [45, 7.813-1], the closed-form
solution of (18) is obtained as

I1 = 2e−
ϕ
γ̄r G 1,3

4,1

(
γ̄1γ̄r
ϕ/G2

∣∣∣∣ 0,0,1,− 1
2

− 1
2

)
(19)

where G m,n
p,q (.| .. ) denotes Meijer’s G-function [45]. By sub-

stituting (10) and (14b) in (17), with the help of γ − ϕ = t
transformation and after some algebraic simplifications, I2 is
written as

I2 = κ1

∫ ∞

0

4ϕ/G2

γ̄1t
e−

t
γ̄r

[
K1

(
2

√
1

γ̄1

ϕ/G2

t

)]2
dt. (20)

Furthermore, first applying [47, 11] and [48, 03.04.26.0014.01]
and then using [45, 9.31-5], [45, 9.31-1] and [45, 9.31-2], and
finally with the help of [47, 21], (20) is solved and the closed-
form solution for I2 is obtained as

I2 =

√
π

2
e−

ϕ
γ̄r G 2,4

6,3

(
γ̄1γ̄r
4ϕ/G2

∣∣∣∣ 0,1,−1,0,−1,−1

−1,−1,− 1
2

)
. (21)

Finally, by substituting (19) and (21) in (15), the exact
outage probability expression for the near user U1 is obtained
in closed-form.

B. Exact Outage Probability for the Far User
From the perspective of the far user, the outage regime

occurs when U2 can not decode its own symbol s2 successfully
due to receiving lower SNR value compared to the threshold
value. As for its probability, P 2

out is given as

P 2
out = P{γ2 ≤ γth2

}. (22)

By substituting (6) in (22), P 2
out takes the form

P 2
out =P

{
G2|h2|2|hr|2P2

G2|h2|2|hr|2P1 +G2|h2|2N0 +N0
≤ γth2

}
=P

{
|h2|2G2

(
|hr|2λ−N0γth2

)
≤ N0γth2

}
(23)

where λ = P2 − P1γth2 . From (23), it is seen that the outage
probability at U2 can be written as

P 2
out = P

{
|hr|2< τ

}
+ P

{
|hr|2> τ, |h2|2<

τ/G2

|hr|2−τ

}
.

(24)

According to (24), the condition γth2
< P2/P1 must be

satisfied system-wide to keep the far user from being exposed
to unavoidable outage condition. Further, by expressing (24)
in integral form, it is written as

P 2
out =

τ∫
0

f|hr|2(y)dy +

∞∫
τ

f|hr|2(y)F|h2|2

(
τ/G2

|hr|2−τ

)
dy.

(25)

By using (12) with M = 2 and l = 1 for U2, the CDF of
the ordered channel gain |h2|2 for double Rayleigh fading
channels is obtained as

F|h2|2(γ) = 2F|h̃2|2(γ)−[F|h̃2|2(γ)]
2. (26)

Then, by defining χ
△
= 2
√

γ
γ̄2

K1

(
2
√

γ
γ̄2

)
where γ̄2 = Ω2 and

substituting (11) in (26), (26) can be written as

F|h2|2(γ) =2(1− χ)− (1− χ)2 = 1− χ2

=1− ω2 (γ, γ̄2) (27)

Additionally, by substituting (27) into (25), P 2
out is written as

P 2
out = 1− I3 (28)

where

I3 =

∫ ∞

τ

f|hr|2(γ)ω2

(
τ/G2

γ − τ
, γ̄2

)
dγ

=

∞∫
τ

4

γ̄2

τ/G2

γ − τ

[
K1

(
2

√
1

γ̄2

τ/G2

γ − τ

)]2
1

γ̄r
e−

γ
γ̄r dγ (29)
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which is similar to the expression in (20) with the replace-
ment of the parameter ϕ with τ . Therefore, by applying
γ − τ = t transformation and first applying [47, 11] and [48,
03.04.26.0014.01], then using [45, 9.31-5], [45, 9.31-1] and
[45, 9.31-2], and finally with the help of [47, 21], (29) is
solved and the closed-form solution for P 2

out is obtained as

P 2
out = 1−

√
π

2
e−

τ
γ̄r G 1,4

5,2

(
γ̄2γ̄r
4τ/G2

∣∣∣∣ 0,0,1,−1,0

0,− 1
2

)
. (30)

C. System Outage Probability

In this section, the overall system outage probability is
defined as the probability of at least one user being exposed
to outage through the system. Therefore, the overall outage
probability of the considered system is calculated as

Pout = 1− (1− P 1
out)(1− P 2

out) (31)

where P 1
out and P 2

out are provided in (15) and (30), respec-
tively.

IV. ERGODIC CAPACITY ANALYSIS

In this section, the ergodic capacity analysis is presented,
first for the near user U1 and then for the far user U2.

A. Ergodic Rate from BS to U1

For the near user U1, the ergodic capacity is given as [49]

R1
ave =E

[
1

2
log2 (1 + γ1)

]
=

∫ ∞

0

1

2
log2(1 + γ)fγ1(γ)dγ

=
1

2 ln 2

∫ ∞

0

1− Fγ1(γ)

1 + γ
dγ. (32)

By using (5), Fγ1
(γ) is calculated as

Fγ1(γ) =P
{

G2|h1|2|hr|2P1

G2|h1|2N0 +N0
< γ

}
=P

{
|h1|2G2

(
|hr|2P1 −N0γ

)
< N0γ

}
. (33)

From (33), it is observed that Fγ1(γ) may be written as

Fγ1
(γ) = P

{
|hr|2>

N0γ

P1
, |h1|2<

N0γ/G
2

|hr|2P1 −N0γ

}
+ P

{
|hr|2<

N0γ

P1

}
(34)

which is expressed in integral form as

Fγ1
(γ) =

∫ ∞

N0γ
P1

f|hr|2(h)F|h1|2

(
N0γ/G

2

hP1 −N0γ

)
dh

+

∫ N0γ
P1

0

f|hr|2(h)dh. (35)

Then, by substituting (13) in (35) and after some arrangements
Fγ1(γ) is written as,

Fγ1
(γ) = 1− J1 + J2 (36)

where

J1 =

∫ ∞

N0γ
P1

f|hr|2(h)ω1

(
N0γ/G

2

hP1 −N0γ
, γ̄1

)
dh (37)

while

J2 =

∫ ∞

N0γ
P1

f|hr|2(h)ω2

(
N0γ/G

2

hP1 −N0γ
, γ̄1

)
dh. (38)

Then, by using (10) and (14a), (37) becomes

J1 =

∞∫
N0γ
P1

1

γ̄r
e−

h
γ̄r 4

√
1

γ̄1

N0γ/G2

hP1 −N0γ

× K1

(
4

√
1

γ̄1

N0γ/G2

hP1 −N0γ

)
dh. (39)

Applying t = hP1 −N0γ transformation, (39) is written as

J1 = κ2

√
N0γ/G2

γ̄1

×
∞∫
0

t−1/2e−
t

γ̄rP1 K1

(
2

√
1

γ̄1

N0γ/G2

t

)
dt (40)

where κ2 = 4
γ̄rP1

e−
N0γ
γ̄rP1 . After that, by using [47, 11] and

[45, 9.31-1,2,4,5], [47, 14] and [45, 9.31-2] and [45, 9.31-5],
(40) is solved as

J1 = 2e−
N0γ
γ̄rP1 G 3,2

2,5

(
N0γ/G

2

γ̄rγ̄1P1

∣∣∣∣ 2, 32
1,1,0, 32 ,2

)
. (41)

Furthermore, by substituting (10) and (14b) in (38) and using
t = hP1 −N0γ transformation, J2 is expressed as

J2 = κ2
N0γ/G

2

γ̄1

×
∞∫
0

t−1e−
t

γ̄rP1

[
K1

(
2

√
1

γ̄1

N0γ/G2

t

)]2
dt. (42)

Then, applying [48, 03.04.26.0014.01], [45, 9.31-5], [45, 9.31-
1], [45, 9.31-2] and [45, 7.813-1] respectively, J2 is derived
as

J2 =

√
π

2
e−

N0γ
γ̄rP1 G 1,4

5,2

(
γ̄1γ̄rP1

4N0γ/G2

∣∣∣∣ 0,0,1,−1,0

0,− 1
2

)
. (43)

Besides, by using (41) and (43) in (32), the ergodic capacity
for the near user U1 is calculated as

R1
ave =

1

2 ln 2

∫ ∞

0

J1 − J2
1 + γ

dγ =
1

2 ln 2
[M1 −M2] (44)

where

M1 = 2

∞∫
0

e−
N0γ
γ̄rP1

1 + γ
G 3,2

2,5

(
N0γ/G

2

γ̄rγ̄1P1

∣∣∣∣ 2, 32
1,1,0, 32 ,2

)
dγ, (45)

and

M2 =

√
π

2

∞∫
0

e−
N0γ
γ̄rP1

1 + γ
G 1,4

5,2

(
γ̄1γ̄rP1

4N0γ/G2

∣∣∣∣ 0,0,1,−1,0

0,− 1
2

)
dγ.

(46)
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Using Meijer’s G representations of polynomial and exponen-
tial functions as (1+x)α = 1

Γ(−α)G 1,1
1,1

(
x
∣∣ 1+α

0

)
[47, 10] and

e−x = G 1,0
0,1

(
x
∣∣−
0

)
[47, 11], (45) can be expressed as

M1 = 2

∞∫
0

G 1,1
1,1 (γ| 00 )G 1,0

0,1

(
N0γ

γ̄rP1

∣∣∣∣−0 )

× G 3,2
2,5

(
N0γ/G

2

γ̄rγ̄1P1

∣∣∣∣ 2, 32
1,1,0, 32 ,2

)
dγ (47)

and with the help of [48, 07.34.21.0081.01], M1 is obtained
as

M1 = 2G 1,1:1,0:3,2
1,1:0,1:2,5

(
N0

γ̄rP1
,
N0/G

2

γ̄rγ̄1P1

∣∣∣∣ 00 ∣∣∣∣−0 ∣∣∣∣ 2, 32
1,1,0, 32 ,2

)
(48)

in closed-form where G m,n:m1,n1:m2,n2
p,q:p1,q1:p2,q2 (., .| .. | .. | .. ) is the ex-

tended generalized bi-variate Meijer’s G function [50]. It
should be noted that the well-known numeric computing
environments have not yet included the bi-variate Meijer’s G
as a built-in function, but several algorithms for its calculation
are available in the literature [51].

Further, by following similar steps, M2 is written as

M2 =

√
π

2

∞∫
0

G 1,1
1,1 (γ| 00 )G 1,0

0,1

(
N0γ

γ̄rP1

∣∣∣∣−0 )

× G 1,4
5,2

(
γ̄1γ̄rP1

4N0γ/G2

∣∣∣∣ 0,0,1,−1,0

0,− 1
2

)
dγ (49)

and using [48, 07.34.21.0081.01], it is derived as

M2 =

√
π

2
G 1,1:1,0:4,1

1,1:0,1:2,5

(
N0

γ̄rP1
,
4N0/G

2

γ̄rγ̄1P1

∣∣∣∣ 00 ∣∣∣∣−0 ∣∣∣∣ 1, 32
1,1,0,2,1

)
(50)

in closed-form. Finally, by substituting (48) and (50) in (44),
the ergodic capacity expression for the near user U1 can be
obtained in closed-form.

B. Ergodic Rate from BS to U2

By following steps similar to those in finding out R1
ave, the

ergodic capacity for U2 is written as

R2
ave =E

[
1

2
log2 (1 + γ2)

]
=

1

2 ln 2

∫ ∞

0

1− Fγ2
(γ)

1 + γ
dγ (51)

where Fγ2
(γ) is expressed as follows, with the help of (6),

Fγ2
(γ) = P

{
G2|h2|2|hr|2P2

G2|h2|2|hr|2P1 +G2|h2|2N0 +N0
< γ

}
=P

{
|hr|2>

N0γ

P2 − P1γ
, |h2|2<

N0γ/G
2

|hr|2(P2 − P1γ)−N0γ

}
+P

{
|hr|2<

N0γ

P2 − P1γ

}
(52)

and from the requirement γ < P2/P1, (52) becomes

Fγ2
(γ) =

∫ N0γ
β

0

f|hr|2(h)dh

+

∫ ∞

N0γ
β

f|hr|2(h)F|h2|2

(
N0γ/G

2

hβ −N0γ

)
dh (53)

where β = P2 −P1γ. Then, by using the CDF of the ordered
channel gain for U2, given by (27), (53) takes the form

Fγ2(γ) = 1− J3 (54)

where J3 is

J3 =

∫ ∞

N0γ
β

f|hr|2(h)ω2

(
N0γ/G

2

βh−N0γ
, γ̄2

)
dh. (55)

Thus, R2
ave is written as

R2
ave =

1

2 ln 2

∫ P2
P1

0

J3
1 + γ

dγ. (56)

It is worth pointing out that J3 has an integral expression
similar to J2 with the replacement of the parameters γ̄1 with
γ̄2, and P1 with β in (38). Therefore, by following steps
similar to those in deriving J2, J3 is obtained as

J3 =J2|γ̄1→γ̄2,P1→β

=

√
π

2
e−

N0γ
γ̄rβ G 1,4

5,2

(
γ̄2γ̄rβ

4N0γ/G2

∣∣∣∣ 0,0,1,−1,0

0,− 1
2

)
. (57)

Finally, by substituting (57) in (56), the ergodic capacity at
the far user is obtained as

R2
ave =

1

2 ln 2

√
π

2

P2
P1∫
0

1

1 + γ
e−

N0γ
γ̄rβ

× G 1,4
5,2

(
γ̄2γ̄rβ

4N0γ/G2

∣∣∣∣ 0,0,1,−1,0

0,− 1
2

)
dγ. (58)

Please note that the single integral form in (58) is not analyt-
ically tractable. Therefore, it should be evaluated numerically.

C. Overall Ergodic Rate

For the proposed system, the overall achievable ergodic
capacity is calculated as

Rave = R1
ave +R2

ave. (59)

where R1
ave and R2

ave are provided in (44) and (58), respec-
tively.

V. NUMERICAL RESULTS AND SIMULATIONS

In this section, the performance of the proposed NOMA-
enabled cooperative V2V system is presented through nu-
merical calculations of the analytic derivations by comparing
simulations for miscellaneous scenarios. During the calcula-
tions and Monte-Carlo trials, it is assumed that all nodes,
BS, R, U1, and U2, align on a straight line and the noise
variance at each node is set to N0 = 1. Without loss
of generality, the average channel gains are considered to
be associated with the corresponding distances between the
nodes as Ωsr = 1/(1 + d2sr), Ω1 = 1/(1 + d21) and
Ω2 = 1/(1 + d22). Additionally, the obtained results of the
proposed system are compared with the simulation results of
the traditional cooperative OMA (COMA) technique [52] to
provide better and comprehensive insight into the performance
of the NOMA technique. Herein, the received SNRs of using
COMA technique considering (3) are calculated as γCOMA

i =
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Fig. 2. The outage performance of the near and far users in the proposed
NOMA-enabled vehicular communication system and comparison with the
COMA. R1 = R2 = 0.5 bit/Hz/s and (dsr, d1, d2) = (0.5, 0.5, 0.5).

G|hi|2|hr|2Pt/(G|hi|2N0+N0) and the corresponding rate is
given as RCOMA

i = 0.25 log2(1 + γCOMA
i ) where i ∈ {1, 2}

for the near and far users, respectively. Please note that, the
rate of applying the COMA technique is half the rate of
using the NOMA technique since the symbol of users are not
transmitted simultaneously in the COMA scheme [2]. More-
over, for a fair comparison between COMA and NOMA, we
assume that each user is allocated equal bandwidth and equal
transmission power. Furthermore, the presented figures show
the analytical and Monte-Carlo simulation results together to
verify the derivations, where the markers on the plots represent
simulation outcomes while the lines show numerical results of
the analytic expressions.

Fig. 2 shows the variation of the outage probabilities for
both users with respect to the total transmitting power Pt for
two different power allocation regimes at the BS, α1 = 0.1
(α2 = 0.9) and α1 = 0.2 (α2 = 0.8). Here, the simulation
results of the COMA scheme are also provided for the sake
of comparison. In the proposed system, since the symbol
transmission from BS to the users takes two time slots and
by assuming that BS uses the same modulation scheme for
both users, let us say a binary modulation scheme, target data
rates are assigned as R1 = R2 = 0.5 bit/Hz/s. Further, the
normalized distances are chosen as dsr = 0.5, d1 = 0.5 and
d2 = 0.5. The figure shows that increasing the power ratio
α1 from 0.1 to 0.2, which means doubling the transmission
power allocated to U1 (i.e., 100% increase), provides 3 dB
SNR gain for the outage performance of U1 with the strong
channel. On the other hand, decreasing the power ratio α2 from
0.9 to 0.8, which means 11.5% reduction at the transmission
power allocated to U2, results in an approximately 1.5 dB
SNR loss at the outage probability performance of U2 with
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Fig. 3. The outage performance comparison of NOMA and COMA
techniques over double Rayleigh fading channels. R1 = 1 bit/Hz/s, R2 = 0.5
bit/Hz/s and (dsr, d1, d2) = (0.5, 0.5, 0.5).

the weak channel. This tells us that the effective gain of U1

becomes greater than the effective loss of U2 as the P2/P1

ratio decreases and therefore overall system performance can
also be enhanced in this way. Furthermore, Fig. 2 presents
the performance of the COMA scheme and it reveals that the
outage performance of the NOMA scheme at U1 outperforms
the COMA’s since the channel gain of U1 is greater than that
of U2. On the other hand, it is shown that the performance of
COMA for U2 becomes slightly better with the increasing α1

value. However, it is worth noting that the NOMA scheme will
offer better spectral efficiency and user fairness than COMA
as multiple users are operated simultaneously.

The outage probability performances of U1 and U2 with
respect to the total transmitting power Pt are depicted in
comparison with the COMA scheme in Fig. 3. Here the target
data rates are chosen as R1 = 1 bit/Hz/s and R2 = 0.5
bit/Hz/s while the distances are assumed to be dsr = 0.5,
d1 = 0.5 and d2 = 0.5. Comparing the performance plot of
U1 in Fig. 2 for α1 = 0.1 and R1 = 0.5 bit/Hz/s with that
in Fig. 3 for α1 = 0.3 and R1 = 1 bit/Hz/s, it is observed
that U1 has similar outage performance, for example 9×10−3

and 6× 10−3 at 50 dB. Therefore, by allocating more power,
U1 can double its target data rate with a negligible loss in
the outage performance. On the other hand, as expected, the
outage performance of U2 gets worse with increasing α1.
Furthermore, it is seen from the figure that the performance of
U2 surpasses U1 for α1 = 0.1 at low and middle SNR regions
due to the substantially low transmit power of the BS for U1

when Pt < 45 dB. The figure also shows that the outage
performance of U1 with COMA technique is better than the
NOMA-enabled transmitting scheme when α1 = 0.1 for SNR
values up to 45 dB. This is due to the fact that since the
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Fig. 4. The outage performance of the near and far users for using Nakagami-
m fading for all channels in NOMA-enabled vehicular communication system.
(dsr, d1, d2) = (0.5, 0.5, 0.5), m = 2 and R1 = R2 = 0.5 bit/Hz/s
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Fig. 5. The outage performance of the near and far users for using Nakagami-
m fading for all channels in NOMA-enabled vehicular communication system.
(dsr, d1, d2) = (0.5, 0.5, 0.5), m = 2, R1 = 1 bit/Hz/s and R2 = 0.5
bit/Hz/s

rate of U1 in COMA is half of the NOMA and more power
is allocated to U1 in COMA, outage probability outperforms
compared to NOMA at low SNR. Besides, NOMA shows
better performance for U1 at high SNR when α1 = 0.1 since
it is performance is exponentially increased by the increasing
transmit power of the BS considering (5). However, it is
obvious that the NOMA technique will provide better spectral
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Fig. 6. The outage probability performances of the overall system and the
users in the NOMA-enabled cooperative vehicular communication system.
R1 = R2 = 0.5 bit/Hz/s, (dsr, d1, d2) = (0.5, 0.5, 0.8) and Pt = 45
dB.

efficiency than the COMA method since two users are assisted
simultaneously in the proposed system.

Fig. 4 presents the performance of the proposed system
using the same system parameters in Fig. 2 over Nakagami-
m fading channels to provide a comparison with the double
Rayleigh fading channels. For a fair comparision, we set
the Nakagami-m parameter of both channels to the same
value as m = 2. Since the fading conditions in Nakagami-m
channels are better then those in the double Rayleigh channels,
power allocation among the users affects their performances
that yields the performance of U2 becomes better than U1’s
performance. It is seen from Fig. 2 that, an increase in α1

from 0.1 to 0.2 results in an enhancement in the U1’s system
performance while the system performance of U2 degrades.
Moreover, when considering the Nakagami-m fading channels,
system performance of both users act as similar as in the case
of the double Rayleigh fading channels. Furthermore, it is
seen from Fig. 4 that the approximately 26 dB SNR gain is
achieved for the outage probability of 10−3 when assuming
the Nakagami-m fading channels for COMA.

Fig. 5 shows the variation of the outage probability with
Pt in the proposed system where the channels are subject to
Nakagami-m fading, instead of the double Rayleigh fading.
Here again, the Nakagami-m parameter values for both chan-
nels are assigned the same as m = 2. Apart from Fig. 3, it is
seen from Fig. 5 that U2 outperforms U1 in terms of system
performance, since more power is allocated for U2. Contrary
to the observed results in Fig. 3, the increasing α1 causes
the increasing outage probability for U1 while U2’s outage
probability decreases. Furthermore, when employing COMA
scheme over Nakagami-m fading channels, approximately 25
dB SNR gain for U1 and U2 is achieved to have the outage
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Fig. 7. The outage performance comparison of NOMA and COMA
techniques with respect to the distance between BS and the relay. (α1, α2) =
(0.2, 0.8), R1 = 0.5 bit/Hz/s, R2 = 0.5 bit/Hz/s, and Pt = 50 dB.

probability of 10−3 when comparing with the double Rayleigh
fading channels.

The outage probability performances of both users and the
overall system performance with respect to the power alloca-
tion parameter α1 is presented in Fig. 6. Here, Pt = 45 dB and
the normalized distances are dsr = d1 = 0.5 and d2 = 0.8.
The figure shows that the outage probability performance of
the overall system and U2 converge to each other in the
range 0.32 ≤ α1 < 0.5. It is also seen that α1 = 0.32
value, which is the starting point for the convergence of the
outage probabilities for U2 and the overall system, is the
optimum power allocation coefficient value for U1. The figure
also reveals that increasing the allocated power for U1 causes
degradation in the power level of U2, since U1’s performance
also degrades due to the SIC procedure failure. Further, it can
be observed that for α1 > 0.5, the criteria γth2

< P2/P1 in (8)
cannot be satisfied and the outage probabilities rapidly reach
1.

Fig. 7 depicts the outage probabilities of U1, U2 and the
overall system versus distance dsr. Here, the system parame-
ters are set to Pt = 50 dB, α1 = 0.2 (α2 = 0.8), R1 = 0.5
bit/Hz/s, and R2 = 0.5 bit/Hz/s. Furthermore, the distances
between BS-U1 and BS-U2 are assigned as d = 1. However,
R is in motion under the assumption d1 = d2 = d−dsr. From
the figure, it is observed that U1 has a better performance
compared to U2, since the channel gain of U1 is greater than
that of U2. Therefore, NOMA outperforms COMA for the
strong user U1. On the other hand, as an important result,
it is seen that COMA has slightly better outage performance
than NOMA for the weak user U2. However, NOMA still has
the advantages of providing better spectral efficiency and user
fairness as multiple users use the same frequency band at the
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Fig. 8. The comparison of ergodic capacity of the users and the overall
system for COMA and NOMA for (dsr, d1, d2) = (0.5, 0.5, 0.5) where
for NOMA (α1, α2) = (0.1, 0.9).
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Fig. 9. The ergodic capacities of the near and far users and of the overall
system. Pt = 45 dB and (dsr, d1, d2) = (0.5, 0.5, 0.8).

same time.
For the proposed system, achievable ergodic capacity for

the overall system and also the ergodic capacities for U1 and
U2 are presented in Fig. 8 for NOMA and COMA schemes,
with respect to Pt for the case of α1 = 0.1 (α2 = 0.9).
The figure reveals that increasing Pt results in saturation at
the achievable rate performance of U2 at high SNR due to
interference from U1. However, since U1 is able to perfectly
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decode its information without an interference from U2 after
a successful SIC operation, its own and therefore the overall
system performance increase. It is also shown that U1 reaches
higher achievable capacity values when using NOMA tech-
nique compared to the case of employing traditional COMA
scheme while the achievable capacity for U2 for COMA
technique is better than that for the NOMA method.

Finally, the ergodic capacity performances of the proposed
system is given in Fig. 9 for changing α1 values when Pt = 45
dB and the normalized distances are assigned as dsr = 0.5,
d1 = 0.5 and d2 = 0.8. The figure shows that the overall
achievable data rate saturates to approximately 6 bit/Hz/s even
for small values of α1 while increasing α1 provides higher
achievable data rates for U1. However, the achievable data
rate for U2 decreases in this case.

VI. CONCLUSION

In this paper, performance of the NOMA-enabled coopera-
tive vehicular communication systems, where the transmission
from the base station to the end-users has been established with
the help of a relay employing fixed-gain AF relaying scheme
has been investigated. Since the fading channels in vehicular
communication systems exhibit cascaded fading characteris-
tics, theoretical analyses have been carried out by considering
the double Rayleigh fading channel model as a realistic
fading scheme. Moreover, the results are compared with the
Nakagami-m fading. During the analyses, we first obtained
closed-form expressions for the outage probabilities of the
strong/near and weak/far users; after that, the exact ergodic
capacities for these users have been derived under double
Rayleigh fading. Then we provided the numerical results of
the calculations of analytic expressions for different system
parameters and verified them by Monte-Carlo simulations. We
also provided the simulation results for the COMA scheme and
compared the performances of NOMA and COMA methods in
the proposed V2V communication system. The results show
that the near user has better performance in the NOMA-
enabled systems compared to the systems employing the
COMA technique due to the SIC being perfectly applied on
the near user. On the other hand, the performance of the weak
user worsens in case of using the NOMA technique compared
to the COMA method even though the allocated power at the
base station for the near user remains at small values.
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Abstract— In this study, the leaves are classified by various 

Machine Learning (ML) and Deep Learning (DL) based 

Convolutional Neural Networks (CNN) methods. In the proposed 

method, first, image pre-processing is performed to increase the 

accuracy of the posterior process. The obtained image is a 

grayscale image without noise as a result of the pre-processing. 

These pre-processed images are used in classification with ML and 

DL. The Speeded Up Robust Features (SURF) are extracted from 

the grayscale image for ML-based learning. The features are 

restructured as visual words using the Bag of Visual Words 

(BoVW) method. Then, histograms are generated for each image 

according to the frequency of the visual word. Those histograms 

represent the new feature data. The histogram features are 

classified by four different ML methods, Decision Tree (DT), k-

Nearest Neighbor (KNN), Naive Bayes (NB) and Support Vector 

Machine (SVM). Before using the ML methods, the Bayesian 

Optimization (BO) method, which is one of the Hyperparameter 

Optimization (HO) algorithms, is applied to determine 

hyperparameters. In the classification process performed with 

four different ML algorithms, the best accuracy is achieved with 

the KNN algorithm at 98.09%. Resnet18, ResNet50, MobileNet, 

GoogLeNet, DenseNet, which are state-of-the-art CNN 

architectures, are used for DL-based learning. CNN models have 

higher accuracy than ML algorithms. 

 

Index Terms—Bag of Visual Words, Bayesian Optimization, 

Convolutional Neural Networks, Deep Learning, Speeded Up 

Robust Features 

 

I. INTRODUCTION 

N AGRICULTURE, plants must be constantly observed to 

ensure the continuity of food production, and efforts must be 

made to ensure that different plant species do not become 

extinct. Plants are the essential source of life on earth. All living 

organisms on earth need nutrition and water. Plants release 

oxygen to the atmosphere through photosynthesis to meet these 

main needs. In addition, climate and the distribution of gases in 

the atmosphere become regular due to the plants.  
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Many animals in nature meet their sheltering needs in the favor 

of plants. Substantial needs of people and animal such as drugs, 

fuel, etc. are provided by plants [1].  and animals in nature 

need plants, hundreds of plants are extinct due to human 

activities over the past 200 years. The continuity of plant 

production has an enormous effect on the future of human 

generation. Therefore, various precautions should be taken to 

prevent the extinction of the plant. For this purpose, one of the 

precautions taken is the identification of plant species [2].  

Recognition is the most effective one for the protection of 

plant species. If plant species can be recognized accurately, 

precautions can be taken for the endangered plant species so 

that, the generation of plant species can be protected. But given 

the existence of nearly 3 million named and classified plant 

species on earth, this is no easy task[3]. Because it requires in-

depth knowledge and experience about botany and plant 

systematics [4]. In addition, classification techniques such as 

morphological anatomy, cell biology, molecular biology, and 

photochemistry are complex and challenging topics, and 

therefore not suitable for online applications [5, 6]. As a result, 

the detection of all plant species on earth is an important but 

difficult task. 

For easier plant identification, using plant leaves has long 

been accepted by researchers [7]. The leaves on the plant are 

the strongest determinant of that plant type. Because unlike 

flowers and fruits which appear in a short period, they are both 

outnumbered and long-lasting [8]. The exact color of the leaves 

can differ depending on the climate. That's the reason why it is 

essential to make a classification according to both shape and 

tissue features. In this way, more reliable results can be 

achieved [9]. In addition to recognizing the plant species, leaves 

also provide the discovery of important information such as 

plant development and plant disease. However, given the large 

number of leaf species, leaf recognition by traditional methods 

is a time-consuming and difficult task for botanists. Recently, 

such classification tasks have become easier and faster to be 

solved automatically with computer-aided systems [10].  

Due to the disadvantages of traditional methods, studies 

using automatic identification methods have increased. Gaston 

and O'Neill [11] stated that it is possible to identify the plants 

automatically with the recent developments in the field of 

Artificial Intelligence (AI) and Digital Image Processing. The 

classification studies of the plants gained popularity in the past 

decade with developments in both Machine Learning (ML) and 

Deep Learning (DL) fields. For example, in papers by Kulkarni, 

Muhammet Fatih Aslan 
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Learning Algorithms in Leaf Type 

Classification 
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Rai, Jahagirdar and Upparamani [12], Kumar, Belhumeur, 

Biswas, Jacobs, Kress, Lopez and Soares [13] and Wäldchen, 

Rzanny, Seeland and Mäder [14] different computer vision and 

AI-based applications were introduced to improve leaf 

identification performance. 

Plant identification studies provide significant benefits in 

applications for smart and precision agriculture. The 

development of automatic and rapid plant recognition 

applications can be used to know which plants have benefits 

and harms. In addition, leaf-based plant classification 

applications allow exciting applications for autonomous 

agricultural applications [15]. In this sense, the prominent 

application area is selective spraying. Vehicles that perform 

autonomous spraying according to the map of weed and crop 

distributions with selective spraying are an active field of 

application [16]. In addition, autonomous applications can be 

developed to monitor different crops grown in a greenhouse. 

Recently, different applications have been developed for 

precision agriculture with Unmanned Aerial Vehicles (UAV) 

and Unmanned Ground Vehicles (UGV). A comprehensive 

survey study on this was presented by Aslan, Durdu, Sabanci, 

Ropelewska and Gültekin [17]. As a result, plant identification 

applications are important and necessary in different fields for 

precision agriculture. 

In this study, learning-based ML and DL methods are applied 

to identify leaves with high accuracy. For this, leaf images in 

the Folio [18] dataset are used. First, simple image processing 

steps are applied to raw images. In this way, irrelevant features 

that will negatively affect the artificial intelligence result are 

removed. ML and DL are implemented on these pre-processed 

images. While the feature extraction step is required first for 

traditional ML methods, feature extraction is performed 

automatically through deep layers in DL. In this study, to 

extract the necessary features for ML, Speeded Up Robust 

Features (SURF), a very powerful feature descriptor, is used. In 

addition, Bag of Visual Words (BoVW) is used to cluster a large 

number of features and express these clusters with histograms. 

Using the obtained histograms, the classification of leaf images 

is completed. In experimental studies, various ML methods 

such as Decision Tree (DT), k-Nearest Neighbor (KNN), Naive 

Bayes (NB) and Support Vector Machine (SVM) are applied 

with Bayesian Optimization (BO) to get the best performance 

from ML techniques. After the ML step, pre-processed leaves 

are classified with CNN models that can automatically extract 

features and perform classification. For this, frequently 

preferred methods such as Resnet18 [19], ResNet50 [19], 

MobileNet [20, 21], GoogLeNet [22] and DenseNet [23] are 

used. In the last step, the model that gives the most accurate 

result for the Folio dataset is also applied to the Swedish dataset 

to prove the result. 

The hypothesis and novelty in this study are that traditional 

ML algorithms powered by SURF, BoVW and BO steps can 

perform close to popular CNN models in leaf recognition. The 

contributions of this article can be summarized as follows: 

1) SURF features extracted from leaf images are 

strengthened with the BoVW method. 

2) Different ML algorithms with powerful feature extraction 

and optimization steps are compared with different CNN 

models. 

3) This study compares the high-level feature extraction 

power of CNN with ML methods including SURF, BoVW and 

BO. 

4) At the end of the study, high leaf recognition successes are 

obtained. 

The article is organized as follows. After the introduction, 

previous studies on leaf classification are discussed in section 

2. Section 3 introduces leaf datasets used in learning algorithms. 

The pre-processing steps applied to leaf images, the BoVW 

approach, the ML and DL algorithms used, etc. are explained 

in section 4. Section 5 analyzes the ML and DL results obtained 

as a result of applying the proposed methods. Finally, section 6 

concludes the work. 

II. RELATED WORKS 

Unfortunately, existing methods are not capable enough for 

the strong classification of the leaves [5, 24]. Therefore, many 

researchers aim to increase the accuracy of the classification by 

using different algorithms and their combinations. Vijaya 

Lakshmi and Mohan [25] suggested a new circle-based radii 

model. This model was based on the leaf's center point and leaf 

boundaries. 50 out of 220 classes from the ICL dataset were 

used. 44 features were extracted from each leaf. The SVM 

algorithm was used for classification. As a result of the study, a 

success of 93.33% was achieved. Koklu et al. [26] created 

grapevine leaf images and classified these images with the 

MobileNetv2 CNN model. They proposed three different 

approaches to classification. They implemented fine-tuned 

MobileNetv2 in the first, the MobileNetv2-SVM structure in 

the second, and the MobileNetv2-SVM-feature selection in the 

last. Also, different kernel functions for SVM were taken into 

account. At the end of the study, the CNN-SVM structure based 

on the selected features performed in the last step performed 

more successful classification with 97.60% accuracy. Sharma 

et al. [27] performed leaf classification based on color and 

texture features. They used HSV (hue, saturation, value) color 

space to extract color features and the Gray-Level Co-

Occurrence Matrix (GLCM) algorithm to extract texture 

features. Extracted features were given as input to Artificial 

Neural Network (ANN), both individually and by fusion. At the 

end of the study, it was stated that the fusion features were 

stronger for leaf recognition. Arun and Viknesh [28] performed 

leaf classification on the Mendeley dataset using eleven 

different pre-trained CNN models such as AlexNet, Xception, 

ResNet50, and EfficientNet. In the comparisons made in the 

study, it was stated that the EfficientNet B5 model 

outperformed other models with 99.75% accuracy. Jin, Hou, Li 

and Zhou [24] emphasized leaf tooth features. The deformities 

in the leaf squares were removed with the Pauta criterion. After 

this, four-leaf tooth features (Leaf-obliqueness, Leaf-rate, Leaf-

num and Leaf-sharpness, and Leaf-obliqueness) were obtained. 

As a result of the study, accuracy values between 73% and 80% 

were obtained. Saleem et al. [29], focused on handcrafted visual 

leaf features, feature extraction techniques, and classification 

methods for the analysis of visual leaf shape features in plant 

classification. In the experiments performed on the Flavia 

dataset, they presented a five-step algorithm for leaf recognition 

consisting of pre-processing and segmentation, feature 

extraction, etc. They used KNN, DT, NB, and multi-SVM 
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classifiers in the proposed algorithm. At the end of the study, 

KNN was the most successful ML method with 98.75% 

accuracy. Also, at the end of the study, the proposed method 

was compared with AlexNet. The proposed method was more 

successful than AlexNet in the presence of less training data. 

Dudi and Rajesh [30] performed a DL-based plant 

identification application using the Swedish and Mendeley 

dataset. First, they applied pre-processing steps such as median 

filtering and histogram equalization to the leaves. These images 

were then classified by CNN optimized with the Shark Smell-

based Whale Optimization Algorithm (SS-WOA). They also 

introduced a threshold dependent classification method to 

classify untrained images. The proposed SS-WOA application 

outperformed different ML methods such as NB, SVM for both 

trained and untrained data. Sladojevic  et al. [31] applied DL 

that was recently overemphasized in the field of ML. In that 

study, recognition of plant disease was aimed. Hence, leaf 

recognition was done using Convolutional Neural Networks 

(CNN). With this method, 13 different healthy leaf species were 

introduced to CNN. So, diseased species were distinguished. As 

a result of the study, the accuracy rate between 91% and 98% 

was acquired. Kulkarni et al. [12] utilized Zernike moment 

features in addition to shape, color, vein, and texture features. 

As a classifier, Radial Basis Probabilistic Neural Network 

(RBPNN) was preferred. The accuracy rate of the study using 

Flavia data was 93.82%. Wagle et al. [32] designed a compact 

CNN with different convolutional layers, named N1, N2, and 

N3, for plant species classification. They tested this compact 

CNN model on the PlantVillage and Flavia datasets. They then 

compared their results with the AlexNet model with transfer 

learning. The designed CNN model was superior in terms of 

training time and accuracy. The classification accuracies 

achieved were above 99%. Bakhshipour and Jafari [33] 

presented a proposal for the separation of sugar beet and weed. 

In the feature extraction phase, shape factors, moment 

invariants, and Fourier descriptors were extracted from images. 

ANN and SVM were carried out in the classification phase. In 

that study, four common weed species were detected in sugar 

beet. Accuracy rates were 92.92% for ANN and 95.00% for 

SVM. Finally, in another study by Kho et al. [34], three 

different Ficus species leaves (F. benjamina, F. 

pellucidopunctata, and F. sumatrans) were classified. 

Morphological features, Hu moment features, texture features, 

and Histogram of Oriented Gradients (HOG) were employed in 

the feature extraction stage. ANN and SVM were applied to 

perform classification. As a result of both models, the accuracy 

rate was found as 83.3%. 

In general, previous studies have used different feature 

extraction, optimization and classification algorithms for leaf 

classification. In previous studies, it is desired to increase the 

accuracy of leaf recognition by using different methods 

together (hybrid). Some studies perform classification with ML, 

others with DL. The learning algorithm used in leaf 

classification is vital for accuracy. No comprehensive study 

involving DL and ML comparison has been carried out so far. 

The superiority of DL algorithms over ML is known. In this 

sense, this study equips ML algorithms in the best way and 

compares them with different CNN models. 

III. DATASET 

A. Folio Dataset 

In this study, the dataset from UCI[35] library is used. The 

Folio dataset includes 32 different images each belonging to 

different leaves. Each type has 20 images. Images are obtained 

from a mobile phone with a 1980x1024 resolution. In this study, 

15 different types of leaves from the Folio [18] dataset are 

classified. The types of leaves are shown in Fig. 1 (a). 

 

B. Swedish Leaf Dataset 

The Swedish Leaf dataset [36] is a public dataset created by 

Linkoping University and the Swedish Museum of Natural 

History. The dataset contains a total of 15 different leaf types, 

and each type has 75 sample images. Some species are very 

similar in shape to each other. The image background is white. 

The leaf types of the Swedish Leaf dataset are shown in Fig. 

1(b).  

 

 
(a) Folio dataset 

 

(b) Swedish Leaf dataset 
Fig.1. Leaf datasets used in the study 

IV. METHODOLOGY 

The methodology part of this study deals with image 
processing, feature extraction, ML and DL methods. A general 
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flow chart showing the application of these methods in this 
study is shown in Fig. 2. In this section, each method used is 
examined in detail and the outputs of the relevant method are 
shared. 
 

 
Fig.2. Methods used in the study   

A. Image Processing 

Most of the time, it is crucial to perform pre-processing 

operations in the original image to minimize the error of the 

feature extraction process.  Using the advantage of pre-

processing, some operations like the extraction of desired 

features, minimizing the noise can be achieved, and it directly 

affects the performance of the classification. This study 

presents a comparative analysis of ML and DL methods, which 

are frequently preferred in leaf classification applications. The 

main purpose of this study is to compare the results obtained 

from ML and DL-based algorithms. However, in order to 

increase the accuracy and reliability of both ML and DL-based 

algorithms, it is necessary to examine only leaf-containing 

pixels. In this sense, some image pre-processing steps are 

applied for raw leaf images. The image is belonging to the 

Croton plant, and each pre-processing step is illustrated in the 

order in Fig. 3.   

 

 
Fig.3. Pre-processing steps 

 

As shown in Fig. 3, the original image is converted to a 

grayscale image to overcome the complexity derived from color 

and to minimize the noise. When Fig. 1 (a) is examined, it is 

obvious that backgrounds are completely white for some 

images while it is not for others. To improve recognition 

performance, features should be extracted mostly from the leaf. 

For this, a noise-free and uniform background should be 

provided for all leaves. For this reason, the background of all 

images should be white. The threshold value is determined by 

the Otsu method [37], and the leaf is completely separated from 

the background to cover the background with white color. The 

main purpose of the pre-processing is that the background 

should be white, and the leaves are gray-scale. For this reason, 

noise removal, morphological operations, filling, and inversion 

were performed on the image after the determination of the 

threshold value of the image. Eventually, the multiplication of 

achieved inverse image and gray image gives the final image. 

After this stage, most of the features extracted from the final 

image belong to the leaf. In summary, as a result of the pre-

processing, the original image is subjected to specific 

processing, and thus, noise is removed, and gray space leaf 

images are obtained. Each of these processes is first applied to 

all leaves. The obtained results are recorded, and the features of 

these images are extracted. The original images and the final 

images of the Croton plant as a result of pre-processing are 

shown in Fig. 4. 

 

 
Fig.4. Original and final images of Croton plant 

 

B. K-Means Algorithm 

The K-Means algorithm is a frequently used learning method 

that has a simple structure. In this method, a large number of 

extracted features are divided into k groups. When the 

algorithm starts, first of all, centers are determined. Afterwards, 

data are classified according to these centers. According to the 

classification results, the center points are constantly updated. 

This process continues iteratively. Clustering is completed 

when the error between the specified center point and the data 

reaches the minimum value [38, 39]. 

C. Bag of Visual Words 

The BoVW algorithm is an adapted version of the BoW (Bag 

of Words) algorithm to images. Using the BoW algorithm, it is 

possible to obtain a histogram of the words in a document. In 

this way, document classification can be performed. Similarly, 

with the BoVW, images can be classified by identifying visual 

words in an image and creating histograms [40]. In the BoVW 

method, the extracted features are clustered first. As a result of 

clustering, words are obtained, and each cluster represents a 

word. Finally, histograms are created according to the word 

frequency in the input image [41, 42]. 

D. Feature Extraction 

In this study, SURF features are extracted from each pre-

processed image. SURF is superior to SIFT (Scale Invariant 

Feature Transform) in terms of faster feature extraction [43]. 

Since there are 20 pieces from each leaf and the training rate is 

80% in the classification, a total of 240 leaves are used to 
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extract features. The total number of extracted features is 

947085. In Fig. 5, the features of some different leaves are 

shown with red marks.  

ML or DL models can be fed directly with SURF features. 

However, more successful results were obtained in studies [44-

47] that applied SURF features together with the BoVW model. 

For the detection of SURF key points, the Hessian matrix is 

used. With the determinant of the Hessian matrix, it is decided 

whether a point will be chosen as the key point. Considering a 

pixel, its Hessian matrix is calculated as follows: 

 

𝐻 (𝑓(𝑥, 𝑦)) =

[
 
 
 
 
𝜕2𝑓

𝜕𝑥2
  

𝜕2𝑓

𝜕𝑥𝜕𝑦
  

𝜕2𝑓

𝜕𝑥𝜕𝑦
  
𝜕2𝑓

𝜕𝑦2
 
]
 
 
 
 

 (1) 

 

In an 𝐼 image, given the point 𝐱 =  [𝑥, 𝑦], the Hessian matrix 

𝐻 (𝐱, 𝜎) at point 𝐱 on the scale 𝜎 is defined as follows [48]: 

 

𝐻 (𝐱, 𝜎) = [
𝐿𝑥𝑥   𝐿𝑥𝑦  

𝐿𝑦𝑥  𝐿𝑦𝑦
] (2) 

 

Here 𝐿𝑥𝑥(𝐱, 𝜎) is the convolution of the image 𝐼 at the 𝐱 point 

and the Gaussian quadratic derivative (
𝜕2

𝜕𝑥2 𝐺 (𝑥, 𝑦, 𝜎)). Others 

(𝐿𝑥𝑦 , 𝐿𝑦𝑥, 𝐿𝑦𝑦) are calculated similarly. Since key point 

calculations will be made for each pixel, the SURF method is 

affected by noise in the image and faulty or missing features 

can be extracted [49-51]. Because SURF features are calculated 

for each pixel. Therefore, noise in the image and unnecessary 

blobs in the background should be removed. Various noise 

removal or denoising methods can be used for this purpose [52]. 

By removing the noises, only features are extracted from the 

main object. The number of features extracted with SURF may 

be different for each image. In other words, the number of 

pixels that are resistant to rotation and scale change in an image 

can be different. However, thanks to the use of these features 

with the BoVW model, the number of features will equate to 

the number of visual words. 

As seen in Fig. 5, the background noise is completely 

removed, and the SURF features are only on the leaf. These 

SURF features are then processed in the BoVW algorithm to 

generate new feature data. In this way, it is aimed to represent 

more complex, and numerous SURF features in a more 

meaningful way with BoVW. Features are first clustered with 

BoVW. In this study, k-means is used as the clustering 

algorithm, and k value is set to 500. In other words, 947085 

features are distributed to 500 clusters in k-means. Each cluster 

represents a word. The result of BoVW is expressed using 

histograms according to an image word frequency. However, 

the histogram only gives the word frequency in an image. 

Location information is not available on the histogram. The 

histogram obtained from a sample leaf image is shown in Fig. 

6. 

 
Fig.5. SURF features extracted from pre-processed images 

 
Fig.6. Visual word frequency histogram obtained from a leaf of Ashanti Blood 

 
The histogram obtaining process in Fig. 6 is carried out for 

each leaf. As a result, a new numerical dataset in the size of 
240x500 is generated for 240 images. These data can now be 

classified by four different ML methods. 

E. Machine Learning-Based Leaf Classification 

In this study, four different ML methods, DT, KNN, SVM, 
and NB, respectively are used for the classification of the 
leaves. In this part, methods are explained briefly. 

 

1) Decision Tree 

DT is a supervised learning method that can solve 

classification and regression problems by using trees, leaves, 

and branches in a representative manner. The tree structure is 

formed with DT according to the used dataset. A tree consists 

of leaves and branches. Leaves represent the label of the class 

while branches represent the cluster that forms the label class. 

Forming a tree continues iteratively until there are no criteria to 

divide the samples. After the forming phase of the tree, it is time 

for the pruning phase which increases the performance of the 

classification. A big dataset can be classified successfully by 

using DT [53-55].  

 

2) k-Nearest Neighbors 

The KNN algorithm is an unsupervised learning method that 

is easy to understand and implement. The algorithm works by 

considering the distance between the data of known class and a 

new sample for the classification operation. The number k 

represents the number of data closest to the new sample, and the 

class assignment is performed by considering the majority. 

Contrary to other methods, there is no time lost for the training 

process, in another saying there is no training process. Although 

KNN is a classical method, it is still preferred because of its 
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accuracy and speed, and it was used frequently in applications 

such as pattern recognition and classification [56-58]. 

 

3) Support Vector Machine 

SVM is a supervised learning method for classification and 

regression applications because of its high performance. The 

training process was performed in a multi-dimensional space by 

creating hyperplanes. The classes are separated with 

hyperplanes, and for a strong separation, hyperplanes should 

divide the class with an optimal distance. SVM includes the 

necessary calculations that form the hyperplanes to provide 

optimum separation. In addition, a multi-dimensional and non-

linear dataset can also be classified with SVM. The kernel trick 

method is used for this purpose. In this way, the feature space 

is mapped to a higher space, and afterwards, hyperplanes are 

created [59-61]. 

4) Naive Bayes 

NB is a probabilistic classification model based on the Bayes 

theorem. With probability calculations using data of a known 

class, the class of the new data can be calculated. In this method, 

classification is made by assuming that the features have 

connections and relations. One of the most important 

advantages of NB is that it can perform classification with little 

training data. Moreover, NB is less affected by noises [62-64]. 

F. Bayesian Optimization (BO) 

BO [65]  is a hyperparameter search algorithm. It was 

developed using Bayes' theorem. With Bayes, the posterior 

distribution is estimated using prior knowledge. The equation 

representing the general Bayes theorem is shown in Equation 3. 

According to Equation 3, posterior distribution (𝑃(𝑋|𝑍)) is 

directly proportional to likelihood (𝑃(𝑍|𝑋)) and a priori 

distribution (bias) (𝑃(𝑋)) [66]. 

 

𝑃(𝑋|𝑍) ∝ 𝑃(𝑍|𝑋)𝑃(𝑋) (3) 

𝑥∗ = arg𝑚𝑖𝑛𝑓(𝑥)        𝑥 ∈ 𝑋 (4) 

 

BO is often used among HO methods. The general 

calculation formula for this optimization method is as in 

Equation 4. In Equation 4, the value 𝑥∗ minimizes the function 

𝑓(𝑥). Here x represents a hyperparameter of the ML algorithm. 

𝑓(𝑥) represents an objective function, also called the Gaussian 

process model, that strives to be minimized. The 

hyperparameter type 𝑥 is searched in the 𝑋 search space. 

Finding the optimal hyperparameter for ML algorithms in the 

search space is quite costly. Also, it would be costly to use their 

values in the whole space to find the optimum value of 𝑥 as in 

Equation 4. An iterative approach is required to reduce cost. At 

this stage, BO converges to the optimum value by applying 

Bayes-based iterative optimization[67]. 

G. Deep Learning-Based Leaf Classification 

This section presents the data augmentation step applied for 

leaf classification based on DL. It also briefly introduces the 

Resnet18 [19], ResNet50 [19], MobileNet [20, 21], GoogLeNet 

[22] and DenseNet [23] CNN models applied for classification. 

1) Data Augmentation 

It is a well-known fact that a rich dataset increases the 

success of DL classification. However, it may not always be 

possible to obtain a rich dataset. Therefore, the images in the 

dataset can be artificially augmented to obtain a rich dataset 

using various techniques [68, 69]. Data augmentation is actions 

performed on raw images to increase the amount of data in the 

dataset. 

 
Fig. 7. Data augmentation techniques and sample result images 

In this study, there are a total of 300 images, 20 of which 
belong to each of 15 different leaf types. Since this number of 
images is insufficient for a DL study, data augmentation 
techniques are applied. Four different data augmentation 
techniques (Rotation, Scale, Translation, and Blur) are applied 
to each image shown in Fig. 7 to ensure data diversity. With the 
rotation operation, the image is rotated around its center by a 
certain degree. The translation process is to shift the images 
right, left, up or down on a pixel basis. With scale operation, the 
scale of the image is changed at a certain interval, so that the 
image of the object in different dimensions is created. For blur, 
a low-pass filter is applied to reduce the high-frequency effect 
in the image. The total number of images is increased to 1500 
by using data augmentation techniques. The lower and upper 
limit values of these data augmentation methods are shown in 
Table I. 
 

TABLE I 

THE LOWER AND UPPER LIMITS OF THE DATA AUGMENTATION 

TECHNIQUES USED 

Parameter  Lower Limit Upper Limit 

Blur 1 4 

Rotation -45° 45° 

Scale 0.8 1.2 

Translation (pixel) -20 +20 

 

2) ResNet18 and ResNet50 

CNN architectures are designed in a deeper structure over 

time. This complicates these architectures. Also, constantly 

increasing the depth does not always increase success. ResNet 

[19] is developed to avoid the vanishing gradient problem, 

which limits the learning of the network as the depth increases. 

To achieve this, residual blocks are used to transmit residual 

values to subsequent layers. ResNet18 and ResNet50 models 

with different depths such as 18 and 50 were developed using 

this principle. 

 

3) MobileNet 

MobileNet is a deep architecture with low computation and 

fast processing capability, designed for use on mobile devices. 

Expensive convolution layers are replaced with 1x1 and 3x3 
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convolution layers to reduce the number of parameters. In this 

way, fewer learning parameters are obtained. MobileNetv2, on 

the other hand, uses inverted residual blocks with bottleneck 

properties and thus has fewer parameters [70]. 

 

4) GoogLeNet 

GoogLeNet is a 22-layer architecture developed by 

researchers at Google. It is the first version of the Inception 

network (Inception v1). In its architecture, it used an inception 

model consisting of convolution filters with dimensions of 1x1, 

3x3 and 5x5. In this way, while increasing the depth of the 

network, the computational load is reduced [22]. 

 

5) DenseNet 

It is similar to the ResNet architecture in general, but denser. 

Each convolution layer except the first layer receives feature 

maps of all previous convolution layers. That is, the feature 

maps of a convolution layer are given as input to all subsequent 

layers. DenseNet-201 is a deep CNN with a layer depth of 201 

[23]. 

V. RESULTS 

This section evaluates the classification performance of ML 

and DL algorithms. Performance metrics used for this are given 

in Equations 5-10. 

 

Accuracy =
TP + TN

TP + FP + TN + FN
 

(5) 

Precision =
TP

TP + FP
 

(6) 

Sensitivity =
TP

TP + FN
 

(7) 

Specificity =
TN

TN + FP
 

(8) 

F1 − score =
2TP

2TP + FP + FN
 

(9) 

TP: True 

Positive 

TN: True 

Negative 

FP: False 

Positive 

FN: False  

Negative 

 

A. ML Results 

DT, KNN, SVM, and NB have different hyperparameters 

that significantly affect the accuracy of the algorithm. When 

these hyperparameters are determined, optimal success can be 

obtained from the relevant ML method. With the 

Hyperparameter Optimization (HO) method, hyperparameter 

values that make system error minimum are determined [71]. 

BO [65] approach which is one of the HO methods is used in 

this study to obtain parameters that would give maximum 

success rates. For this reason, hyperparameters are first 

determined by the BO approach and then classification is made 

by using these hyperparameters. The hyperparameter values 

used for DT, KNN, NB, and SVM and the time taken to find 

the optimum hyperparameters (BO duration) are shown in 

Table II.  

In addition, optimization graphs determining DT, KNN, and 

NB hyperparameters are shown in Fig. 8. Fig. 8 shows the 

objective function values according to the changes of the 

hyperparameters in three different ML algorithms. In these 

graphs, the values that minimize the objective function are 

searched in the search space. The hyperparameter value of each 

ML algorithm is calculated iteratively with BO and the 

objective function is recalculated accordingly. Instead of 

calculating the objective function with all space values, BO 

reaches the optimum value faster with an iterative approach. 

For each ML algorithm, the hyper parameter values that 

minimize the graph are recorded and ML classifications are 

made using these values. For SVM, the four-dimensional BO 

graph could not be plotted due to the number of variables 

(objective function, C, kernel scale, and coding method). 

However, results are obtained. The confusion matrices obtained 

after the classification using the specified parameter value are 

shown in Fig. 9, respectively. The metric values in Equations 1-

6 are calculated to determine the classification performance. 

These values are shown in Table III.  

 

 

(a) DT 

 

(b) KNN 

 

(c) NB 

Fig. 8. BO results of ML algorithms 

 

Considering the confusion matrices in Fig. 9 and the 

performance metrics in Table III, it is seen that KNN and SVM 

methods are more successful than other methods with an 
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accuracy of 98.09%. Since KNN is the ML method that 

provides faster training, KNN is a more preferable method in 

this respect. It should be noted that these results are calculated 

using the ML parameters obtained with BO, that is, they are the 

optimum classification results. 
 

TABLE II 

HYPERPARAMETERS FOR ML ALG. AND BO DURATION VALUES 

ML Alg. DT KNN NB SVM 

Hyperpara- 

rameters 

Min. 

leaf 
size:  

3  

Number of 

neighbors: 
1 

 

Distance 
type:  

spearman 

Distributi

on type: 
 kernel 

 

Kernel 
width:  

0.00308 

Coding method: 
one-versus-all 

 

Box Constraints 
(C): 0.84721 

 

Kernel scale: 
0.0336963 

BO duration 

(sec.) 
61.86 41.944 3664.401 1616.419 

 
 

TABLE III 

PERFORMANCE METRICS OF ML ALGORITHMS 

ML 

algorithm 
Acc. Spec. Prec. Sens. F1-Score 

DT 0.6536 0.9752 0.7213 0.6536 0.6536 

KNN 0.9809 0.9986 0.9851 0.9809 0.9805 

NB 0.8963 0.9926 0.9173 0.89635 0.8958 

SVM 0.9809 0.9986 0.9851 0.9809 0.9805 

B. DL Results 

In the next step after data augmentation, five different 

popular CNN models are fed with augmented leaf images. 

These are ResNet18, ResNet50, GoogLeNet, DenseNet201, 

and MobileNetv2, which are frequently used in DL studies. The 

architecture of each model consists of different numbers and 

types of layers. The input image size for each model is 224 × 

224. Therefore, each image is resized and given to the models. 

Of 1500 leaf images, 80% were used for training and 20% for 

testing.  

Before training, the dataset is divided into small groups. 

Learning is done in these small groups. This parameter, called 

mini-batch size, determines how many data the CNN model can  

process at the same time. The groups separated by mini-batch 

are trained sequentially and the weights of the network are 

updated. The number of times that all training data is given to 

the network is called the epoch. In this way, the network is 

repeatedly trained and the weights are updated to reduce the 

error. The update rate of the weights is determined by the 

Learning Rate. The parameter values used for training in all 

CNN models are as follows: Execution Environment: GPU, 

Max. Epoch: 20, Learning Rate: 0.001, and Mini Batch Size: 

32. The optimization algorithm used to train and reduce the loss 

value is Stochastic Gradient Descent with Momentum 

(SGDM). Result values are obtained after training and testing 

for each CNN model. The training of CNN models is carried 

out on a laptop computer with Intel Core i7-7700HG CPU, 

NVIDIA GeForce GTX 1050 4 GB graphics card and 16 GB 

RAM. The confusion matrices obtained according to the 

ResNet18, ResNet50, GoogLeNet, DenseNet201, and 

MobileNetv2 classification results are shown in Fig. 10. In 

addition, accuracy, specificity, precision, F1-score, and 

sensitivity performance metrics were calculated according to 

these error matrices and these values are given in Table IV. 

 

 

 

 

 

 

 

 
(a) DT (b) KNN 

  
(c) NB (d) SVM 

Fig. 9. Confusion matrices of ML algorithms 
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(a) ResNet18 (b) ResNet50 

  
(c) GoogLeNet (d) DenseNet201 

 
(e) MobileNetv2 

Fig. 10. Confusion matrices of DL algorithms 

TABLE IV 

PERFORMANCE METRICS OF CNN MODELS 

Model Acc. Spec. Prec. Sens. 
F1-

Score 

ResNet18 0.9967 0.9998 0.9970 0.9968 0.9968 

ResNet50 0.9967 0.9998 0.9974 0.9970 0.9971 

GoogLeNet 0.9933 0.9995 0.9923 0.9938 0.9928 

DenseNet201 1 1 1 1 1 

MobileNetv2 0.9967 0.9998 0.9974 0.9970 0.9971 

 

When the confusion matrices in Fig.10 and the classification 

results in Table IV are examined, it is seen that all the CNN 

models used provide superior success. DenseNet201, which has 

the densest connectivity among CNN models, correctly 

classified all leaves. 

In addition, in this study, DL and ML algorithms, which 

provide the highest classification (SVM for ML, DesneNet201 

for DL) are also tested on the Swedish leaf dataset. First, each 

of the leaf images in the Swedish dataset (see Fig.1(b)) is pre-

processed as in the Folio dataset. 80% of these images are used 

for training and the rest for testing. For ML, SURF features are 

extracted from the processed images. Then these features are 

processed with the BoVW method and new word features are 

created. Afterwards, the BO-optimized SVM method classifies 

leaf images with 96.89% accuracy. The confusion matrix 

obtained as a result of classification with SVM is shown in Fig. 

11(a). Other metric values are also shown in Table V. 

For DL, the number of pre-processed images is increased by 

the data augmentation techniques shown in Fig. 7. As a result 

of increasing the data, the total number of processed leaf images 

increases to 5625. After the training and testing steps, the 

confusion matrix obtained with the DenseNet201 network for 

the test data is shown in Fig. 11(b). In addition, other 

performance metrics are shared in Table V. Accordingly, 

Swedish leaf dataset images are classified with 99.91% 

accuracy with DenseNet201. The resulting accuracy and other 

metrics prove the robustness of the proposed method and 

support the results obtained on the Folio dataset. 
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Ulmus carpinifolia 

 Acer

Salix aurita

Quercus

Alnus incana

Betula pubescens

Salix alba 'Sericea'

Populus tremula

Ulmus glabra

Sorbus aucuparia

Salix sinerea

Populus

Tilia

Sorbus intermedia

Fagus silvatica  
(a) SVM 

Ulmus carpinifolia 

 Acer

Salix aurita

Quercus

Alnus incana

Betula pubescens

Salix alba 'Sericea'

Populus tremula

Ulmus glabra

Sorbus aucuparia

Salix sinerea

Populus

Tilia

Sorbus intermedia

Fagus silvatica  
(b) DenseNet201 

Fig. 11. Confusion matrices obtained with DenseNet201and SVM for the 

Swedish Leaf dataset 
 

TABLE V 

PERFORMANCE METRICS OF SVM AND DENSENET201 MODEL FOR 

THE SWEDISH LEAF DATASET 

Model Acc. Spec. Prec. Sens. 
F1-

Score 

SVM 0.9689 0.9978 0.9706 0.9685 0.9680 

DenseNet201 0.9991 0.9999 0.9992 0.9988 0.9990 

VI. CONCLUSION, DISCUSSION AND FUTURE WORKS 

In this study, leaf types are classified using ML and DL-
based approaches. For a more comprehensive classification, 
four different ML methods, namely DT, KNN, SVM, and NB, 
and five different DL methods, ResNet18, ResNet50, 
GoogLeNet, DenseNet201, and MobileNetv2, are applied. 
Folio dataset images are used in all these learning-based 
algorithms. Then the Swedish leaf dataset is also used to prove 
the robustness of the proposed method. No features are directly 
extracted from the raw leaf images in this dataset. Firstly, image 
pre-processing steps are applied to the raw leaf images. Noise 
and background are removed during pre-processing so that only 
features are extracted based on the leaves. In this way, the basis 
for a more successful classification is formed. Pre-processed 
images are saved, and classifications are performed using these 
images. 

In ML-based classification, the SURF features are extracted 
from the saved images. Thus, scale-invariant and rotation-
invariant features are obtained. However, there are many 
feature points around 947085 with SURF. BoVW is used to 
classify these features in a shorter time and to reduce their size 
by combining them to be more meaningful. SURF features are 
clustered with BoVW and then histograms are generated 
according to the number of clusters in each image. That means 
each image is expressed by the histogram of visual words. K-
means is used for clustering. As a result, the histograms are 
classified by four different ML methods (DT, KNN, SVM, NB). 
BO method, which is one of the HO algorithms, is used with 
ML methods to obtain the best results. In this way, optimum 

hyperparameters are determined for each ML method. As a 
result, for DT, KNN, SVM, and NB, the classification accuracy 
rates are 65.36%, 98.09%, 98.09%, and 89.63%, respectively. 
KNN is a faster learning algorithm than SVM. So, the highest 
performance in terms of both accuracy and time is provided by 
KNN. 

In the next stage, the types of leaves are classified with 
different state-of-the-art CNN models. New leaf images have 
been obtained using data augmentation techniques. In this way, 
the number of data important for deep network training is 
increased. Finally, the augmented images were classified using 
five different CNN models: ResNet18, ResNet50, GoogLeNet, 
DenseNet201, and MobileNetv2. The classification accuracy 
rates of these CNN models are 99.67%, 99.67%, 99.33%, 
100%, and 99.67%, respectively. In addition, at the end of the 
study, ML and DL models that successfully classify the Folio 
dataset are analyzed on the Swedish Leaf dataset. As a result, 
leaf images in the Swedish Leaf dataset are classified with 
99.91% accuracy with DenseNet201 and 96.89% with SVM. 

The results show that CNN-based methods for leaf 
classification are more successful than traditional image 
processing and ML methods. Finally, it is considered that these 
results can be useful and encouraging for future studies. As 
more complex features are obtained from more images with 
DL, higher accuracy is expected. However, the success of KNN 
and SVM methods is quite high despite fewer features and 
fewer images. The combination of SURF, BOVW, and BO 
methods provided a powerful feature map for ML algorithms.  

As a result of both ML and DL experiments, a successful leaf 
recognition application was carried out for pre-processed leaf 
images. The highest leaf recognition accuracy was 98.09% with 
ML and 100% with DL. These accuracies were obtained with 
KNN/SVM and DenseNet201 models, respectively. The 
performance of ML methods powered by SURF, BoVW, and 
BO close to CNN models supports the initial hypothesis.  

Despite these successful results, ML and DL applications 
have some limitations. For a real-time application, extraction of 
SURF features and BO would cause significant delays and thus 
ML implementations would be insufficient for practical 
implementation. Both ML and DL applications should be able 
to recognize faster. Although data augmentation significantly 
impacts the success of DL, these images are artificial. 
Therefore, performing DL experiments on a larger dataset will 
provide more reliable results. 

Considering the implementation and results of ML and DL, 
ML provided a more erroneous result than DL despite the 
SURF, BoVW, and BO implementation steps. However, data 
augmentation was performed for DL as an additional step. 
Ultimately, however, DL-based CNN models proved to be both 
an easier and more successful tool for leaf recognition. DL-
based solutions will provide stronger recognition if larger 
datasets are used. However, increasing the accuracy does not 
only depend on the dataset. The design of the deep architecture 
for training is also important. For this reason, more successful 
results can be obtained with different deep architectures in 
future studies. In addition, CNN-SVM networks, which have 
come to the fore recently and which extract features with DL 
and perform classification with SVM, can provide stronger leaf 
recognition performance. Besides architecture, the fusion of 
features extracted from leaves in different ways can also 
enhance recognition performance. In this context, the fusion of 
DL and ML features may provide a stronger representation. In 
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addition to all these, the current success can be increased by 
applying the HO applied in ML algorithms to CNN models 
similarly. 

REFERENCES 

[1] J. S. Cope, D. Corney, J. Y. Clark, P. Remagnino, and P. Wilkin, “Plant 

species identification using digital morphometrics: A review,” Expert 
Systems with Applications, vol. 39, no. 8, pp. 7562-7573, 2012. 

[2] Z.-Q. Zhao, L.-H. Ma, Y.-m. Cheung, X. Wu, Y. Tang, and C. L. P. 

Chen, “ApLeaf: An efficient android-based plant leaf identification 
system,” Neurocomputing, vol. 151, pp. 1112-1119, 2015. 

[3] B. Harish, A. Hedge, O. Venkatesh, D. Spoorthy, and D. Sushma, 

"Classification of plant leaves using Morphological features and Zernike 
moments." pp. 1827-1831. 

[4] C. Zhao, S. S. Chan, W.-K. Cham, and L. Chu, “Plant identification using 

leaf shapes—A pattern counting approach,” Pattern Recognition, vol. 48, 
no. 10, pp. 3203-3215, 2015. 

[5] X. Wang, J. Liang, and F. Guo, “Feature extraction algorithm based on 

dual-scale decomposition and local binary descriptors for plant leaf 

recognition,” Digital Signal Processing, vol. 34, pp. 101-107, 2014. 

[6] K. K. Thyagharajan, and I. Kiruba Raji, “A Review of Visual Descriptors 

and Classification Techniques Used in Leaf Species Identification,” 
Archives of Computational Methods in Engineering, vol. 26, no. 4, pp. 

933-960, 2019/09/01, 2019. 

[7] J. Chaki, R. Parekh, and S. Bhattacharya, “Plant leaf classification using 
multiple descriptors: A hierarchical approach,” Journal of King Saud 

University - Computer and Information Sciences, vol. 32, no. 10, pp. 

1158-1172, 2020/12/01/, 2020. 
[8] A. Aakif, and M. F. Khan, “Automatic classification of plants based on 

their leaves,” Biosystems Engineering, vol. 139, pp. 66-75, 2015. 

[9] L. Longlong, J. M. Garibaldi, and H. Dongjian, “Leaf classification using 
multiple feature analysis based on semi-supervised clustering,” Journal 

of Intelligent & Fuzzy Systems, vol. 29, no. 4, pp. 1465-1477, 2015. 

[10] J. Su, M. Wang, Z. Wu, and Q. Chen, “Fast Plant Leaf Recognition Using 
Improved Multiscale Triangle Representation and KNN for 

Optimization,” IEEE Access, vol. 8, pp. 208753-208766, 2020. 

[11] K. J. Gaston, and M. A. O'Neill, “Automated species identification: why 

not?,” Philosophical Transactions of the Royal Society of London B: 

Biological Sciences, vol. 359, no. 1444, pp. 655-667, 2004. 

[12] A. Kulkarni, H. Rai, K. Jahagirdar, and P. Upparamani, “A leaf 
recognition technique for plant classification using RBPNN and Zernike 

moments,” International Journal of Advanced Research in Computer and 

Communication Engineering, vol. 2, no. 1, pp. 984-988, 2013. 
[13] N. Kumar, P. N. Belhumeur, A. Biswas, D. W. Jacobs, W. J. Kress, I. C. 

Lopez, and J. V. Soares, "Leafsnap: A computer vision system for 

automatic plant species identification," Computer vision–ECCV 2012, 
pp. 502-516: Springer, 2012. 

[14] J. Wäldchen, M. Rzanny, M. Seeland, and P. Mäder, “Automated plant 

species identification—Trends and future directions,” PLoS 
computational biology, vol. 14, no. 4, pp. e1005993, 2018. 

[15] D. Hall, C. McCool, F. Dayoub, N. Sunderhauf, and B. Upcroft, 

"Evaluation of features for leaf classification in challenging conditions." 
pp. 797-804. 

[16] B. Liu, and R. Bruch, “Weed detection for selective spraying: A review,” 

Current Robotics Reports, vol. 1, no. 1, pp. 19-26, 2020. 

[17] M. F. Aslan, A. Durdu, K. Sabanci, E. Ropelewska, and S. S. Gültekin, 

“A Comprehensive Survey of the Recent Studies with UAV for Precision 
Agriculture in Open Fields and Greenhouses,” Applied Sciences, vol. 12, 

no. 3, pp. 1047, 2022. 

[18] T. Munisami, M. Ramsurn, S. Kishnah, and S. Pudaruth, “Plant leaf 
recognition using shape features and colour histogram with K-nearest 

neighbour classifiers,” Procedia Computer Science, vol. 58, pp. 740-747, 

2015. 
[19] K. He, X. Zhang, S. Ren, and J. Sun, "Deep residual learning for image 

recognition." pp. 770-778. 

[20] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang, T. 
Weyand, M. Andreetto, and H. Adam, “Mobilenets: Efficient 

convolutional neural networks for mobile vision applications,” arXiv 

preprint arXiv:1704.04861, 2017. 
[21] M. Sandler, A. Howard, M. Zhu, A. Zhmoginov, and L.-C. Chen, 

"Mobilenetv2: Inverted residuals and linear bottlenecks." pp. 4510-4520. 

[22] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. 

Erhan, V. Vanhoucke, and A. Rabinovich, "Going deeper with 

convolutions." pp. 1-9. 

[23] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, "Densely 

connected convolutional networks." pp. 4700-4708. 
[24] T. Jin, X. Hou, P. Li, and F. Zhou, “A novel method of automatic plant 

species identification using sparse representation of leaf tooth features,” 

PLoS One, vol. 10, no. 10, pp. e0139482, 2015. 
[25] B. Vijaya Lakshmi, and V. Mohan, “Plant leaf image detection method 

using a midpoint circle algorithm for shape-based feature extraction,” 
Journal of Modern Applied Statistical Methods, vol. 16, no. 1, pp. 26, 

2017. 

[26] M. Koklu, M. F. Unlersen, I. A. Ozkan, M. F. Aslan, and K. Sabanci, “A 
CNN-SVM study based on selected deep features for grapevine leaves 

classification,” Measurement, vol. 188, pp. 110425, 2022/01/01/, 2022. 

[27] G. Sharma, A. Kumar, N. Gour, A. K. Saini, A. Upadhyay, and A. 
Kumar, “Cognitive framework and learning paradigms of plant leaf 

classification using artificial neural network and support vector 

machine,” Journal of Experimental & Theoretical Artificial Intelligence, 
pp. 1-26, 2022. 

[28] Y. Arun, and G. S. Viknesh, "Leaf Classification for Plant Recognition 

Using EfficientNet Architecture." pp. 1-5. 
[29] G. Saleem, M. Akhtar, N. Ahmed, and W. S. Qureshi, “Automated 

analysis of visual leaf shape features for plant classification,” Computers 

and Electronics in Agriculture, vol. 157, pp. 270-280, 2019/02/01/, 2019. 
[30] B. Dudi, and V. Rajesh, “Optimized threshold-based convolutional 

neural network for plant leaf classification: a challenge towards 

untrained data,” Journal of Combinatorial Optimization, vol. 43, no. 2, 
pp. 312-349, 2022/03/01, 2022. 

[31] S. Sladojevic, M. Arsenovic, A. Anderla, D. Culibrk, and D. Stefanovic, 

“Deep neural networks based recognition of plant diseases by leaf image 
classification,” Computational intelligence and neuroscience, vol. 2016, 

2016. 

[32] S. A. Wagle, R. Harikrishnan, S. H. M. Ali, and M. Faseehuddin, 
“Classification of Plant Leaves Using New Compact Convolutional 

Neural Network Models,” Plants, vol. 11, no. 1, pp. 24, 2022. 

[33] A. Bakhshipour, and A. Jafari, “Evaluation of support vector machine 
and artificial neural networks in weed detection using shape features,” 

Computers and Electronics in Agriculture, vol. 145, pp. 153-160, 2018. 

[34] S. J. Kho, S. Manickam, S. Malek, M. Mosleh, and S. K. Dhillon, 
“Automated plant identification using artificial neural network and 

support vector machine,” Frontiers in Life Science, vol. 10, no. 1, pp. 98-

107, 2017. 
[35] "UCI Machine Learning Repository," 07.05.2022, 2022; 

https://archive.ics.uci.edu. 

[36] "Swedish Leaf Dataset," 10.08.2022, 2022; 
https://www.cvl.isy.liu.se/en/research/datasets/swedish-leaf/. 

[37] N. Otsu, “A Threshold Selection Method from Gray-Level Histograms,” 

IEEE Transactions on Systems, Man, and Cybernetics, vol. 9, no. 1, pp. 
62-66, 1979. 

[38] A. K. Jain, “Data clustering: 50 years beyond K-means,” Pattern 

recognition letters, vol. 31, no. 8, pp. 651-666, 2010. 
[39] K. R. Žalik, “An efficient k′-means clustering algorithm,” Pattern 

Recognition Letters, vol. 29, no. 9, pp. 1385-1391, 2008. 

[40] H. Kato, and T. Harada, "Image reconstruction from bag-of-visual-
words." pp. 955-962. 

[41] A. Bosch, X. Muñoz, and R. Martí, “Which is the best way to 

organize/classify images by content?,” Image and vision computing, vol. 
25, no. 6, pp. 778-791, 2007. 

[42] S. Xu, T. Fang, D. Li, and S. Wang, “Object classification of aerial 

images with bag-of-visual words,” IEEE Geoscience and Remote 
Sensing Letters, vol. 7, no. 2, pp. 366-370, 2010. 

[43] M. Paul, R. K. Karsh, and F. A. Talukdar, "Image hashing based on shape 
context and speeded up robust features (SURF)." pp. 464-468. 

[44] F. Baig, Z. Mehmood, M. Rashid, M. A. Javid, A. Rehman, T. Saba, and 

A. Adnan, “Boosting the performance of the BoVW model using SURF–
CoHOG-based sparse features with relevance feedback for CBIR,” 

Iranian Journal of Science and Technology, Transactions of Electrical 

Engineering, vol. 44, no. 1, pp. 99-118, 2020. 
[45] M. Ghalan, and R. K. Aggarwal, "Multifold Classification for Human 

Action Recognition." pp. 1-6. 

[46] T. Sunitha, and T. Sivarani, “Novel content based medical image 
retrieval based on BoVW classification method,” Biomedical Signal 

Processing and Control, vol. 77, pp. 103678, 2022. 

23

http://dergipark.gov.tr/bajece
https://archive.ics.uci.edu/
https://www.cvl.isy.liu.se/en/research/datasets/swedish-leaf/


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 1, January 2023                                                
  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

[47] E. R. Vimina, and K. P. Jacob, “Feature fusion method using BoVW 

framework for enhancing image retrieval,” IET Image Processing, vol. 

13, no. 11, pp. 1979-1985, 2019. 

[48] P. Panchal, S. Panchal, and S. Shah, “A comparison of SIFT and SURF,” 

International Journal of Innovative Research in Computer and 
Communication Engineering, vol. 1, no. 2, pp. 323-327, 2013. 

[49] N. Y. Khan, B. McCane, and G. Wyvill, "SIFT and SURF Performance 

Evaluation against Various Image Deformations on Benchmark 
Dataset." pp. 501-506. 

[50] E. Karami, S. Prasad, and M. Shehata, “Image matching using SIFT, 
SURF, BRIEF and ORB: performance comparison for distorted images,” 

arXiv preprint arXiv:1710.02726, 2017. 

[51] S. Routray, A. K. Ray, and C. Mishra, "Analysis of various image feature 
extraction methods against noisy image: SIFT, SURF and HOG." pp. 1-

5. 

[52] L. Cao, J. Ling, and X. Xiao, “Study on the Influence of Image Noise on 
Monocular Feature-Based Visual SLAM Based on FFDNet,” Sensors, 

vol. 20, no. 17, pp. 4922, 2020. 

[53] D. M. Farid, L. Zhang, C. M. Rahman, M. A. Hossain, and R. Strachan, 
“Hybrid decision tree and naïve Bayes classifiers for multi-class 

classification tasks,” Expert Systems with Applications, vol. 41, no. 4, 

pp. 1937-1946, 2014. 
[54] N. Patel, and S. Upadhyay, “Study of various decision tree pruning 

methods with their empirical comparison in WEKA,” International 

journal of computer applications, vol. 60, no. 12, 2012. 
[55] A. Priyama, R. G. Abhijeeta, A. Ratheeb, and S. Srivastavab, 

“Comparative analysis of decision tree classification algorithms,” 

International Journal of Current Engineering and Technology, vol. 3, no. 
2, pp. 334-337, 2013. 

[56] N. Bhatia, “Survey of nearest neighbor techniques,” arXiv preprint 

arXiv:1007.0085, 2010. 
[57] T. Cover, and P. Hart, “Nearest neighbor pattern classification,” IEEE 

transactions on information theory, vol. 13, no. 1, pp. 21-27, 1967. 

[58] J. Kim, B.-S. Kim, and S. Savarese, "Comparing image classification 
methods: K-nearest-neighbor and support-vector-machines." pp. 133-

138. 

[59] A. Ben-Hur, and J. Weston, "A user’s guide to support vector machines," 
Data mining techniques for the life sciences, pp. 223-239: Springer, 

2010. 

[60] N. Reljin, and D. Pokrajac, "Classification of performers using support 
vector machines." pp. 165-169. 

[61] X. Yang, R. Zhang, Z. Zhai, Y. Pang, and Z. Jin, “Machine learning for 

cultivar classification of apricots (Prunus armeniaca L.) based on shape 
features,” Scientia Horticulturae, vol. 256, pp. 108524, 2019. 

[62] J. Abellán, and J. G. Castellano, “Improving the Naive Bayes Classifier 

via a Quick Variable Selection Method Using Maximum of Entropy,” 
Entropy, vol. 19, no. 6, pp. 247, 2017. 

[63] M. Ahmed, M. Shahjaman, M. Rana, M. Mollah, and N. Haque, 

“Robustification of Naïve Bayes Classifier and Its Application for 
Microarray Gene Expression Data Analysis,” BioMed research 

international, vol. 2017, 2017. 

[64] S. Mukherjee, and N. Sharma, “Intrusion detection using naive Bayes 
classifier with feature reduction,” Procedia Technology, vol. 4, pp. 119-

128, 2012. 

[65] Y. Ozaki, M. Yano, and M. Onishi, “Effective hyperparameter 
optimization using Nelder-Mead method in deep learning,” IPSJ 

Transactions on Computer Vision and Applications, vol. 9, no. 1, pp. 20, 

2017. 
[66] M. F. Aslan, A. Durdu, A. Yusefi, K. Sabanci, and C. Sungur, “A 

tutorial: Mobile robotics, SLAM, bayesian filter, keyframe bundle 

adjustment and ROS applications,” Robot Operating System (ROS), pp. 
227-269, 2021. 

[67] M. F. Aslan, K. Sabanci, A. Durdu, and M. F. Unlersen, “COVID-19 
diagnosis using state-of-the-art CNN architecture features and Bayesian 

Optimization,” Computers in Biology and Medicine, vol. 142, pp. 

105244, 2022/03/01/, 2022. 
[68] A. Mikołajczyk, and M. Grochowski, "Data augmentation for improving 

deep learning in image classification problem." pp. 117-122. 

[69] C. Shorten, and T. M. Khoshgoftaar, “A survey on image data 
augmentation for deep learning,” Journal of Big Data, vol. 6, no. 1, pp. 

1-48, 2019. 

[70] J.-E. Kim, N.-E. Nam, J.-S. Shim, Y.-H. Jung, B.-H. Cho, and J. J. 
Hwang, “Transfer Learning via Deep Neural Networks for Implant 

Fixture System Classification Using Periapical Radiographs,” Journal of 

Clinical Medicine, vol. 9, no. 4, pp. 1117, 2020. 

[71] T. Hinz, N. Navarro-Guerrero, S. Magg, and S. Wermter, “Speeding up 

the Hyperparameter Optimization of Deep Convolutional Neural 

Networks,” International Journal of Computational Intelligence and 
Applications, pp. 1850008, 2018. 

  

BIOGRAPHY 

MUHAMMET FATIH ASLAN received 

his B.Sc. and master's degrees from Selcuk 

University (SU), Konya, Turkey in 2016 

and 2018, respectively. He completed his 

Ph.D. in Konya Technical University 

(KTUN) in 2022, in the department of 

electrical and electronics engineering. He 

has been working as a researcher at Karamanoglu Mehmetbey 

University (KMU) since 2017. His research interests include 

mobile robotics, real-time autonomous applications, image 

processing, machine learning, computer vision and object 

tracking. 

 

 

24

http://dergipark.gov.tr/bajece


Sadiq Iqbal∗, Jehad M. HAMAMREH

Abstract—A wireless network can utilize its entire resources
to serve users without any allocation and provide upgraded
performances such as enhanced throughput and high reliability
without interference among users. However, previous wireless
communication technologies could not bring the full utilization
of network resources and overcome the challenge of forgoing
scheduling among users. Therefore, to address these require-
ments, we propose and develop a novel design coined as Precoded
Universal MIMO Superposition Transmission (PU-MIMO-ST)
that can also be applicable for the most challenging and worst
case interference scenario where the number of antenna points
(APs) and the number of user equipment (UEs) is equal. In
the considered system model, the APs are linked to a central
processing unit (CPU) via backhaul and the UEs receive co-
operation from the network resulting in achieving the optimal
usage of network resources. The results obtained from computer
simulations proof and verify the effectiveness of the proposed
design called PU-MIMO-ST compared with other competitive
works in terms of reliability, throughput, reduced complexity on
the reception side, as well as power conservation.

Index Terms—Multi-user MIMO, massive MIMO, network
MIMO, distributed MIMO, distributed antenna system, cell-free
massive MIMO, pCell, 6G and Beyond.

I. INTRODUCTION

TO fulfill the communication needs of humans as well
as intelligent machines, 6G and beyond networks will

be the fundamental components for all parts of life, society,
and industry. These networks will pave the way towards
realizing the technological aspirations that include holographic
telepresence, e-Health, ubiquitous connectivity in smart en-
vironments, massive robotics, three-dimensional massive un-
manned mobility, augmented reality, virtual reality, and in-
ternet of everything [1]. To provide these applications with
an effective and efficient wireless communication network
than ever with an unparalleled increase in the data rates,
massive connectivity, high-reliability, and low latency, 6G
and beyond networks will implement promising technologies
with different paradigms relevant to massive multiple input
multiple output (MMIMO) networks such as network MIMO
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(netMIMO), distributed MIMO (D-MIMO), multi-cell MIMO
(MC-MIMO), distributed input distributed output (DIDO) and
joint transmission coordinated multi-point (JT-CoMP) [1]. The
conventional manifestation of the MMIMO system is the
collocated MMIMO (C-MMIMO) in which a minority of users
are served through a considerable majority of antennas via
beamforming. The antennas are located at the base stations
(BSs) and share the same temporal-frequency resources [2].

C-MMIMO systems can provide significantly high data
rates, high link reliability, coverage, and energy efficiency [3],
but suffer from performance degradation for cell-edge users
located at cell edges due to the lower channel gain from the
serving cell as well as the inter-cell interference. However,
unlike the C-MMIMO system, the MMIMO operation can be
employed in a distributed mode by arranging the majority of
single antenna access points with a central processing unit
(CPU). The CPU and access points are linked through a
backhaul [4] and the setup is identical to a distributed antenna
system (DAS) [5]. Distributed MMIMO (D-MMIMO) systems
provide superior data rates than C-MMIMO due to the high
diversity gain to each user and good quality-of-service (QoS)
to cell-edge users as an outcome of having more APs on the
edge users proximity.

A. Relevant D-MMIMO technologies

This subsection is dedicated to briefly overview and talk
about the D-MMIMO related technologies like netMIMO, D-
MIMO, MC-MIMO, DIDO, and JT-CoMP.

netMIMO: netMIMO can mitigate inter-cell interference
(ICI) by synchronizing the access points and sharing data
packets. The access points can transmit concurrently to in-
crease the downlink range. A reference signal is utilized to
synchronize the access points at the level of the carrier signal,
and data is shared among the access points through a wired
backhaul [6], [7], [8], [9], [10].

D-MIMO: A generalized DAS, also known as distributed
MIMO (D-MIMO), contains the features of point-to-point
MIMO and DAS while also achieving enhanced spatial diver-
sity. Besides C-MIMO, the D-MIMO system suffers from path
loss due to different distances from discretely scattered an-
tennas, resulting in increasing difficulty of spectral efficiency
analysis [11], [12].

MC-MIMO: Wyner presented a multi-cell system with inter-
cell cooperation [13], where BSs with multiple antennas can
form wireless networks around each other and each cell
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contains within its range a single-antenna user equipment
(UE).

DIDO: DIDO network consists of access points and remote
radio units (RRHs), which are utilized in human-type and
machine-type communications (MTC) systems. The RRHs are
relatively much nearer to UEs [14].

JT-CoMP: JT-CoMP consists of CoMP clusters that have
distinct coordinating nodes that broadcast data to a UE con-
sistently or non consistently, and phase information is utilized
so that the network can remove inter-user interference [15],
[16], [17], [18].

B. CF-MMIMO technologies

Recently, an updated practical version of the D-MMIMO
system has emerged and named as cell-free MMIMO (CF-
MMIMO) system. This system consists of a CPU connected
to all the access points, operating them as an MMIMO network
with no cell boundaries. By employing spatial multiplexing,
the users are served over the same resources [1]. Even
compared with the small-cell (SC) system, the CF-MMIMO
system outperforms the fully distributed SC system in terms
of the 95% likely per user throughput [19]. In the literature
so far, there are many works done on the CF-MMIMO system
such as, in [20], authors derive a closed-form expression, and
through this expression, an optimal max-min power control
scheme can be obtained which provides equivalent quality of
service to all users.

Authors in [21] propose a new configuration for scalable
CF-MMIMO systems by exploiting the dynamic cooperation
cluster concept of netMIMO to scale joint initial access,
allotment of pilots with the formation of clusters while having
a duality of the uplink and downlink. Concerning the pre-
coding and power optimization in CF-MMIMO, the authors
in [22] propose a near-optimal power control algorithm that
is considerably simpler than exact max-min power control.
Allotment of power method discussed in [23] can increase the
energy efficiency, and the authors also developed an access
point selection method so that users can select access point
subsets that reduce the backhaul link power consumption
[23]. In [24], authors present an analysis of CF-MMIMO
under distinct degrees of cooperation among the access points
and the uplink spectral efficiencies of four different cell-free
implementations, with spatially correlated fading and arbitrary
linear processing.

Scalability aspects of CF-MMIMO have been investigated
in [25]. In this study, the authors proposed a solution related
to data processing, network topology, and power control. This
framework achieves full scalability at the cost of a meager
performance loss compared to the standard form of CF-
MMIMO. In [26], authors assume how much downlink pilot
can improve the performance of CF-MMIMO and determine
that by exploiting downlink pilots in less dense networks, the
enhancement in performance can be obtained while staying
moderate in a high-density area.

Authors in [27] propose a beyond cell-free MIMO (CF-
MIMO) approach to surround the BSs and users with recon-
figurable intelligent surfaces (RISs). In this less costly way,

reconfigurable reflections can produce spreading conditions,
thus enhancing CF-MIMO communication. The study [28]
takes a new look at CF-MMIMO via the lens of the dy-
namic cooperation cluster framework from netMIMO while
providing distributed algorithms for merging, initial access,
precoding, cluster formation, and assignment of pilots to make
them expandable for multiple users.

Another important commercialized application relevant to
CF-MMIMO but better in terms of spectral efficiency and
presented under the umbrella of the Artemis network is pCell
[29] pCell is all about procuring SE multiple times of any other
technology by distributing both the transmitters and receivers.
The transmitters are scattered while the receivers are packed
in a small space. Taking advantage of the interference, coor-
dination between access points and UEs, and equipped with
peak spatially multiplexed yields acquired through numerous
transmissions. SE gains are reaped without any concept of
existing cells [29]. Authors in [29] also consider a unique
geometrical spreading channel model that is customized as a
merger of plane waves which is different from the one utilized
in [19].

So far, we have concisely discussed MMIMO with its
relevant distributed technologies, and then we talked about the
CF-MMIMO with its technical literature review and the pCell.
Given below are the demerits of D-MMIMO and CF-MMIMO
that highlight their drawbacks, and then we bring forth our
proposed model’s advantages that remedy these drawbacks.

C. Shortcomings of D-MMIMO

1) D-MMIMO utilize non-cell free approach that makes it
harder to achieve total coverage and geographical area
flexibility.

2) To eliminate ICI, synchronization is needed among
access points which increases network’s complexity.

3) Due to multi-cell scenario, users at the cell edges experi-
ence severe degradation in performances and throughput.

4) Due to fixed inter-cell cooperation, the resources of the
network are divided among users.

D. Shortcomings of CF-MMIMO

1) There are no cells present in CF-MMIMO with access
points scattered around the perceivable serving area. The
number of access points, however, are much larger than
the users, leading to uneven sharing of network resources
among users.

2) Needs scheduling to accommodate users utilizing the
resources.

3) Super positioning of user data not implemented in CF-
MMIMO.

As can be noticed, the aforementioned state-of-the-art tech-
nologies do not provide capacity usage of the system with
unprecedented spectral efficiency, highest reliability, and
interference-free communication to each UE at the same time.
These challenges need to be addressed for the future 6G and
beyond networks. To meet these requirements and fulfill the
shortcomings of the D-MMIMO and CF-MMIMO, in this
work, we propose a new novel communication technique.
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Fig. 1. Representation of a conventional WiFi access points serving multiple
users.

E. Contributions of the proposed design

The contributions provided by the proposed design in this
work are summarized below:

1) The proposed work can directly serve each user with
all the resources of a cell in a network which includes
several antennas, time slots, spectrum bandwidth, etc.,
without causing any interference at all.

2) The number of APs is made equal to the number of UEs,
which results in dedicating the capacity of the network
to every UE simultaneously.

3) The method is enabled by superimposing the users’ data
in a very unique and special way to eliminate multiuser
interference.

4) Specially designed diagonal matrices are utilized along
with novel precoding and auxiliary signals that are a
function of both user data and the channel effects.

F. Differences & impact of the proposed method

To explain the differences between the proposed design and
the state-of-the-art techniques, we consider an example of a
WiFi access point as shown in Fig. 1. The access point is
installed in a room to initially serve just a single user, who is
assumed to be served with a data rate of 50 Mbps for instance.
However, when a new user gets connected to the same WiFi
access point, the system now communicates with two users
and splits the resources and thus the data rate in half so that
both users can get 25 Mbps each. The WiFi will split the data
according to the number of users associated with it. The WiFi
does the splitting of resources in the time domain due to the
WiFi spectrum being overly crowded and full of interference.

Scheduling is the same concerning 4G and 5G technologies,
but compared with WiFi is much better because cellular
systems utilize time and frequency to assign time slots and
carriers to a user based on their conditions and service
requirements such as text, voice, gaming, video streaming,
etc. In scheduling, the process of adjusting, adapting, fixing,
redistributing, and reallocating the resources continues to
happen as long as there are users trying to get access
simultaneously. Therefore, in wireless systems, gaining full
optimal capacity is the best-case scenario, which results in
allocating the full bandwidth of the access point, BS, or the

tower to every user in the whole network without sharing and
with no interference at the user location. One of the main
contributions of the proposed design is exactly that as the
users number increases, they get the full bandwidth with no
splitting or sharing of resources with other users. This makes
the proposed design clearly different from CF-MMIMO [19]
and pCell [29].

The rest of the paper is structured as follows. Section
II expounds the considered system model framework, the
channel representation, the proposed theorem that incorporates
the introduced superposition concept, and derives the closed-
form expressions of the superimposed auxiliary signals and
precoding matrices. Section III highlights the performance
inspection and measures of the proposed design. Section IV
illustrates the simulation results and explains them. Finally,
Section V presents the conclusion of the paper1.

II. SYSTEM LAYOUT

The layout of the proposed system is as shown in Fig. 2,
where we consider the number of UEs denoted by K equal to
the number of APs signified by M. The APs are connected
to a CPU via a backhaul, and both users and access points are
placed irregularly in a geographical cell-reprieved environment
as shown in Fig. 2, which depicts the general illustration of the
proposed scheme comprising three different scenarios ranging
from two UEs case to K UEs case and number of K UEs
is equal to number of M APs.

A. Transmission
The APs simultaneously transmit to all UEs for achieving

the spatial multiplexing property. The data of all UEs are
precoded, superimposed on top of each other, and then the
auxiliary signals are added to them. After this, the Inverse
Fast Fourier Transform (IFFT) is applied to the signals to be
transmitted.

B. Channel composition
The complex channel coefficient is styled as the superimpo-

sition of plane waves across AP antenna m=1,...,M and UE
antenna k=1,...,K

hkm =
∑

p∈Skm

dpe
−iwv̂p.rk (1)

In Eq. (1), every path is included in the set Skm, such
as propagation and cluster scattering through AP antenna m
to UE antenna k. Wavenumber w = 2π/λ, λ denotes the
wavelength. As shown in Fig. 4, the placement vector of UE
k is rk relative to an origin O, while the unit vector is v̂p
which is in the direction of the incident path p which points
out from the position of UE k. dp on the other hand, is
the complex coefficient with specifically designed path loss,
shadowing, and phase terms that are unassociated to rk for
path p.

1Notations: Vectors are expressed and denoted by bold-small letters,
whereas matrices are expressed by bold-large letters. The transpose, conjugate
transpose, and inverse are symbolized by ( · )T , ( · )H and ( · )−1, respec-
tively. I is the N ×N identity matrix and O is the N ×N Zero matrix.
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Fig. 2. General system model of the proposed method.
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AP1 CPU
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UE2

AP2

𝑠1 = 𝐵1𝑥1 + 𝐵2𝑥2 + 𝑎1

𝑠2 = 𝐵3𝑥1 +𝐵4𝑥2 + 𝑎2

Signal from AP1

Signal from AP2

Fig. 3. System model of the proposed method with tow access points and
two users.

If we exclude dp path loss from Eq. 1, we are left with the
exponent component, which houses the small scale fading. The
average SNR consists of the path loss effect that is received
by the UE and the remaining channel components boil down
to a Rayleigh fading phenomenon as in [30], [31], [32].

C. Reception

As illustrated in Fig. 3, each of the APm and UEk has a
single antenna. The channel matrix detailing the propagation
between the transceiver antennas is denoted by Hkm. The
total number of modulated symbols in one OFDM block
at each AP for each UE is Nf , thus the frequency re-
sponse of every OFDM block for each UE is given by

Ԧ𝑟

𝑘

𝑜

Ƹ𝑟

𝑟𝑘

ො𝑣𝑝𝛾𝑝

Fig. 4. Design parameters of the channels with angle γp ∈ [0, π] across
directional path v̂p and direction of displacement r̂.

xk = [x0,x1, ...,xNf−1] ∈ C [Nf×1]. The auxiliary signal
[33] is denoted by aq, q = m and precoding matrix [34]
indicated by Bt, t = 12, 22, ..., k2 both of which are based
on the wireless channel propagation properties. The three case
studies will be discussed and the corresponding conditions are
illustrated that can be used to find the values of precoders and
auxiliary signals.

1) In case of UEk with k = 1, 2: As we have presumed
earlier UEk = APm, AP1 and AP2 concurrently transmit
the intended superimposed signals s1 and s2 to UE1 and
UE2. The superimposed signals are as follows:

s1 = B1x1 +B2x2 + a1, (2)
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s2 = B3x1 +B4x2 + a2, (3)

where B1,B2,B3 and B4 are precoding matrices, while a1
and a2 are the superimposed auxiliary signals as shown in
(2) and (3).

Signals received at UE1:

y11 = H11s1, (4)

y12 = H12s2, (5)

ŷr1 = y11 + y12 + z1, (6)

ŷr1 = H11s1 +H12s2 + z1, (7)

ŷr1 = H11(B1x1 +B2x2 + a1)

+H12(B3x1 +B4x2 + a2) + z1, (8)

ŷr1 = (B1H11 +B3H12)x1 + (B2H11 +B4H12)x2

+H11a1 +H12a2 + z1. (9)

where y11 and y12 are the intended signals for UE1, ŷr1 is
the combined received signal at UE1. H11 and H12 are the
channel impulse responses between UE1 and both AP1 and
AP2, while z1 is the additive white Gaussian noise present
at UE1 antenna.

Signals received at UE2:

y21 = H21s1, (10)

y22 = H22s2, (11)

ŷr2 = y21 + y22 + z2, (12)

ŷr2 = H21s1 +H22s2 + z2, (13)

ŷr2 = H21(B1x1 +B2x2 + a1)

+H22(B3x1 +B4x2 + a2) + z2, (14)

ŷr2 = (B1H21 +B3H22)x1 + (B2H21 +B4H22)x2

+H21a1 +H22a2 + z2. (15)

where y21 and y22 are the intended signals for UE2, ŷr2 is
the combined received signal at UE2. H21 and H22 are the
channel impulse responses between UE2 and both AP1 and
AP2, while z2 is the additive white Gaussian noise available
at UE2 antenna.

2) In case of UEk and APm: The generalized closed
form expressions of the transmitted and received signals are
as follows.

sm =

K∑
k=1

Btxk + aq, (16)

ŷrk =

M∑
m=1

Hkmsm + zk. (17)

Eqs. (16) and (17) represent the transmitted sm and and
received ŷrk signals for the kth user. In Eq. (16), the Bt is
the designed precoder, xk denotes the user data of the kth
user, and aq is the auxiliary signal. Eq. (17) includes Hkm,
sm and zk that are the channel impulse response between
the kth user and mth AP, mth signal and the additive white
Gaussian noise at the kth UE.

3) Designing the conditional system of equations for pre-
coders and auxiliary signals: For a user (UEk) to receive its
data, the interference from other UEs and the channel effects
on this user must be removed. This outcome can be obtained
by the system of equations given below.

In the case of two users, the precoding conditions for each
user are to equate the required data expression to the identity
matrix and the unwanted terms to the null matrix. From Eq.
(9), the term associated with x1 is equated to the identity
matrix and the term linked to x2 is equated to a null matrix
such as:

B1H11 +B3H12 = I, (18)

B2H11 +B4H12 = O, (19)

From Eq. (15), the term multiplying x1 is equated to the
null matrix and the expression multiplying x2 is equated to
an identity matrix like:

B1H21 +B3H22 = O, (20)

B2H21 +B4H22 = I, (21)

Therefore, by following Eqs. (18), (19), (20), and (20),
the conditions for deriving the precoders for two users with
k = 1, 2 can be written. Eqs. (18) and (20) can be combined
to form a system of equations (22) and by solving this system
the values of precoders B1 and B3 can be determined.{

B1H11 +B3H12 = I,
B1H21 +B3H22 = O,

(22)

Similar to Eqs. (18) and (20), by combining Eqs. (21) and
(19) to form a system of equations (23), the values of precoders
B2 and B4 can be calculated.{

B2H21 +B4H22 = I,
B2H11 +B4H12 = O.

(23)

The above precoder conditions illustrate systems of equa-
tions that represent the pattern of increase in equations in the
system and the increase of the system as a whole. For k = 1, 2,
there are two systems of equations with a pair of equations
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in each system, this leads to a generalization of the system of
equations for kth user such as:

n = 2, 3, ..., N →

{∑M
m=1 BtHkm = I,∑M
m=1 BtHkm = O.

(24)

where n = 2, 3, ..., N is the increase in number of equations
inside the system of equations starting from two and N ≡ kth
user.

Now the conditional system of equations for auxiliary
signals will be derived for two users with k = 1, 2. From Eq.
(9), for the first user the first term is the required one, the
second, third, and fourth terms are equated to the null matrix,
like:

(B2H11 +B4H12)x2 +H11a1 +H12a2 = O, (25)

From Eq. (15), for the second user, the second term is the
desired term, thus the first, third, and fourth terms are equated
to the null matrix as shown below:

(B1H21 +B3H22)x1 +H21a1 +H22a2 = O. (26)

Now for calculating the auxiliary signals the conditional
system of equations can be derived by combining the Eqs.
(25) and (26) as:{

(B2H11 +B4H12)x2 +H11a1 +H12a2 = O.
(B1H21 +B3H22)x1 +H21a1 +H22a2 = O.

(27)

Eq. (27) represents the conditional system of equations for
finding the values of auxiliary signals for two users case. By
following these assumptions, we can formalize the general
form of a system of equations as follows:

n

{∑K
c=n−k((

∑M
m=1 BtHkm)xk) +

∑M
m=1 Hkmaq = O,∑K

c=n−k((
∑M

m=1 BtHkm)xk) +
∑M

m=1 Hkmaq = O.
(28)

The null matrix O is equated to every equation in the system of
equations to fulfill the conditions required for the calculation
of auxiliary signals.

Designing precoders for the proposed method:
From Eq. (22) the values of precoders B1 and B3 can be

derived by using the mathematical substitution method.

B1 = −H22(H12H21 −H11H22)
−1, (29)

B3 = H21(H12H21 −H11H22)
−1, (30)

For precoders B2 and B4, the system of equations in (23)
can be solved to get the precoder values such as:

B2 = −H12(H11H22 −H12H21)
−1, (31)

B4 = H11(H11H22 −H12H21)
−1. (32)

Designing auxiliary signals for the proposed method:
For finding the values of auxiliary signals in the case of two

UEs, the conditional system of equations such as (27) will

be concurrently solved by substitution method to obtain the
required solutions for a1 and a2 as:

a2 = (H11(B1H21 +B3H22)x1 −H21(B2H11+

B4H12)x2)(H12H21 −H11H22)
−1,

(33)

a1 = (−(B1H21 +B3H22)x1 −H22a2)(H21)
−1. (34)

III. PERFORMANCE INSPECTION

This section is dedicated to the inspection of the per-
formance analysis of the proposed technique. The proposed
method’s SNR is the function of the instantaneous power of the
effective corresponding channel. Therefore, we are required to
calculate the distributions associated with this quantity to find
the distribution related to Pγb

.

Fig. 5. Amplitude (Power) distribution of the effective fading channel of
UE1.

Fig. 6. Amplitude (Power) distribution of the effective fading channel of
UE2.

A. Bit error rate (BER) analysis
To analyze the BER performance of the proposed scheme,

since BPSK is used as a modulation in the scheme, the BER
can be expressed in terms of [35] as

BERUEk
=

1

2

∫ ∞

0

erfc(
√
γb)Pγb

(γb), dγb (35)
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where erfc(·) denotes the complementary error function,
Pγb

(γb) is concerned with instantaneous SNR of the appro-
priate user as well as fading distribution and is termed as
probability distribution function (PDF) as in [36].

Pγb
(γb) =

Pα(
√

Ωγb

γb
)

2
√

γbγb

Ω

(36)

In Eq. (36), α denotes the effective channel of the concerned
UE. For user 1 the effective channel is shown below:

B1H11 +B3H12, (37)

Similarly, for user 2, the effective is given below:

B2H21 +B4H22. (38)

In Eq. (36), Ω is the mean square of the channel fading
amplitude Ω = E{α2} while γb is the average SNR. Figs. 5
and 6 illustrate the distributions of effective fading channels of
the two users, different distributions are fitted by using data
fitting methods. From Figs. 5 and 6, Gamma distribution is
the best fit due to the effective channels of the both users with
shape and scale parameters a and b. The fading distribution
can be described by the following, (Dα).

(Dα)


Pα(α) =

1
baΓ(a)α

(a−1)exp(−α
b )

(a1, b1) = (2.9849, 1.0069)

(a2, b2) = (2.9876, 1.0035)

(39)

Eq. (39) represents the expression for the fading profile of
the effective channel of one user (denoted by shape and scale
parameters a1 and b1 and a2 and b2), now the effective SNR
PDF can be written as:

Pγb
(γb) = G

√
γb

(a−2)exp(−(
√
Ω

b
√
γbγb

)γb)

G = 1
2baΓ(a)

√
Ωa

γb
a

(40)

where Γ(.) is the gamma function.
To calculate the BER including erfc(·) for the required user
PDF profile, we substitute (40) in the BER erfc(·) expression
(35), then we get the following BER integral form as

BERγb
= G

1

2

∫ ∞

0

erfc(
√
γb)

√
γb

(a−2)

exp(−(

√
Ω

b
√
γbγb

)γb), dγb

(41)

The integral in Eq. (41) is of the same format presented in
[37] and is given as:

∫ ∞

0

erfc(
√
x)
√
x exp(−βx)dx =

1

2
√
π

(
arctan

(√
β
)

(β)3/2
− 1

2β(1 + β)

)
, β > 0.

(42)

In Eq. (42) arctan (·) denotes the inverse tangent function.
To write the BER equation in (41) in the form of this integral
by associating a− 2 = 1 and appointing

β = −(

√
Ω

b
√
γbγb

)γb. (43)

It is possible to solve the concerning integration which leads
to an approximate expression for the BER given as

BERγb
≈ G

4
√
π

(
arctan

(√
β
)

(β)3/2
− 1

2β(1 + β)

)
(44)

Under change of parameters Eq. (44) gives an approximate
expression for BER of UE1 (and the same for UE2).

B. Evaluation of signal to interference plus noise ratio (SINR)
for the proposed method

Due to the proposed system model, the interference caused
by the data super-position and the channel effects experienced
by the concerned user data are removed by the precoder
matrices and auxiliary signals. The signals that are received at
UE1 and UE2 expressed by the equations (9) and (15) after
removing interference and elimination of channel effects can
be further simplified as:

yr1 = x1 + z1 (45)

yr2 = x2 + z2 (46)

Eqs. (45) and (46) give the intended data symbols for the
related UEs. Now, the following derivations will be related to
the SINR for the proposed framework. The metrics imposing
for the UE1 and UE2’s SINRs are as follows:

SINRUEk
=

Spm

Ipk
+ σ2

z

(47)

where Spm
,Ipk

and σ2
z denote the signal power, the interfer-

ence power and the noise variance for the concerned UE.
SINR for UE1 and UE2 can be derived from the equations
(45) and (46) and written as:

SINRUE1 =
∥I1∥2

σ2
z1

(48)

SINRUE2 =
∥I2∥2

σ2
z2

(49)

where I1 and I2 denoted the identity matrices.

IV. SIMULATED RESULTS

Simulation results showing the proposed method’s perfor-
mance in terms of BER, throughput error rate (TER), and peak
to average power ratio (PAPR) are displayed and discussed in
this section. The inspection of the system performance is based
on the Rayleigh fading channel model as depicted in Table 1.

In Fig. 7, the BER performances of the proposed de-
sign, conventional MIMO systems, and proposed system
utilizing auxiliary signals (AS) and precoding (PR) meth-
ods independently are presented. The BER performances
BER1 − (AP = 2) and BER2 − (AP = 2) with APs
equal to two are higher than MIMO (nTx=2 and nRx=2) with
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TABLE I
PARAMETERS UTILIZED.

Type of Modulation BPSK
IFFT / FFT size 64
Channel model Rayleigh

Channel delay samples [0 3 5 6 8]
Channel tap profile (dBm) [0 -8 -17 -21 -25]

Guard interval length 16
Number of iterations 20000

Symbols per frame 1
Number of bits per second 1

Modulation order 2

Fig. 7. Bit error rate: Showing the performances of proposed and conventional
MIMO systems.

zero-forcing (ZF), maximum likelihood (ML), minimum mean
square error (MMSE), and ZF with successive interference
cancellation (ZF-SIC) methods. This comparison illustrates the
effectiveness of the proposed design.

We can also see the comparison of the illustrations of the
BER performances BER1 −AS, BER2 −AS representing
the system using AS superposition method and BER1 − PR,
BER2 − PR representing system utilizing PR method with
conventional MIMO systems mentioned above. The AS
method has the identical BER performance to ZF, MMSE¡,
and ZF-SIC methods but is less than ML. However, due to its
unique design, the PR technique has higher BER performance
than all the conventional methods. Therefore, the proposed
method’s BER performance is the culmination of both AS
and PR methods evolving into overall higher performance as
depicted in Fig. 7.

Fig. 8 illustrates the TER performances of the proposed de-
sign TER1 − (AP = 2), TER2 − (AP = 2), total TER −
(AP = 2), and conventional MIMO ZF, ML, MMSE, and ZF-
SIC systems. The proposed scheme has a higher TER than all
the MIMO methods portrayed in Fig. 8. The total TER gain
result is shown, which is double that of the individual TER1,
TER2, and conventional MIMO TER performances generated
by the super-positioned method of the proposed technique.

Moreover, Fig. 9 displays the PAPR gain of the proposed
technique compared to the Conv. OFDM, system. The findings
show that the proposed design can save power and is less
complex than the conventional wireless systems.

Fig. 8. Throughput error rate: Showing the TER performances for proposed
and conventional MIMO systems.

Fig. 9. Peak to Average Power Ratio: Illustrates the performances of proposed
model (PAPR1 and PAPR2) and conventional OFDM system.

V. CONCLUSION

In this paper, we introduced and demonstrated a novel
transmission scheme called PU-MIMO-ST that allows the
optimal full utilization of network resources by each user,
thus resulting in achieving high throughput gain thanks to
the specially designed method of super-positioning the users
data before transmission. The AS and PR matrices cancel
the inter-antenna, inter-user interference, and channel effects
before reaching the receiver, thus producing outcomes such
as less complexity and processing at each UE. The obtained
computer simulation results prove that the performance of the
proposed system is better than the individual systems utilizing
AS, PR, and conventional MIMO based systems. We also
intend to extend the proposed technique to existing papers
[36], [38], [39], [34], [40], [41], [42], [43], [44], [45], [46],
[47], [48], [49], [50], [51], [52] that are related to signal
superposition, auxiliary signals, and precoding methods.
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Abstract— Parking in congested places frequently leads to 

major issues like air pollution, traffic jams, etc. This paper 

presents a prototype for an Internet of Things (IoT) based central 

car parking management system that attempts to minimize car 

parking problems. The proposed system is relatively scalable and 

consumes less power compared to other parking systems. This 

system uses Arduino microcontroller-based TCRT5000 infrared 

sensors to detect vehicles in the parking spaces. XBee peripheral 

modules are located in different parking lots at different locations 

to transmit the sensed data to XBee central module that is placed 

close to the parking lots. The central node then updates all data to 

the Blynk IoT platform via Wi-Fi wireless technology present in 

the NodeMCU board. The availability of parking lots can be 

viewed using a smartphone through Blynk application. 

 
 

Index Terms— Blynk platform, central parking system, Internet 

of Things, NodeMCU, XBee. 

 

I. INTRODUCTION 

ARKING OF vehicles in the parking area is becoming a 

hard task as the number of vehicles raises while the 

amount of parking spaces is limited. The outcome would 

be that the drivers would expend some time looking for parking 

places, slowing down vehicle flow and increasing traffic 

congestion. Because parking information is not readily 

available to drivers seeking for available parking spaces, there 

is a situation where traffic is backed up in parking lots and 

hunting for parking places. [1].  

Different potential measures have been used to develop car 

parking management systems such as building new parking 

facilities which is rather expensive or designing automated 

parking system where mechanical or hydraulic car lifts regulate 

vehicles in the parking spaces [2]. An alternative to these very  
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costly approaches is to augment existing parking facilities with 

smart systems that can allow more efficient use of parking 

facilities, as well as allowing the drivers to easily and quickly 

find available parking space. For example, use green/red light 

marks to indicate if parking space is currently occupied or free 

for parking [3]. This solution can be used in dark areas such as 

parking lots in shopping malls or company buildings, where 

these marks can be spotted. Such a solution faces some 

difficulties in exterior areas, like daylight causes the drivers not 

to recognize these marks light. Therefore, the detecting sensors 

are commonly connected to display screens or navigation 

boards, to indicate parking occupancy information [4]. 

However, this kind of systems are closed and do not 

communicate with each other, otherwise they can make finding 

parking spaces much easier. With the growth of Internet of 

Things (IoT) technology, finding available parking spaces is 

becoming much easier [5]. 

There are a lot of cheap and low-energy devices that create 

IoT networks. These devices have the ability to communicate 

with each other and provide helpful information on available 

parking spaces in a citywide manner. With such useful 

information, the IoT based parking systems could provide 

various necessary statistics, not only for the drivers and parking 

managers but also for municipalities or city planners. Several 

different methods can be used for communication between IoT 

devices. A wired connection could be an issue in external areas, 

as it is required to connect all the relevant devices. For this 

reason, a wireless connectivity makes the solution convenient 

and more scalable. The most common wireless communication 

technologies, such as Bluetooth or Wi-Fi, consume a lot of 

power and they are not appropriate for battery-powered devices. 

The recently launched zigbee technology employs the IEEE 

802.15.4 standard and is a revolutionary, all-encompassing 

wireless communication technology [6]. When compared to 

other wireless networks like Wi-Fi and Bluetooth, Zigbee is one 

of the finest technologies to employ because it has many 

features like a very low power consumption, less expensive, 

simplicity to develop and deploy, support of large number of 

nodes, strong security, and high data dependability additionally, 

it has self-healing, self-routing, and fault tolerance capabilities 

[7]. It supports point to point and point to multipoint topology 

and also supports mesh network topology. 

Different smart car parking management systems [8-13] have 

been suggested which utilize various modules like Arduino 

ethernet microcontroller or Wi-Fi based boards to transfer the 

IoT and XBee Based Central Car Parking 

Management System 
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sensed data into the cloud. These Arduino or Wi-Fi boards are 

placed in each parking lot. This certainly increases the cost due 

to the necessity to provide an internet connection for each Wi-

Fi board. In addition to, it raises the power consumed in general.  

In the proposed parking system, instead of Wi-Fi module, we 

keep XBee module at each parking lot, and one as a central node 

that gathers all the sensed data and transfers it into the cloud 

using Wi-Fi wireless technology. Only the central node needs 

an internet connection to transmit the information to the cloud. 

So, the cost and power consumption are reduced. In another 

project, a real-time system that enables drivers to effectively 

discover and limit the vacant parking spaces remotely through 

website and Android App is designed and deployed [14]. 

The fundamental benefit of mesh networks is that other nodes 

may continue to communicate without interruption even if one 

of the links breaks. The hardware that transmits the Zigbee 

communication protocol is called XBee, and it is made by the 

digi international firm [15]. As seen in Figure 1, the XBee 

module. It often serves as both a transmitter and a receiver in 

wireless communications. XBee modules typically operate at 

2.4 GHz with a 250 Kbps speed and a variety of antenna types 

that allow them to span a range of distances. Although the data 

rate of XBee module is lower than Wi-Fi, it has a wide 

application where the transmitted data is less and the power 

consumption is an issue of concern. The XBee modules contain 

sleep modes to increase battery life, allowing them to operate 

over several years on low-cost batteries. Connecting the XBee 

shield to the Arduino microcontroller is required. 

 

 

 
Fig.1. XBee module 

In this paper, we designed and implemented a prototype of a 

central car parking management system based on low power 

XBee wireless devices and IoT wireless technology. The 

proposed parking system assists drivers to find vacant parking 

spaces with the reservation facility. Unlike other studies, for 

the first time, the proposed parking system is usable in both 

external as well as internal parking facilities and thus the that 

system could solve all the previously mentioned problems to 

some extent. 

II. SYSTEM OVERVIEW 

Several requirements have been identified for the proposed 

parking system such as : (1) Parking lots occupancy detection – 

the proposed system must be able to detect the occupancy of 

individual parking lots. This requirement was achieved by 

choosing an appropriate set of sensors, specifically infrared 

sensors. (2) Visualization of available parking lots – the 

proposed system should notify the driver of the state of parking 

lots in a visible manner. This requirement was fulfilled by the 

development of a graphical user interface (GUI) on Blynk 

application (app), which presents information related to the 

parking lots for the drivers. (3) Wireless communication, (4) 

Low power consumption – to provide scalability and minimize 

cabling challenges and infrastructure costs. The third 

requirement was achieved by using Zigbee low power as a 

wireless communication technology that connects all system 

nodes. For the fourth requirement, it is largely related to the 

third requirement, where the low power zigbee technology was 

used and the selected devices are low power, simple and could 

run on batteries for a sufficient period of time. (5) Readily 

available software and components – the proposed parking 

system must be based on free or open-source software without 

license fees and well-known or widely used devices. The 

proposed system devices or components meet the fifth 

requirement as they have been selected, for which plenty of 

extensions, user guides, software and libraries are freely 

available. An overview of the proposed parking system 

architecture is illustrated in Figure 2. There are two kinds of 

nodes in the proposed parking system: Peripheral nodes and 

Central node.  

 

 
Fig.2. The proposed parking system architecture 

Peripheral nodes are located at each parking lot to detect the 

presence of the vehicles in that area and to report the status to 

the central node constantly. At each peripheral node, there are 

Arduino Mega microcontroller, TCRT5000 infrared (IR) 

sensors, servo motors, liquid crystal display (LCD), matrix 

keypad, barrier gates and XBee module. Arduino [16] is a 

common microcontroller, which has many versions. It is 
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effective for gathering data from different sensors and has 

plenty of extension shields that can connect it to other devices. 

For the proposed parking system, Arduino Mega 2560 

development was used, which is cheap, easy to use, and has 

large storage capacity and low power consumption. It can be 

easily extended using various shields, such as XBee shield that 

was used in the proposed parking system. The Arduino 

microcontroller was programmed using the free and open-

source Arduino software IDE, which makes it simple to create 

code and upload it to the board. The total number of parking 

spaces occupied in the parking lot was shown on an LCD. 

Check-in and check-out were controlled by barrier gates, which 

were driven by servo motors.. Matrix keypad to key in the 

passwords was used. IR sensors were used to detect the 

presence of the vehicles at the entrance and exit of the parking 

lot, and also were used to detect the state of each space within 

the parking lot. The IR sensors detect if the parking lot is 

available or not and are directly connected to the corresponding 

peripheral node, represented by the Arduino Mega 

microcontroller. A single peripheral node can handle multiple 

parking spaces at the same time. The IR sensors measure the 

distance of the existing vehicle. If the measured distance is less 

than the specified threshold value, then the parking space is 

identified as occupied. Flags were set for each parking space 

(flag=1 if occupied, flag=0 if available). To distinguish parking 

spaces information in each parking lot, the peripheral node 

sends the flag values along with the name of the parking lot (lot, 

lot2, etc) to the central node which transfers the sensed data to 

the cloud server. The central node acts as a central controller 

that records peripheral nodes data and controls the overall 

system. This node requires higher computing energy as well as 

some memory space. For these reasons, the Arduino Mega 

microcontroller was used as a central node as well.  

XBee modules were used to provide communication and 

information exchange between the central node and peripheral 

nodes. XBee at the central side receives the data from multiple 

XBee modules at the peripheral side simultaneously. The 

peripheral XBee is installed in different parking lots to transfer 

the sensed information to the central XBee without the need to 

use internet or Wi-Fi connection at every parking lot. In other 

words, Wi-Fi protocol is used only at the central node to transfer 

the received data to the cloud. XBee modules could 

communicate with each other wirelessly and it could exchange 

the information over a wide distance up to 2 km range in this 

case. The central XBee should be at that range to receive the 

information from multiple peripherals XBee. For illustration, if 

there are three parking lots, instead of three Wi-Fi modules, we 

keep three XBee peripherals and one XBee central. Then we 

specify a point which is roughly within the specified range from 

the three parking lots and we install the central XBee at that 

point. XCTU software was used for the configuring of XBee 

modules. The central XBee feds the gathered data to the central 

node which transfers it to the back endless cloud based Blynk 

server using Wi-Fi connection through the internet. The cloud 

server acts as a database to store all the necessary records 

related to the parking lots and the drivers that have access to the 

parking system. NodeMCU module was used in the proposed 

parking system to connect the central node with Blynk server. 

NodeMCU is an open source, simple, programmable and Wi-Fi 

enabled module designed for IoT purposes. It includes firmware 

that runs on the ESP8266 Wi-Fi system on chip. The ESP8266 

is a Wi-Fi chip with microcontroller capability and full TCP/IP 

protocol stack that allows any microcontroller to access the Wi-

Fi network. There are many kinds of ESP8266 modules, but for 

this proposed parking system the ESP12-E NodeMCU module 

was used and was programmed through Arduino IDE software 

as well [17]. The implementation of the proposed central and 

peripheral nodes on a breadboard is illustrated in Figure 3 and 

Figure 4. 

 

 
Fig. 3. Proposed central node hardware 

 

 

 
Fig. 4. Proposed peripheral node hardware 

 

 
Fig. 5. The proposed central node diagram on fritzing 
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The interconnection between different electronic 

components of the proposed central and peripheral nodes are 

illustrated in Figure 5 and Figure 6. It was designed using 

fritzing environment. It is worth noting also that the system 

nodes are powered from separate power sources. 

 

 
Fig. 6. The proposed peripheral node diagram on fritzing 

III. BLYNK INTERNET OF THINGS PLATFORM 

IoT technology refers to anything physical that is connected 

to the internet or exchanging data or information between 

physical devices and the internet. Blynk is a platform was 

designed for IoT purposes. It is compatible with both iOS and 

Android apps and can interact with various microcontrollers 

such as Arduino, Raspberry Pi, NodeMCU etc. It is able to 

remotely control devices over the internet and store, display and 

visualize data from different sensors for any desirable system. 

There are three main components in the Blynk IoT platform: (1) 

Blynk Application – It allows creation of graphical user 

interfaces for any project using different widgets that are 

provided. (2) Blynk Server – It is an open-source cloud based 

server, could easily handle thousands of devices and is 

responsible for all the communications between the smartphone 

(Blynk app) and the selected hardware. (3) Blynk Libraries – It 

enables communication, for all the popular hardware platforms, 

with the server and processes all the incoming and outcoming 

commands [18].  

For the proposed parking system in this paper, a simple GUI 

was designed and developed using Blynk app, which displays 

parking lots names along with the total number of available 

parking spaces in each parking lot. Step-by-step procedures in 

designing the GUI Blynk app are illustrated in Figure 7. Firstly, 

we need to download and install Blynk app for android at 

Google plays store or iOS at app store. For the proposed parking 

system, two pieces of Value Display tool from Widget Box 

were used, each one to display the number of vacant parking 

spaces within each parking lots, as shown in Figure 7 (a). The 

Value Display tool displays incoming data from sensors or 

Virtual Pins. By clicking on Value Display tool for a one time, 

we can prepare it, as shown in Figure 7 (b). One of the Value 

display tools was labeled as Parking Lot A while the other one 

was labeled as Parking Lot B, as shown in Figure 7 (c). It can 

be observed that the two value display tools are related to the 

same SOURCE which is the Central Car Parking. Then from 

Input/PIN/Select pin we need to choose Virtual and from PIN 

we need to choose a virtual port number to provide the 

communication with the selected device. Virtual pins are a way 

to exchange any value or data between Blynk app and the 

devices. It could sent the values as strings and there are no 

practical limits on it. The process of sending any value or data 

from the selected device to Blynk app is done through a 

function called Blynk. VirtualWrite(Virtual Pin Number, 

Value) function, while any value or data from Blynk app can be 

sent to the selected device using Blynk_Write (Virtual Pin 

virtual pin’s number as a parameter in the functions. Also, 

param.asInt () must be called inside the function, which returns 

an integer (It could be boolean or byte as well) value, that must 

be processed to execute other sentences in the main code. In the 

proposed parking system, V7 virtual port was used for parking 

lot A and V8 was used for parking lot B, as illustrated in Figure 

7 (d) and Figure 7 (e) respectively. So, when XBee central 

receive data from XBee peripheral, it feds it to the Arduino 

Mega at the central node for processing. If the received data is 

related to the parking lot A, the central node transfers the 

processed data to the Blynk app through virtual port V7, and if 

the data is related to the parking lot B, the central node sends it 

through virtual port V8 to the Blynk app. The designed GUI on 

Blynk app dashboard with the Value Display tools is shown in 

Figure 7 (f). And with this the Value Display tools settings have 

been ended.  

     The designed GUI on Blynk app also includes parking space 

reservation option by clicking the reservation button in the 

designed GUI associated with the desired parking lot. For 

reservation process purpose the Styled button from Widget Box 

was used. The Styled button operates in switch or push modes. 

It allows sending any number value on button press and button 

release events. By default, the Styled button uses 1/0 

(HIGH/LOW) values. The button sends 1 (HIGH) on press and 

sends 0 (LOW) on release. A title for ON/OFF LABEL was 

given and V9 virtual pin was used for the Styled button, as 

shown in Figure 7 (g). It can be seen that the Central Car 

Parking is the TARGET. After the reservation request is 

created, the boolean data (low or high) travels to the central 

node through Blynk server and NodeMCU module. The 

Arduino microcontroller then processes the received data and 

begins start to check whether there is any vacancy in the desired 

parking lot. In the case of the desired parking lot is not available 

means the central node will send a notification or a statement to 

the Blynk app dashboard telling that there is no available 

parking space. In the case of the desired parking lot is available 

means the central node will send a reservation acknowledgment 

message along with the entry password to the respective 

parking lot using XBee modules. The total number of occupied 

parking spaces at the desired parking lot will increase by one. 

     At the same time, the central node will update the desired 

parking lot information and the entry password to the Blynk 

app. A timer will be started automatically for that reservation. 

Before the timer expires the driver has to arrive at the desired 

parking lot and enter the entry password, otherwise the 

reservation process will get expire and in this case, the 

information of that desired parking lot will be updated and the 

updated information will be sent to the central node using XBee 

modules as well. The central node will be updated the 

information of the desired parking lot to the Blynk app again. If 

the driver arrives at the specified time means, the driver has to 
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enter the corrected password in order to access the desired 

parking lot. If the entered password is correct, the barrier gate 

will get open and allow the driver to enter parking lot area. We 

have used the labeled Value tool from Widget Box for 

displaying the entry password and reservation statement. The 

Labeled Value tool displays incoming data from Virtual Pins or 

different sensors. It is a better version of the Value Display tool 

because it contains a formatting string. It was named as 

“Reservation” and V10 was used as a virtual pin, as shown in 

Figure 7 (h). It can be seen that the Central Car Parking is the 

SOURCE, and the virtual pins V7, V8 and V9 are already in 

use. The designed GUI on Blynk app dashboard with the tools 

used is shown in Figure 7 (i) where it can be seen all the tools 

with their names and their virtual ports.  

There are a few changes that must be made to the main code 

or program before uploading. At first, to interface with Arduino 

software, Blynk library needs to be installed at the library folder 

of Arduino software IDE. Also, we need to use or to pre-install 

some other libraries like #include<ESP8266 Wi-Fi.h> library, 

#include <SPI.h> library, #include <SimpleTimer.h> etc, to 

programing using Arduino IDE. Node MCU 1.0 (ESP 12-E 

Module) module has to be selected as the board type. The COM 

port has to be chosen after connecting the selected device to the 

computer. The baud rate also must be set up to monitor the 

output of different devices in the serial monitor of Arduino IDE.  

The Wi-Fi SSID and the Wi-Fi password should be changed 

by the actual Wi-Fi SSID and Wi-Fi password. The Auth Token 

also needs to be modified in the source code as it is given in the 

Blynk account. After checking all the connections, adding all 

the required library files to the Arduino IDE, setting the right 

ports of the computer and after completing all the steps, the 

main code has to be compiled and then uploaded to the selected 

module. After compiling and uploading the Arduino code, the 

peripheral node starts sending the data from IR sensors to the 

central node using XBee modules. The central node transfers 

the data to the Blynk cloud server and Blynk app through Wi-

Fi connection. Some of the results of the designed parking 

system obtained on Blynk app are shown in Figure 8 (a) (b) (c). 

As an illustration, fig 8 (a) indicates that there are three parking 

spaces are available in the parking lot B while there are only 

one parking space is available in the parking lot A. 

     

(a)                           (b) 

 

         

                        
                                           (c) 

 

       
                                         (d) 

 

       

                                           (e) 

 

 

       
 

           (f)                                              (g) 
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(h) 

 

 
(i) 

Fig. 7. Illustrates the design stages of the GUI on Blynk app used in this paper 

 

 

 

One of the main contributions of the suggested parking 

system is that it is based on widely available devices utilizing 

well- known software and components that do not charge 

license fees. The selected devices make the proposed system 

scalable and easily deployable as each component can be 

replaced easily. In the tested prototype of the proposed parking 

system, Arduino Mega microcontroller was used which 

appeared to be cost effective and compatible with XBee 

modules with easy installation or programming and 

maintenance.  

The prototype of the proposed parking system was 

implemented and tested for various scenarios and accurate 

results were obtained. The results of the intensive experiments 

proved that the proposed system successfully detects the 

presence of the vehicle at each parking lot, and updates the 

sensed data to the central node and Blynk app effectively. Based 

on that we conclude that the successful implementation of a 

central car parking management system can significantly 

reduce the problem of fuel, time and effort wastage, and 

pollution caused by blind searching and traffic congestion to a 

considerable amount.  

However, the designed GUI on Blynk app needs to be 

improved as the prototypes were designed and developed for 

testing purposes only, and it is not suitable for commercial use. 

Other IoT based parking systems provide the ability to reserve 

parking spaces extensively and to pay the fee using a 

smartphone. In further work, we would develop an application 

for Andriod and iOS and test its usability in the real-time 

environment. Also, the integration of the navigation function 

into the proposed system is a possible extension in the future 

work.
 

       
 
 

 

 
 

 

 
 

 
 

Fig 8. Blynk app showing availability status of parking lots 

IV. CONCLUSION 

The main purpose of this study is to suggest solutions to the 

problem of looking for available parking spaces in urban areas, 

particularly by considering issues such as communication 

approaches, power consumption and financial cost. More 

specifically, a prototype of a central car parking management 

system was designed and implemented based on IoT 

technology. The proposed parking system is capable of 

detecting available parking lots for the drivers with high 

accuracy. It can be applied for the street-based parking lots, as 

well as interior and exterior parking lots. Moreover, the 

proposed parking system can be combined with the present IoT 

based parking systems to provide information about managing 

parking lots in citywide.   
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Abstract— The study of the structures of proteins and the 

relationships of amino acids remains a challenging problem in 

biology. Although some bioinformatics-based studies provide 

partial solutions, some major problems remain. At the beginning 

of these problems are the logic of the sequence of amino acids and 

the diversity of proteins. Although these variations are biologically 

detectable, these experiments are costly and time-consuming. 

Considering that there are many unclassified sequences in the 

world, it is inevitable that a faster solution must be found. For this 

reason, we propose a deep learning model to classify transcription 

factor proteins of primates. Our model has a hybrid structure that 

uses Recurrent Neural Network (RNN) based Long Short-Term 

Memory (LSTM) and Gated Recurrent Unit (GRU) networks with 

Word2Vec preprocessing step. Our model has 97.96% test 

accuracy, 97.55% precision, 95.26% recall, 96.22% f1-score. Our 

model was also tested with 5-fold cross-validation and reached 

97.42% accuracy result. In the prepared model, LSTM was used 

in layers with fewer units, and GRU was used in layers with more 

units, and it was aimed to make the model a model that can be 

trained and run as quickly as possible. With the added dropout 

layers, the overfitting problem of the model is prevented. 

 
 

Index Terms—Protein classification, Hybrid deep learning, 

Word2Vec, LSTM, GRU 

I. INTRODUCTION 

HE HEREDITARY material of living things is 

Deoxyribonucleic Acid (DNA). DNA sequences consist of 

adenine (A), guanine (G), cytosine (C), and thymine (T) 

nucleotides and, with their various sequences, form the 

structures necessary for the creation and survival of living 

things with all their units [1], [2]. One of these structures is 

amino acids. There are over 300 amino acids in nature. 20 of 

these amino acids are mostly found in mammals and plants. 

These amino acids produced by DNA are arranged in different 

ways to form proteins. Proteins are involved in almost all vital 

tasks in living things, such as growth, measures under stress, 

and communication of cells. [3]. Many amino acid sequences 

have been discovered in light of scientific studies and advances 

in science. The discovered sequences belong to many different 

realms, species, and families. 
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Each unit that is different has many different structural features. 

These different features determine the types and groups of these 

amino acid sequences, namely proteins. 

 
Fig.1. Example of TF protein (bHLH) [4]. 

 

Transcription is the first step of gene expression from DNA 

to RNA transcript production in a gene. This process, together 

with the continuation steps, carries out the production of the 

protein. Transcription factors (TFs) are genomic regions that 

can bind to certain DNA sequences and fragments, directing 

gene expression in different ways in cells and, thus, organisms. 

TFs are proteins that manage the transfer of genetic information 

from DNA to mRNA. Each TF has a structure specific to the 

sequences [5]–[7]. Animal TF proteins are proteins that have 

essential roles in regulating many vital functions of cells, such 

as their development, communication, response under stress, 

and cell cycle. These proteins, like other proteins, have been 

identified and sequenced by biological experiments, and new 

sequences are being discovered every day [8]. Figure 1 shows 

a TF protein from basic helix-loop-helix TF family. 

 Conventional biological research methods can classify these 

many different proteins. However, these classification 

processes consist of both costly and relatively long-term 

experiments. In addition, the possibility of error by the 

experimenter is among the handicaps of these traditional 

methods [9]. This situation has pushed researchers to search for 

new analysis methods. In this field, especially in studies 

conducted jointly with computer scientists, these data were 

firstly the subject of statistical models [10]. Examples of these 

models are the studies prepared with the Hidden Markov Model 

(HMM) [11], which is widely used [12], and the Basic Local 

Alignment Search Tool (BLAST) [13] study. Acting on the 

principles of statistical science, these studies act and make 

predictions according to the probabilities of each amino acid in 

the positions in the protein sequence. In this way, the classes 

and structures of the arrays are determined. However, the 

models developed by these studies work better with annotated, 

i.e., additional labeled data such as sequence or the primat 
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name. For this reason, the success rate will be relatively low in 

plain sequences [14], [15]. 

There have also been studies in which artificial intelligence 

applications such as machine learning and deep learning, which 

are used in different fields and studies, are used in the 

classification of proteins in the field of bioinformatics. 

Examples of machine learning algorithms used for this purpose 

are Naive Bayes (NB) Classifier, Gradient Descent Algorithm 

(GD), K-Nearest Neighbor (KNN) algorithm, and Support 

Vector Machine (SVM). Recursive neural networks (RNN) and 

convolutional neural networks (CNN) based deep learning 

applications, which have been brought to the literature with the 

developments in computer science and the latest innovations in 

artificial intelligence, are also used for different kinds of 

classification problems in this field [16]. In addition to these 

studies, studies have been carried out on similar data with 

various deep learning models, together with the developments 

in the field [17]. 

II. RELATED WORKS 

Looking at the literature, different bioinformatic studies have 

been developed in addition to biological studies to analyze 

various protein sequences. These studies draw their strength 

from the intersection of biological studies and computer 

science. Although these may be statistically based, in recent 

studies, the emphasis has been on artificial neural networks, 

machine learning, and especially deep learning studies [18]. 

These studies have been included in the literature with different 

data sets and models. In a study dealing with gene ontology and 

protein function analysis, PSI-BLAST and position-specific 

scoring matrix (PSSM) were used, along with the alignment 

results of PSI-BLAST and position information of PSSM, 

protein functions, and annotations were determined in new 

genomes [19]. A KNN-based OET-KNN model was developed 

in a study that controls protein sequences to become enzymes 

and determines their sub-functional classes. This model, with 

its variations, has achieved success on a scale of 86%-98% [20]. 

In another study, which detects the enzymatic functions of 

proteins, the ECPred model was developed, and a combination 

of Pepstats-SVM, SPMap, and BLAST-KNN models 

contributed to the literature [21]. The SVM structure was used 

in yet another gene ontology-based model, and a new approach 

was brought to the field [22]. These studies are mid-term 

studies, and since some of them require some additional 

experimentally acquired information besides lean protein 

sequences, current models that only work with protein 

sequences and do not require any additional information were 

needed [15]. 

The model working with Keras embeddings, ProtVec vector 

representation, and SVM using the Swiss-Prot dataset from 

studies conducted with arrays only has a success rate of 93% 

[23]. Again with the same dataset, Keras embeddings achieved 

success on a scale of 81.2% to 91.24% with a vector 

representation tool like ProtVec, model variations prepared 

with LSTM and CNN [16]. Another study used in enzyme 

research, using a pre-trained model with the Swiss-Prot dataset, 

achieved 97% success with the support of CNN and LSTM 

networks [15]. In this study, the sequences were divided into 3-

character parts and processed just like the sentences and words 

of a text [23]. In another study of transport proteins, an accuracy 

rate of 85.8% was achieved with PSSMs, CNN, and GRU 

models [24]. In a study prepared with several different artificial 

neural network models such as KNN, Naive Bayes, and SVM, 

classification was made on the mouse protein dataset with 

Down syndrome [25]. In the study on urease activity in full-fat 

soybean production, a model was prepared with CNN-LSTM 

networks, and 96.57% and 90.29% successes were obtained 

according to the number of classes [26]. In a study prepared for 

protein homology detection, preprocessing with single-hot 

coding and model preparation with bidirectional LSTM were 

performed, and the model achieved 97% success [27]. In 

another study, the Pfam seed dataset was used, and code 

dictionary and LSTM were used. In accordance with the nature 

of the code dictionary structure, a number was assigned for each 

amino acid in the sequences, and analyzes were made on the 

digitized sequences [27], [28]. The 3-layer LSTM model used 

in a transfer learning-based study has brought 85% success 

[29]. In another protein classifier, the power of residual blocks 

of the CNN-based ResNet architecture was utilized, and a 

success rate of 93.7% was achieved [30]. The studies given 

above have demonstrated the importance of artificial 

intelligence in studies such as the classification of proteins, 

detection of binding sites, and detection of proteins from genes 

[31]–[33].

 

 
Fig. 2. HSF TF protein family motif structure [34]. 

 

III. MATERIALS AND METHODS 

Transcription factor proteins in primates, including humans and 

various monkey species, were obtained from fragmented and 

scattered data from the Animal Transcription Factor Database 

(AnimalTFDB), open to researchers. AnimalTFDB, with its 

current version, is a database containing TFs and their 
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cofactors, various annotations and binding domains, and 

subsections of these TFs in 183 animal genomes. Various 

analysis and alignment tools are also included in AnimalTFDB. 

It also includes additional information such as gene expression, 

post-translational modification and mutation information, and 

paralog and ortholog information [35]. 

A. Representation of Protein Sequences 

Various proteins are formed by the sequential arrangement 

of amino acids according to the structural information [36]. 

This difference in structural information creates the unique 

structures of different proteins and, thus, different 3D structures 

[3]. Although each protein formed is different, they form 

different protein families together with the proteins with which 

they are structurally common. This structural commonality is 

called motifs in sequences. Sequences with identical motifs are 

proteins of the same family [37]. Figure 2 shows an example of 

a motif belonging to the Heat Shock Factor (HSF) TF protein 

family. 

The letters representing amino acids in the motif in Figure 2 

represent the probability of having the amino acid at the letter's 

position—the larger the representation, the more likely that 

amino acids will be found at the location. In addition to this 

information, when the motif is examined, it is seen that there 

may be many different amino acids in each position of the 

motif. For this reason, it is almost impossible to know which 

family each protein belongs to by examining the sequence 

character representations by human manually. For this reason, 

biological experiments or various artificial intelligence 

applications are some of the solutions. Considering that 

biological experiments are also a long time and costly, artificial 

intelligence applications stand out as one of the most effective 

solutions. Figure 3 shows a raw sample sequence of Homo 

sapiens, downloaded from AnimalTFDB [35]. 

 

 
Fig. 3. A raw sample sequence of Homo sapiens from AnimalTFDB [35]. 

 

In the representation in Figure 2, the character ">" denotes 

the beginning of each new sequence. The first line contains the 

sequence Protein ID, Ensembl ID, gene symbol, and protein 

family information, respectively. From the second line to the 

next ">" character, there is the protein sequence. These files for 

each species are stored separately in AnimalTFDB in FASTA 

format. 

These files in FASTA format, downloaded separately for all 

primates from AnimalTFDB, are created with the prepared 

Python scripts and replication operations, with a single line 

containing only protein families and sequences in a single line, 

with each protein family - protein sequence pair represented on 

a single line, containing all primates. combined in a tab-

delimited text (.txt) file. As a result, a data set consisting of 72 

different TF protein families belonging to 24 primate species 

and containing 36242 sequences was created. Figure 4 shows a 

sample part of this dataset. 

 

 
Fig. 4. A sample part from the prepared data set. 

B. Data Preprocessing Techniques 

The structures in the form of "MDTSRPGAFVLSSAPLA...", 

which is the representation of proteins in letters in character 

representation, is a meaningful structure for researchers in 

biology and bioinformatics. However, computers can only 

evaluate these sequences as words or sentences, and it is not 

possible for them to derive a direct meaning. Just as 

preprocessing is done on images, such as reducing size, 

changing color values, and extracting images locally, various 

operations, such as trimming sentences and texts, clipping 

suffixes, and adjusting sentences to equal length, are performed 

in natural language processing studies. Classification of protein 

sequences, which is a sub-branch of natural language 

processing studies, also requires a similar set of preprocessing 

steps [37]. 

In this study, a series of preprocessing steps, such as adjusting 

the protein sequences to a fixed length, shortening the long 

sequences, extending the short sequences by filling from the 

end, and preparing the embeddings from the sequences, were 

applied to the prepared data set. 

Protein sequences differ from the data used in other natural 

language processing studies. Normally, sentences in texts 

consist of words, while protein sequences, each of which can be 

evaluated as a sentence, are in one piece. For this reason, 

previous studies have been done in the literature on the 

representation of each amino acid of the sequence with a 

number [28], [38]. However, suppose protein sequences are 

preprocessed at the amino acid level. In that case, achieving the 

highest desired success will be difficult since the relationships 

between these amino acids, that is, the relationship of each 

amino acid with the previous and next amino acid, cannot be 

revealed. 

The probability that amino acids or amino acid groups come 

before or after each other, that is, their proximity to their 

location, is essential for capturing motifs and successful protein 

classification, just as knowing the similarities of words in 

natural language processing studies [39]. For this reason, it is 

necessary to know the affinity between these words (k-mers) by 

separating the protein sequences, which are one piece, into 

small amino acid groups, that is, words (k-mers). In addition, a 

preprocessing process that will provide high success is carried 

out with vector assignments and sequence digitization to be 

made according to this proximity information. When looking at 

the literature, the lengths of these amino acid groups are usually 

chosen in the range of 3 to 6 characters [40], [41]. 
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After the sequences are divided into k-mers, it is necessary to 

analyze the closeness of these k-mers with each other. To avoid 

any k-mers combinations on all sequences and reveal different 

affinities, each sequence should be divided into k-mers 3 times 

by shifting one character from the first character 3 times. In this 

way, many k-mers are obtained, just as if 3 different sequences 

were processed [23]. In addition, the relationship between 

amino acids is confirmed 3 times. An example sequence-k-mer 

conversion is given in Figure 5. 

 

 
Fig. 5. An example sequence-k-mer conversion. 

 

If sequences are split into words with more characters (e.g., 

5-mer, etc.) instead of 3-mers, there will be fewer word 

combinations as well as splits in the vector representations of 

motifs as fewer words will remain in each motif. These 

divisions will cause the motifs to be partially lost and the 

model's success to decrease. 

In order to analyze the proximity of words in sequences 

divided into k-mers and digitize the sequences, vector 

assignments to these k-mers should be done with the Word2Vec 

model. Word2Vec is an unsupervised neural network model 

that represents words in vector space. According to the prepared 

vocabulary, the words in the sequences are given points 

according to their similarity, and their probability of coming 

before or after each other is determined. Word2Vec has two 

different architectures, Continuous Bag-of-Words (CBOW) 

and Continuous Skip-Gram; although both of these 

architectures do the same job, there is a fundamental difference 

between them. CBOW determines the word in the center 

according to the previous and next word as much as the 

specified window size. Skip-Gram, on the other hand, predicts 

the previous and following words by the window size according 

to the central word [42]. 

In the tests performed in this study, 6 was chosen for the 

CBOW architecture and window size for representation. The 

vector size in which each k-mer will be represented in the model 

has been determined as the default value of 300. Figure 6 shows 

the distribution of k-mer affinities in the vector space at window 

size 6 of the Word2Vec model. 

Just as the resolution of all images is determined as the same 

in deep learning models working with images, the same length 

of sequences in models working with protein sequences in text 

structure is a factor that increases success. However, choosing 

a shorter than required length while bringing the sequences to a 

fixed length may cause partial or complete loss of protein 

motifs and, thus, classification errors. The selection made 

longer than necessary will cause a waste of resources and time, 

as well as classification errors, since the processing will be done 

with strings filled with too many characters. For this reason, it 

is necessary to analyze the data set well and choose the right 

length. Figure 7 shows the distribution of sequences in the data 

set by length. 

 

 
Fig. 6. Proximity representation of the Word2Vec model with 6 window sizes. 
 

 
Fig. 7. Distribution of sequences in the data set according to their lengths. 

 

Another purpose of separating sequences into words is to get 

shorter sequences from longer sequences. Looking at Figure 5, 

it can be seen that the majority of sequences are 400 to 600 in 

length. In this case, choosing the length of the arrays within this 

range will give the best results. Considering that the sequences 

are converted to 3-mers and digitized with vectors, it can be 

seen that synchronizing the sequences in their new form with 

200 characters in length means equalizing the raw sequences in 

600 characters. Sequences divided into K-mers are shortened to 

200 words, long sequences are shortened from the end, and 

short sequences are extended to 200 words by adding the 

required number of 0s at the end. 

The digitized and equal-length sequences are now ready to be 

given to the input embedding layer of the prepared deep 

learning model. In addition, the proximity information 

generated by training the Word2Vec model is also given to the 

"weights" parameter of the embedding layer so that the model 

starts training with these closeness values instead of random 

weights, which is aimed to perform a more successful training 

in a shorter time. 
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C. Long Short-Term Memory and Gated Recurrent Unit 

LSTM is a new generation network developed against the 

problem that RNN forgets long-term information and 

dependencies [43]. As a solution to the continuous increase in 

gradients in RNN, a forget gate was added to each unit of the 

network, so that the network can decide which information to 

forget and which to keep [43], [44]. This structure uses tanh and 

sigmoid activation functions [45]. Similarly, GRU is a network 

designed to keep long and short-term dependencies in its 

memory. Although the internal structure of the units is very 

similar to the LSTM units, LSTM has input, output, and forget 

gates, while GRU has input and output gates. In GRU, the forget 

function is done with a forget key [46]. With all these functions, 

LSTM and GRU can decide which long- and short-term 

dependencies are remembered and which are forgotten by 

controlling the flow of information [47]. Although the GRU has 

almost the same level of success as the LSTM, it has been 

observed that the GRU mostly completes the training process 

faster than the LSTM because the GRU has 2 gates instead of 3 

in the experiments. 

D. Performance Metrics 

The success of the models prepared in classification problems 

and other studies should be determined by various criteria. One 

of the most commonly used tools for determining success is the 

confusion matrix [48], and the accuracy, sensitivity, specificity, 

f-score, and average-precision values are calculated from this 

matrix [49]. In addition, these values will be used in drawing 

the Receiver Operating Characteristic (ROC) Curve [50]. While 

developing the models, the data sets are divided into parts in 

certain proportions and training, validation and testing steps are 

performed. Formulas for performance metrics are given in 

Equation 1-6. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐) =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (1) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑆𝑒) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑆𝑝) =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
𝑣 (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑟𝑒) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ 𝑇𝑃

2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (5) 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝐴𝑃) =
𝑇𝑃

𝑇𝑃 + 𝑇𝑁
 (6) 

While developing the models, the data sets are divided into 

parts in certain proportions, and training, validation, and testing 

steps are performed. In K-fold cross-validation, the data set is 

divided into k pieces, and k-1 pieces are used for training and 1 

for testing at each step. In this way, one of the most accurate 

evaluations is performed as the models are trained and tested 

with different data many times [51], [52]. 

IV. RESULTS 

All training and testing processes of the proposed model, the 

design details given in Table I, were carried out in Google 

Colab Pro with version 3.8 of the Python programming 

language. The primates TF protein dataset used in the training 

and testing of the model consists of 36243 protein sequences. 

Of these sequences, 70%, i.e., 25370, were used for training, 

15% (5437) for validation, and 15% (5436) for testing. 

Samples from all 72 classes are also available in all train, 

validation, and test datasets. This partitioning is done 

completely randomly via Python's Sklearn library. In order to 

achieve the highest success in training the model, an early stop 

function was added [38], and the fault tolerance was 

determined as 3 epochs. In order to determine the amount of 

data to be processed in unit time, the value of 256 was given 

to the batch_size parameter, taking into account the sequence 

lengths. 

Two different models were studied for the effect of model 

layers and the number of units in each layer on model success 

and running time. The structures of these models are given in 

Table I. 
TABLE I 

BASIC STRUCTURES OF THE IMPLEMENTED MODELS 
Model No Model Structure 

M1 Bidirectional LSTM (128), Bidirectional LSTM (256), 

Bidirectional GRU (256) 

M2 Bidirectional LSTM (128), Bidirectional LSTM (128), 

Bidirectional LSTM (128), Bidirectional GRU (128) 

 

The accuracy, precision, recall, f-score, and train time results 

of these two implemented models are given in Table II. 
TABLE II 

TEST RESULTS IMPLEMENTED MODELS 
Model Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-score 

(%) 

M1 96.85 97.77 93.67 95.47 

M2 97.96 97.55 95.26 96.22 

 

When Table II is examined, it can be concluded that the 

model numbered M2 is a more successful classification. This 

result also indicates that models with more tiers and fewer units 

per tier perform better than models with fewer but more units 

per tier. The 5-fold cross-validation results of these two models 

are given in Table III. 
TABLE III 

5-FOLD CROSS VALIDATION RESULTS OF IMPLEMENTED 

MODELS 
Model No 5-Fold Cross Validation Accuracy Results (%) 

M1 96.67 

M2 97.42 

 

Table III also supports the result in Table II, showing that 

multilayer models with fewer units are more successful in this 

study. For this reason, in the continuation of the article, the 

model numbered M2 was determined as the proposed model. 

The reason for choosing 5-fold in this study is that the data set 

size is not very large. 

In the proposed model M2, 3 layers of bidirectional LSTM 

and 1 layer of bidirectional GRU were used after the embedding 

layer, where sequences represented by vectors using Word2Vec 

and these vector affinity values were given as initial weights. 

128 units were used in LSTM layers. A 0.3 dropout [53] layer 

has been added to prevent overfitting. The network of the next 

128-unit bidirectional layer is determined as a bidirectional 

GRU for the model to complete a faster training process. To 

prevent overfitting, a dropout [53] layer of 0.3 was added, and 

then the flatten function was used. At the output of this layer, 

first, a dense layer with a value of 256, then a dropout [53] layer 

of 0.4 to prevent overfitting, and the model was finalized with 
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a dense layer of the class number to classification. The details 

of the model are shown in Table IV. 
TABLE IV 

DETAILED STRUCTURE OF THE PROPOSED MODEL 
Layer (type) Output Shape Param # 

Embedding (None, 200, 300) 2540100 

Bidirectional LSTM (128) (None, 200, 256) 439296 

Bidirectional LSTM (128) (None, 200, 256) 394240 

Bidirectional LSTM (128) (None, 200, 256) 394240 

Dropout (0.3) (None, 200, 256) 0 

Bidirectional GRU (128) (None, 200, 256) 296448 

Dropout (0.3) (None, 200, 256) 0 

Flatten (None, 51200) 0 

Dense (256) (None, 256) 13107456 

Dropout (0.4) (None, 256) 0 

Dense (72) (Classification) (None, 72) 18504 

 

The default learning rate value of 0.01 was used in the LSTM 

and GRU layers of the model. ReLU [54] was used as the 

activation function in the first dense layer, and Softmax [55] 

was used in the second because it was the classification layer. 

Since the data set is multi-class, Categorical Crossentropy [56] 

was used as the loss function, and Adam [57] was used as the 

optimizer. 

The train and validation graphs for accuracy and loss of the 

model M1 are given in Figure 8, and the train and validation 

accuracy and loss graphs of the proposed model M2 are given 

in Figure 9. 

 
Fig. 8. Accuracy and loss graphs for train and validation of the model M1. 

 
Fig. 9. Accuracy and loss graphs for train and validation of the proposed 

model M2. 

 

The test results of the proposed model, the multi-layered 

structure of the model, which is prepared with layers with fewer 

units, increases the model's success and greatly shortens the 

training time. Figure 10 shows the ROC graph of the model M1. 

Figure 11 shows the ROC graph of the proposed model M2. 

 
Fig. 10. ROC curve graph of the model M1. 

 
Fig. 11. ROC curve graph of the proposed model M2. 

 

All the curves of the ROC graph in Figure 11 are gathered in 

the upper left corner, and their values are close to 1.0. This 

graph shows that the proposed model classifies 72 different 

classes with high success. 

V. DISCUSSIONS 

Along with the developments in computer science, computer 

science-supported studies have started to be carried out in 

bioinfomatics. Statistical-based studies such as HMM can be 

among the early-mid-term examples of bioinformatics. Then, 

artificial neural networks and machine learning studies were 

used in bioinformatics. Today, various deep learning-based 

studies are used in bioinformatics and various biological and 

genetic data. In this study, transcription factor proteins in 

primates were classified by preparing a hybrid model 

combining the light and fast structure of RNN-based LSTM and 

GRU networks with the success of the Word2Vec model in 

preprocessing and similarity analysis. The data set was 

automatically compiled from public bioinformatics data and 

prepared originally. In this way, it was ensured that a deficiency 

in the literature was completed and an important and new 

contribution to the literature was made. In this process, a 

proximity analysis was performed by first dividing the 

sequences into small protein groups, namely k-mers. In this 

way, the model, which started its education ahead of similar 

models, achieved a more successful result in less epochs. Then, 

3 LSTM layers and 1 GRU layer with fewer units per layer used 

were also used with lighter weight and more layers, and this 

design also increased the model's success while reducing the 

training time. In addition to all these contributions, the prepared 
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primates TF protein dataset was prepared and stored with the 

newly trained Word2Vec model and model weights for use in 

future studies. 

Although there is no direct study on the classification of TF 

proteins in primates when the literature is scanned, the 

comparison with studies using similar data for the evaluation of 

the study will highlight the success of this study. Table V shows 

the comparison of the proposed model with some studies in the 

literature. 
TABLE V 

COMPARISON OF THE PROPOSED MODEL WITH VARIOUS STUDIES 

IN THE LITERATURE 
Authors Dataset Accuracy (%) 

Le et al, 2019 [24] Vesicular transport 
proteins 

85.8 

Belzen et al., 2019 [30] CAFA3 93.7 

Bileschi et al., 2022 [28] Pfam Seed 95.8 

Proposed model (M2) Primates TF Proteins 
(original) 

97.96 

VI. CONCLUSION 

Within the scope of this study, the classification of primates TF 

proteins, which has no precedent in the literature, was carried 

out. The model completed the classification process with an 

accuracy of 97.96% and achieved a high success rate in the 

literature. However, although plant TF proteins have been 

studied before in the literature [38], there are still deficiencies 

in the literature regarding the classification of TF proteins of 

other animals and organisms besides primates. In future studies, 

more successful classification of the TF proteins of primates 

classified in this study and the development of preprocessing 

steps will be provided, and it will be possible to study on the 

classification of TF proteins in other kingdoms. 
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Abstract— This study presents a soft computing tool for the 

computer-aided design of disturbance rejection FOPID 

controllers based on the maximization of Reference to 

Disturbance Ratio (RDR) index. The study illustrates the 

utilization of software routines to implement a soft computing 

scheme in order to solve a closed loop disturbance rejection 

FOPID control system design problem for a target gain margin 

specification. Authors demonstrate that the complex design 

efforts, which involve a high level of mathematical knowledge, 

can be easily performed by using basic software routines when 

soft computing techniques are employed effectively in the 

computation processes. Illustrative design examples are shown to 

show effectiveness of the proposed design method.   

 

Index Terms— Disturbance rejection control, FOPID 

controller, genetic algorithm, phase margin, RDR 

 

I. INTRODUCTION 

RACTIONAL CALCULUS has come out at the end of the 

17th century, and today it becomes a popular 

mathematical tool to solve modeling and design problems in 

engineering and applied science [1-3]. However, its utilization 

in control engineering practice has been delayed due to the 
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computational load of fractional order operators. Approximate 

realization of fractional order operators and development of 

soft computation tools contributes to the solution of these 

computationally complex design problems. 

Time-domain design methodologies can yield more relevant 

results for the control system design practice because they 

perform a design effort based on the time response of the 

control systems. This design strategy is practically reasonable 

because the control system performances of the real systems 

are generally evaluated according to their time responses by 

using test signals that are applied to the system. However, 

derivation of the analytical controller design rules regarding 

the time responses of higher order control systems or 

fractional order systems is rather difficult to obtain in the time 

domain design, and this turns into an important design 

limitation for development of analytical tuning rules in the 

time domain for complex system models. However, frequency 

domain analysis has an important role in control theory, since 

complex control systems can be easily studied in the 

frequency domain [4]. In the frequency domain, there are 

several graphical methods that can work not only with low-

order systems but also with high-order systems and/or 

fractional order systems. The main reasons for preferring the 

frequency domain in the analysis and design of fractional 

order control systems are that stability analysis and analytical 

solutions in order to obtain controller design rules are more 

straightforward in the frequency domain due to allowing 

rather simple expressions of the linear time invariant high-

order system models in the frequency domain compared to the 

time domain models. For these reasons, intensive studies have 

been carried out especially on the controller design based on 

the frequency domain modeling [5]. To evaluate behavior of 

the control system in the frequency domain, several graphical 

tools such as the Bode diagram, the Nichols and Nyquist 

diagrams and the root locus plots have been used. 

In the frequency domain controller design, the phase margin 

is an important measure in order to express the robustness of 

the system. The phase margin is also related to controller 

performance; for instance, it affects the damping rate of the 

A Software Realization of Disturbance 

Rejection Optimal FOPID Controller Design 

Methodology by Using Soft Computing 

Techniques 

Sevilay Tufenkci, Baris Baykant Alagoz, Celaleddin Yeroglu, Bilal Senol 

  

F 

50

http://dergipark.gov.tr/bajece
mailto:sevilay.tufenkci@gmail.com
https://orcid.org/0000-0002-6106-2374


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 1, January 2023                                               

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

system [6]. Several controller design topics cover the phase 

margin together with the gain margin [6, 7]. The results 

associated with phase and gain margin can be graphically 

displayed by using the Bode diagrams. 

In real-world control applications, the control systems are 

exposed to a number of disturbance effects due to the system 

noise or external factors acting on the control system. Those 

disturbances may be unpredictable and they may influence the 

control systems in real control actions and prevent them from 

showing the expected control performance in the real-world 

systems. Therefore, it is very substantial to minimize the 

impacts of disturbances on the system response while 

designing a controller for the real-world control applications. 

Various studies have been presented in order to reduce the 

undesirable effects of disturbances on the control performance 

and improve the robust stability of the control systems [8-11, 

12, 13]. 

In this study, the reference to disturbance ratio (RDR) in 

cooperation with the gain margin specification is employed in 

the design task to increase the disturbance rejection capacity 

of closed loop control systems. The RDR measure is used to 

calculate the quantitative evaluation of the dominance of 

reference input signal on the input disturbance signal at the 

system output [14, 15, 27]. While a control system shows 

satisfactory disturbance rejection performance in the case of 

1RDR  , the control system does not show any disturbance 

rejection skills and performance of the control system is 

vulnerable to the impacts of disturbances in the case of 

1RDR  . 

Today, closed loop control systems are widely used in many 

industrial control applications. The classical controller design 

process involves determining optimal controller coefficients in 

a way that responses of the designed control system meet 

several design specifications such as robust stability, 

disturbance rejection, fault tolerance etc. Therefore, multi-

objective optimization methods have been widely used in the 

controller design problems. The optimization is the process of 

choosing the best possible tuning options under certain 

criteria. Many different optimization algorithms have been 

implemented to perform this task. The selection of a suitable 

optimization method is important in the design stage and 

assets of optimization methods have a role in optimal 

controller tuning problems. While one algorithm can find a 

satisfactory solution for the problem, the other optimization 

algorithm may not reach the desired result. Metaheuristic 

algorithms have been commonly utilized for obtaining the 

near-optimum solutions. They are preferred to reach the 

optimal solution in an acceptable time, particularly in the case 

of large-scale, mathematically not-well structured, 

complicated optimization problems. Today, metaheuristic 

optimization algorithms can be classified into several 

categories, for example the biology-based, the physics-based, 

swarm- based, the social-based etc. This algorithm has been 

frequently used in optimal tuning of fractional-order controls 

[16-18]. Recent works have been implemented the chaotic 

yellow saddle goatfish algorithm[19], hybrid Lévy flight 

distribution and simulated annealing algorithm[20], a multi-

objective genetic algorithm (MOGA) and particle swarm 

optimization[21]. These works reveal that metaheuristic 

methods can deal with the complicated optimization problems 

for controller design, However they haven’t clearly stated and 

discussed the soft computation details in their works. In the 

current study, we present soft computation details that were 

used for the proposed design scheme. 

Mathematical complication in the solution of constrained 

optimization problems can be alleviated by using soft 

constraints [22]. The soft constraints refer to a constraint that 

can be violated in the optimization problem at a penalty cost 

and the optimization algorithm can progressively continue for 

the reduction or removal of the penalty costs [22]. Hard 

constraints cannot be violated at any cost. For further 

theoretical consideration, a deepened theoretical discussion on 

the soft and hard constraints was presented in [23] and their 

roles in the optimization process [24]. However, the practice 

of the soft constraints has appeared and developed through the 

soft computing applications [25, 26]. 

Soft computation methods can facilitate very complicated 

design tasks in engineering problems. In this perspective, the 

main motivation of this study is the proposal and 

implementation of some soft computation techniques in an 

optimal disturbance rejection FOPID controller design 

problem. Analytical solution of this optimization problem is 

quite complicated because of difficulties in fractional calculus 

and the mathematical modeling of environmental disturbances. 

Authors aim to demonstrate that such complicated design 

tasks can be easily performed by using basic software 

routines. Different from the similar works, the study 

introduces these soft computation routines (soft constraints, 

crossover frequency calculation via zero crossing detection 

etc.) in detail, and illustrates an application of them in a 

disturbance reject FOPID design problem. 

In the current study, fractional order control coefficients 

were adjusted by combining the phase margin constraint and 

RDR index. The RDR index is maximized for a gain margin 

specification in order to improve the disturbance rejection 

performance of the FOPID control systems. The phase margin 

specification is defined as the soft constraints of the 

optimization problem. Thus enables software realization of the 

complex phase margin analyses and eliminates a need for 

complicated mathematical derivations. Such a softening of the 

hard constraints also modifies the search spaces and 

contributes to search performance of the metaheuristic 

optimization methods by allowing progressive approximation 

to optimal solutions. For the solution of this optimal tuning 

problem, authors implemented the most fundamental and 

popular metaheuristic search method that is a genetic 

algorithm. Two illustrative FOPID controller design examples 

were shown to evaluate the efficiency of the proposed optimal 

disturbance reject FOPID controller design methodology. 
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II. PRELIMINARIES AND PROBLEM STATEMENTS 

A.  RDR Analysis for Disturbance Rejection 

RDR analyses were suggested for quantitative evaluation of 

disturbance rejection capacity of the closed-loop control 

systems [14, 15, 27]. Consideration of the RDR index in 

fractional-order FOPID control designs allows improving 

disturbance rejection control performance [15, 27-31]. 

Effective disturbance rejection controller design approaches 

based on the RDR index have also been presented and their 

improvements for disturbance rejection control were shown 

[27-31]. 

The communication channel based analysis on the negative 

feedback loop yields the following RDR formulation for the 

control systems [14, 15, 29]. 
2

( ) ( )RDR C j            (1) 

Since the RDR index can take very high values, their values 

are expressed in decibel(dB) as follows: 

( ) 20log ( )dBRDR C j         (2) 

To improve disturbance rejection performance, the RDR 

constraint that expresses a lower boundary in the RDR 

spectrum was suggested for the operating frequency range 

min max[ , ]  of control systems [27] and a minimum RDR 

constraint was expressed as 

min{ ( )}dBRDR M  for min max[ , ]   .     (3) 

Figure 1 shows a closed loop FOPID control system with 

the additive input disturbance model ( )D s for the RDR index. 

The function ( )C s  is the transfer function of FOPID 

controller and it is widely expressed as 

( ) i
p d

k
C s k k s

s




    .                            (4) 

)(sC)(sF )(sG

)(sD

)(sR )(sQ
+ +

 

Fig.1. FOPID control system with ste-point filter 

 

In contrast to the classical PID controller, a FOPID 

controller have two additional fractional order coefficients, 

which are fractional integrator orders   and fractional 

derivative orders   in addition to the pk , 
dk  and ik   gain 

coefficients. These additional fractional order integral and 

derivative orders provide an opportunity to improve control 

system performance [3, 5]. By considering Equation (1), the 

RDR formulas of the FOPID control systems were derived as 

follows [15]  

2

2

( ) ( cos( ) cos( ) )
2 2

( sin( ) sin( ) )
2 2

p i d

d i

RDR k k k

k k

 

 

 
    

 
   





  

 

(5) 

The phase margin is a well-known property in classical 

control systems and it is expressed as an important criterion 

for ensuring the robustness of the system stability [6, 7]. The 

phase margin also affects the closed-loop damping ratio of the 

second order systems [6]. 

The phase margin is widely used for the stabilization of 

control systems, and the general form of the phase margin (

m ) for the open loop transfer function ( ) ( ) ( )L s C s G s  

is written by 

 ( ) ( )m c cArg G j C j     .               (6) 

Here, 
c refers to the crossover frequency that is defined as 

the angular frequency that satisfy ( ) ( ) 1c cG j C j   . 

Therefore, the calculation of the phase margin requires a 

solution of nonlinear, complex valued equations and it causes 

difficulties in the mathematical solution of this problem. The 

phase margin basically represents the difference between the 

phase at the crossover frequency of the open loop control 

system and the   angle and rather easy to solve graphically.         

B. A Brief Review of Genetic Algorithm 

Genetic algorithm (GA) is one of the most popular 

metaheuristic search techniques, which can provide easy 

solutions for today’s complex design problems. The GA is 

based on the natural selection principles and the algorithm was 

suggested by John Holland in 1975. The basic idea in this 

method is based on the survival of the good individuals 

(solutions) in the genetic pool (solution population). It tries to 

find the best result or the closest one to be the best in its 

search space [32-34]. The search mechanism of the genetic 

algorithm resembles the transmission of the physical and 

biological characteristics of living things to the next 

generation through the genes. As each generation is formed by 

the combination of better features from the previous 

generations, the best individual survives with higher chance in 

selection mechanisms and each generation gets better as 

generations progress. Fitness values of each individual are 

used in a selection mechanism that tends to select the better 

fitting individuals. After selection of more fitting individuals 

to the solution, the next generation of individuals is 

reproduced through a series of genetic processes such as 

mutation and crossover. The basic algorithmic steps are shown 

in Figure 2 [35]. The GA algorithm has become a very 

effective evolutionary computational method.  
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Fig.2. A fundamental flow chart for the genetic algorithm 

III.  SOFTWARE REALIZATION OF OPTIMAL FRACTIONAL ORDER 

PID CONTROL SYSTEM DESIGN 

This section summarizes the mathematical background and 

the software realization of the computer-aided design method 

that are implemented for the optimal tuning problem of 

FOPID controls coefficients based on the maximization of 

RDR index and complying with the phase margin 

specification. 

We consider a fractional plant function that is expressed in 

a general form as follows: 

0

2 1 0

( )
k

a
G s

b s b s b


      
(7) 

The closed loop transfer function, which is composed of the 

controlled system model (Equation (7)) and the fractional 

order PID controller (Equation (4)), can be written by  
 

     

0 0 0

2 0 1

0 0 0

( )
( )

( )

( )

d p i

k

d

p i

a k s a k s a kQ s
T s

R s b s a k s b s

b a k s a k

  

    





  

 
 

 

  

 . (8) 

This transfer function is implemented by using the fotf() 

function of fotf toolbox [36]. Figure 3 shows the pseudocode 

that describes a software implementation of the closed loop 

FOPID control system model.  

A pseudocode for RDR index calculation according to the 

equation (5) is shown in Figure 4. The code returns the 

minimum RDR value in a frequency range ( min max[ , ]  ) to 

implement the 

min max( ) min{ ( , ), [ , ]}c dB
RDR

RDR x RDR x     .
 

The crossover frequency ( c ) is commonly found by 

solving ( ) ( ) 1c cG j C j   . One can write this equation 

by forming open loop transfer function 

( ) ( ) ( ) |s jL s C s G s   in the frequency region and writing 

the magnitude of the resulting complex rational function by 

0 0 0

2 1 0

( ) ( )
1

( ) ( ) ( )

d c p c i

k

c c c

a k j a k j a k

b j b j b j

  

   

 

  



 

 


 
. (9) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. A pseudocode for implementation of fractional order transfer 

functions by using fotf toolbox 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.4. A pseudocode for RDR the index and the minimum RDR calculation 

for the realization of the equation (9) 

 

Algorithm fractional order transfer function is 

Inputs: Coefficients of G(s) a0,b2,b1,b0, 

            Order of G(s) k, alpha 

            Coefficients of C(s) kp,kd,ki, 

            Order of C(s) u, lamda 

            Coefficients of T(s) c0,c1,c2,c3,c4,d2,d1,d0 

            Order of T(s) beta0, beta1, beta2, beta3, 

beta4, gamma0, gamma1, gamma2, 

Outputs: Symbolic model of T(s) Ts, 

 

% Coefficients of closed loop transfer function  

c0=a0*ki; 

c1=a0*kp+b0; 

c2=a0*kd; 

c3=b1; 

c4=b2; 

beta0=0; 

beta1=lamda; 

beta2=lamda+u; 

beta3=lamda+alfa; 

beta4=k+lamda; 

d2=a0*kd; 

d1=kp*a0; 

d0=ki*a0; 

gamma2=(lamda+u); 

gamma1=lamda; 

gamma0=0; 

% Software realization of the closed loop transfer 

function by using fotf toolbox 

Ts=fotf([c4 c3 c2 c1 c0],[beta4 beta3 beta2 beta1 

beta0],[d2 d1 d0],[gamma2 gamma1 gamma0]); 

Return Ts 

Algorithm minimum RDR is 

Inputs: Coefficients of C(s) kp,kd,ki, 

            Order of C(s) u, lamda, 

            Angular frequency vector w, 

             RDR value vector RDRdB 

Outputs: Minimum RDR value minRDRdB 

 

% Calculation of logarithmic RDR values according  

equations(5) 

RDRdB=20*log10((kp+ki*cos((pi/2)*lamda)*w.^(-

lamda)+kd*cos((pi/2)*u)*w.^(u)).^2+(kd*sin((pi/2)*

u)*w.^(u)-ki*sin((pi/2)*lamda)*w.^(-lamda)).^2); 

 

% Calculation of minimum RDR index 

minRDRdB =min(RDRdB); 

Return minRDRdB 
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The equation 9 requires a nonlinear equation solving 

method to find crossover frequency ( c ). To solve this 

complex equation by using the soft computing technique, one 

can form a zero crossing by taking the logarithm of both side 

of the equation and obtain 

10( ) log ( ) ( ) 0c c cf G j C j    . To solve this 

equation and roughly find the sampled crossover frequency 

c  and the phase at the crossover frequency (

 ( ) ( )i iArg G j C j  ), a zero-crossing detection 

mechanism as depicted in Figure 5 is used. Thus, this 

nonlinear equation can be easily solved by using zero crossing 

detection with an error (tolerance) less than the unit sampling 

distance (
1i i   ). 

 

 

 

 

 

 

 

 
Fig.5. A soft computing technique for searching the crossover frequency 

c via the zero crossing detection 

 

Figure (6) shows a pseudocode for the zero-crossing 

detection algorithm that can be used for approximate 

calculation of the crossover frequency as in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.6. A pseudocode for the zero-crossing detection algorithm that can be 

used for approximate calculation of the crossover frequency 

 

Then, the objective function to minimize is written as [29] 
2

0

1
( )

( )c

E x
RDR x 

 
  

 
,   (10) 

where 0 0   is a very small real number in order to avoid 

zero divisions in the case of a zero value of 
c

RDR . Here, the 

vector [ , , , , ]p i dx k k k    is the controller coefficients. The 

standard definition of the optimization problem is written as 

min ( )
x

E x ,         (11) 

     S.t.:   
m T    .                          (12) 

This objective function maximizes the 
c

RDR  index that 

allows an improved input disturbance rejection performance 

for the additive input disturbance signal ( )D s (See Figure 1). 

The phase margin specification of the system is introduced by 

the inequality constraint. This phase margin constraint is 

necessary for the stabilization of the control system. The target 

phase margin value is set 
2

3
T


   for robust stabilization of 

the system. According to Equation (12), the parameter
m  

stands for the phase margin of the current system, the 
T  

denotes the target phase value. The   is a small positive 

number to define an approximation of system phase margin (

m ) to the target phase margin (
T ) within the   tolerance 

range. This range allows the enhancement of RDR 

performance during the optimization process of genetic 

algorithms in the expanse of a small allowable deviation from 

target phase margin. Thus it softens the phase constraint and 

facilitates the constrained optimization problem ((Equations 

(11) and (12)). Figure 7 shows a pseudocode to implement this 

optimization problem according to a soft constraint 

m T    . In this code, when the phase constraint 

m T     is not satisfied, the absolute phase margin error 

m T   is amplified by a factor of  1010  in order to reduce 

search possibility of such candidate solutions in the search 

space. Assignment of very high error values for these 

candidate solutions prevents the survival of them in next 

generations and eliminates these solutions that violate the soft 

constraint. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.7. A pseudocode for solving optimization problem according to a soft 

constraint ( 0.01  , 0 0.001  ) 

A software realization of this design problem in Matlab is 

carried out by employing soft computing techniques. This 

avoids the requirement of solving very difficult analytical 

equations to develop practical computer-aided design tools. 

The Matlab codes that were written for this design tool are 

presented in the Appendix section. 

0)( 
c

f 

0)( 1 if 

0)( if 

0)()( 1  ii ff 

c


Algorithm zero-crossing detection is 

Inputs: Value vector of the function f, 

            Angular frequency vector w, 

Outputs: Crossover frequency wc 

 

For i is from 1 to length of f 

if f(i-1)*f(i)<0 

wc=w(i); 

end 

Return wc 

 

 

 

Algorithm objective function is 

Inputs: Target phase margin phi_m, 

            Calculated phase margin phi_t, 

             Minimum RDR value minRDRdB 

Outputs: Objective function to minimize E 

 

if | phi_m- phi_t| <0.01 

E=(1/(( minRDRdB)^2)+0.001) 

else 

E=| phi_m- phi_t| *1010 

end 

Return E 

 

 

 

54

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 1, January 2023                                               

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

IV. ILLUSTRATIVE EXAMPLES 

In this section, two illustrative design examples are 

presented.  

Example 1: Let's design a disturbance rejection FOPID 

control for the fractional order plant model given below [37]:  

  2.2 0.9

1

0.8 0.5 1
G s

s s


 
            (13) 

The closed loop transfer function of the system is written as  
 

     2.2 0.9
( )

0.8 0.5 (1 )

d p i

d p i

k s k s k
T s

s k s s k s k

  

    



  

 


    

 . (14) 

Target phase margin for the control system is set as 

2

3
T


  . Optimal FOPID controller coefficients were 

searched by using GA optimization for the fractional order 

controller parameter ranges LB = [1 1 1 0.3 0.3] and UB = 

[500 500 500 2 2] according to [ , , , , ]p i dx k k k   . The 

optimal disturbance reject FOPID controller was obtained as  

0.8984

1.2533

452.6156
( ) 307.4346  145.9923C s s

s
   .   (15) 

 
Fig.8. Bode diagram of the designed control system 

The stability of systems can be evaluated by examining the 

Bode diagram. When the amplitude graph is 0 dB, the distance 

of the system phase to -180 degrees (  radian) represents 

the phase margin. In Figure 8, the phase margin is shown with 

a thick orange solid line. The phase margin value for the 

designed system is obtained as 2.0848m  . Figure 9 shows 

the step responses of the proposed FOPID controller and Zhao 

et al.’s optimal FOPID controller. Figure 10 shows a close 

view of Figure 9 in order to compare step performances in 

terms of the rise time, the settling time and the maximum 

overshoot. The figure indicates improvement of the step 

response performance by means of the proposed FOPID 

controller in this example. 

 
Fig.9. Step responses of the control systems 

 
Fig.10. A close view of the step responses in Figure 9 

Figure 11 shows the RDR spectrum of the FOPID control 

systems. Higher RDR values indicate the improved 

disturbance rejection control performance in the 

corresponding frequency. The proposed FOPID controller can 

provide higher RDR values in the majority of the RDR 

spectrum and this indicates the proposed FOPID controller can 

present a better disturbance rejection performance, particularly 

at the higher frequency region compared to Zhao et al.’s 

FOPID controller. To further improve setpoint control 

performance, authors used the 2DOF setpoint filter FOPID 

control system (See Figure 1) in disturbance rejection control 

simulations. The setpoint filter is configured as 1
( )

3 1
F s

s



  

that avoids high overshoot step response when settling to the 

setpoint 1 as in Figure 12. (Zhao et al.’s FOPID control system 

does not include a set-point filter) These simulations were 

performed in the Simulink environment by using the fotf 

toolbox [36]. Figure 12 shows step disturbance responses of 

the controllers. An additive step disturbance was applied to the 

control system at 40 sec simulation time. Figure 13 shows a 

close view of disturbance rejection control for both 

controllers. 

 

2.0848m   
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Fig.11. The RDR spectrums of the control systems 

 
Fig.12. Step responses and disturbance responses of the FOPID controllers 

in case of an additive step disturbance insertion into the plant input at 40 sec 

 

Figure 14 shows system responses when a sinusoidal 

disturbance signal with the amplitude of 1 and a frequency of 

3.14 rad/sec was inserted into the control system. The figure 

shows that the disturbance rejection control performance is 

improved by the proposed FOPID control system in this 

frequency. 

 
Fig.13. A close view of the disturbance responses in Figure 12 

 
Fig.14. Sinusoidal disturbance responses of the control systems 

 

Example 2: Let's design a disturbance rejection FOPID 

control for the fractional order plant model given below [38]: 

  1.3

0.5

1.5 1
G s

s




               (16) 

The closed loop transfer function of the system is written as 
 

   1.3

0.5 0.5 0.5
( )

0.5 1.5 (1 0.5 ) 0.5

d p i

d p i

k s k s k
T s

k s s k s k

  

   



 

 


   
(17) 

A target phase margin to be achieved by using the control 

system is set as 
2

3
T


  . The optimal FOPID controller 

coefficients obtained by using GA optimization for a FOPID 

parameter search ranges LB = [1 1 1 0.5 0.3] and UB = [50 50 

50 2 2] according to [ , , , , ]p i dx k k k   . Then, optimal 

disturbance reject FOPID controller design is obtained as 

0.7535

0.5358

32.1662
( ) 49.9128  18.3780C s s

s
   .     (18) 

Figure 15 shows a Bode diagram of the designed control 

system. The phase margin is indicated with a thick orange 

solid line in this figure. The phase margin value for the 

designed system is obtained as 2.1027m  . Figure 16 shows 

step responses of the proposed FOPID controller and 

Tabatabaei et al.’s optimal FOPID controller[38]. Figure 17 

shows a close view of Figure 16 in order to compare step 

performances. The figure indicates the improvement of the 

step response performance by means of the proposed FOPID 

controller in this example. 

Figure 17 shows the RDR spectrum of the FOPID control 

systems. The proposed FOPID controller provides a superior 

RDR performance, and this indicates that the proposed FOPID 

controller presents a better disturbance rejection control 

performance compared to the Tabatabaei et al.’s FOPID 

controller. To improve setpoint control performance, authors 

used 2DOF setpoint filter FOPID control system (See Figure 

1) in disturbance rejection control simulations for the 

proposed FOPID controller. The setpoint filter is configured as 

1
( )

3 1
F s

s



  that avoids the high overshoot step response 
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when settling to the setpoint 1. (Tabatabaei et al.’s FOPID 

control system does not include a set-point filter) 

 
Fig.15. Bode diagram of the proposed control system 

 
Fig.16. Step responses of the control systems 

 
Fig.17. The RDR spectrums of the control systems 

 

Figure 18 shows step disturbance response of the 

controllers. An additive step disturbance was applied to the 

control system at 40 sec simulation time. Figure 19 shows a 

close view of disturbance rejection control of both controllers. 

 
Fig.18. Step responses and disturbance responses of the FOPID controllers 

in case of an additive step disturbance insertion into the plant input at 40 sec 

 
Fig.19. A close view of step responses in Figure 18 

Figure 20 shows system responses when a sinusoidal input 

disturbance with the amplitude of 1 and a frequency of 3.14 

rad/sec was inserted into the system. Figure shows that the 

disturbance rejection performance in this frequency is 

improved by the proposed FOPID control system. 

 
Fig.20. Sinusoidal disturbance responses of the control systems 

2.1027m   

57

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 1, January 2023                                               

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

V.  CONCLUSIONS 

In summary, this study demonstrated a software 

implementation of the disturbance reject FOPID controller 

design methodology that was based on the RDR index 

maximization subject to a soft constraining of the phase 

margin. Thus, a difficult mathematical optimization problem 

can be effectively solved by using soft computing techniques. 

The proposed control system performance was compared 

with other optimal FOPID system design methods. Simulation 

results reveal the improvement of the step response and the 

disturbance rejection performance compared to other optimal 

tuning methods. Future work can address the addition of more 

design constraints by using soft computing routines in order to 

solve more sophisticated design problems. 
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APPENDIX 

The matlab code of this design tool is given below. The 

objective function is costFunc(x): 
function E = costFunc(x) 

% x chromosome represents candidate controller 

coefficients    

kp=x(1); 

ki=x(2); 

kd=x(3); 

lamda=x(4); 

u=x(5); 

% frequency setting for RDR index 

walt=0;  

wust=100; 

dw=0.5;  

w=walt:dw:wust; 

% Calculation of logarithmic RDR index to 

implement equations(5)and(2)  

RDRdB=20*log10((kp+ki*cos((pi/2)*lamda)*w.^(-

lamda)+kd*cos((pi/2)*u)*w.^(u)).^2+(kd*sin((pi

/2)*u)*w.^(u)-ki*sin((pi/2)*lamda)*w.^(-

lamda)).^2); 

% Calculation of minimum RDR index that 

implements equation(9) 

rdr=min(RDRdB); 

%Plant parameters 

a0=1; 

b0=1; 

b1=0.5; 

alfa=0.9; 

b2=0.8; 

k=2.2; 

%Phase margin specification 

TargetPhaseMar=2*pi/3; 

Pc=-pi;  

% Coefficients of closed loop transfer 

function  

c0=a0*ki; 

c1=a0*kp+b0; 

c2=a0*kd; 

c3=b1; 

c4=b2; 

beta0=0; 

beta1=lamda; 

beta2=lamda+u; 

beta3=lamda+alfa; 

beta4=k+lamda; 

d2=a0*kd; 

d1=kp*a0; 

d0=ki*a0; 

gamma2=(lamda+u); 

gamma1=lamda; 

gamma0=0; 

% The software realization of the closed loop 

transfer function  

sistem=fotf([c4 c3 c2 c1 c0],[beta4 beta3 

beta2 beta1 beta0],[d2 d1 d0],[gamma2 gamma1 

gamma0]); 

% The software realization of phase margin 

calculations  

X=bode(sistem,w); 

 Tw=squeeze(X.ResponseData); 

 Tw1=squeeze(Tw); 

 Mw=abs(Tw1); 

 Pw=angle(Tw1); 

% Determination of crossover frequency by 

using soft computing 

% The following code detects zero crossing 

for i=2:length(Mw) 

if log10(Mw(i))*log10(Mw(i-1))<0 

         Wc=w(i); 

         Pc=Pw(i); 

break; 

end 

end 

%Phase margin according to equation (6) 

Qp=pi+Pc; 

% Implementation of optimization problem 

according to soft constraint  

% for phase margin specification 

if abs(TargetPhaseMar-Qp)<0.01 

  E=(1/((rdr)^2)+0.01); 

else 

  E=abs(TargetPhaseMar-Qp)*1e+10; 

end 

end 

The code runs Matlab genetic algorithm for the 

objective function costFunc(x): 
clc; 

clear all; 

close all; 

ObjectiveFunction = @costFunc; 

nvars = 5; 

LB = [1 1 1 0.5 0.3]; % Lower bound 

UB = [50 50 50 2 2]; % Upper bound 

opts = 

gaoptimset('PlotFcn',{@gaplotbestf,@gaplotbest

indiv}); 

[x,fval,exitFlag,Output,population,scores] = 

ga(ObjectiveFunction,nvars,[],[],[],[],LB,UB,[

],opts); 

fprintf('****Optimization completed ****\n') 

fprintf('kp : %f \n',x(1)); 

fprintf('ki : %f \n',x(2)); 

fprintf('kd : %f \n',x(3)); 

fprintf('lampda : %f \n',x(4)); 

fprintf('mu : %f \n',x(5)); 

fprintf('Minimum value of objective function : 

%f \n',fval); 

(To run this code for fotf() function, fotf toolbox should be 

placed in the same folder.)  
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Yılmaz Kalkan*, Osman Avcı, Tolga Ulutaş, Engin Can Akar, Barış Köksal

hAbstract—In this paper, an Unmanned Air Vehicle (UAV)
which can carry and communicate with an Unmanned Ground
Vehicle (UGV - Rover) is designed and realized. In this context,
one UAV and one Rover are designed separately. The Rover is
designed much smaller than the UAV as it is carried by the UAV
and it can make its own movement after leaving the UAV near
the area where it will be operated. At this stage, the carrier UAV
acts as a communication relay, providing communication between
the central control station and the Rover. Using nRF24L01
transceiver modules on each of the central control station, carrier
UAV and the Rover, communication between them is achieved via
programming as being master or slave. The relay communication
system is designed on Serial Peripheral Interface (SPI) protocol
of nRF24L01 transceiver modules. The Rover is also equipped
with a camera on it to record videos and to take pictures. Both the
UAV and the Rover were designed especially in order to reduce
the energy consumption of them. Hence the Rover is designed
as small in size and light as possible. By taking into account the
equipment, batteries and motors that the vehicles will carry, the
best design has been tried to be implemented in order to increase
their ranges and reduce energy consumptions. It is possible to
use it in the defence industry for military purposes, in places
where bomb detection or long-range access is difficult with a
single UAV, where land access is required.

Index Terms—Relay Communication, nRF24L01 Module, UAV,
UGV, SPI.
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with typical examples including weather monitoring, wild-
fire detection, traffic control, cargo transportation, emergency
search and rescue, communications relaying etc. [2], [3]. Many
different vehicles (another drone or Unmanned Ground Vehi-
cles (UGV)) can work simultaneously with these developing
drones. They can act together in different missions as military
or civilian and can perform tasks in cooperation. Monitoring
and inspection tasks can be done with the drone, but in
more sensitive missions the drone will not provide maximum
benefit [4], [5]. More sensitive tasks can be performed with
more sensitive vehicles like UGVs that can work with drones
[6], [7], [8]. The communication with UGVs can be done
both bilaterally and via drone. It means, the UGV can be
guided autonomously by both human and drone [9], [10]. In
some instances, multiple tools can work together to perform
a task. No matter how much companies use this technology
for military purposes, interaction between ground vehicles and
drones will be seen more frequently in the following years and
many different examples will be seen in the coming years.

The paper is organized as follows. In section 2 problem is
defined clearly. Section 3 explains the design steps of both
UAV and the Rover. Two-way communication between the
units are given in section 4 and section 5 concludes the paper.

II. PROBLEM DEFINITION

The main purpose of this paper is to design an UGV (Rover)
and an UAV that carries the Rover. Also their communications
with each other and with the central control station problem
is solved. This design can be used for the following purposes;

1) to be able to use it for applications that cannot be
realized from the air and must be carried out from the
ground.

2) to be able to collect data in a confidential way with
the advantage of its small size in narrow and difficult
regions to enter.

3) being able to deploy the Rover in longer distances with
the help of communication established in areas where
the UAV’s range will not be enough.

The carrier UAV will pick up the Rover from its current
position to move it to the desired location. When the carrier
UAV arrives at its planned location, it lands and then releases
the Rover. The carrier UAV begins to act as a communication
relay so that it can communicate with the Rover and the central
control station. After communication link is established, com-
mands from the central control station pass over the carrier
UAV and are transmitted to the Rover. The Rover performs
the required missions and is taken back by the carrier UAV
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    ITH THEIR  high mobility and low cost, Unmanned Aerial
Vehicles (UAVs), also commonly known as drones or remote-
controlled aircraft, have found wide application in the last few
decades [1]. Historically, drones were primarily used in the
military, mostly deployed in enemy territory to reduce pilot
casualties. With continued cost reduction and device minia-
turization, small drones (typically not exceeding 25 kg) are
now more easily accessible to the public. Therefore, numerous
new applications have emerged in civil and commercial areas
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and is returned back to the safe zone. This case is illustrated
in Figure 1 and Figure 2.

Fig. 1. Realization of Project.

While the Rover performs the planned mission, the UAV
operates in standby mode, consumes less energy and provides
the communication between Rover and central control station.
The UAV should be especially capable of carrying the Rover
and be supported with equipment that can communicate with
central control station during its flight. Moreover, Rover and
the UAV must be designed to provide maximum flight time
and consume less energy as possible. Details of the designs are
more clearly explained in the design sections. The most impor-
tant problems are to implement the two-way communication
between the central control station-UAV-Rover and to design
optimum UAV and Rover in terms of energy consumption and
operation range.

Some mathematical calculations for weight lifting of the
UAV and for motor and other device selections are included
in the next sections.

III. DESIGN OF UAV

The 3 dimensional (3D) frame of the UAV was designed
in SolidCad completely within the aerodynamic requirements.
The UAV main body was determined to be an octocopter to
fit for our purposes as shown in Figure 3 [11].

The main material of the UAV was determined as aluminium
due to strong and easy-shaped characteristics. Aluminium

Fig. 2. Communication Schematic of Project.

Fig. 3. UAV‘s 3D Frame Drawing In Computer.

materials were cut to the specified dimensions and the oc-
tocopter frame was welded to each other. The use of alu-
minium material normally provides a disadvantage in weight
compared to carbon fibre material. However, this situation has
been turned into a completely advantageous situation with
the original design. The aluminium octocopter UAV, which
we have created with our own unique design, provides 700
grams of lightness compared to normal carbon fibre frames.
The combination of aluminium parts is provided by welding.
Welding the arms of the frame that are separated to each
other with the straight aluminium pipe in the middle, has also
eliminated the strength problem. In this way, the UAV was
created entirely with novel and original design. At the same
time, the lightness provided has given us a positive advantage
in lifting weights.

A. Thrust and Performance Calculations

The following calculations were made for motor and thrust
calculations, respectively. As a result, compatible parts were
determined for the purpose of the project. The total flight
weight of the UAV (together with own weight and load)
depends on the performances of the engines as below, program.

Wt = 2.19× Ttp (1)

where Wt is the total weight (flight weight) of the UAV
and Ttp is the total performance of the engines. After design
is finished and the total weight of the UAV and the load is
determined, by using Eq. 1 total engine performance required
for this design can be determined and then each engine can be
chosen easily. On the other hand, to calculate total weight of
the drone, we need to determine engine due to the requirement
of their weights. Then we need to check the selected engines
satisfy the requirement given in eq.(1). The list of the selected
parts of the UAV and their weights can be seen in Table I.

As it can be seen from Table 1, the total weight of the
main components of the UAV was calculated as 3868 grams.
This value is the total weight of the UAV when carrying
the maximum load. By using the Eg.1 and the flight weight
calculated in Tab. I, the thrust value of the motor can be
calculate as [12];
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TABLE I
WEIGHT OF UAV BODY EQUIPMENT.

Tool Weight(gram)
Aluminum frame 680

Undercarriage body 224
Sunnysky X4108S brushless motor (8 pcs) 110 X 8 = 880

1245 propellers (8 pcs) 10 X 8 = 80
Battery (24 pcs) 48,5 X 24 = 116

Load (Rover) 840
Total 3868 g

3868× 2, 19 = 8470, 92 g (2)

According to the result above, 8470,92 g is the total thrust
required by the motors. Due to octocopter case, 8 motors are
used in the UAV design. Thrust force for each motor can be
calculated as,

8470, 92÷ 8 = 1058, 87 g (3)

Each motor must apply 1058.87 grams of thrust. When the
motors are compared in these standards, the selected engine
(Sunnysky X4108S brushless motor) is found suitable for use
in our design. The technical parameters of the selected motor
is listed as in Tab. II.

TABLE II
TECHNICAL TABLE OF MOTOR [13].

Propelller Voltage Current Thrust Power Efficiency
(inch) (V) (A) (g) (W) (g/W)

1 250 22.2 11
2 430 44.4 9
3 590 66.6 8
4 720 88.8 8
5 840 111 7

APC 1238 22.2 6 960 133.2 7
7 1060 155.4 6
8 1160 177.6 6
9 1250 199.8 5
10 1330 222 5

11.7 1520 259.74 5

By looking at the Tab. II, we can see this motor can generate
thrust from 250g up to 1520g. Our required maximum Thrust
value for each motor is 1058,87g, therefore this motor can
supply more power than required. It means these motors can
be used safely to carry Rover. Our battery unit will supply 12A
of current to the engines, on the other hand the nearest upper
value of 1058,87 g is 1060g in table 2. Hence, it is required
to check Thrust value of the motor for desired current value.
Looking at the Table 2 at 1060g Thrust value of the motor,
the current drawn by the motor should be checked. This value
is shown in the table as 7 A. The thrust value required for
the UAV was calculated as approximately 1058 grams. Hence
selected motor is suitable for our design and each motor is
drawn 7A current in full load. These values have been taken
into account by the technical analysis results on the 12 inch

propeller. When the weight is added, the thrust value of the
motor increases in the technical analysis results by increasing
the propeller size. These results show that it can be solved by
increasing the propeller size within the addition of parts to the
UAV.

B. Battery Selection

Lithium ion battery is determined as the battery of the both
UAV and the Rover. The reason for using a Lithium ion battery
instead of a lithium polymer battery is that lithium ion has a
high power density. Sony VTC 6 battery is used as battery. The
output parameters of the battery were effective in this battery
selection. Because the UAV needs a lot of firing power when
taking off with its full load. This requirement has thus been
solved. Each battery provides 3.7V and 3000mAh. Batteries
were riveted to each other in the form of 6SP4 package.
When the batteries are fully charged, a value of 22.2 Volts
was obtained as output power. As a result, 12000mAh value
and 22.2V values were provided by using 24 batteries in our
design. On the other hand, as it is explained in the previous
sub-section, 7A current will be enough. The advantage of the
upper current value will be given in the next sub-section.

C. Calculation of Flight Time

The current value of the designed battery is 12000 mAh
= 12 Ah. In order to calculate the flight time provided by
the battery to the UAV, the following calculation steps are
performed [14].

12A× 60minutes = 720A×minutes (4)

Usually full engine efficiency cannot be achieved due to
the losses. Universally 80% efficiency is achievable value for
drone design. Hence,

720A×minutes× 0.8 = 576A×minutes (5)

The thrust value of the motor is based on 7 A. Because the
value taken as a basis for weight corresponds to 7 A in this
motor and we have total of 8 motors; current drawn can be
calculated as;

7A× 8 = 56A (total) (6)

and total flight time of the UAV with full load can be
calculated by using Eq.5 and Eq.6 as;

(576A×minutes)÷ 56A = 10, 29 minutes (7)

It means, the UAV provides approximately 10 minutes of
flight with full load with our design and selected equipment.
Certainly by standby mode, operation time of the UAV will
be longer.
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D. Flight Controller of UAV

An UAV includes many electronic part additional to me-
chanical parts. The most important electronic part of an
UAV is the Flight control card. A Flight control card is the
circuit board that manages the flight of the UAV. The flight
controller’s job is to control the power, or speed (Rotates per
Minute - RPM), for each motor on the UAV in response to
the information received from the UAV controller. It receives
raw information from the UAV controller transmitted through
the receiver and then makes the corresponding movement to
the UAV’s controller. Since UAVs have multiple motors, the
flight controller’s job is to take the information sent by the
UAV controller and then act on it so that each individual
motor receives the appropriate amount of power to execute
the requested movement.

When a flight controller is set up well, the UAV pilot’s
commands sent via the UAV controller should correspond
exactly to how the UAV moves in the air. Pixhawk flight
control card was used because it fulfils the desired objectives
and is also octocopter compatibility. It supports 8 electronic
speed controllers (ESC) and 8 motors. Technical accuracy in
terms of use and interface is higher quality. The avionics
system wiring diagram of flight control card is shown in Fig.4.
The camera, router and other additional systems are connected
to another battery separately from the flight systems.

Fig. 4. The Avionics System Wiring Diagram.

E. PID Control Adjustments

To ensure a stable flight with and without load, the power
of the each motor must be controlled instantaneously and the
required adjustments must be done carefully and electronically
as fast as possible. PID controllers are commonly used such
adjustments reliably for UAV [15], [16], [17].

Adjusting to the UAV by using selected flight controller’s
(Pixhawk) user interface is a difficult process. The UAV needs
to fly stable and hence, the most important factor is the
tuning of the PID controller parameters. The Rover should
not have any stability problems while flying with the UAV
and weather conditions such as wind should be eliminated.

For adjustment, all controller parameters are set to be zero
and maximum values should not be exceeded. The operating
point where the control card’s performance is the best should
be determined. There are 3 axes being Pitch(P) - axis, roll(R)
- axis and yaw(Y)-axis. On the P-axis, the UAV tilts forward
or backward. On the R axis the UAV tilts right or left. On
the Y axis, it rotates counterclockwise and rotates from above
in the maintenance direction [19]. Usually P, D, I settings are
made respectively. Then yaw control is tuned for stability.

The P controller is proportional to the angle of inclination
of the motor power. As the motor output changes, the UAV
is tried to be stabilized. If the P value is high, the UAV starts
to swing and if the P value is too low, the UAV is flying
unsteadily. It is the best to increase the P value until the UAV
begins to oscillate than this value is set. D value controls
the reaction time of UAV by processing the sensor data. If
D value is low, it will not act on the rapid changes. If it is too
high, it starts to oscillate when sending less signal [18]. The I
controller is used to change the current drawn by motor hence
the power of motor. This changes the deflection angle, provides
overall correction and balances against P and D controllers on
the UAV. I value was kept as small as possible considering
the P control. The designed and produced UAV can be seen
in Fig.5.

Fig. 5. The Designed UAV.

F. Design of Rover

Rover is very important for functional purpose, and it should
be very light in all aspects as well. First, the frame suitable
for the purpose is selected. The Rover was designed in a 3D
drawing area to suit the intended purposes. A tracked all-
terrain vehicle was chosen in terms of lightness and tough
terrain conditions. A motor that is as light and functional as
possible was chosen for the Rover. This motor is 6V 250 RPM
dc motor. Each crawler arm was positioned to have 2 motors.
A clipper is added to Rover design to give extra ability for
example destroy the bomb for Rover. MG90s servo motor is
used in this robot arm. In Fig.6 the Rover and clipper can be
seen. All plastic materials (blue and white parts in Fig.6) were
produced with 3D printer.
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Fig. 6. The Designed UGV.

Rover includes 4 DC motors, L298N, Arduino UNO,
nRF24L01 module, raspberry Pi, raspberry Pi camera module
and 11.1 V battery. 4 motors are connected to l298n according
to + and ground outputs. The nrf24L01 module was positioned
on the Arduino UNO in line with the codes in the software.
Appropriate connections to L298N have been made on Ar-
duino Nano. Battery connected to L298N and raspberry PI
module. Camera module is socketed to raspberry Pi. The Rover
mechanism is completed as in Fig.6. Electrical connections can
be seen in detail in Fig.7.

Fig. 7. Connections of Rover‘s Electronics Parts.

IV. COMMUNICATION SYSTEM

Nowadays, there are many protocols to be used for com-
munication purposes. Concentrating on the necessary protocol
according to the place and purpose of use always provides
convenience. Therefore, the SPI Protocol was deemed the most
appropriate for this project and studies were carried out on it.

A. SPI Protocols

SPI (Serial Peripheral Interface) is one of the synchronous
serial communication types that Arduino supports. It is similar
to I2C in terms of features and usage. It allows an Arduino
to communicate with other Arduinos or sensors in a short
distance. In SPI protocol, there is one Master device as in I2C.
This device controls the connected peripheral devices. This is

a very necessary condition for the targeted project. There are
four SPI lines, MISO (Master In Slave Out), MOSI (Master
Out Slave In) and SCK (Serial Clock), CS (SS) (Chip Select)
which connect to the master and peripheral devices.

As can be seen from the MISO and MOSI lines in Figure
8, the data lines are unidirectional in the SPI protocol, unlike
I2C. In addition, peripheral devices (slave) do not need to
have addresses [19]. Each peripheral device has a selection
terminal. This terminal is called Slave Select (SS) terminal.
The number of this line is equal to the number of peripheral
devices activated [20]. For each device, a separate SS line
emerges from the master device. Peripheral device with SS
line LOW (0 volts) starts communication with master device
[21]. SPI communication example is shown in Fig.8. As can be
seen in this figure, there are SS outputs from the Master device
as much as the number of peripheral devices. The master
device pulls the SS pin of the peripheral device it wants to
communicate with to the LOW (0 Volt) level [22].

Fig. 8. An Example of SPI Communication Schema [22].

As can be seen in the Fig.8, the master part of the project
is taken as the central control station. The antenna positioned
on the UAV as the router and the Rover antenna, which is the
end point, are operated as slave devices in our design.

B. nRF24L01 Communication Module

nRF24L01 is an inexpensive communication module that
supports SPI communication protocol and has the necessary
I/O pins, using the 2.4 GHz band. As mentioned before, SPI
communication is an indispensable protocol for the Project.
Therefore, this module is very advantageous for the project
and it has been decided to use this module.

These modules are presented to the user in two types in the
market. One of them does not contain an external antenna and
is more suitable for close range use. The other antenna model,
on the other hand, has few differences in design and has a
high range in outdoor use. This module is called nRF24L01+
PA/LNA. The general structure of both models is shown in
Fig.9.

Module with version without external antenna uses the
built-in antenna and the other model has an SMA connector
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Fig. 9. General Structure of nRF24L01 Modules [23].

and a duck antenna. For this project, the use of the model
with an external antenna from these two models was deemed
appropriate. The nRF24L01+ transceiver module transmits and
receives data on a specific frequency, called a Channel, and
two or more transceiver modules must be on the same channel
to communicate with each other [23]. This channel can be on
any frequency of the 2.4 GHz ISM band, or more precisely
between 2.400 and 2.525 GHz (2400 to 2525 MHz).

It occupies less than 1 MHz of bandwidth for each channel,
providing 125 different channels with 1 MHz spacing. In this
way, the module can use 125 different channels, giving the
opportunity to have a network of 125 different and independent
modules in one place. Channel 115 was used for communica-
tion within the scope of the project. This channel division is
shown in Fig.10.

The nRF24L01+ provides an extra feature called Multi-
ceiver. This means multi-transmitter is operated with single
receiver. Each RF channel is logically divided into 6 parallel
data channels, called Data Pipes. In other words, it is a logical
channel in a physical RF Channel, just like a data pipe. Each
data pipeline has its own configurable Data Pipe Address. This
can be demonstrated as shown in Fig.11.

Fig. 10. Data Channel explanation of nRF24L01.

To explain the diagram above, the primary receiver is
considered to act as a hub receiver, collecting information
from 6 different transmitter nodes simultaneously. In this way,
the Hub receiver can stop listening at any time and act as a

Fig. 11. Multiceiver Operation of nRF24L01.

transmitter. But during this process, it can only spawn one
pipe/node at a time.

The nRF24L01+ transceiver module is designed to operate
in the worldwide 2.4 GHz ISM frequency band, and the data
transfer rate can be 250kbps, 1Mbps and 2Mbps. The operating
voltage of the module is between 1.9V and 3.6V, but the good
news is that the logic pins are 5 volt tolerant and can be
easily connected to 5V without using a converter [24]. The
module supports programmable output power. It consumes an
incredible 12 mA at 0 dBm. And best of all, it consumes 26
µA in standby mode and 900 nA in power off mode which are
very low. Therefore, they are wireless devices for low-power
applications. Also, it supports the advanced ShockBurstTM

acceleration protocol [23].

C. End-Point (Rover) and Master (Control Station) Commu-
nication

The communication between the Rover Receiver, called
End Point, and the Central Control Station is provided by
the module on the UAV. The module on the UAV acts as a
routing here. Therefore, it is named as Router. In short, the
data from the Central Control Station was transferred to the
endpoint via the router. Communication management is shown
schematically in Fig.12.

Fig. 12. Explanation of Whole Communication System.

D. Control Station (Master) – UAV (Router) Communication

This part is one of the important communication parts of the
project. This communication takes place by communicating
with the Central Control Station and the nRF24L01 module
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on the UAV, which helps to send the data and commands we
give from the joystick to the UAV. This stage is the starting
point of other communication, that is, the UAV acts as a bridge
and transmits the parameter information it receives from the
control station to the Rover. Conversely, the Rover transmits
the collected data to the Central Control Station via the UAV.
The electrical wiring diagram of the controller and controller
of Rover is shown in Fig.13.

Fig. 13. Electrical Wiring of Controller.

The flowchart of the transmitter antenna module that acts
as a transmission in the Central Control Station is shown in
Fig.14.

E. UAV (Router) – Rover (End-Point) Communication

This connection between the UAV and the Rover, which
is another important and main purpose of the project, in such
cases as narrow areas where the UAV cannot reach the planned
address, the range of the UAV alone is not enough and the
battery is a problem, the desired operation can be carried
out thanks to this communication. This communication is also
provided with nrf24L01 modules. Thanks to this connection,
the image and sound recording data collected by the Rover
is first transmitted to the UAV and then transmitted to the
Central Control Station via the UAV. Relevant codes are given
in the conclusion section. The algorithm flowchart of the router
antenna module that acts as a bridge network on the UAV and
receive antenna module on the Rover is shown in Fig.15.

F. Communication Range Test

In the light of the designed algorithms, range tests were
carried out in different scenarios. Two tests were conducted in
areas with high building density (city) and in a completely
open area with no buildings or obstructions. Usually the
building or any wave absorbing structure is called commu-
nication interferences. Therefore, there was quite a lot of
communication interference in the first test performed. For
these reasons, substantially different results were obtained in
the two cases. As it can be seen in Fig.17, the communication
range from Central Control Station to UAV (as router) is
315m and the range between UAV and the Rover is 330 m.
It is shorter than the range of open area as expected since
there are a lot of interferences and obstacles between the
communication modules.

Fig. 14. Flowchart of Transmitter Algorithm.

The test results obtained in the open area have shown that
the project can be used in practice and high ranges can be
achieved with such an antenna in terms of budget. The open
area test results are shown in Fig.18, and now it is clear that
the communication ranges are increases as expected.

Now, the communication range from Central Control Station
to UAV (as router) is 1480 m (instead of 315m) and the range
between UAV and the Rover is 1520 m (instead of 330 m).
We achieved the 5 times longer ranges in both. These results
are summarized in Table III.

TABLE III
MAXIMUM OBTAINED COMMUNICATION RANGES BETWEEN THE UNITS.

Ranges, m
Region CS - UAV UAV - Rover Total
Urban 315 330 645
Rural 1480 1520 3000

It has been seen that the designed system doubles the range
between Central Control Station and the Rover which is the
main idea of this paper. On the other hand, these are two-way
communications between the units as well. The footage of
camera on Rover is transferred to the Central Control Station
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Fig. 15. Flowchart of Router Algorithm.

with some delay. Delay amount is proportional with the range
and it is acceptable for critical missions.

V. CONCLUSION

In this paper, two-way communication system in between
ground station and a ground vehicle over a UAV is designed
and implemented with commercial and cheap microcontrollers,
transceiver modules, flight controller, motors, sensors and 3D
printer. The most difficult problem is the 2-way communica-
tion of the UAV as a router between the two modules (Central
Control Station and Rover) at the same time without losing
information. There are some delays in the 2-way commu-
nication between the units, but these delays can be further
decreased with the selection of the superior microcontrollers
and transceiver modules. Certainly this will increase the cost
of the system.

Another important and critical problem to be solved is
ensuring the stable flight for UAV with full load. Flight

Fig. 16. Flowchart of Receiver Algorithm

Fig. 17. Urban Communication Test Result.

stabilization has been fully ensured and PID control algorithms
have been developed successfully. The Rover, which will serve
with the UAV, has been successfully implemented and fulfilled
the tasks given in the real environment. With the established
relay communication, many problems are solved. The release
mechanism of Rover is fully provided. The UAV will leave
the Rover exactly where the Rover will work. As stated
before, the communication range has been tested under the
influence of interference and without being under the influence
of interference, and it is shown that communication range is
doubled with this system.

The generated codes, circuit schematics and all required data
to reproduce this project can be obtained from the following
address;

https://github.com/irisuavgithub/Spy-Drone-Project—
Relay-Communication-System-with-nRF24L01-
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Fig. 18. Open Area (Rural) Communication Test Result.
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1979. He received the B.Sc. degree in Electronics
and Communication Engineering in 2002 from Ko-
caeli University, Kocaeli, Turkey and Ph.D. degree in
Electrical and Electronics Engineering from Middle
East Technical University, Ankara, Turkey, in 2012.
Currently, he is an associate professor at Electrical
and Electronics Engineering department of Adnan
Menderes University of Aydın, Turkey. His research
interests are in signal processing, signal modelling
and radar signal processing.

Osman Avcı was born in Rize, Turkey, 1998. He
graduated from Electrical and Electronics Engineer-
ing department of Adnan Menderes University of
Aydın, Turkey. His interests are in microcontrollers,
power electronics and aviation electronics. He is
currently working on UAVs in a company as an
R&D Engineer.
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Single Image Dehazing based on Additive Wavelet
Transform
Nur Huseyin Kaplan

Abstract—In this work, a single image dehazing method which
uses the multi-scale products of additive wavelet transform
as a prior is presented. In this method, first, the additive
wavelet transform is applied to the hazy image to obtain its
approximation and wavelet layers. Then the multi-scale products
of the approximation and detail layers of the input hazy image
are calculated. The multi-scale products of approximation and
wavelet layers are summed up to obtain the proposed prior.
Observations demonstrate that the proposed prior calculation
keeps the detail information of the image, while detecting the
haze. Using the proposed prior and commonly used hazy image
model together, an efficient dehazing method is constructed. The
comparisons between the proposed method and commonly used
dehazing methods show that the proposed method has better
dehazing performance than the traditional methods.

Index Terms—Dehazing, Defogging, Additive wavelet trans-
form.

I. INTRODUCTION

Since, the amount of the haze depends on the distance
between scene and the imaging device, the depth information
of these images are not present. Therefore, image dehazing is
a challenging problem because of the unknown depth infor-
mation. The traditional enhancement methods, like histogram
based methods are not capable of restoring the depth of the
images [1], [2], [3].

In order to increase the performance of dehazing algorithms,
multiple images of the same scene taken under different
weather conditions are used[4], [5], [6]. These algorithms are
effective for haze removal, however the need of the multiple
scenes for input is generally not possible.

In recent years, many single image dehazing algorithms
have been developed [7], [8], [9], [10], [11], [12], [13], [14],
[15], [16]. These methods generally use a prior or assumption
alongwith the common hazy image model.

Tan et al. [7] proposed a method to improve the local
contrast of the hazy images under the assumption that haze free
images have higher contrast. However, the haze free images
are not always higher in contrast, this method distorts the color

information of the input images. Fattal [9] proposed a dehazing
algorithm based on Independent Component Analysis (ICA).
This method produces better results than Tan’s method, how-
ever, the method is developed for only color images and does
not work well for heavy hazed images.

He et al. [8] proposed to use the Dark Channel Prior (DCP)
for dehazing. The prior calculates the darkest pixel within a
patch, based on the observation that at least one pixel has low
intensity for at least one color channel. Although being an
effective method, it distorts the color, especially in the sky
region and the time consumption is too high due to the soft
matting process to reduce the effects caused by patches. In
[14], the shortcomings of DCP have been investigated, and a
dehazing method based on bright object handling is proposed.

Zhu et al. [13] has proposed a colour attenuation prior for
image dehazing with a supervised learning process.

In recent years, dehazing methods based on decomposition
[17] and fusion [18] strategies have also been proposed.
Moreover, many learning algorithms [19], [20] are also used
for dehazing purposes. Cai et al. [15] has proposed a trainable
system (DehazeNet) to estimate the transmission with the help
of convolutional neural networks.

Recently a multi-scale products prior based method (MP)
has been proposed [16]. In this method, the input hazy image
is decomposed by an undecimated Laplacian decomposition to
obtain its detail and approximation subbands. Then, the multi-
scale product of the approximation subband is used to calculate
the prior. This prior is capable of removing the haze, as well
as it does not distorts the color in the sky region. However,
the method can not remove the haze especially in the mid
regions. In addition, the method can only be applicable for
color images.

Motivated by the results obtained in [16], an additive
wavelet transform based method is proposed in this paper.
The proposed method decomposes the input image to obtain
the approximation and wavelet layers with additive wavelet
transform. The proposed method takes into consideration both
the approximation and wavelet layers to obtain the prior. Based
on the proposed prior and the commonly used hazy image
model, an effective dehazing algorithm is developed.

A large dataset of hazy image has been used to examine
the proposed method. The resulting images demonstrate that
the proposed dehazing algorithm produces images that have
higher contrast and visibility. Moreover, the proposed method
does not have the distortions of the traditional methods, as well
as it is more efficient than the MSP method for mid regions.

Rest of the paper is as follows. An explanation of the
additive wavelet transform is given in Section II. The proposed
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MAGING SYSTEMS tend to construct low contrast images
especially in bad weather conditions like fog and haze. The
low visibility of these image is dependent on the scattering and
absorbing of the light by the particles within the atmosphere.
Since, most of the automated systems and advanced image
processing algorithms need higher contrast images, dehazing
is an important problem for these applications.
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dehazing method is given in Section III. The comparisons of
the proposed method with traditional methods are included in
Section IV. The paper is concluded in Section V.

II. ADDITIVE WAVELET TRANSFORM

Additive Wavelet Transform (AWT) has a wide area of use
in image processing applications such as pansharpening [21],
because of its shift-invariance property. In this transform, first
an approximation layer is obtained by filtering the input image
(I) with a bicubic spline filter

I1 = I ∗ h1 (1)

where, I1 is the first approximation layer and the bicubic spline
filter h1 can be given as:

h1 =


1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

 (2)

The difference between the approximation layer and the
input image gives the first wavelet layer.

W1 = I − I1 (3)

For further decomposition, the first approximation layer is
filtered again as

I2 = I1 ∗ h2 (4)

Here, I2 is the 2 nd level approximation layer, h2 is the 2
nd level bicubic spline filter, which is obtained by doubling
the size of h1 by filling the gaps with zeros. The 2 nd level
detail layer can be obtained as:

W2 = I1 − I2 (5)

To obtain the approximation and details layer of l th level, the
equations are generalized as

Il = Il−1 ∗ hl (6)

Wl = Il−1 − Il (7)

The original image can be reconstructed by:

Î = IL +
L∑

i=1

Wi (8)

where L is the level of decomposition.

III. THE PROPOSED DEHAZING METHOD

Commonly used hazy image model can be given as [9],
[16], [22], [23]:

Im(x) = Jm(x)t(x) +Am[1− tm(x)],m = R,G,B (9)

where Im(x) and Jm(x) are the m th band of the input hazy
and haze free images, respectively. Am is the m th band
airlight, while tm(x) is the transmission of the m th band,
which describes the unscattered data.

By using (7), Jm(x) can be determined by using the
following equation.

Jm(x) =
Im(x)−Am[1− t(x)]

t(x)
(10)

In order to obtain the haze free Jm(x) image, the unknown
airlight Am and the transmission t(x) should be estimated.

A. The Proposed Prior

In MP method described in [16], the prior has been obtained
by the multi-scale products of the approximation subbands of
the undecimated Laplacian decomposition. Moreover, a single
prior is obtained for the color image.

In this work, the proposed prior is obtained by the use of
both approximation and wavelet layers of the AWT. In addi-
tion, priors for every band of image is calculated separately.

In order to obtain the proposed prior, first the approximation
and wavelet layers of the input hazy image are calculated by
applying the AWT to the each color band of the image. The
approximation layers are calculated as:

Iml = Iml−1 ∗Gm
l (11)

where m = R,G,B is the color band of the image and l =
1, 2, ..., L is the level of decomposition. Iml is the l th level
approximation layer of the m th band.

The wavelet layers are obtained by the following equation.

Wm
l = Iml − Iml−1 (12)

where Wm
l is the l th level wavelet layer of m th band.

Then, approximation multi-scale product for each band is
calculated by multiplying adjacent approximation layers.

MSPm
I = Im1 Im2 ...ImL (13)

and the wavelet multi-scale product for each image band is
obtained by multiplying the adjacent wavelet layers.

MSPm
W = Wm

1 Wm
2 ...Wm

L (14)

If a pixel value at a certain location is higher, corresponding
pixel value at adjacent layer is higher too, and vice versa [24].
Multiplying adjacent layers to calculate multi-scale products
may dilute redundant information and emphasize the important
information of the image [24].

Finally, the proposed additive wavelet prior (AWP) for the
m th band is calculated as:

AWPm = L
√
MSPm

I +MSPm
W (15)
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In (15), the calculated wavelet and approximation multi-
scale products are summed up. By this way, the priors cal-
culated separately for each band, which makes the proposed
method to be applicable for gray scale images as well. Includ-
ing the wavelet layers in the summation makes the prior to
keep detail information.

The flowchart of the calculation of proposed prior is given
in Fig.1.

In order to determine the decomposition level, the effect of
the levels on the prior is given in Fig.2.

Fig. 1. Flowchart for the proposed AWP.

Fig. 2. a) Input hazy image, the proposed AWPs obtained for b) 2 levels, c)
3 levels, and d) 4 levels of decomposition.

As seen in Fig.2, choosing the decomposition level higher
than 2, the proposed prior tends to be blurry, which means
that the prior is not able to keep important information
of the image. Observing various hazy images, 2 levels of
decomposition have been chosen.

Since, the proposed prior uses the approximation and
wavelet layers together, the prior expected to keep both rough
information and detail information of the input image. The
proposed prior is used to estimate transmission, therefore by
the use of this prior, a better transmission is expected to be
obtained.

B. The Airlight and Transmission Estimates
The airlight estimation is equal to the mean of the brightest

0.1% pixels of the image as described in [8], [16].
For the estimation of the transmission, a similar way de-

scribed in [8], [16] is followed. First, the hazy image is divided
by the calculated airlight and proposed AWP of this nor-
malized image is obtained. The calculated AWP is smoothed
by the bicubic spline filter. The equation for transmission
calculation can be formulated as:

tm(x) = 1− ωAWP (
Im
Am

) ∗ h1 (16)

where, ω is the amount of the haze to be removed. A
transmission estimate with the proposed prior is given in Fig.3.

The dehazed images with different ω values are given in
Fig.4.

Fig. 3. a) Hazy image b) Transmission estimate with proposed AWP.

Fig. 4. Dehazed images for a) ω = 0.25 b) ω = 0.5, c) ω = 0.75, d)
ω = 0.9

The transmission estimated for low ω values will result in
too hazy images as seen in Fig.4.b, while high ω values will
result in dark images as seen in Fig.4.d. Since, the transmission
estimations obtained by the proposed prior is already similar
to the image itself, no additional computation is needed to
recover the dehazed image.
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After observing different kinds of hazy images, ω value
should be chosen around 0.75.

C. Reconstruction of the Haze Free Image

The haze free image can be recovered as:

Jm(x) =
Im(x)−Am

tm(x)
+Am (17)

The proposed dehazing method can be summarized as
follows:

1) The approximation and wavelet layers for the band of
the hazy image are obtained by equations (11) and (12),
respectively.

2) The multi-scale products for approximation and wavelet
layers are calculated according to equations (13) and
(14), respectively.

3) Obtained multi-scale products are summed up by (15)
to obtain the proposed prior (AWP).

4) The airlight value for the corresponding band is obtained
by the mean of the brightest 0.1% pixels of AWP.

5) The transmission is estimated by using the airlight and
the proposed prior as in (16).

6) The haze free band of the input image is obtained by
equation (17).

7) If the input image is a color image, above steps are
repeated for the next color band of the image.

IV. EXPERIMENTAL RESULTS

In order to understand the performance of the proposed
AWP method, comparisons with the traditional methods are
made. The proposed AWP and the classical methods are
applied to a variety of hazy images. The comparisons are made
both visually and quantitatively.

A. Visual Comparison

The first hazy image is shown in Fig.5.a. The dehazing
results for Tan [7], Tarel [10], Kopf [6], DCP [8], Fattal [9],
MP [16] and the proposed AWP method are given in Fig.5.b-
h, respectively. According to Fig.5.b, Tan’s method distorts
the color for overall image. Fig.5.c shows that Tarel’s method
can not keep the color information, especially at the far end.
Kopf’s method, as seen in Fig.5.d, has a good performance for
far scene, while it has a poor performance in closer regions.
As seen Fig.5.f, Fattal’s method has a poor performance where
haze is thicker, as seen in the middle and far areas, even
though it performs good for closer areas. As seen in Fig.5.e,
DCP method distorts the color at the far end, especially in
sky region, even though having a good performance in other
regions. MP method as shown in Fig.5.g, does not distorts
the color information and has a better performance than the
aforementioned methods. However, a closer look demonstrates
that the dehazing performance for middle area is not good
enough. The proposed AWP method, as seen in Fig.5.h, has a
better performance for overall image.

For further comparison, a scene from New York City that
includes more details shown in Fig.6.a is used. The haze

removal results for Tan [7], Tarel [10], Kopf [6], DCP [8],
Fattal [9], MP [16] and the proposed AWP method are shown
in Fig.6.b-h, respectively. Tan’s method has distorted the colors
as expected. Tarel’s method has a poor performance for the far
scene, while Kopf’s method has a poor performance for the
closer region. Fattal’ s method can not dehaze the regions
with thicker haze. DCP method overamplifies the sky region,
while it can not amplify the right top of the scene. MP method
being better than the former methods, can not dehaze the mid
range of the image. The proposed AWP method has a better
performance for the whole image.

In order to see the differences between the dehazing meth-
ods accurately, zoomed areas of Fig.6 is given in Fig.7. The
zoomed version includes the sky region (far end) and mid
range of Fig.6.

As seen in Fig.7, Tan’ s, DCP method and Tarel’s method
distort the color of the sky. Moreover, under the sky region, the
visibility has not increased for He’s, Fattal and MP method.
The best dehazing is performed by the proposed AWP method.
A closer look to mid area demonstrates that, Tan’ s and Tarel’
s method suffers from color distortion. Kopf, DCP, Fattal and
MP methods can not dehaze the mid range well. The proposed
method dehazes the mid range and increases the visibility
better than the former methods.

B. Quantitative Comparison

In order to make an objective comparison, the proposed
AWP method is compared quantitatively with state of art
methods. The figures used are given in [12], which are
available online. Three of the figures and true transmissions are
included in this paper for comparison purposes. Fig.8 shows
the original haze-free images and dehazed images obtained
by, Fattal[9], DCP[8], CL[12], Catt[13], DehazeNET[15] and
AWP methods, respectively. According to the Fig.8, the de-
hazed images obtained by DCP, CL, and the proposed AWP
methods are seems to be the closest to the original ones.

In order to compare quantitatively, SSIM and RMSE indexes
are evaluated between the original image and dehazed images
by the methods abovementioned. In addition, the RMSE values
are calculated between the true transmission and recovered
transmissions of the methods. The RMSE and SSIM values
calculated between haze-free and dehazed images are given in
Table 1.

TABLE I
QUANTITATIVE COMPARISON BETWEEN HAZE-FREE AND DEHAZED

IMAGES

Figure Metric Fattal[9] DCP[8] CL[12] Catt[13] DehazeNET[15] AWP

Mansion RMSE(%) 10.3819 9.2994 8.6000 18.6304 13.0867 9.0765
SSIM 0.8838 0.7241 0.9013 0.3334 0.4752 0.8909

Flower RMSE(%) 3.2497 3.9622 2.3262 15.9957 10.2755 2.8838
SSIM 0.8973 0.8940 0.9099 0.5964 0.5629 0.9030

Couch RMSE(%) 8.6370 7.5886 7.6351 14.4420 13.8691 7.1690
SSIM 0.8930 0.8944 0.8949 0.6615 0.6568 0.9026

According to Table 1, the best SSIM and RMSE values
for Mansion and Flower images are obtained by CL method
followed by the proposed method. CL method is slightly better
than the proposed AWP method for this figures. For Couch
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Fig. 5. a) Hazy image, Dehazing results for b) Tan c) Tarel, d) Kopf, e) DCP,
f) Fattal, g) MP and h) the proposed AWP methods.

image, the best scores are obtained by the proposed AWP
method.

For further comparison, recovered transmission of the meth-
ods aforementioned and the transmissions are given in Fig.9.
According to Fig.9, the best recovered transmissions seems
to be achieved by CL, DehazeNET and the proposed AWP
methods.

The RMSE values calculated between true transmission and
dehazing methods are given in Table 2.

TABLE II
RMSE VALUES BETWEEN TRUE TRANSMISSION AND RECOVERED

TRANSMISSIONS

Figure Fattal[9] DCP[8] CL[12] Catt[13] DehazeNET[15] AWP
Mansion 25.9045 31.2422 18.0345 28.9952 17.5627 19.8263
Flower 52.7966 16.1832 12.1464 40.2297 23.9222 14.6925
Couch 27.6459 24.9502 25.6094 26.2958 25.3566 23.8337

Fig. 6. a) Hazy image, Dehazing results for b) Tan c) Tarel, d) Kopf, e) DCP,
f) Fattal, g) MP and h) the proposed AWP methods.

According to Table 2, the best RMSE value for Mansion
image is obtained by DehazeNET method followed by the
proposed AWP and CL methods. For Flower image, the best
score is achieved by CL followed by the proposed method.
For Couch image, the best score is obtained by the proposed
AWP method.

Experiments are performed in Matlab with a 2.4 GHz Intel
i3 processor PC. The average running time of the methods are
tabulated in Table 3. It can be seen that the proposed AWP
method is nearly 30 times faster than the DCP method and 10
times faster than Catt method.

Taking into consideration both visual and quantitative com-
parisons, the proposed AWP method is either superior to the
classical methods or in good agreement with the results of the
state-of-art methods.
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Fig. 7. A closer look to Fig.6. a) Hazy image, Dehazing results for b) Tan c)
Tarel, d) Kopf, e) DCP, f) Fattal, g) MP and h) the proposed AWP methods.

Fig. 8. Comparison with synthetic hazy images.

Fig. 9. Comparison of recovered transmissions with synthetic hazy images.

TABLE III
AVERAGE TIME CONSUMPTION OF THE METHODS FOR 1024X640 SIZED

IMAGES

Method Fattal[9] DCP[8] Catt[13] DehazeNET[15] AWP
Time Consumption (sec) 4.41 9.98 3.52 6.73 0.32

V. CONCLUSION

In this paper, a novel prior for single image dehazing is
proposed. In order to obtain the proposed prior, first additive
wavelet transform is applied to the hazy image to obtain the
approximation and wavelet layers. The adjacent approximation
and wavelet layers are multiplied and summed up to calculate
the proposed prior. This new prior detects the haze present
in the image, as well as it keeps the important details of the
image. Using the proposed prior alongwith the commonly used
hazy image model, an effective dehazing method is obtained.
The visual and quantitative comparisons with traditional meth-
ods demonstrate that the proposed method outperforms the
traditional methods.
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Abstract— Biometric technologies try to automatically 

recognize individuals by considering the physiological and 

behavioral characteristics of individuals. Although the methods 

used here are very diverse, the personal qualities used also vary. 

Facial features, finger and vein prints, iris, retina, ear, hand, and 

finger recognition are only some of the physiological features. It 

may be preferred to use one or more of these personal features to 

reduce the margin of error that may arise depending on the 

security level in the applications used. Biometric recognition 

systems have varying requirements in security systems 

applications. Fingerprint and iris recognition work well in 

applications that require high security levels, while applications 

that require low security levels are not suitable due to privacy 

concerns. On the other hand, identification from hand images is 

more accepted based on the idea that it does not have a very high 

distinctiveness. But it is sufficient for medium security 

applications. Apart from these, palm images have many 

advantages such as reliability, stability, user-friendliness, non-

intrusiveness, and flexible use. In this study, it is aimed to identify 

people, determine their ages, and determine their gender by using 

both upper surface and inner surface images of right-left hand 

data of hand shape. For this purpose, images of both the inner 

surface of the hand (10) and the outer surface of the hand (10) of 

100 different people were collected. This was done separately for 

the right and left hands, and a total of 3955 images were obtained. 

The features of these images were extracted using the Median 

Robust Extended Local Binary Model (MRELBP). Images are 

classified for person, age and gender. The results were 91.4%, 

85.9% and 92.6%, respectively.  

 
 

Index Terms— Hand image, Median Robust Extended Local 

Binary Model, MRELBP, Classification.  

I. INTRODUCTION 

IOMETRIC IDENTIFICATION has become inevitable 

due to rapid developments in the world and increasing 

security requirements.  
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Now, the sustainability of security is low with the records kept 

in the books or traditional applications such as photographs, 

identity cards and signatures. It has become a necessity to carry 

out these processes with computer-based systems that will 

reduce human error. In addition to keeping records in various 

databases, digitally obtained biometric data should be used for 

person verification. These systems will be able to see the small 

details and differences that the human eye misses much better. 

For this, they match the data stored in the databases. Such 

systems have become frequently encountered in daily life. In 

many countries, palm, eye, fingerprint, etc. automatically at 

airports and border gates. biometric recognition systems are 

used. Similarly, in many countries, studies are carried out to 

record biometric data in passports [1]. 

There are many advantages to using biometric data to 

identify people. The most important of these are the uniqueness 

of biometric data and having a fixed shape. As the demand for 

biometric recognition systems increases, the demand for the 

evaluation of their performance also increases accordingly. 

However, not all biometric recognition systems have the same 

advantages. For the most widely used fingerprint recognition 

systems, the finger is expected to be clean and free of various 

stains. Such situations negatively affect performance [2]. 

Interest in ear recognition studies and their conversion to 

commercial technologies is low for several reasons [3, 4]. Like 

many other biometric features, palm shape changes little with 

age. In addition, the veins on and outside the palm are also used 

as a unique element in person recognition [5]. Because the vein 

patterns are based on the body's internal biological information, 

they are not affected by the destructions of the outer surface and 

cannot be easily copied. This increases its reliability as a 

biometric recognition feature. The appearance of these checkers 

in different individuals is a distinctive feature [6]. 

The palm consists of the inner surface of the hand between 

the wrist and the fingers. This inner surface consists of three 

parts: finger root region, inner region and outer region. There 

are three main lines on the palm that are formed because of 

flexing the hand. These are the life line, the heart line, and the 

head line [7]. These lines and accompanying wrinkles and 

secondary lines become more distinctive over time. It 

characterizes people because of their stable nature. An example 

palm image is given in the figure below. 

Classification Of Hand Images by Person, Age 

and Gender with The Median Robust Extended 

Local Binary Model 

Emrah Aydemir and R.T. Esfandiyar Alalawi 
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Fig. 1. An example palm shape and lines 

The number of lines on the palms, their relationships and 

distances are the main features used in authentication. Figure 1 

above shows both the three main lines and the crumpled lines. 

The names of the lines given with numbers on the figure are as 

follows. 

1. Lifeline 

2. Headline 

3. Heart Line 

4. Belt of Venus 

5. Sun Line 

6. Mercury Line 

7. Destiny Line 

In addition to being authentic, they are practical for 

authentication, as the lines on the palm are more pronounced 

rough lines. It offers the opportunity to work quickly and 

flexibly even with lower resolution images [8]. Systems that 

extract features from palm images by focusing only online 

structures have certain disadvantages. Some of these are the 

indistinct palm prints, palm prints with similar line features, and 

ignoring the thickness and width of the lines [9]. Wrinkles are 

fine and ridges can be analyzed with a medium resolution, 

although low resolution is not a problem because the main lines 

in the palm images are thick. 

Chiromancy is the study of the size, shape and appearance of 

the hand, including analysis of the color, texture and elasticity 

of the skin. Chiromancy studies begin with recognizing the 

basic hand shapes. Evaluation of hand shape gives an idea about 

the basic character of the individual, and throughout history, 

palmists have developed various classification systems for hand 

types [10]. Saint -Germain [11] classified basic personalities 

according to hand types. Finger proportions, hand lines and 

other factors are considered here. 

Knowing the shapes of people's hands and palms means that 

these processes can be easily determined by computer-based 

systems. Fingers and fingerprints are also involved in the 

recognition systems of the inner and outer surfaces of the hand. 

Fingerprints are caused by the different growth and pressure 

experiences of the embryo inside the womb. Therefore, it 

differs even for identical twins [12, 13]. Folds, angles and 

distances in fingerprints are used for identification [14]. But for 

this, the image must be clear enough to distinguish these 

subtleties. 

A. Aim 

Biometric technologies try to automatically recognize 

individuals by considering the physiological and behavioral 

characteristics of individuals. Although the methods used here 

are very diverse, the personal qualities used also vary. Facial 

features, finger and vein prints, iris, retina, ear, hand and finger 

recognition are only some of the physiological features. It may 

be preferred to use one or more of these personal characteristics 

in order to reduce the margin of error that may arise according 

to the security level in the applications used [15]. Biometric 

recognition systems have varying requirements in security 

systems applications. Fingerprint and iris recognition work well 

in applications that require high security levels, while in 

applications that require low security levels, they are not 

suitable due to privacy concerns. On the other hand, 

identification from hand images is more accepted based on the 

idea that it does not have a very high distinctiveness. But it is 

sufficient for moderate security applications [16]. Apart from 

these, palm images have many advantages such as reliability, 

stability, user-friendliness, non-intrusiveness and flexible use. 

In this study, it is aimed to identify people, determine their ages 

and determine their gender by using both the upper surface and 

inner surface images of the right-left hand data of the hand 

shape. 

B. Literature review  

Images from palm prints are available from Fei et al. [17] using 

the multi-layered direction subtraction method. With this 

method, firstly, the apparent direction on the surface layer of 

the palm print is obtained, and then the hidden features in the 

energy map layer of the visible direction are used. The 

histogram of both features is extracted and PolyU 98.83% 

recognition success is achieved with the dataset. PolyU with the 

same dataset multispectral palm print images Cui [18] with the 

fusion strategy. Here, images are captured in red, green, blue 

and near infrared, respectively. Thus, it contains more 

information compared to other images. It used the expanded 

general color image discriminant (GCID) model to generate 

three new color components to further improve the recognition 

performance, achieving 99.57% success. Zhang and Gu [19] 

proposes to combine competitive coding method and two-step 

test sample sparse representation (TPTSR) method for 

palmprint recognition. The TPTSR method, which is one of the 

representative methods, takes the entire palm image as input 

and determines the contribution of the training samples of each 

class in representing the test sample. TPTSR also uses the 

corresponding contribution values to calculate the similarities 

between the test sample and each class. The competitive coding 

method is a feature-based method and is highly complementary 

to TPTSR. The author uses a weighted fusion scheme to 

combine the matching scores generated from the TPTSR and 

competitive coding method. Experimental results show that the 

proposed method can achieve a very high classification 

accuracy and outperform both TPTSR and competitive coding 

method. The method, validated with 6000 samples from 500 

people (12 palms), and the match rate of TPTSR is presented, 

reveals a 94% success rate. Zhang and Gui [20] propose a palm 

recognition method based on representation in feature space in 

another study. The proposed method aims to represent the test 
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sample as a linear combination of all training samples in the 

feature space and then uses the resulting linear combination to 

perform palmprint recognition. The author applies the original 

space-to-feature space mapping using kernel functions such as 

the radial basis function (RBF). In this method, the selection of 

the kernel function's parameter is important. It proposes an 

automatic algorithm for selecting the parameter. The basic idea 

of the algorithm is to optimize the feature space such that while 

instances of the same class are clustered well, instances from 

different classes are pushed away. The proposed criterion 

measures the goodness of a feature space, and by minimizing 

this criterion, the optimal kernel parameter is obtained. 

Experimental results on the database achieved 98% success in 

the public dataset of the proposed methods. 

Li, Cao and Lu [21] that the two-stage test sample 

representation method (TPTSR) performs very well. TPTSR is 

not only a competent representational classification method, but 

also computationally more efficient than the original sparse 

representation methods. However, although TPTSR seems 

suitable for palm recognition, it has not been widely tested and 

it is unknown how to set the parameter (number of nearest 

neighbors) which is absolutely crucial for real-world 

applications. The study aimed to analyze the performance of the 

method in palm identification. In this context, numerous 

experiments on palm recognition have been conducted to 

address the mentioned problems. The method was validated on 

the “PolyU” database and achieved low error rates. Zhao and 

Zhang [22] propose a general framework that represents high-

level discriminating features for multiple scenarios in palmprint 

recognition with learned discriminating deep convolutional 

networks called deep discriminant representation (DDR). They 

use discriminant deep convolutional networks for learning, with 

limited palmprint training data used to extract deep 

discriminants. Next, the collaborative representation-based 

classifier for palmprint recognition is applied, which is flexible 

and practical in multiple scenarios. Experimental results show 

that DDR produces the best recognition performance in general 

palm recognition compared to other state-of-the-art methods. 

Over 98% results were obtained in the PolyU Multi-spectral 

database with DDR, M_R, M_B, M_G and M_NIR respectively 

for contact-based palm recognition under different lighting 

sources, and in DDR, IITD and CASIA databases for 

contactless palmprint recognition. 

Matkowski, Chai, and Kong [23] to examine palmprint 

identification on images collected in an uncontrolled and 

uncooperative environment. It contains 2035 palms collected 

from the internet and obtained from 7881 images. The proposed 

algorithm consists of an alignment network and a feature 

extraction network and can be trained end-to-end. The 

algorithm was compared with state-of-the-art online palm 

recognition methods and evaluated on three common 

contactless palmprint databases, IITD, CASIA and PolyU, and 

two new databases, NTU-PI-v1 and NTU contactless palmprint 

database. The proposed algorithm achieved successful results 

in NTU-PI-v1, NTU-CP-v1, IITD, PolyU and CASIA 

databases at a rate of 41.92%, 95.34%, 99.61%, 99.77% and 

97.65%, respectively. This system is sufficiently resistant to 

noise and deformation [24]. In the identification system, ONPP 

is used for manifold learning and the point-to- manifold 

distance function is used to test the finger core. Based on the 

infrared image database TED -FV, the proposed method 

achieves 97.8% recognition rate with the identification pattern, 

which is better than other traditional methods. Experimental 

results have shown that the proposed system is an effective and 

robust method for its performance. 

Hong et al. [25] multispectral palmprint instead of natural 

light palm print and developing a multi-band palm print 

recognition method based on a hierarchical idea, to achieve 

higher recognition rate with more distinctive information. First, 

Block-Based Routing Code (BDOC) as a rough feature, and 

Block-Based Directed Gradient as a good feature. They extract 

the histogram (BHOG). Secondly, a hierarchical recognition 

approach is proposed based on these two types of features. They 

combine different features from different bands in the proposed 

scheme to improve recognition accuracy. Finally, the 

experimental results show that the recognition accuracy of the 

proposed method is not only superior to previous high-

performance methods based on the PolyU palm database with 

natural light but can further improve the state-of-the-art 

performance achieved by some approaches. Trying to refine 

coding-based approaches using multi-spectral palm print 

images, Bounanche et al. [26] presents a new multi-spectral 

palmprint recognition approach based on directed multi-scale 

log-Gabor filters. The proposed method aims to increase 

recognition performances by suggesting new solutions in three 

stages of the recognition process. Inspired by bitwise 

competitive coding, feature extraction uses multi-resolution 

log-Gabor filtering; where the final feature map consists of the 

winning codes of the bank response of the lowest filters. MS- 

PolyU EER results of less than 0.01 were obtained in the 

database. Ma et al. [27]  introducing the idea of discrimination 

analysis into palm coding, they attempted to extract DOSFL, 

orientation and scale features with more appropriate 

discrimination. DOSFL then uses four code bits to represent 

both the orientation and scale characteristics of the palmprint 

and uses the Hamming distance for code matching. In order to 

make better use of the direction and scale information contained 

in the palm print samples, a discriminative learning (MOSDL) 

approach with versatile and multi-scale features for palm print 

recognition, which can effectively combine different 

orientation and scale feature data in the discriminative learning 

process, is proposed in this context. Experimental results on two 

publicly available palm databases, including the HK PolyU 

database and the UST image database, show that the proposed 

method can achieve better recognition results than the 

compared methods, with accuracy values of 98.05% and 

97.63%, respectively. 

Tamrakar et al. [28] presented an effective palm print 

recognition technique for palm prints collected with both 

visible and multispectral imaging systems. ROI extraction is a 

challenging task for palm print captured in unconstrained 

environment. ROI achieved by finger spacing and palm width 

makes system rotation and translation invariant. The 
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approximate ROI obtained by first-order decomposition of the 

ROI reduces the Haar wavelet computational overhead and 

noise. Phase quantization with Gaussian derivative filter of 

AROI gives the Gaussian derivative phase pattern image, and 

its block-based histograms are combined to form a single vector 

called the BGDPPH descriptor. Size reduction is achieved by 

increasing the distinction between genuine and dishonest scores 

using Chi -RBF kernel discriminant analysis (KDA). Weighted 

score level fusion of spectral palm prints in the Fisher criterion 

improves the recognition rate. The robustness of the proposed 

BGDPPH identifier against blur and noise has been validated 

on four grayscale and two multi-band palmprint databases 

collected via touch-based devices. It is stated in the study that 

when the proposed method is applied on these four different 

data sets, “PolyU 2D”, “IIITDMJ”, “CASIA”, and “IITD” 

accuracy rates of 99.98%, 100%, 99.22%, and 99.19%, 

respectively. Hong et al. [29] presented a palm print recognition 

system using the fast Vese-Osher decomposition model to 

process blurry palm print images. First, a Gaussian blur 

distortion model (GDDM) is proposed to characterize image 

blur, and from this model it is observed that there are some 

stable features in palm images with different blur scale. Second, 

the structure layer and texture layer of blurred palm print 

images are obtained using the fast Vese-Osher decomposition 

model, and the structure layer proves to be more stable and 

robust than the texture layer for palm recognition. As a result, a 

new algorithm based on the weighted histogram of the directed 

gradient for the locally selected model (WHOG-LSP) is 

proposed and used to extract some robust features from the 

structure layer of the blurred palm print images. These extracted 

features were used to fix poor performance issues associated 

with translation and rotation in palm print recognition. Finally, 

the normalized correlation coefficient (NCC) was used to 

measure the similarity of palm features for the proposed 

recognition system. Extensive experiments on the PolyU palm 

database and the fuzzy PolyU palm database confirm the 

effectiveness and real-time feasibility of the proposed 

recognition system. Additionally, IIT Delhi Touchless An 

experiment was conducted to verify the robustness of the 

proposed method in the Palmprint database and EER values of 

0.0727 % and 0.9210 were obtained, respectively. 

II. MATERIAL AND METHOD 

A. Data Gathering 

Before starting the study, the people who will collect image 

data were informed about the purpose of the study and how the 

data will be used. It was stated that there was voluntary 

participation, and it was clearly explained that no data that 

could identify him, such as his name or surname, would be 

collected. Voluntary participants were asked to press the inner 

and outer surfaces of each hand on a piece of black cloth. In the 

study, image data of both the palm and the upper surface of the 

hand of 100 different people were collected. A total of 40 

images were obtained from a person, 10 for the left and right 

palms, and 10 for the upper surface of the hand. In this way, 

3955 images were obtained. In the images that were examined 

later, it was seen that 5 files had the same name, and they were 

deleted because it was not known exactly to which user they 

belonged. For this reason, the number of files that should have 

been 4000 in total became 3955. Images were obtained from 

different angles with a high-resolution device. Only age and 

gender information were obtained from the people whose 

images were taken. Apart from this, no data to identify 

individuals was recorded. In order to determine who the people 

are, a sequential ID number in the range of 1-100 is given. A 

naming convention has been developed for the name of each 

image file so that there are many images and no name 

confusion. According to this rule, people's ID numbers, ages, 

genders and sequence number of the captured image are used. 

The underscore (_) character is used to legibly parse each data. 

Here, the following rules have been applied respectively. 

 Person ID: It is a unique code value for each person 

photographed. This value ranges from 1 to 100. 

 Age: The age is written directly as a number to express 

how old the person is. 

 Gender ID: It is expressed with the value of 1 if the 

person photographed is male, and 0 if it is a female. 

 Photo ID: Since more than one image was taken of 

each person, each image was numbered sequentially 

from 1 to 40. 

The inner and outer surface images of the left hand of the person 

with the ID number 49 are shown in the figure below. 

 
Fig. 2. Inner and outer space surface view of a sample person's hand 

 

Naming the files according to the naming convention both 

prevents confusion and makes it easier to determine which class 

they belong to during the analysis. In the figure below, some of 

the image files are shown in the folder. 

 
Fig. 3. folder view of the captured image files 

For the data collected in the study to be used by other 

researchers, all image files were uploaded to the KAGGLE 

dataset repository. This dataset can be downloaded from 

www.kaggle.com/dataset/c1b48bedfa86c1b51e6acafe8c75e08
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c01dbdf7d2444a07428540ece310b8163 and used by citing this 

study. 

B. Analysis of Data 

In order to make simple statistical analyzes from the data 

collected in the study, first of all, the file names were transferred 

into an excel file. Thus, each data name in the filenames has 

been split into columns. Python program was used for these 

operations. In the analysis of the data, a computer with 

Windows operating system, 40GB RAM and Intel(R) Core 

(TM) i7-8565U CPU, 1.80GHz 1.99GHz processor and 1TB 

SSD was used. First of all, simple statistical findings belonging 

to person, gender and age categories were obtained over the file 

names. Thus, the distribution of the data was examined. Then, 

the Median Robust Extended Local Binary Model (Median) is 

used for feature extraction from the image files. robust extended 

local binary Pattern -MRELBP) method was used. Local Binary 

Pattern (LBP), Local Phase Quantization (LPQ), Local Ternary 

Pattern (LTP) and MRELBP feature extraction methods are 

used with Subspace KNN classification algorithm. Success 

rates in person classification were found to be 75.1, 76.2, 61.9, 

and 79.3, respectively. This method was used because the 

highest accuracy rate was obtained in the MRELBP method. 

This method [30] as a tool in the Matlab program. Thus, 1x800 

vectors were produced for each image file. This process has 

been done for all files. First, to identify people from hand 

images, person ID values were written as classification tags in 

these files. Then, another attribute file was created, and gender 

was written as the class label, and another file was created, and 

age was written as the class label. Thus, three different attribute 

files were obtained. Images are not separated as the inner 

surface or outer surface of the hand, nor are they separated as 

right and left hands. The data were separated into training and 

testing using the 10-fold cross-validation method. Then, these 

feature files were tested with 32 different classification 

algorithms in the Matlab program. The highest classification 

success was tried to be achieved. For classification processes, 

only one learning and testing process was performed. Repeated 

attempts were not made to achieve a higher success rate. In the 

title of Findings, each classification algorithm and the success 

rate obtained are given.  

 
Fig. 4. Operation method and steps 

The classification algorithms used are listed below. Default 

parameters are used by Matlab for these algorithms. 

 Fine Tree 

 Medium Tree 

 Coarse Tree 

 Linear Discriminant 

 Quadratic Discriminant 

 Logistics Regression 

 Gaussian Naive Bayesian 

 Kernel Naive Bayesian 

 Linear Svm 

 Quadratic Svm 

 Cubic Svm 

 Fine Gaussian Svm 

 Medium Gaussian Svm 

 Coarse Gaussian Svm 

 Fine Knn 

 Medium Knn 

 Coarse Knn 

 Cosine Knn 

 Cubic Knn 

 Weighted Knn 

 Boosted Trees 

 Baggaed Trees 

 Subspace Discriminant 

 Subspace Knn 

 Rusboosted Trees 

 Narrows Neural Network 

 Medium Neural Network 

 Wide Neural Network 

 Bilayered Neural Network 

 Tripping Neural Network 

 Svm Kernel 

 Logistics Regression Kernel 

C. Feature Extraction with Median Robust Extended Local 

Binary Model Extraction of Median robust extended local 

binary Pattern -MRELBP) 

Local binary patterns (LBP) are an image processing algorithm 

that extracts texture features from images and uses them to 

classify and segment images. This algorithm was first proposed 

by computer scientists Oyala and Pettenkainen in 1994. Since 

then, this algorithm has evolved to include: It was used to 

extract the Tissue feature from 3D images and video clips and 

to recognize faces in medical images and identify diseases. 

Local binary patterns are calculated for a texture image in its 

simplest form as follows: 

 First of all, the neighborhood system next to each pixel 

is used. That is, 8 values around the midpoint of a 3x3 

matrix are taken into account. 

 Each of the adjacent points (eight points) is compared 

to the center point. The value “0” is stored if the center 

point is larger, otherwise “1” values are retained. 

 Finally, these 1 and 0 values obtained for each pixel in 

the image are converted to a decimal number. Thus, 

the LBP code consisting of decimal numbers is 

generated for each pixel. 

 A histogram of all decimal values in the image is 

created, which is then used as a description of the 

entire image texture. 

Data 
gathering

• Taking photo

• Naming files for person, gender, age and photo no

Data 
preprocessing

• Separating images as top, inside, right, left

• Convert to gray color

Feature 
extraction

• Create separate attribute matrix for person, age and gender

• Comparison of different feature extraction algorithms

Classification

• Classification with 32 different classification algorithms

• Age, gender and person prediction with the best classification algorithm
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An example of a pixel for the above-mentioned calculation is 

given with steps in the figure below. 

 
Fig. 5. LBP Sample Calculation 

 

The following mathematical formulas are used to calculate the 

LBP code. 

𝐿𝐵𝑃8,1(𝑥𝑐) =  𝑓(𝑥) = 𝑎0 + ∑ 𝑢(𝑢(𝑥𝑝 − 𝑥𝑐))
2𝑝

               (1)

𝑝−1

𝑝=0

 

𝑢(𝑦) = [
1 𝑦 ≥ 0
0 𝑦 < 0

]                                                                    (2) 

In these equations, it is used to express the difference 

between the neighboring pixel and the center pixel 𝑦, the LBP 

tag represents the generated center pixel xc, it 𝑥𝑝is expressed 

by the neighbors of the center pixel, 𝑢(𝑦)the result is the result, 

and here the result is the result of the LBP operator [31]. 

The upper version of LBP, ELBP, is designed to calculate 

distinctive spatial relationships in a local region. LBP, on the 

other hand, only calculates the relationship between neighbors 

and a central point. For these reasons, the ELBP method 

contains more spatial information than LBP. In addition, ELBP 

consists of three parts. With ELBP_CI, the central pixel is taken 

and the relationship with the neighbors is calculated 

accordingly. The following equation is used for this calculation. 

𝐸𝐿𝐵𝑃 − 𝐶𝐼𝑟,𝑝(𝑥𝑐) = ∑ 𝑠(𝑥𝑐 − β)

∞

𝑛=1

                                        (3) 

In ELBP_NI, on the other hand, instead of calculating the 

central pixel, the average of the neighbors is calculated, and this 

creates a serious functional difference from the LBP. The 

ELBP_NI formula is given in Equation 4. 

𝐸𝐿𝐵𝑃 − 𝑁𝐼𝑟,𝑝(𝑥𝑐) = 𝑎0 + ∑ 𝑠(x𝑟,,𝑛 − β𝑟,𝑝)
2𝑛

        

𝑝−1

𝑛=0

         (4) 

Alongside the ELBP_CI and 𝐸𝐿𝐵𝑃 − 𝑁𝐼 values, the 

ELBP_RD value is also calculated. The ELBP_RD equation 2.5 

derived from the pixel differences in the radial directions is 

calculated. 

 

𝐸𝐿𝐵𝑃 − 𝑅𝐷𝑟,𝑟−1,𝑝(𝑥𝑐) =  ∑ 𝑠(x𝑟,𝑝,𝑛 − x𝑟−1,𝑝,𝑛)
2𝑛

𝑝−1

𝑛=0

            (5) 

One of the ELBP's drawbacks is that it is very inefficient 

against image noise. That's why MRELBP was developed. The 

solution is to first replace the individual pixel intensities at a 

point with representation over a region. Also, a single pixel that 

is not very bright or has distorted noise can significantly affect 

the Gaussian smoothed value or average value of all 

neighboring pixels, resulting in unreliability of the binary code. 

For these reasons, MRELBP was developed. The created 

MRELBP consists of three parts MRELBP CI, MRELBP NI 

and MRELBP RD. 

𝑀𝑅𝐸𝐿𝐵𝑃𝐶𝐼(𝑥𝑐) = 𝑠(∅(𝑋𝑐,𝑤) − 𝜇𝑤)           (6) 

𝑋𝑐,𝑤 Represents the central, ∅(𝑋𝑐,𝑤)average value for the 

area that specifies the 𝑥𝑐local patch.𝑤 ∗ 𝑤 

MRELBPNI𝑟,𝑝 
(𝑥𝑐) = ∑ 𝑠((∅(𝑋𝑟,𝑝,𝑤𝑟,𝑛) − 𝜇𝑟,𝑝,𝑤𝑟

))2𝑛

𝑝−1

𝑛=0

     (7) 

𝜇𝑟,𝑝,𝑤𝑟
=

1

𝑝
 ∑ ∅(𝑋𝑟,𝑝,𝑤𝑟,𝑛)

𝑝−1

𝑛=0

                       (8) 

𝑋𝑟,𝑝,𝑤𝑟 ,𝑛 Specifies the 𝑤 ∗ 𝑤local patch for area 

𝑟, 𝑝, 𝑤𝑟 , 𝑛centered pixels for neighbors. 

𝑀𝑅𝐸𝐿𝐵𝑃_𝑅𝐷𝑟,𝑟−1,𝑝,𝑤𝑟,𝑤𝑟−1 = ∑ 𝑠 ((∅(𝑋𝑟,𝑝,𝑤𝑟,𝑛) − ∅(𝑋𝑟−1,𝑝,𝑤𝑟−1,𝑛)))
2𝑛

𝑝−1

𝑛=0

(9) 

MRELBP is very efficient and achieves very good results 

when compared to RELBP. The MRELBP has been extensively 

tested with different types of noise, such as Gaussian white 

noise, Gaussian blur, salt, pepper and pixel random distortion, 

and delivers very efficient results. Also, MRELBP has multiple 

very important features, and foremost among these is 

computational simplicity, as well as nice features like gray scale 

and rotation invariance. Finally, MRELBP shows efficient 

results very easily without pre-training and adjusting 

parameters, which means convenience for the user [32]. 

D. Success Criteria 

Different criteria can be used to evaluate the success of 

machine learning algorithms. But commonly used are the 

correct classification rate and confusion matrix. The number of 

correct predictions divided by the total number of samples will 

give the correct classification rate of the algorithm. This 

criterion will provide a correct interpretation when the samples 

belonging to each class are equal. It is calculated with the 

following formula. 

𝐷𝑜ğ𝑟𝑢 𝑠𝚤𝑛𝚤𝑓𝑙𝑎𝑛𝑑𝚤𝑟𝑚𝑎 𝑜𝑟𝑎𝑛𝚤

=  
𝐷𝑜ğ𝑟𝑢 𝑠𝚤𝑛𝚤𝑓𝑙𝑎𝑛𝑑𝚤𝑟𝚤𝑙𝑎𝑛 ö𝑟𝑛𝑒𝑘 𝑠𝑎𝑦𝚤𝑠𝚤

𝑇𝑜𝑝𝑙𝑎𝑚 ö𝑟𝑛𝑒𝑘 𝑠𝑎𝑦𝚤𝑠𝚤
 

The confusion matrix is used to examine the classification 

success in more detail. This criterion indicates the full 

performance of the model. It can also be called an error matrix. 

The confusion matrix for a binary classification would be as 

follows. 
TABLE I 

CONFUSION MATRIX 

 Prediction Values 

Actual Values 
TN FP 

FN TP 

The abbreviations in this matrix will be as follows. 

 True Positives (TP): These are examples where the 

true value is 1 and the predicted value is 1. So it was 

predicted correctly. 

 True Negatives (TN): These are instances where the 

true value is 0 and the predicted value is 0. So it was 

predicted correctly. 

 False Positives (FP): These are instances where the 

predicted value is 1 while the true value is 0. So it was 

guessed wrong. 
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 False Negatives (FN): These are instances where the 

predicted value is 0 while the true value is 1. So it was 

guessed wrong. 

Many different success measures can be calculated from the 

values on this matrix. The aim here is to increase the values in 

the correctly guessed cross column and decrease the values 

outside it. 

III. RESULTS 

A. Statistical Findings 

File names were used to make various statistical calculations 

according to the collected person information of the data. Each 

data in the image filenames was parsed and subjected to simple 

statistical analysis. When the image data obtained in the study 

is examined according to gender values, it is seen that the 

majority of them are women. The whole sample consists of 

1597 male (40%) and 2358 female (60%) data. This is 

illustrated visually in the figure below. 

 
TABLE II 

DISTRIBUTION OF DATA BY GENDER AND AGE 

Gender Person Number Age 
Min-Max (Avg±Std.) 

Male 40 10- 68 (31.12 ± 15.85) 

Female 59 10- 71 (22.96 ± 12.08) 

Total 99 10-71 (26.26 ± 14.23) 
 

When the distribution of the data by age is examined, it is 

seen that there are different numbers of people in this range, the 

youngest being 10 years old and the oldest 71 years old, and it 

is predominantly under 25 years old. In the figure below, the 

distribution of the number of people of each age is given 

graphically. Here, it is seen that the data is especially high in 

the 10-20 age range and the density is very low in the 40-72 age 

range. It should be noted that the data here is not the number of 

people, but the number of images obtained from each person. 

 
Fig. 6. Graph showing how many people are of each age 

B. Person Classification Findings 

There are different numbers of image data belonging to a total 

of 100 people. All these data are feature extracted with 

MRELBP. Classification algorithms were used to determine 

who among the 100 people on these images were. The 

classification rates obtained by using 32 different classification 

algorithms in the Matlab program and the names are given in 

the table below. Subspace has the highest classification success 

compared to other classification algorithms. It was obtained as 

91.4% with the discriminant algorithm. Among other 

algorithms other than this, there are algorithms that find success 

below or above 80%. Here, some algorithms could not produce 

results and therefore a total of 28 algorithms were used. 

Classification processes produce different results each time 

they run, but for this study, each algorithm was run only once. 
TABLE III 

PERSON CLASSIFICATION RESULTS 

Algorithm Group Algorithm Name 

Accurac

y rate 

(%) 

Decision Trees 

Fine Tree 38.4 

Medium Tree 15.5 

Coarse Tree 4.9 

Naive Bayesian Kernel Naive Bayesian 58.9 

SVM 

Linear SVM 83.5 

Quadratic SVM 86.9 

Cubic SVM 85.7 

Fine Gaussian SVM 16.9 

Medium Gaussian SVM 76.3 

Coarse Gaussian SVM 64.5 

Nearest Neighbor 

Fine KNN 82.8 

Medium KNN 77.5 

Coarse KNN 51.4 

Cosine KNN 74.8 

Cubic KNN 64.4 

Weighted KNN 81.6 

Ensemble 

Boosted Trees 30.2 

Baggaed Trees 85.8 

Subspace Discriminant 91.4 

Subspace KNN 79.3 

Rusboosted Trees 22.3 

Neural Network 

Narrows Neural Network 70.8 

Medium Neural Network 85.2 

Wide Neural Network 89 

Bilayered Neural 

Network 
63 

Tripping Neural Network 55.7 

Kernel 

Aproximation 

Svm Kernel 74.9 

Logistics Regression 

Kernel 
63 

 

Since there are 100 people in total, the error matrix is very 

large. The error matrix is given below, but the values in the table 

cannot be read. Faulty points are shown with different colors. 

Out of a total of 3955 samples, only 339 were misclassified. 

This shows that a very high classification success has been 

achieved. 

C. Gender Classification Findings 

29 different algorithms were used to classify the images of the 

inner surface and outer surface of the hand as male or female. 
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Bagged, one of the highest accuracy ensemble algorithms It was 

obtained as 92.6% with the Trees algorithm. When the 

classification successes of other algorithms are examined, it is 

seen that many algorithms have an accuracy rate of over 90%. 

The results obtained in the table below are given as a percentage 

with the names of the algorithms. The row with the highest 

success rate is marked in color. 
TABLE IV 

GENDER CLASSIFICATION RESULTS 

Algorithm 

Group 
Algorithm Name 

Accuracy 

rate (%) 

Decision Trees 

Fine Tree 79.7 

Medium Tree 73.7 

Coarse Tree 66.8 

Logistics 

Regression Logistics Regression 79.2 

Naive Bayesian Kernel Naive Bayesian 69.1 

SVM 

Linear SVM 79.8 

Quadratic SVM 90.8 

Cubic SVM 93.7 

Fine Gaussian SVM 76.5 

Medium Gaussian SVM 89.4 

Coarse Gaussian SVM 70.7 

Nearest 

Neighbor 

Fine KNN 94.7 

Medium KNN 90.9 

Coarse KNN 77.2 

Cosine KNN 91.1 

Cubic KNN 86 

Weighted KNN 92.7 

Ensemble 

Boosted Trees 87.5 

Baggaed Trees 92.6 

Subspace Discriminant 83.7 

Subspace KNN 92.4 

Rusboosted Trees 84.4 

Neural Network 

Narrows Neural Network 90 

Medium Neural Network 91.2 

Wide Neural Network 91.8 

Bilayered Neural Network 90.3 

Tripping Neural Network 88.9 

Kernel 

Aproximation 

Svm Kernel 88.1 

Logistics Regression 

Kernel 84 

Baggaed in gender classification The error matrix of the 

results obtained by the Trees algorithm is given in the table 

below. Here, it is seen that the distribution of the data is not 

uniform and there are more samples in female data. However, 

the classification algorithm performed well and achieved a high 

accuracy rate. In total, only 291 samples were misclassified. Of 

these, 121 were misclassified as male when they were female, 

and 170 were misclassified as female while male. 

 
Fig. 7. error matrix of Baggaed trees algorithm for sex classification 

D. Age Classification Findings 

The ages of the people vary between 10 and 71 in different 

numbers. The distribution of these values has been given in the 

previous chapters. Although this distribution is not close to each 

other, the algorithms in the Matlab program have shown a high 

level of learning. Wide under the category of The Neural 

Network algorithm achieved a successful classification rate of 

85.9%. There have also been different algorithms that produce 

learning results close to this value. But at the same time, 

algorithms that produce results with a very low success rate 

attract attention. The obtained results are given in the table 

below in a grouped way. The row with the highest success rate 

is marked in color. 
TABLE V 

AGE CLASSIFICATION RESULTS 

Algorithm Group Algorithm Name 

Accurac

y rate 

(%) 

Decision Trees 

Fine Tree 46.4 

Medium Tree 28.4 

Coarse Tree 16.1 

Naive Bayesian Kernel Naive Bayesian 43.5 

SVM 

Linear SVM 73.4 

Quadratic SVM 84 

Cubic SVM 84.7 

Fine Gaussian SVM 20.3 

Medium Gaussian SVM 72.7 

Coarse Gaussian Svm 39.8 

Nearest Neighbor 

Fine KNN 84.4 

Medium KNN 79.7 

Coarse KNN 52.1 

Cosine KNN 77.5 

Cubic KNN 66.9 

Weighted KNN 82.9 

Ensemble 
Boosted Trees 37.8 

Baggaed Trees 84.9 
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Subspace Discriminant 79.3 

Subspace KNN 80.7 

Rusboosted Trees 20.8 

Neural Network 

Narrows Neural Network 62.6 

Medium Neural Network 79.7 

Wide Neural Network 85.9 

Bilayered Neural 

Network 57.9 

Tripping Neural Network 52.7 

Kernel 

Aproximation 

Svm Kernel 73.5 

Logistics Regression 

Kernel 51.2 

 

It was stated in the previous titles that the age values are more 

between 10 and 25. For this reason, when the error matrix given 

in the figure below is examined, it will be seen that the 

erroneous estimations are concentrated here. However, despite 

all this, only 518 out of 3955 samples were misclassified. The 

remaining sample was all correctly classified. 

IV. DISCUSSION AND CONCLUSION 

In this study, it was aimed to determine who the people are, how 

old they are and what gender they are from the inner and outer 

surface images of their hands. For this purpose, 3955 images 

were collected from 100 different people. The features of these 

images were extracted with the median robust extended local 

binary model (MRELBP) method and classification was 

performed with many different algorithms in the Matlab 

program. While an accuracy rate of 91.4% was obtained for 

person recognition, a success rate of 92.6% was obtained for 

gender. Finally, a classification success rate of 85.9% was 

achieved for age. All these results show that it is possible to 

make recognition from the inner and outer surface images of the 

hand with high success with the method here. In the 

examinations made in the literature, no source directly similar 

to the study here was found. However, 99.7% person 

recognition was made with the VGG19 transfer learning 

algorithm on the vein images on the outer surface of the hand 

[33]. Although this study considers the outer surface of the 

hand, it is completely different from the study here. It is thought 

that with the effect of the transfer learning algorithm used, it 

may have obtained higher results than the study here. In a study 

conducted by Afifi [34], gender recognition study was carried 

out from hand images using deep learning methods. Both the 

inner surface and the outer surface of the hand were analyzed 

separately. It achieved a classification success of 94.2% in 

gender recognition for the inner surface of the hand and 97.3% 

in gender recognition for the outer surface of the hand. It is 

thought that this study produced higher results than the study 

here, because it evaluates the inner and outer surfaces of the 

hand separately. Al-johania and Elrefaei [35], applied deep 

learning algorithms on data with 500 images in one of two 

different datasets and 1575 images in the other, and obtained a 

100% recognition rate for person recognition and a 99.25% 

recognition rate in another dataset. In this study, it is thought 

that the higher data and the feature extraction method used 

cause this high recognition rate. There are many studies for 

person recognition from hand vein images [36-40]. However, 

since these studies are not directly related to the present study, 

they have not been compared in detail. 
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Abstract—The global average temperature has increased by 

about 1°C compared to pre-industrial times and the temperature 

increase continues. The effects of climate change are already 

affecting living conditions on Earth. Through the Paris 

Agreement, the countries of the world have committed to limit 

global warming to below 2°C compared to pre-industrial times 

and to make efforts to keep the increase below 1.5°C. The 

transportation sector accounts for about 15% of Turkey's 

greenhouse gas emissions, and more than three-quarters come 

from diesel fuel. Already in ten years, transport emissions must be 

reduced by 70% according to the national targets. It is about both 

reducing emissions by 2030 but also ensuring that we are 

completely emission-free by 2050. The vast majority of emissions 

in the transport sector come from road traffic. Electric vehicles 

have emerged as the most promising solution to energy and 

environmental security concerns. However, a major constraint for 

electric vehicles has been the limited range and fast charging 

capacity. Various electric road technologies have great potential to 

reduce dependence on fossil fuels, reduce greenhouse gas 

emissions, reduce air pollution and reduce noise in urban areas. 

This article proposes to discuss the inductive and conductive 

charging system and required system configuration in the concept 

of electric roads for electric buses. The model solution algorithm 

is designed and it is validated on the E-bus route R40 in Kayseri 

city, Turkey. It is found that if an electric road system is used 

instead of a diesel bus for a bus line route of 35.5 km, it will 

amortize itself in 10 years. 

 
 

Index Terms—Electric Road System, Design process, 

Sustainability, Electric bus.  

 

I. INTRODUCTION 

HE HEAVY traffic is now increasing rapidly, contributing 

to ever higher greenhouse gas emissions [1]. While some 

people defend the transfer of people and heavy loads to rail, 

there are other conceivable alternatives. One is to electrify road 

transport instead. An electrified road system, "electric roads", 

or "Eroad", or "electric road system" (ERS) where electrical  
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energy is transferred during movement from the road to 

vehicles for both propulsion and charging, has great potential 

for reduced dependence on fossil fuels and increased energy 

efficiency in the transport sector.  

Electric vehicles (EVs) are seen by many as a possible 

solution to reduce harmful emissions to the environment, 

reduce dependency on fossil fuels and increase energy 

efficiency in the transportation sector [2]. Unfortunately, most 

environmentally friendly energy storage systems, such as 

batteries, contain a lower energy density compared to fossil 

fuel, which has a significant impact on the vehicle's range [3], 

[4]. A battery large enough for long-distance transport often 

results in a significant increase in cost and weight, which means 

a reduction in possible transport volume. An alternative to 

battery-powered operation is to transfer energy from the road to 

the vehicle for both propulsion and charging during movement. 

Expanding the ERS between larger urban areas means that the 

majority of the route can be powered by electricity from the 

road network, and the remaining route can be powered by a 

smaller battery. 

Road transport uses electricity as fuel and the technology 

used to transmit electricity also includes a properly designed 

infrastructure that is lacking today. This study shows that the 

expansion of the infrastructure for the supply of electricity to 

buses is not as complex and costly as the expansion of the 

railway. 

Road freight accounts for nearly one-fifth of annual global 

oil consumption [5]. Today, the climate problem is one of the 

most current issues in society. The EU aims to reduce its 

emissions by 80-90% by 2050 compared to 1990 [6]. The 

ministry of environment and climate change aims for Turkey's 

net emissions to be zero by 2050 and for transportation to 

reduce its emissions by 70% by 2030. In addition, Turkey 

should also be the region's first fossil-free welfare state. To 

meet these demands, more and more people are switching from 

fossil fuels to alternative fuels, including electric cars. 

The EV is nothing new, and one of the reasons it hasn't been 

adopted is because of the time-limited range when refueling on 

the go. As the vehicles are electric, there is a need for charging 

on long journeys. Today's market-leading passenger cars have 

a range of around 400km and can be quickly charged to 80% in 

30 minutes at selected locations [7]. For longer, uninterrupted 

transport, fast charging is not an option, especially when it 
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comes to commercial traffic, as there will be too many and too 

long charging breaks. 

The transition to battery-powered buses for electric operation 

adapted to both electrified roads and stationary charging 

represents a technological leap that could be significant in 

reducing carbon dioxide (CO2) emissions from road transport. 

The technology is at an early stage, making profitability 

assessments of infrastructure investments more uncertain than 

they usually are. A discussion of ERS and their potential to 

reduce dependence on fossil fuels can be found in the report [8], 

[9], which is the source of this article and the investigation into 

fossil-free vehicular traffic. 

This study aims to investigate the electrification of municipal 

buses in Kayseri province. Through this study, it is to lay the 

foundation for a project on the electrification of bus traffic in 

the urban area of Kayseri by highlighting the key questions to 

be resolved. This is expected to contribute to better air quality 

in the city and Turkey's achievement of its environmental 

targets by 2050 [10]. The other aim of this study is to investigate 

what technical changes should be made in the infrastructure of 

the city in order for electric buses (EBs) to be charged and to 

develop a concept for a new road design that supports the future 

development of electrified road technology for a bus line with 

intensive human transport consistent with its sustainable 

intentions. In addition, the economic feasibility of constructing 

an electric road along the bus line using small batteries will be 

demonstrated. This study does not cover the electrification of 

bus lines outside the urban area, such as rural and regional buses 

or school transport. In addition, of course, the cost of the actual 

investment in the ERS and the proportion of fuel-powered 

vehicles that switch to electric operation play a large role in the 

profitability assessment. This is described in the analyzes by 

varying the investment cost in the various calculations and by 

varying the number of fuel-powered vehicles that switch to 

electric operation. Electric roads are a relatively new field, and 

articles and reports in the literature have been used to find 

information [8], [11]–[14]. Relevant literature was used to find 

information about EBs and especially the characteristics of 

batteries. 

Chapter 1 is a short introduction about why the study is being 

carried out and what is to be done. Chapter 2 is a description of 

the present and future bus systems in Kayseri. Routes, route 

length, departure frequency, and other important information 

are given for the selected bus line. A comparison of fuel 

consumption and emission rates is presented to motivate the 

conversion from internal combustion buses to EBs. Chapter 3 

specifies all the components required to build an ERS and is 

discussed from an economic point of view. Chapter 6 presents 

all the results from the study and the possible future study 

topics. 

II. THE PRINCIPLE AND TECHNOLOGY OF EB AND ERS 

This section presents the available technology for EBs and 

the infrastructure needed to operate different types of EBs. 

Then it briefly explains the theory behind how energy can be 

extracted from the road and how each technology is used to 

deliver energy to buses. 

 

A. Electric Buses 

In this section, focusing on city buses, diesel buses, and 

battery-powered buses are examined. By comparing them, 

energy consumption, energy storage, usage, energy transfer, 

and environmental effects are examined. EBs are generally 

divided into the following categories: electric hybrids, plug-in 

hybrids, and EBs. This study mainly targets EBs. The 

advantages and disadvantages of EBs are listed below [15], 

[16]. 

Some advantages of EBs are: 

● More enjoyable trips. The quieter and smoother operation 

of EBs provides a more enjoyable environment for both bus 

drivers and passengers. 

● No exhaust pipes. This is how you can limit or completely 

eliminate greenhouse gas emissions from the bus itself. 

Some disadvantages of EBs are: 

● Limited range. The range will be longer if the bus’ battery 

is quickly charged along the route. However, using the ERS by 

using a smaller battery instead of a large battery will eliminate 

the range problem. 

● In cold climates, it affects the range more directly because 

the batteries have lower capacity than in hot regions, and 

indirectly because the heating in buses requires more energy. 

● Less flexibility. When using an EB, it is necessary to plan 

the route in advance, each charging strategy changes the range 

capacity of the bus. The EB, which is suitable for one bus line, 

may not be suitable for another line at all. 

● Infrastructure is required. Charging stations are needed, 

they are all charged at the last stops or depot, but some have to 

be recharged along the way, usually with the help of 

pantographs at the main stops. 

● Risk. The electric technology applied to buses is still 

relatively immature, unlike conventional Internal Combustion 

Engine (ICE) technology which is mature and well-understood. 

● Cost of capital. Especially if the infrastructure does not 

exist, electrification will be very expensive. EBs are more 

expensive than diesel buses in terms of price, maintenance, and 

repair. 

B. The design of the EB charging infrastructure 

This question is described as one of the most important 

aspects when purchasing EBs. There are four main options for 

how charging infrastructure can be designed: depot charging, 

additional charging, and ERSs [17]. Charging can be done 

either conductively (via contact) or inductively (wireless). 

Plug-in charging [18]: The battery is charged by manually 

connecting a cable from a charging station to the bus as a plug-

in and this technology is mainly used for depot charging. The 

driver will need to get out of the vehicle and plug the cable into 

the bus, but the installation is simple and the plug is less 

affected by winter weather compared to other charging 

methods. 

Pantograph charging [17]: There are different charging 

methods in this category. There is a mechanical arm that 

connects the bus to the electrical grid and this arm is controlled 

by the bus driver from inside the bus. Pantographs can either be 
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overhead or placed under the bus. If the pantograph is on the 

bus, it has a pair of rails to which it is attached, and the 

mechanical arm lifts it towards the mast. There is also the 

possibility that the pantograph can be placed at the bottom of 

the bus and connected to the rails on the ground. 

Wire charging [19]: Another automatic conductor charging 

method is to charge the bus via a wired system suspended above 

the road. It is a concept similar to a trolleybus or tram, except 

those buses can automatically connect and disconnect from this 

system and run freely on battery power for a while. 

Inductive charging [18]: The last category is wireless 

inductive. Here charging takes place wirelessly along the way, 

either while standing still or while working where the induction 

comes from coils etched about 5-10cm below the road. This can 

have large transmission losses in the charging concept and is an 

immature technology concept. 

The amount of time needed to successfully connect the 

desired electrical capacity to the facility depends on many 

different parameters. Care should be taken to ensure that 

detailed plans, terrain, transformers, etc. are ready and suitable 

for the purpose. Depot charging and plug-in are the most 

common in the world today and the system that is the cheapest 

to introduce and requires the least adaptation of the 

infrastructure in the urban area. It is also more flexible as the 

buses can run on all routes. The main disadvantage is that it 

requires larger batteries with a higher capacity and it is not 

certain that the battery will last a full day of driving. 

 

C. Typical charge effects 

EBs adapted to parked or end-stop charging require very 

large batteries to travel as far as possible on a single charge; 

which usually means a more expensive purchase price for these 

buses, but cheaper and simpler infrastructure as all charging 

takes place. 

 
TABLE I 

INSTALLATION PRINCIPLES AND CHARGING EFFECTS FOR 

DIFFERENT CHARGING TECHNOLOGIES 

Charging 

technology 
Power (kW) Installation 

Electric road 

system 

Conductive: 

50 - 60 
Electrical panels are needed 

at some connection points 

along the bus line. 

Rail in road: 

200 - 800 

Inductive:  

25 - 100 

Plug-in 30 - 150 

Common grid station for 

the depot. Connection with 

cable at each depot 

location. 

Pantograph 300 - 700 

Charging at a post, beam, or 

gantry either at the end 

stop, terminal, or dedicated 

charging point in the 

vicinity of the end stop. 

Induction 

(Stationary) 
200 

Charging plate under the 

ground (asphalt). 

 

Charging in the depot can be done in several different ways, 

but plug-in charging is generally used because buses charge 

longer at night. In case any bus needs additional charging 

during the day, it may also be necessary to have a few quick 

chargers in the tank. Longer distances and high-frequency city 

traffic that require charging during the day can be difficult to 

implement tank charging. This is mainly because it means more 

empty driving during the day as buses need to be recharged. It 

can also mean extra buses that replace buses that need to be 

charged. 

Table 1 shows the typical power ranges of different charging 

technologies and their applications around the world. The 

effects in Table 1 can be adjusted for how long the buses need 

to be charged. 

D. Review of Electric Road System  

Ten years ago, when ERS systems [8], [11] began to be 

discussed, the world was focused on developing batteries. Some 

investors saw it a little differently, they wanted a solution that 

could connect vehicles to the network 24/7 and saw the road as 

a solution. Charging is a matter of time, so the most natural way 

is to turn the road into a charging asset. There are 1.4 billion 

vehicles on the planet, and there is no way to provide one 

charger per vehicle and this is not sustainable [20]. It needs a 

common charging platform and the key is inductive or 

conductive charging via ERS. Electric road technology can 

charge any electric vehicle, bus, truck, or taxi while driving or 

parking in any weather conditions. Because vehicles do not 

need dedicated downtime for charging, the fleet needs to 

address various industry challenges, such as increasing 

operational uptime. It also increases the load range, which can 

be basically unlimited, balancing the demand in the electricity 

grid by providing day and night charging. The participation of 

several different actors and systems is needed for electric roads 

to become a functioning transport solution that produces good 

climate effects (see Figure 1). 

 

 
Fig.1. The system of ERS 

 

There are different technologies for electric roads today that 

can be divided into 3 main types, based on energy transfer from 

a road to a vehicle [8], [19]: 
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• inductive transmission via electromagnetic fields from the 

road body, 

• conductive transmission via overhead line, 

• conductive transmission via tracks or conductors in the 

road. 

 

Induction is a way of wirelessly transferring energy between 

the source and receiver. The electric road uses induction to 

charge EVs moving on it, via receivers mounted on the 

underside of the vehicles. A system common in our households; 

wireless phone chargers and induction cookers are examples. 

Induction technology is used to charge the electric vehicle in 

the same way as the phone, it is done by static induction, which 

means that both the source and receiver are stationary during 

the transfer of energy. However, what is under development is 

to use similar technology with the difference that the receiver 

(vehicle) is in motion and thus dynamic induction is achieved. 

This technology works considerably the same as static 

induction charging, the challenge lies in ensuring safety. 

Conduction is the opposite of induction and deals with the 

transfer of energy through physical contact between the source 

and the receiver. There are three ways to charge vehicles 

conductively while driving; power supply above the road, 

power supply beside the road, and power supply on the road. 

This means that energy is transferred from a charging rail in the 

road to the vehicle via a folding collector under the vehicle. The 

principle can be compared to the electric propulsion of trains, a 

lever is opened and the vehicle is in contact with the power 

source at the same time as it is in motion. One challenge with 

the transmission - especially in pantographs on the road - is that 

trucks and cars have large height differences. A passenger car 

will need a long arm to reach the same powerline from which 

the trucks will be powered. 

There are big differences between EBs adapted for different 

charging strategies. The different available ERSs for EBs are 

shown in Figure 2 and can be divided into 3 different categories. 

These categories are used by different countries around the 

world (see Table 3) to help cities with different conditions 

charge EBs. 

 
 

Fig.2. The three main concepts for road ERS and energy transfer to moving 

EBs. 

 

In the ERS, instead of charging the bus by stopping, they can 

be charged while driving along the road, and instead of a large 

battery, a battery of about 70 km is used. If the bus is connected 

to cables suspended above the road, the bus can be 

automatically disconnected from this cable if necessary, during 

operation. The battery is activated when it leaves the electric 

road and then easily reconnects to the line when it returns to the 

ERS. The bus can be charged via induction, meaning you can 

have small batteries on buses and not have to stand still to 

recharge. Induction is a very expensive alternative to build in 

and maintain. It costs around 1-2.2 million $ to pave an 

induction road in a rural setting. 

A vehicle that uses a future network of electric roads will 

have a long-range, reduced need for battery which means low 

cost, and reduced need to stop to charge which means 

flexibility. The road to electrification will certainly lead to a 

better and greener future.  

The electrified roads of the future will need some form of 

payment system to charge for infrastructure and energy use. 

How such payment systems should be designed is currently still 

undecided and has been explored in some limited studies [8], 

[13] prior to this study. Payment systems need to be able to 

handle complex use cases with multiple actors, roles, and 

commercial relationships. EVs on electrified roads can be 

treated similarly to road tolls today, but with a supplement for 

electricity consumption. For a study of toll systems for 

electrified roads, lessons should also be drawn from existing 

toll systems for rail traffic. The payment system to be integrated 

into the vehicle while driving continuously reports location data 

and time, including vehicle information, and sends this 

information via mobile network to be processed for tax 

calculation and payment according to tariffs and price lists. 

Road tax is a way to finance future maintenance and investment 

in road infrastructure essential for economic growth. Numerous 

countries in Europe have implemented different types of 

systems on roads to generate tax revenue. The basis for 

collecting road tax is very similar to the information a payment 

system would need for electrified roads. 

 

E. The investment cost of the ERS 

Uncertainty about what electrified roads could cost is 

significant. In Sweden, some companies assess that in the long 

run, road-rail feeding could result in an investment cost of 

approximately $1 million per km. However, this may come 

across as an exaggerated observation. In Germany, quite high 

costs are observed for the conductor feeding alternative to the 

highway. In this study, it has started with the option of 

conductor feeding from the mains to the highway, which is the 

most advanced technology today. In the applications and 

studies, it is stated that the cost of ERS powered from the grid 

is between 1 and 3 million $ per km in both directions. 

Therefore, in this study, it is assumed that the cost of two-way 

roads is $1.6 million per km (see Table 3). A relatively short 

economic life is assumed for the electrified road, only 15 years. 

Therefore, the annual maintenance cost is assumed to be small, 

except for the wear and tear cost incurred when using an 

electrified road. Any additional costs for the expansion of 

electrical grids required to ensure that the required electricity 

reaches the road are beyond the scope of this work. In addition, 

even if the operation of heavy traffic can be solved with 

batteries, the capacity in the network will need to be expanded 

along the highways. In this study, it is assumed that buses 
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should invest in a battery that provides a range of 70-100 km. 

Table 2 presents the costs of implementing ERS technology for 

each solution. 

F. Earlier studies and projects 

Today, there are a limited number of companies that can 

build in ERSs. The technology developed by the Elways [21] 

company is based on ground-based conductive charging. The 

basic cost of investing in an electric road with Elway's 

technology is estimated at approximately $ 0.5 million per 

kilometer for both driving directions. Sweden-based company 

Elonroad's [22] technology relies on a track on the road that 

feeds batteries in EVs passing by, provided they have a receiver 

that sticks to the bottom of the vehicle. 

An electric road is supplied with electricity from a 

surrounding power grid, and there is switchgear along the path 

that forms the boundary between low voltage and medium 

voltage.  
TABLE II 

ERS COST COMPARISONS 

 

Type of ERS 
Cost  

(M$ per km) 

Maintenance Cost 

($per km) 

Inductive   2,2 33.000 

Conductive 

Overhead 
1,4 16.000 

Conductive Rail 0,8 10.000 

 

TABLE III 

OVERVIEW OF COMPLETED AND ONGOING VARIOUS ELECTRIFIED ROAD PROJECTS 

 

Name Reference Country 
Type of 

ERS 
Company Comments 

Tel Aviv [27] Israel Inductive 
ElectReon and Dan 

Bus Company 

600 meters of electrified road along a two-kilometer 

route between Tel Aviv University Railway Station 

and Klatzkin Terminal in Ramat Aviv 

Smartroad 

Gotland 
[5] Sweden Inductive NA 

It installed 1.6 km of electric road on a 4.1 km section 

between the city of Visby and Visby Airport. 

EVolution 

Road 
[28] Sweden Inductive 

Elonroad, University 

of Lund  

One-kilometer-long section of the road will be 

equipped with electric rails, The total investment 

is 9M€. It charges a city bus while driving with 

150kW 

VICTORIA [29] Spain Inductive Circe 
Eight, 80 cm long, 50 kW coils are installed along the 

100-meter-long road, in Malaga city 

Select [30] USA Inductive Siemens 

The work was done under the direction of the South 

Coast Air Quality Management District. Consortium 

with more than 10 universities. 

ELinGO [31] Norway Conductive NA 
In 2018, a preliminary study on the electrification of 

the E39 was carried out 

Visby [32], [33]  Inductive  ElectReon 
 the first fully operational electric bus utilizing the 

company’s wireless charging infrastructure. 

Michigan  [34] USA Inductive Electreon  
ERS to pilot on a 1-mile section of road in Detroit first 

in the United States. 

Wave [35] USA Inductive Wave 
A system in the range from 25 kW to 40 kW can be 

tested using a 20-seat passenger bus 

Karlsruhe [36] Germany Inductive ElectReon 

a bus line connecting the new EnBW training center in 

Karlsruhe's Rhine harbour to the local public transport 

system hub. 

Brebemi [37] Italy Inductive ElectReon 

The Brebemi highway in Lombardy, 1km. Iveco Bus 

E-Way and Fiat 500e tested recharge while driving at 

around 70 km/h. 

FABRIC [38], [39] Italy Inductive 
ICCS, ERTICO, TRL, 

ICCS, KTH 

outside Torino city, a 260m test track developed. 

25cm, 20-100kW 

FABRIC [39] France Inductive 
ICCS, ERTICO, TRL, 

ICCS, KTH 

The project will allow relevant experiments associated 

with dynamic inductive charging use on road in 

Satory. 

e-Road 

Arlanda 
[40] Sweden Conductive Elways 

It is completed 1.25 miles of the ERS on a public 

highway, with plans to expand to other parts of the 

country. 

Milton 

Keynes 
[41] UK Inductive Mitsui and Arup 

Line-7 15-mile route, covering two suburbs of 

Wolverton and Bletchley. 

Inter-city 

highway 
[41] Germany Inductive ElectReon 

Near Cologne city, the investment is €1.9 million, 

100m of ERS  

E-highway [42] Germany Conductive 
Siemens, SPL 

Powerlines 

The system on the Bundesstraße 462 (B 462) federal 

highway, a 3.4-kilometer route 

OLEV [43] 
South 

Korea 
Inductive OLEV a bus line in the city of Gumi, Sejong, and Gumi 
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Currently, there are many completed or ongoing ERS 

development projects (OH-Lkw [23], COllERS [24], [25], 

StratON [26]) around the world. The electric road is a 

promotional project in Sweden to test a new sustainable 

alternative for heavy traffic with the potential to replace 

fossil fuel. In 2016, the world's first electrified road between 

Sandviken and Kungsgården was inaugurated. The ERS used 

is conductive electricity transmission over overhead power 

lines, this technology has long been used and proven for 

trams. The Swedish Transport Administration is carrying out 

important studies for electrified roads across the country. 

Inductive energy transfer is available for part of a bus line in 

Gothenburg and Södertälje. Consortium members are AB 

Volvo, Bombardier, Vattenfall, Södertälje municipality, 

Telge Energi, and Göteborg Energi. For trucks, there is an 

overhead line built in Gästrikland along a road of 

approximately 2 km between Storvik and Sandviken, and 

approximately 1 km of electrified roads between Arlanda and 

the logistics center in Rosersberg. Consortium members are 

WSP Analysis and Strategy, Kilenkrysset, Elways, NCC, e-

Traction, Arlandastad Holding, Airport City Stockholm, 

Royal Institute of Technology in Stockholm KTH, Siemens, 

Scania, Ernst Åkeri. German highways usually have one lane 

where only trucks travel. For this reason, the overhead line 

was chosen for the project that did not have a car and truck 

combination. Overhead power transmission by Siemens in 

Berlin and California, testing of OLEV's inductive power 

transmission solution in South Korea and work in the UK are 

ongoing. Current technical conditions and developments for 

inductive and conductive ERS technologies are summarized 

in Table 3. 

III. RESEARCH CONTEXT AND LIMITATIONS 

This chapter provides a general introduction to how the 

ERS system for EBs works and which parameters are 

important to it. It offers the existing technology for EBs and 

the infrastructure needed to run different types of EBs. 

Finally, it is followed by a subsection that presents the 

assumptions used in this study. The assumptions are 

presented in a numbered list with brief explanations of why 

they are used. 

We like to avoid fossil-fueled energy sources, and rail 

transport is on the rise. There is approximately 32509 km 

(42%) of highways and main roads in Turkey (as of 

December 2022). The transportation sector accounts for 

about 15% of Turkey's greenhouse gas emissions, and more 

than three-quarters come from diesel fuel [44]. Some 

municipalities in Turkey have already started using EBs to 

help them meet their environmental goals by 2050. 

Transportation with EBs in Istanbul [45], and Samsun [46] 

started in 2014, and 2022 respectively. Air quality in Kayseri 

province is considered one of the biggest sources of CO2 

equivalent gases emitted by heavy vehicles.  

Turkey's vehicle fleet caused around 81 million tons of 

greenhouse gas emissions in 2020, with about a fifth of 

emissions coming from road transport [44]. One of the 

environmental goals of the Ministry of Environment and 

Climate Change is that greenhouse gas emissions from 

transport should be reduced by at least 70% compared to 

2010, by 2030 at the latest. Turkey also has a shared 

responsibility with other countries for the global goal of 

reducing greenhouse gas emissions to zero in the long term, 

which must be pursued and achieved. How this will be 

achieved is not yet known, but priority is given to having a 

fossil fuel-neutral vehicle fleet by 2030. Existing policy tools 

and measures are not enough to achieve the goal, more must 

be done. From a sustainability standpoint, it is absolutely 

critical that the transition to EVs takes place on time while 

maintaining flexibility for future systems and that transaction 

costs are as low as possible. The development of electric 

transport systems is clear, but how energy is provided or 

transported in the vehicle is still unclear. Although there are 

various solutions and variations on this subject with different 

applications, the ability to bring technology development 

solutions to the market will provide the main benefit. 

Although many governments around the world, especially 

the European ones, have developed projects, no investment 

has been made in any projects about the electric road in 

Turkey yet. 

 

A. Energy requirements for EBs 

Estimated energy consumption for EBs varies between 

available articles [34], [47], [48]. Energy use depends on 

many different parameters such as passenger load, 

topography, driver behavior, road quality, and climate. 

Therefore, the energy consumption in Kayseri will vary 

according to the season. In this study, it is assumed that the 

municipal buses used in Kayseri city are 12 meters long. 

Currently, the fuel type and the number of used buses is CNG 

(Natural Gas) and diesel, 253 and 360, respectively [49]. A 

reasonable assumption is that such a bus draws around 1.5 

kWh/km. If the bus is equipped with a heat pump for cold 

seasons, it is assumed that about 0.5 kWh/km is used for the 

heating system and used for days with temperatures as low 

as 7°C. It is assumed that the locations of the stops are 

located at a distance of approximately 350 m from each 

other. 

 

B. Ranges and battery sizes 

Since different charging strategies have different 

requirements for how far the buses have to travel, different 

battery sizes are provided depending on the charging strategy 

applied to EBs. It is assumed that the depot-charged buses 

have large batteries (battery capacity of about 420 kWh). 

Batteries should never be completely discharged. State of 

charge (SOC) is an expression of how much of the energy 

stored in the battery can be reused before the battery needs 

to be charged. In Table 4, it is assumed that the SOC value 

of battery-powered buses is 70%. 

The ambient temperature in Kayseri varies between –32°C 

and +40°C, under cold climate conditions, it directly affects 

the capacity of the battery and this causes the vehicle's range 

to be shortened. For this reason, it is more advantageous to 

use a small battery in the EB and supply energy from the 

ERS. 
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TABLE IV  

ASSUMPTIONS FOR CALCULATIONS 

Parameter Assumed Value 

Energy consumption standard 12 

meters bus 

1.5 kWh/km  

also approx. 0.5 kWh/km 

for the heating system 

SOC (State of Charge) range - 

end-stop charged buses 
50% 

SOC (State of Charge) range - 

depot-charged buses 
75% 

Battery Size - Terminal charged 

buses 
200 km 

Battery size - Depot-charged 

buses 
400 km 

Battery size - Plug-in charged 

buses 
200 km 

Battery size - ERS 70 km 

 

C. Annual costs and Cost calculation 

The purchase price of the EB is higher than the 

conventional bus, in this study it is assumed that the price of 

a 12m EB and a fossil fuel bus is approximately $362.000 

and $181.000, respectively. If the battery price is not taken 

into account, the difference in the purchase price between the 

Pantograph-charged bus and the depot-charged bus is 

negligible. 

The annual cost of an EB is higher than a diesel bus, but 

from a socio-economic point of view when noise and air 

pollution are valued, EBs are profitable. In addition, EBs 

have significantly lower energy costs due to the more 

energy-efficient use of electric motors and the fuel price. The 

current fuel price per kilometer cost for EBs is assumed to be 

$0.18 (2 kWh/km). The costs for a community bus are 

summarized in Table 5.  

Battery EBs can lead to high driver costs as they have a 

limited range and possibly cannot operate continuously 

throughout the 24-hour service and will have to return to the 

depot to change buses at some point in the day. An 

assumption of 0.25$/km and 388.725 kilometers traveled 

gives an assumption of $97.182 total. Important items of the 

total cost are vehicle purchases, battery, and maintenance 

costs. Battery sizes can be optimized to reduce costs. 

Unfortunately, it is not clear how long the infrastructure can 

be used, as charging technology is currently relatively young. 

D. Heating system in the bus 

An ICE-powered bus heats the cabin with excess heat 

from the engine, but an EB that needs cabin heating will use 

most of the electrical energy pushing it forward. Air source 

heat pumps can be used to regulate the energy use of the bus 

air conditioning system up to outside temperatures of around 

7°C or less. 

E. The bus depot in Kayseri 

At the Kayseri bus depot, many of the buses are parked 

outdoors, without a roof. EVs have a battery thermal 

management system to keep the battery pack between 

optimum operating temperatures in hot and cold climates. 

However, when the vehicle is parked, extreme weather 

conditions can also affect the battery life. Years are not the 

only thing that ages a battery. While time is the main cause 

of deterioration for electric vehicle batteries, the state of 

charge of the battery and exposure to extreme weather 

conditions also significantly affect battery life. Figure 3 

shows the parking area of the bus depot from Google Maps. 

 
TABLE V 

ASSUMPTIONS FOR COST CALCULATION 

EB Consumption 
EB 

type 

12 meters  
0,8-1,6 

kWh/km 

18 meters  
1,9-3,0 

kWh/km 

Bus Cost (ICE) 181.000 $ 

Electric bus cost 362.000 $ 

Diesel Consumption  30 liter /km (in the city) 

Maintenance Cost 0.3 $/km 

Battery size 
Big battery: 300 kWh 

Small battery: 120kWh 

Range 
Big battery: 200 km 

Small battery: 70km 

Maintain charger 3% of investment ($/year) 

Cost battery 150 $/kWh 

Fuel cost  0.09 $/kWh (1.6TL/kWh) 

Fuel cost  1.22 $/liter (23TL/liter) 

Number of runs 388.725 km/year 

Battery lifetime 5 years 

ERS lifetime 15 years 

 

 
Fig.3. A bird's-eye view of the existing bus depot in Kayseri. 
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F. The terrain of Kayseri city  

The terrain of Kayseri is hilly in some places. Too much 

uphill driving will shorten the range of the buses. 

Fluctuations in topology can have a huge impact on the range 

performance of EBs. The city is not very hilly although there 

are some elevations, the topography was studied using 

Google Earth. Figure 4 shows the city bus routes’ from 

Anafartalar to Ebic Dadagi in Kayseri on a map. 

 

G. Diesel Fuel Price 

In order to predict the price of diesel in 2030, we need to 

make assumptions about how the price of fossil diesel will 

develop by then. In the first quarter of 2023, the taxed diesel 

price was $1.2 (23TL) per liter. Global warming, the 

coronavirus epidemic, and the Russia-Ukraine war have led 

to an increase in fuel prices. The industry remains uncertain 

about the future market for diesel fuels, as some European 

states have passed a law banning the sale of new petrol and 

diesel cars in 2030. A comprehensive study is needed to 

achieve the ban on diesel vehicles, it is not yet clear whether 

the investments will be realized. Therefore, it is assumed that 

in 2030 the diesel price will be $2 per liter including all taxes. 

IV. METHODOLOGY AND DATA GATHERING 

This section describes the research process, research 

design, and what methods were used to collect data. It also 

describes reliability and validity, and how these were taken 

into account in the study process. 

A. Description of Possible Pilot Route 

Line R40 runs in both directions, so the graph in Figure 4 

should read left to right when looking at the route from 

Anafartalar to Ebic Dadagi. The route is 35.5 km long and 

the average value of the land slope is %4. The route has 73 

stops and shown in Figure 4 shows that it will be 

implemented by the ERS infrastructure. Figure 5 shows the 

topography of the R40 bus line. 

B. Choice of Technology 

For electric cars, the unit kWh is often used to describe the 

capacity of the electric car battery, that is, how much 

electrical energy can be stored, and a capacity of about 40 

kWh is common. With a 40-kWh battery of which 90% is 

available, and with a consumption of 0.17 kWh/km, the 

range is roughly 210 km. In EVs, the battery is the most 

expensive component, making them generally more 

expensive than fuel cars. Electric cars are expected to get 

cheaper as the cost of batteries for electric cars falls [50]. The 

price of lithium-ion batteries for EVs dropped from around 

$1000 per kWh in 2010 to just over $200 per kWh for battery 

packs in 2016 and continues to fall. By the year 2030, the 

price is estimated to be able to drop to $100 per kWh [50]. 

The distribution of electrified road distances, battery size, 

and the lifetime of the batteries are closely linked. In the 

absence of an electrified road, large batteries are needed, 

partly to extend the range and at the same time preserve the 

life of the batteries. The more electric distances it travels, the 

more the vehicle can be charged during the journey, meaning 

the batteries do not have to be the same size. At the same 

time, the life of the batteries can be increased by a higher 

percentage of electric trips. 

 

 
Fig.4. Selected bus route 

 

 
Fig.5. Topography for the R40 bus line. Source: Google Earth. 

C. Calculations 

This subsection presents the equations used to determine 

the concluding part; ERS costs, fees, savings, and estimates 

presented in a bulleted list. Then, the equations used to 

determine the cost of EB and ERS components are shown 

and concluded. 

 ERS Costs 

∑𝑇𝐶𝐸𝑅𝑆 = 𝑙𝑟 . 𝑐𝑒𝑟𝑠/𝑘𝑚 (1) 

Where; 

𝑇𝐶𝐸𝑅𝑆 – total cost of implementing ERS ($); 

𝑙𝑟  – length of the road (km); 

𝑐𝑒𝑟𝑠/𝑘𝑚 – the cost per km ($/km). 

 

 Charge Cost 

∑𝑇𝐶𝑒𝑙 = 𝑙𝑟 . 𝑐𝑒𝑙/𝑘𝑚 (2) 

Where; 

𝑇𝐶𝑒𝑙  – the total electricity cost ($); 

𝑐𝑒𝑙/𝑘𝑚 – the electricity cost per km ($). 

 

 User fee 

𝑈𝑓𝑒𝑒 = 𝑙𝑟
𝑡 . 𝑢𝑓𝑒𝑒/𝑘𝑚 (3) 

Where; 
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𝑈𝑓𝑒𝑒  – the user fee ($); 

𝑙𝑟
𝑡  – the total driven distance (km); 

𝑢𝑓𝑒𝑒/𝑘𝑚 – the cost per km of using the ERS ($). 

 

 Forecasts of diesel price 

𝑃𝑖𝑛
𝑑𝑖𝑒𝑠𝑒𝑙 =

𝑃𝑑2023
𝑃𝑑2030

1
2030−2023

 (4) 

Where; 

𝑃𝑖𝑛
𝑑𝑖𝑒𝑠𝑒𝑙– annual average increase of diesel in Turkey; 

𝑃𝑑2023 – diesel price in 2023; 

𝑃𝑑2030 – diesel price in 2030. 

 

 Received and consumed energy 

𝐸𝑐𝑛𝑠 = 𝑡 60⁄ . 𝐸𝑘𝑚 . 𝑙𝑟
𝑡  (5) 

Where; 

𝐸𝑐𝑛𝑠 – the amount of electricity received; 

𝑡 – spent time on ERS (minute); 

𝐸𝑘𝑚– energy use (kWh/km); 

𝑙𝑟
𝑡  – the total driven distance (km). 

 

 Fuel Costs 

𝐶𝑓 = 𝑙𝑟
𝑑. 𝐸𝑘𝑚 . 𝑐𝑓 . 365 (6) 

Where; 

𝐶𝑓 – the annual cost for energy consumption; 

𝑙𝑟
𝑑 – the daily driven distance (km); 

𝐸𝑘𝑚 – energy use (kWh/km); 

𝑐𝑓 – fuel cost. 

 

 Battery Cost  

𝐶𝑏𝑎𝑡 = 𝑆𝑏𝑎𝑡 . 𝑐𝑘𝑊 (7) 

Where; 

𝐶𝑏𝑎𝑡 – cost of the battery ($); 

𝑆𝑏𝑎𝑡  – battery capacity; 

𝑐𝑘𝑊 – cost of energy ($/kWh). 

 

 Energy receiver Cost 

𝐶𝑟𝑒𝑐 = 𝑐𝑟𝑒𝑐 . 𝑛 (8) 

Where; 

𝐶𝑟𝑒𝑐 – total cost of the receiver; 

𝑐𝑟𝑒𝑐– cost for one receiver; 

𝑛 – number of required receivers. 

 

 Lifetime Cost 

𝐶𝑙𝑓 = 𝐶𝑏𝑢𝑠 + (𝑛𝑦(𝐶𝑂𝑀 + 𝐶𝑓)) (9) 

Where; 

𝐶𝑙𝑓 – lifetime cost; 

𝐶𝑏𝑢𝑠 – cost of the bus; 

𝑛𝑦 – number of years; 

𝐶𝑂𝑀 – operation and maintenance cost; 

𝐶𝑓 – fuel cost. 

V. RESULTS 

This section consists of two subsections: calculations and 

findings. The first part of this chapter shows the results of 

calculations using the formulas in subsection 3.4. The second 

section presents the findings. In calculations, it is done to 

calculate the distance of the road to be electrified per 

kilometer. Some first comments: 

1. The initial investment is equal to the construction cost 

of the ERS. 

2. Annual savings are savings in operating costs of 

vehicles. Using EBs instead of fuel saves money. Both the 

annual savings and the annual cost are calculated according 

to the alternative fuel vehicle. 

3. The total annual cost is the additional cost of buying an 

EB instead of a fuel bus. The additional cost for buses is 

assumed to be the same as the battery cost. It is assumed that 

an EB with a 120-kWh battery has the same price as a diesel 

bus. It's still a rather cautious assumption, given the estimates 

that an EB with a range of 70km would already be as cheap 

as fuel buses. 

4. The second part of the annual cost is the maintenance 

cost of the ERS. It is accepted as 1% or 10.000$/km of the 

annual investment cost (see Table 2). 

In the sensitivity analysis, the effect of EBs needs to have 

a larger battery will be analyzed in order to make a correct 

calculation with an infrastructure alternative in the 

electrification of the road. This reduces the investment cost 

of the electric road while increasing the capital cost of the 

buses for the batteries. Boya [51] states that a 175-kWh 

battery will allow a range of 100 km. They state that the cost 

of such a battery was €60,000 in 2015. They estimate the cost 

will drop to €25,000 in 2025 and €19,000 in 2030. Therefore, 

this study assumes that the additional cost of upgrading the 

battery (120kWh) to cover 70 km will be €13,300 in 2030. 

The expenses of adopting ERS in Kayseri city are 

discussed in this subsection, along with a cost comparison of 

the three ERS technologies—conductive rail, conductive 

overhead, and inductive. The bus route road is 35.5 km long 

and the cost of implementing ERS (one way) and 

maintenance cost are summarized in Table 6 varies between 

the different ERS technologies (see Figure 6). 
TABLE VI 

INSTALLATION AND MAINTENANCE COST FOR SELECTED BUS 

ROUTE 

Type of ERS ERS Cost (M$) 
Maintenance Cost 

(M$) 

Inductive   78,1 1,2 

Conductive 

Overhead 
49,7 0,6 

Conductive Rail 28,4 0,4 

 

 
Fig.6. Total investment and maintenance cost to install 35.5 km of ERS. 
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A standard bus (12 meters) costs about 181.000$ while an 

EB cost about 362.000$ [52]. The maintenance cost varies 

between diesel and EBs. The maintenance cost of a diesel 

bus is about 15.000$ per year and the maintenance cost of an 

EB is about 5000$ per year. Table 7 compares for the cost of 

the ICE bus and EB. 

 
TABLE VII 

COMPARISON FOR COST OF ICE BUS AND EB 

Bus 

Type 

Bust 

Cost ($) 

The 

maintenance 

cost for 10 

years ($) 

The fuel 

cost for 10 

years ($) 

Total Cost 

($) 

Diesel  81.000    150.000   1.422.734   1.753.734  

Electric 

Bus 
362.000     50.000    524.779    936.779  

 

The total cost difference between EBs and diesel buses is 

816.955$. If society stops spending money at the individual 

level on bigger batteries and instead spends money 

collectively on electric road infrastructure, a small battery 

and an electrified road infrastructure can cost less than a 

larger long-range battery. If decision-makers stop spending 

money on bigger batteries and instead spend money on ERS 

infrastructure collectively, a small battery and electrified 

road infrastructure could cost less than a larger long-range 

battery. However, these figures are relatively small when 

compared to battery and bus costs; with an average of 2023 

prices, it will be possible to establish ERS in Kayseri with a 

10-year EB cost. Figure 7 shows the costs of the ICE bus and 

EB in ERS. 

 

 
Fig.7. Cost comparison for diesel bus and EB 

 

VI. CONCLUSION AND RECOMMENDATIONS FOR 

FURTHER WORK  

This final section provides answers to the research 

questions. This section also includes discussions about 

limitations, research contributions, and some suggestions for 

future work. 

The purpose of this work was to investigate whether roads 

can be developed and made smarter to promote greener. The 

main idea of electric road systems is to reduce CO2 

emissions, reduce the dependence of heavy vehicles on fossil 

fuels, provide good transportation for commercial purposes 

in the fossil-free society of the future, and at the same time 

reduce vehicle costs by reducing the battery size needed in 

EVs. 

In this study, the ERS scenario developed for the R40 bus 

line in the province of Kayseri is examined from the 

economic point of view of establishing an electric bus 

infrastructure with a range of 70 km. The cost of 

implementing this infrastructure is approximately $28.4 

million and the annual operating maintenance cost is 

approximately $400,000. If a large battery is replaced with a 

smaller battery for each new bus sold, enough savings will 

be achieved after 10 years to electrify the 35.5km R40 bus 

line route in Kayseri. 

Whether this study will benefit the future development of 

electrified road traffic is not difficult to answer at the time of 

writing this article, as this is the first article written for ERS 

for public transportation in Turkey. Despite the study's 

probable limitations, it has found that electrified road 

infrastructures are more economical under all assumptions 

than the corresponding battery-electric vehicle scenario. 

Additionally, smaller battery EVs are more affordable than 

larger battery EVs when combined with ERS. It can be 

concluded that by reducing battery deterioration and energy 

consumption, buses perform better when an ERS is installed. 

If the ERS is to be expanded and used in Turkey in the 

future, government architecture, design, and design goals 

should also be followed. The government should also 

actively support the development of the design field in 

Turkey with exemplary actions from the public project. This 

must be done to strengthen the quality of the designed living 

environment. In addition, it is something that slows down the 

process a bit in our day of bureaucracy and decision-making. 

A design proposal that fits the technology's potential and 

sustainable intentions could accelerate the development of a 

fossil-free Turkey. 

Whatever the choice of technology for power 

transmission, electricity routes to commercial operation will 

need payment systems to charge for infrastructure and 

energy use. This could be explored in future studies. 

Placing solar panels on the road; asphalt road is unused 

land, instead of installing solar panels on the side of the road 

or directly on the road, solar panels can be placed on the 

carriageway. Driving on a shaded road has its advantages; 

tires provide a lower operating temperature and thus have a 

longer service life, the car's air conditioning needs to run less 

on hot days, and road repair costs are lower. This is also 

because the electricity required for ERS is obtained from 

solar panels. 
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Abstract— In remote sensing applications, segmentation of 

input satellite images according to semantic information 

and estimating the semantic category of each pixel from a 

given set of tags have of great importance for the 

automatic tracking task. It is important in situations such 

as building detection from high resolution satellite images, 

city planning, environmental preparation, disaster 

management. Buildings in metropolitan areas are crowded 

and messy, so high-resolution images from satellites need 

to be automated to detect buildings. Segmentation of 

remote sensing images with deep learning technology has 

been a widely considered area of research. The Fully 

Convolutional Network (FCN) model, a popular 

segmentation model, is used for building detection based 

on pixel-level satellite images. With the U-Net model, 

which was developed for biomedical image segmentation 

and modified in our study, performance analysis was 

performed for building segmentation from satellite images 

using customized loss functions such as Dice Coefficient 

and Jaccard Index measurements. Dice Coefficient score 

was obtained 84% and Jaccard Index score was obtained 

70%. In addition, the Dice Coefficient score increased 

from 84% to 87% by using the Batch Normalization (BN) 

method instead of the Dropout method in the model. 

 

Index Terms—Convolutional neural network, remote 

sensing imagery, semantic segmentation, U-Net. 

I. INTRODUCTION 

uildings are identified as an important object class in 

remote sensing images. Identifying the spatial location 

and shape of buildings in these images takes an important role 

in assessment issues such as geographic planning, mapping, 

and post-disaster reconstruction. In particular, determining the 

number of buildings remaining in natural disasters such as 

earthquake events and subtract the degree of damage are 
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important indicators. Traditional remote sensing image 

classification methods use spectral, and spatial correlation 

information of the desired object to determine the class 

content of ground objects. Multi-scale feature aggregation etc. 

it is aimed to extract the spectral and shape properties of 

buildings by using techniques such as [1]. With the rapid 

development of deep learning recently, it has made great 

progress in the fields of agriculture [2-3], health [4], robotics 

and security [5], natural language processing [6], as well as in 

the fields of remote sensing, semantic segmentation and target 

recognition [1]. Deep learning methods are in the direction of 

producing more stable results for image recognition in remote 

sensing with high accuracy and high computational speeds [1]. 

With the development of remote sensing technology, many 

researchers were tried to develop, try and explore new 

methods to increase the accuracy and the speed of automatic 

classification algorithms from satellite images. In image 

processing applications, image segmentation and labeling are 

a very demanding task. Convolutional Neural Network (CNN) 

is a more effective approach than traditional image 

segmentation methods. CNN automatically learns multi-level 

representations that map the original input to specified binary 

or multiple labels or sequential vectors. CNN's powerful 

"representational learning" capability greatly simplifies the 

feature design upon building detection and has shown 

promising results [7]. U-Net is structurally one of the 

simplified CNN architectures used for image segmentation. 

With the semantic segmentation method, studies are carried 

out on many complex tasks. Autonomous vehicles [8], 

biomedical image diagnostics [9], geo-sensing [10], and 

precision agriculture [11] are a few of them.  

In this study, building extraction was performed from high 

resolution images with Semantic Segmentation using FCN. 

The contribution of study to previous research is to investigate 

which resolution might be more useful by comparing object 

extraction and segmentation approaches from different 

resolution satellite images. In addition, the effect of the 

dropout layer and batch normalization layers on the U-Net 

architecture was analyzed. F-measure (Dice Coefficient) and 

Intersection Unit (IoU) / (Jaccard Coefficient) metrics were 

used to distinguish the building class from satellite images and 

to quantitatively evaluate the performance of the segmentation 

method. The remainder of the article was organized as 

follows. In the second part, references were made to previous 

studies in the literature. In the third chapter, the materials and 

methods used were explained. In the fourth section, the 
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analyzes and result graphics were shown. The existing study 

are summarized in the conclusion. 

II. RELATED WORK 

Wu et al. Firstly, it skillfully combined the spectral features 

and shape features of buildings to distinguish buildings from 

remote sensing images using the traditional remote sensing 

image feature extraction method [12]. Huang et al. used the 

multi-feature fusion method to extract features of buildings in 

remote sensing images and finally chose to use the SVM 

classifier to classify ground objects [13]. Xin et al. used the 

spatial position relationship between shadows and buildings in 

densely built areas and used the graph cutting algorithm to 

accurately draw the outlines of buildings [14]. Acar et al. 

analyzed Radarsat-2 satellite images to retrieve soil moisture 

using semi-empirical models and machine learning methods. 

By extracting the feature vector from preprocessed SAR 

image pixels, they stated that machine learning techniques 

outperform semi-empirical models [15]. Xu-dong et al. it has 

achieved good results using the pixel-based classification 

technique to process the image using the object-oriented 

method [16]. After machine learning techniques became 

widespread, Deep CNN (DCNN) started to be used in current 

image classification and extraction. Wu et al. performed end-

to-end building segmentation from aerial images using multi-

constraint FCN architecture [17].  Yuan, a simple FCN model 

architecture was proposed that combines several activation 

layers in pixel level estimation. In addition, the marked 

distance function of building boundaries with enhanced 

representativeness was introduced to present the outputs [18]. 

Chen et al. applied various cutting-edge deep U-Net 

frameworks such as pyramid scene decomposition network, 

feature pyramid network (FPN) and multi-scale feature fusion 

FPN to generate roof detection from large-scale comparative 

aerial images [19]. 

III. MATERIALS AND METHODS 

A. Dataset 

A dataset consisting of .tif files containing real aerial 

photographs collected from the satellite and masked images 

were used. The input images of the proposed model are in 

RGB format. The dataset consists of a total of 408 images and 

tag masks with a resolution of 512 × 512 (ranging from 0.3 to 

2.5 m) received from the satellite, prepared by the Wuhan 

University Photogrammetry and Computer Vision (GPCV) 

Group [20]. 

B. Preprocessing 

Images with few buildings, no buildings and poor resolution 

were removed from the dataset during the process. After the 

elimination, only a total of 360 images could be obtained. 

Since it would be insufficient to train and test this number of 

image models, data augmentation methods were applied to the 

images. To increase sample images, images and mask images 

were augmented using the data augmentation method rotation 

(90 degrees right) and (90 degrees left). With this technique, 2 

additional variations of each original image were created. As a 

result of this process, the dataset was tripled and 1080 images 

and related masked images were prepared. We resized the 

image and tag masks at 256 × 256, 128 × 128, and 64 × 64 

pixels along with the existing 512 × 512-pixel dataset to 

research on, train and test the optimal patch size on the FCN 

network. By comparing the performance of images and masks 

in four different pixels in the U-Net model, we observed that 

the 256 × 256 size was more suitable than the other sizes. 

From these prepared images, 972 images and corresponding 

labeled images (≈ 80%) were randomly selected to be used as 

training set, and the remaining 108 images and corresponding 

labeled images (≈ 20%) were used as test dataset. 

Here, by applying random cropping from the image data, we 

cropped large images into small patches in the desired pixels 

and obtained more data for our model. Similarly, we applied 

the same for the masked dataset. In our preprocessing, we 

visualized both cropped patches (image and mask) and 

checked whether the newly formed image and tagged masks 

were aligned correctly. Since the tags we extracted from the 

satellite images consisted only of the "buildings" layer, we 

converted the tag images into binary masks of four different 

sizes. In the labels, we pixelated the buildings as 1 and the 

outside of the building as 0. In Fig. 1 shows the sample 

satellite image from the dataset, as well as the 256 × 256 patch 

image and mask that we referenced in our study and formed 

after cropping. 

 

 
(a) 

 
(b) 

Fig.1. (a) Satellite image (b) Cropped Satellite image and corresponding mask 

with buildings identified in white. 

 

C. Architecture of the model (U-Net) 

The U-Net architecture was developed by Olaf Ronneberger 

et al. [21] for Biomedical Image Segmentation. It aims at 

image segmentation using a small training dataset. The general 
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structure of U-Net, which is a typical encoder-decoder 

architecture and modified in this study, is shown in Fig. 2. 

U-Net Architecture includes two paths, convolution 

(Contraction path) and deconvolution (Expanding path) layers. 

The first way is the narrowing path, also called an encoder, 

which captures the input image at multiple different levels of 

feature representations. The encoder is just a traditional stack 

of convolution and max pooling layers. The second path is the 

symmetric expansion path, also called a decoder, which is to 

semantically project the distinctive features (lower resolution) 

into the pixel space (higher resolution). Basically, U-Net is 

built on FCN [22]. For this reason, it is also referred to as end-

to-end FCN. It contains only Convolutional layers and no 

dense layers because it can accept images of any size. Feature 

maps created by convolution layers are clipped to input size. 

Clipping deals with the loss of edge pixels in the convolution 

process and subtracts the size of the convolution results, 

consistent with the deconvolution results. In the U-Net 

architecture, jump links (copy and crop) are added between 

the narrowing path and the widening path, allowing precise 

localization as well as features. Clipped feature maps are 

combined with deconvolution results via shortcut links. The 

network applies 1×1 convolution to the feature map to label 

the pixels and produces the segmentation result. 

 

 
Fig. 2. Architecture of U-Net 

 

In the U-Net architecture model, the orange boxes represent 

cross sections of the feature maps. The dimensions of each 

feature map are indicated on the left side, and the number of 

channels is indicated above. White boxes represent half of the 

channels with feature maps from which they were copied. 

Arrows represent actions indicated by the indicator; gray 

arrows represent copying (skipping links). The purpose of the 

encoder layer in the model is to extract feature information 

from the images until the model is at the bottom. The purpose 

of the decoder layer is to find the required area that the model 

should represent from the fragmentary patterns. 

In our study, we modified the U-Net architecture for the 

building segmentation problem. We trained the model from 

scratch without using pre-trained weights with biomedical 

images. First, we replaced the stochastic gradient descent 

algorithm (SGD) [23] with the Adam [24] optimizing 

algorithm, which is known to converge faster during training. 

Next, we changed the dimensions of the input images to 256 × 

256, since the U-net architecture was designed for images with 

a size of 572 × 572. In our experimentally applied model, the 

optimum learning rate was chosen as 0.0001. To reduce the 

computational cost, we chose to simplify the model by 

changing the filter numbers of the convolutional layers to 16, 

32, 64, and 128 from 64, 128, 256, and 512 in the U-Net 

architecture. In end-to-end training, we added “dropout” to 

avoid overfitting when training the model in the decoder 

section after rectified linear unit (ReLU) activation in all 

convolution layers.  

Due to the limited amount of GPU memory, we set the 

training batch size to 16 and maximum number of periods 

according to Epoch 100 in this study. We got the output image 

from the model by adding CNN layer with SoftMax instead of 

sigmoid as activation at the end of the expanding path layer. 

As a result, our app is based on Keras [25] using a TensorFlow 

backend. All training and testing processes were performed in 

Google Colab environment [26] with 13,342 RAM - Tesla 

K80 GPU - NVIDIA T4 GPUs Card.  

 

D.  Metrics 

We used precision, recall, F-measure (Dice Coefficient) and 

Intersection of Unity (IoU) / (Jaccard Coefficient) metrics to 

distinguish building class from satellite images and to 

quantitatively evaluate the performance of the segmentation 

method. Segmentation based on Dice and Jaccard coefficients 

is widely used for image segmentation as it allows to deal with 

class imbalance [27]. Precision and recall are defined using 

true positives (TP), false positives (FP), and false negatives 

(FN). 

 

1) Precision 

The precision refers to the ratio of positive data identified as 

true to all data identified as true. It is calculated by following 

equation [28]. 

 

Precision = TP/((TP+FP)) (1) 

 

2) Recall 

The recall refers to the ratio of positive data identified as 

true to the sum of positive data identified as true and negative 

data identified as false. It is calculated by following equation 

[28]. 

 

Recall = TP/((TP+FN))  

  

 

(2) 

3) Jaccard Index 

The first of the metrics used to evaluate the education score 

in our study is the Jaccard Index, also known as IOU 

(Intersection over Union). The Jaccard index, also known as 

the Jaccard similarity coefficient, is a statistic used to measure 

similarity. It was explanation by Grove Karl Gilbert in 1884 as 

the verification rate [29]. It was later developed independently 

by Paul Jaccard [30]. The Jaccard coefficient measures 

similarity between finite sets of samples and is defined as the 

size of the intersection divided by the size of the union of 

sample sets. It is calculated by following equation.                  

0 ≤ J (A,B) ≤ 1 
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J(A,B)=|A∩B|/(|A|+|B|-|A∩B|) 

 
J(A,B) = (precision × recall)/ 

(precision + recall - (precision × recall)) 

 

(3) 

 

4) Dice Coefficient 

The second of the metrics used to evaluate the education 

score in our study is the Dice Coefficient, also known as the 

F1 score. Independently developed by Thorvald-Sørensen [31] 

and Lee-Raymond Dice [32], the Sørensen-Dice coefficient is a 

statistic used to measure the similarity of two samples. It is 

calculated by following equation.                   

0 ≤ J (A, B) ≤ 1 

 

D(A,B) = 2×(|A∩B|)/(|A|+|B|)   

 
D(A,B) = 2×(precision × recall)/(precision + recall) 

 

(4) 

IV. EXPERIMENTS/RESULTS/DISCUSSION 

In order to obtain a successful U-Net training model in the 

segmentation task, some hyperparameters have been modified. 

In addition, analyzes were made to obtain loss and metric 

graph curves. Initially, training and validation analyzes of four 

different datasets with 64 × 64, 128 × 128, 256 × 256, and 512 

× 512 resolutions were made and the loss graphs are shown in 

Fig. 3. Considering the training and validation graph curves, 

convergences were observed differently in four different patch 

sizes. It is seen in the graphs that as the patch size increases, 

convergence tends to improve and then deteriorate.  

Peak value was obtained with 256 × 256 pixels size 

providing the best IoU (Jaccard Coef.) 84.70%. The IoU plots 

of the datasets according to the four different patch sizes are 

shown in Fig. 4. Generally, in theory larger patches provide 

more information and accurate predictions. However, fine 

resolution images require a longer training time or added 

feature information may be unnecessary and affect the model 

training process [33].  However, cropped patches with a small 

window size may contain information that does not have 

sufficient properties for the model and may increase the risk of 

overfitting. Also, small size patches cannot complete all down 

sampling of the U-Net model [34].  

The 64 × 64 satellite images failed to predict the building 

class with the modified U-Net model and the model was 

unable to complete the subsamples. It has followed an 

unstable path as it has not been able to extract adequate feature 

maps. It has been observed that the model building images 

from 128 × 128 and 512 × 512 sized satellite images have 

difficulty in separating from other objects. Therefore, in this 

study, a patch size of 256 × 256 pixels was chosen, which is 

suitable for the U-Net model. Intuitive comparisons of image 

segmentation results of input satellite images of 4 different 

sizes in model training are shown in Fig. 5.  

The performances of the dice coefficient and jacquard 

index, which are among the missing metrics, on the model 

were analyzed.  

The comparison of actual image, mask and predicted mask 

in Dice Coefficient and Jaccard-Index mode is shown in Fig. 

6. 

 
Fig. 3. Loss values of the proposed model over 100 epochs 

 

 
Fig. 4. Accuracy values of the proposed model over 100 epochs 

 

Dice coefficient and Jaccard index loss curves on the 

training and validation dataset are shown in   Fig. 7. The 

metric curves of the Dice coefficient and the Jaccard index are 

shown in Fig. 8 comparatively. When we look at the 

performances of both metrics, it is seen that the Dice 

coefficient is more consistent than the Jaccard index, and it 

provides superiority in loss and similarity rates. It also has 

realized less convergence in the training phase. In terms of 

improving the performance of the modified model, Dropout 

and BN methods were tried and analyzed as the threshold 

value before ReLU activation in the contraction path layer. 

The performances of the Dropout and BN index, which are 

among the missing metrics, on the model were analyzed. The 

comparison of actual image, mask and predicted mask in 

Dropout and BN mode is shown in Fig. 9. Dropout and BN 

loss curves on the training and validation dataset are shown in 

Fig. 10.  
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Fig. 5. Satellite images of four different dimensions, ground reality masks and 

masks predicted 

 

Looking at the loss and metric graphs, it is seen that BN 

improves model performance and follows a stable path 

compared to the dropout method. 

 

 
Fig. 6. Comparison of real image, mask and predicted mask in Dice-

Coefficient and Jaccard-Index mode 

 

 
Fig. 7. Training and validation dataset: loss curves of Dice coefficient and 

Jaccard index 
 

 
Fig. 8. Training and validation dataset: accuracy curves of Dice coefficient 

and Jaccard index 

 

 
Fig. 9. Comparison of real image, mask and predicted mask in Dropout and 

Batch Normalization mode 

 

 
Fig. 10. Training and validation dataset: loss curves of Dropout and Batch 

Normalization 

 

The metric curves of the Dropout and BN are shown in Fig. 

11 comparatively. While the loss rate is 0.84 in the dropout 

method, it is seen that the loss rate decreases to 0.20 when the 

BN method is used. In addition, it was observed that the Dice-

Coefficient metric value increased from 0.83 to 0.87 when the 

BN method was used instead of the dropout method. 
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Fig. 11. Training and validation dataset: accuracy curves of Dropout and 

Batch Normalization 

 

A rational comparison could not be made because 

experimental studies were conducted on different satellite 

image datasets and different metrics were used in the 

literature. However, a summary of the quantitative results 

based on similar studies is given in Table 1. 

 
TABLE I 

QUANTITATIVE COMPARISON OF SATELLITE IMAGE 

SEGMENTATION STUDIES 

Reference  Dataset Model Jaccard % Dice % 

[35] Massachusetts  GMEDN 70.39 - 

[36] WHU ESFNet 85.34 - 

[37] Carvana U-Net - 68.70 

[38] Inria SegNet 70.14 - 

[39] MBRSC U-Net - 87.00 

Our study GPCV U-Net 70.27 87.13 

V. CONCLUSION  

In this study, an end-to-end approach is adopted for binary 

mask classification using a small number of satellite image 

data. The prepared dataset was applied and evaluated in the 

CNN-based U-Net architecture developed by Ronneberger et 

al. The Keras framework and Python language were used to 

implement the U-Net model, facilitate data augmentation, and 

increase the robustness of the training. A patch size of 256 × 

256 pixels was selected as an appropriate window size for the 

U-Net model in our apps. The model tested for the 64 × 64 

pixel patch showed poor performance and resulted in weak 

compatibility. Since the test could not make meaningful 

predictions on the data, it was observed that high loss occurred 

with low accuracy. On the other hand, in the analysis of 128 × 

128 and 512 × 512 pixel patches, overfitting occurred with 

poor performance. F-measure (Dice Coefficient) and 

Intersection Unit (IoU) / (Jaccard Coefficient) metrics were 

used to quantitatively evaluate and compare the performance 

of the proposed method. In comparison, it was seen that the 

dice coefficient was more consistent than the Jaccard index 

and was superior in loss and similarity rates. The BN process, 

in which the biased output distribution obtained from the 

previous layer is corrected, and the dropout process, in which 

some of the feature information obtained from the previous 

layer are randomly disabled are compared to observe the effect 

on the model. Dice Coefficient score was obtained 84% and 

Jaccard Index score was obtained 70%. In addition, the Dice 

Coefficient accuracy score increased from 84% to 87% by 

using the Batch Normalization (BN) method instead of the 

Dropout method in the model. As a result of the analysis, it 

was determined that BN has a noticeable effect on 

performance compared to the Dropout layer.  

In conclusion, considering the qualitative and quantitative 

results obtained in the analyzes performed in this study, the 

modified U-Net model performed well overall with its small 

dataset size and limited computational capacity. 
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