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Abstract  

 

With the introduction of Industry 4.0 into our lives and the creation of smart factories, predictive 

maintenance has become even more important. Predictive maintenance systems are often used in the 

manufacturing industry. On the other hand, text analysis and Natural Language Processing (NLP) 

techniques are gaining a lot of attention by both research and industry due to their ability to combine 

natural languages and industrial solutions. There is a great increase in the number of studies on NLP in 

the literature. Even though there are studies in the field of NLP in predictive maintenance systems, no 

studies were found on Turkish NLP for predictive maintenance. This study focuses on the similarity 

analysis of failure texts that can be used in the predictive maintenance system we developed for 

VESTEL, one of the leading consumer electronics manufacturers in Turkey. In the manufacturing 

industry, operators record descriptions of failure that occur on production lines as short texts. However, 

these descriptions are not often used in predictive maintenance work. In this study, semantic text 

similarities between fault definitions in the production line were compared using traditional word 

representations, modern word representations and Transformer models. Levenshtein, Jaccard, Pearson, 

and Cosine scales were used as similarity measures and the effectiveness of these measures were 

compared. Experimental data including failure texts were obtained from a consumer electronics 

manufacturer in Turkey. When the experimental results are examined, it is seen that the Jaccard 

similarity metric is not successful in grouping semantic similarities according to the other three 

similarity measures. In addition, Multilingual Universal Sentence Encoder (MUSE), Language-agnostic 

BERT Sentence Embedding (LAbSE), Bag of Words (BoW) and Term Frequency - Inverse Document 

Frequency (TF-IDF) outperform FastText and Language-Agnostic Sentence Representations (LASER) 

models in semantic discovery of error identification in embedding methods. Briefly to conclude, 

Pearson and Cosine are more effective at finding similar failure texts; MUSE, LAbSE, BoW and TF-
IDF methods are more successful at representing the failure text.  

 

Keywords: Predictive maintenance; natural language processing; sentence similarity; word 

representation methods. 

 

1. Introduction 

With the huge increase in text data generated over time, Natural Language Processing (NLP) has attracted 

strong attention in the field of Artificial Intelligence (AI). Today, measuring similarity between sentences, 

paragraphs or documents accurately enables us to develop successful implementations in a wide range of NLP 

tasks such as information retrieval, keyword extraction, text summarization, text clustering, question answering 

or predictive maintenance (PdM). In the early literature, text representation was mostly based on Bag of Words 

(BoW) and Term Frequency - Inverse Document Frequency (TF-IDF) techniques. As a result of these 

representations, two texts were considered similar as long as they contained the same terms [1]. However even 

though BoW and TF-IDF provide how often the words appear in a given document and how distinctive they 

are, they are unable to capture the word meaning. To overcome these drawbacks of classical document 

representations, representations based on modern word embeddings that can capture semantic features and 

linguistic relationships between words using deep neural networks have gained importance [2]. Document 

representations based on classical approaches are sparse and ignore the semantic and syntactic similarity 

between words [3]. In contrast, word embedding methods such as Word2Vec [4], Glove [5], FastText [6] map 

variable length text to dense vectors and overcome the problem of lack of syntactic and semantic information 

in representations. However, all these models ignore the context of the words so they are defined as context 

unaware representations.  
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Against this, Bidirectional Encoder Representations from Transformers (BERT) [7] provides an effective 

way to contextualized representation of documents due to the fact that it generates vector representations for a 

word depending on its context. The similarity of the document vectors can be calculated using a distance 

measure such as Cosine similarity which has been widely used among NLP researchers to date [8]. 

Although many text mining jobs and NLP studies are gaining importance in industrial applications, there 

are few NLP studies in the field of PdM. Most of the systems in PdM aim to predict the potential failures before 

they occured. And several machine learning and deep learning methods are used for these kinds of solutions in 

the related literature. Essentially, in PdM systems, the explanations of the failures occurring in the production 

lines are recorded as text information by the operators. Analyzing the failure texts can provide a deep insight 

for PdM. Further, they can be considered as a valuable source of getting information about human feedback. 

Consequently, failure descriptions give more opportunity to explore valuable insights such as estimating 

unplanned downtimes which cannot be achieved from quantitative data. As known, an unplanned downtime 

occurs when there is an unexpected shutdown or failure of equipment or process. An unplanned downtime 

causes delays in regular production or maintenance schedules which can be extremely costly and inconvenient 

for a business operation.  

In our study, we have the basic motivation to estimate the possible downtimes in minutes through the 

explanation text of a failure that occurs in the washing machine production line of VESTEL which is a 

manufacturing company for consumer electronics in Turkey. For this purpose, it is aimed to calculate the 

similarities between the explanation text of a newly occurring failure and the explanation texts of the existing 

past failures on the production lines.  

Accurate measurement of similarities between texts strongly relies on more accurate document 

representations. Thus, in this study, we explored various models such as BoW, TF-IDF, MUSE, LAbSE, 

FastText and LASER for document representation. On the other hand, to obtain a better document similarity 

scheme, the efficiency of Pearson Similarity Metric, Cosine Similarity Metric, Jaccard Similarity Metric, and 

Levenshtein Similarity Metric were also explored. As a result of experiments with the Turkish production 
failure texts obtained from VESTEL, it was observed that the similarity metrics cosine and pearson gave more 

successful results, while MUSE, LAbSE models were more effective in document representations. 

To the best of our knowledge, our study is the first in the literature to use Turkish NLP solutions in 

predictive maintenance. 

The organization of this article is as follows: Section 2 will review previous studies in related literature. 

Section 3 will describe the techniques used. Section 4 will cover the applied models and dataset. Section 5 will 

discuss the conclusion and the future work. 

 

2. Related Studies  

Any unplanned interruption of industry to devices or machinery equipment within the organization can 

disrupt the core operation of the organization. An unplanned downtime not only causes costly delays and urgent 

repairs, but can also lead to poor customer experience and satisfaction in the long run. In the literature, PdM 

systems and posture prediction studies are encountered. 

In Akhbardeh et al.'s study, it was aimed to cluster similar fault records using the MaintNet dataset produced 

for PdM and the DBSCAN clustering method. In the study, Pearson used cosine similarity metrics to examine 

similarity between clusters [9]. In another study on PDM, the multivariate time series classification method 

was used. The dataset used here was obtained from 23 sensors. They created an architecture called Conv-

MHSA. It was emphasized that this architecture is much more computational efficiency than RNN methods 

[10]. Wellsandt et al. have announced that digital smart assistant systems for PdM will play an active role with 

developments in NLP [11]. 

Semantic similarity analysis is one of the key features of the NLP approaches [11]. Semantic similarity is 

usually calculated with datasets that include word pairs and a human-assigned similarity score. The versatility 

of natural language makes it difficult to define rule-based methods for determining semantic similarity 

measures [12]. Various word representation methods are used when calculating semantic similarities. For 

example, the Word2Vec method has recently gained attention due to new developments in the use of neural 

networks to learn low-dimensional, dense vector representation models known as word embedding [13]. Word 

representation methods provide vector representations for words where the relationship between two vectors 

reflects the linguistic relationship between two words and aims to capture semantic and syntactic similarities 

between words [13]. Traditional methods in semantic similarity analysis use the number of words combined to 

measure the similarity of sentences. However, traditional methods do not include deep similarities in semantic 

similarity evaluation and problems are encountered. The application of deep learning models in natural 

language processing tasks greatly improves the accuracy of sentence recognition tasks [14]. Pre-trained high-

dimensional word vectors can also learn the context of the sentence. However, it is observed that the complexity 

of the algorithm increases as the vector gets larger [14]. In their study, Saipech and Seresangtakul converted 

the answers students entered into the system into vectors using TF-IDF. They used cosine similarity to measure 
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the similarity of the answers. When the results obtained are compared with the scores prepared by expert 

teachers, it is seen that they give similar results [15]. Ruchindramalee et al. used Word2Vec and cosine 

similarity techniques to find similarities between social media and news sources. In the study, 70% accuracy 

was obtained in news sharing on social media compared to reliable online news sources [16]. In a study by 

Xiaolin et al, Word2Vec and Pearson developed a Chinese word-based approach using the similarity technique. 

As a result of the study, they obtained a high Pearson correlation coefficient [17]. Pre-trained transformer 

networks can be used to discover semantic text similarities. BERT, which stands for two-way encoder 

representations, is used in a variety of tasks such as question answering, semantic similarity, and language 

extraction. A new BERT model can be created by fine-tuning BERT models with just one additional output 

layer. 

  

3. Materials and Methods 

3.1. Similarity Metrics 

The Pearson correlation coefficient [18] is a measure of the linear dependence between two random 

variables (real-valued vectors). Historically, it is the first official measure of correlation. The Pearson 

correlation coefficient of two variables, x and y, is formally defined as the covariance obtained by dividing the 

product of the standard deviations of the two variables and is shown in Equation 1. 

𝑟𝑥𝑦 =
∑(𝑥 − 𝑥) ∑(𝑦 − 𝑦)

√(𝑥 − 𝑥)2√(𝑦 − 𝑦)2

 
(1) 

If the rxy value defined in Equation 1 is 0, then x and y are said to be uncorrelated. However, the closer the 

rxy value is to 1, the more it is said that there is a relationship between x and y [19]. According to the general 

guideline suggested by Evans (1996), the correlation results are classified as in the following [20]: 

• very strong: 0.80 – 1.00 

• strong: 0.60 – 0.79 

• medium: 0.40 – 0.59 

• weak: 0.20 – 0.39 

• very weak: 0.00 – 0.19 

Cosine similarity is created by measuring the angle between two vectors. If the cosine value is 0, it reports 

that the text snippets are not similar. A high cosine value indicates that the pieces of text are quite similar to 

each other. This gives a measurement of orientation, not magnitude; can be viewed as a comparison between 

documents in a normalized space [21]. Equation 1 shows the mathematical formula of cosine similarity. 

𝑐𝑜𝑠 (𝜃)  =
𝐴. 𝐵

‖𝐴‖‖𝐵‖
 (2) 

Where, parameters A and B represent different document vectors. It is also known as the Jaccard similarity 

coefficient [22], which is a statistical method used to find the similarity and diversity between two finite sets. 

It is defined as in Equation 3. In the equation, A and B denote the vectors of failure texts. 

𝐽(𝐴, 𝐵)  =
‖𝐴 ∩ 𝐵‖

‖𝐴 ∪ 𝐵‖
 (3) 

The Levenshtein similarity is a simple edit distance. The distance between two strings is defined as the 

minimal number of basic operations (insert, delete, or replace) needed to convert one string to another. The 

ratio between the distance and length of longer strings is considered as the similarity between these strings. 

 

3.2. Document Representation Methods 

In traditional document representation methods, a document is considered as a bag of words. BoW was first 

proposed in text retrieval problems to create the vector representations of text documents [24]. The basic 

assumption is that the words selected from the documents are expressed using frequency sets in an unordered 

manner. Thus, categorical data is converted into numerical form [25]. 

TF-IDF is a commonly used method to convert words to vectors when analyzing documents. The TF-IDF 

determines the relative frequency of words in a selected document in inverse proportion over the entire 

document. Here each word is treated as a feature. In determining the value, it uses the frequency of the term in 

the TF document and the reverse document frequency of the term IDF [26]. In addition, using less features on 

texts with TF-IDF, higher performance is achieved compared to the word bag method [27].  
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The Word2Vec method is one of the word representation methods used to represent documents. It 

understands and vectorizes the meanings of words in a document based on the close distances of words with 

similar meanings in a given context [28]. There are two main learning algorithms. These are continuous bag-

of-words and continuous skip-gram algorithms. With the continuous word bag method, it predicts the current 

word according to the context. It predicts the surrounding words based on the current word with Skip-gram. 

Unlike the standard word bag model, continuous wordbags use a distributed representation of context [29].  

FastText is an open-source modern word representation method developed by the Facebook research team 

[6]. FastText is an effective word representation method for learning word representations and text 

classification. Its purpose is not to learn word representations, but to consider the internal structure of the word. 

It has been observed that this method gives more effective results in morphologically rich languages. FastText 

works by sliding a window above the introductory sentence or by using the continuous word bag method. It 

can be viewed as a series of updates in a neural network containing two layers of weights and three layers of 

neurons [30]. It is based on the skip-gram sub-method of Word2Vec method. Unlike Word2Vec, words are 

handled by dividing them into n-grams. Words divided into n-grams are represented vectorally as the sum of 

n-grams. Other methods that do not deal with n-grams ignore the morphology of the word because they convert 

each word into a vector. There is a limitation especially for languages with large vocabulary and very rare 

words. The FastText method overcomes this limitation thanks to the n-gram method. 

 

3.3. Transformers 

Transformers have been developed as a solution to the forgetting problem of long inputs. The Encoder-

Decoder model developed to avoid long input problems was insufficient. It was created to reduce both long 

input problems and training time. Transformer is a 6-layer encoder-decoder model that creates a target sequence 

from the source sequence via the decoder [31]. The encoder and decoder consist of self-attention and a feed-

forward layer. In the decoder, it provides a match to the markers with the encoder with an attention layer in 

between. It is a word representation method based on a masked language model and pre-trained using 
bidirectional transformers. In word vector generation methods such as Word2vec, GloVe and other neural 

network models, word vectors are mostly context independent. And to represent the ambiguous nature of 

words, it becomes harder to learn more relevant information. BERT models can successfully learn semantic 

features and create vectors according to the semantic differences of words. 

In Transformer models, within the scope of this study, LaBSE, MUSE, LASER models were used to define 

Turkish sentence embeddings. It is possible to retrain models with fine tuning. To briefly explain these 

methods, LaBSE is a BERT based model trained on 17 billion monolingual sentences and 6 billion bilingual 

sentence pairs. MUSE is a sentence encoding model simultaneously trained on multiple tasks and 16 languages, 

including Turkish. LASER is a language model based on the BiLSTM encoder trained on 93 languages, 

including Turkish. 

 

4. Experiments 

4.1. Dataset Description and Preprocessing Steps  

In this study, a real dataset obtained from a manufacturing company about consumer electronics in Turkey 

is used to explore the semantic similarities between the mechanical and electrical failure explanations in the 

production lines. There are 146 failure records belonging to a special production line in the dataset. The average 

document length of the failure texts is 30. The attributes of the dataset and some data samples are reflected in 

Table 1. In the failure description column, the abbreviation ‘MK’ means that the failure in the production line 

is a mechanical failure. Numerical values in the failure description column, are the identifying numbers of the 

equipment used in the production lines. 

The failure texts in the dataset were constituted with the failure descriptions belonging to a specific 

Production line entered by the operators when a downtime in the production had occurred. While creating these 

records it has been considered that the production failures can only be mechanical or electrical. 

Preprocessing is a very crucial task in terms of managing and analyzing the text data before it is fed into 

the model as an input. In our experiments, no stem reduction was performed on the words in the sentence 

collection. Only letters in the capital were converted to lowercase letters and numerical/special characters were 

removed. Additionally, first we only evaluated failure descriptions excluding station information. We then 

extended the experiments by adding textual station information to the failure descriptions.  
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Table 1. Data Samples of The “Mechanical-Electrical” Failures Occurring on a Specific ProductionLine 

Shift Information Start of 

Downtime 

End of 

Downtime 

Downtime in 

Minutes 

Station 

Information 

Failure Description 

08:00-20:00  08:00:00  08:25:00  25  3.ist.2.pres  1,2,Tank Minimum Yağ 

08:00-20:00 09:50:00 10:10:00 20 4.ist.3.pres Sıcaklık Alarmı Veriyor . 

10001.MK 

08:00-20:00  16:25:00  16:35:00 10  2.ist.1.pres.  Sıcaklık Alarmı Veriyor 

24:00-08:00  23:00:00  01:00:00  120  15.ist.tds tox  1503 Sök Tak Yapmada 

08:00-16:00  10:50:00  11:05:00  15  9.ist.boy 
bük.kal.  

HSV901 Yukarı Pozisyonuna 

08:00-16:00  09:50:00  10:05:00  15  15.ist 

AmorAyağıBük  

 15.İST 15093 Nolu Sensör 

08:00-16:00 11:15:00  12:15:00  60  1.ist.kesik sac 

bes.  

SM101 Kaprin Kırık Hareket 

 

4.2. Algorithm and Results 

Recently, semantic discovery of similarities between texts has come to the fore as an important field of 

natural language processing for meaningful information search and matching. In this study, BoW, FastText, 

TF-IDF, Word2Vec methods were used to represent the failure descriptions. Other than these, Language-

agnostic BERT Sentence Encoder, Multilingual Universal Sentence Encoder, LanguageAgnostic SEntence 

Representations models were used to represent sentence embeddings. In order to extract semantic similarities 

between failure text descriptions more accurately, the effectiveness of Cosine, Jaccard, Levenshtein, Pearson 

similarity scales were investigated. In Figure 1, the semantic similarity steps are shown in the diagram. This 

work was done with a machine with NVIDIA GTX 1660 Ti GPU and 16 GB Memory. 

 

Figure 1. Steps to extract semantic similarities between failures 

 

To investigate the effectiveness of the methods an example failure description text “Sıcaklık alarmı veriyor 

mk” (“Gives temperature alarm mk”) has been considered as a query text. The similar failure descriptions can 

be extracted according to a user defined threshold value. In our experiments, the threshold value is determined 

as 70 to define whether the documents are semantically similar. The experimental results in Tables 2, 3, 4, 5, 

respectively, were obtained by BoW, TF-IDF, Word2Vec, FastText methods. The ID column in the tables 

indicates a unique identifier assigned to failure records. The Downtime in Minutes column shows how long 

the fault records continue. 

Table 2. Results obtained by BoW and subtracting numerical values  

Similarity Metric Id Failure Description Similarity Score Downtime in Minutes 

Levenshtein 

3 sicaklik alarmi veriyor mk BASE 20 

30 minimum yağ alarmi veriyor mk 71,43 25 

97 minimum yağ alarmi veriyor mk 71,43 15 

132 sicaklik alarmi veriyor 96,00 10 

Jaccard 3 sicaklik alarmi veriyor mk BASE 20 

Cosine 
3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 75,00 10 

Pearson 
3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 75,00 10 
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Looking at the results in Table 2, similar failure descriptions obtained according to Pearson and Cosine 

scales are ‘sicaklik alarmi veriyor mk’ (gives temperature alarm-mechanical failure) and ‘sicaklik alarmi 

veriyor’(gives temperature alarm) as the best match results. However, looking at the downtime minutes, it is 

seen that there is a difference of 10 minutes between them. This shows that if the failure in the production line 

is caused by the temperature alarm, it will be in the range of 10-20 minutes and the downtimes may differ from 

each other by 10 minutes. According to Jaccard, no similar failure record was found. According to Levenshtein 

similarity, ‘sicaklik alarmi veriyor’ (gives temperature alarm) and ‘minimum yağ alarmi veriyor’, (gives 

minimum oil alarm) which are semantically different, were found to be similar records. 

 

Table 3. Results obtained by TF-IDF and subtracting numerical values 

Similarity Metric Id Failure Description Similarity Score Downtime in Minutes 

Levenshtein 

3 sicaklik alarmi veriyor mk BASE 20 

30 minimum yağ alarmi veriyor mk 71,4 25 

97 minimum yağ alarmi veriyor mk 71,43 15 

132 sicaklik alarmi veriyor 96,00 10 

Jaccard 3 sicaklik alarmi veriyor mk BASE 20 

Cosine 
3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 84,4 10 

Pearson 
3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 84,0 10 

 

When the results in Table 3 are examined, it is observed that the same failure descriptions are captured 

with a similarity rate of 0.84 in the Pearson and Cosine similarity scales. When the results reflected in Table 2 

and Table 3 are examined together, it is observed that the same document similarities are captured with the 

TF-IDF and BoW representations. 

 

Table 4. Results obtained obtained by Word2Vec and subtracting numerical values 

Similarity 

Metric 

Id Failure Description Similarity Score Downtime in Minutes 

Levenshtein 3 sicaklik alarmi veriyor mk BASE 20 

30 minimum yağ alarmi veriyor mk 71,43 25 

97 minimum yağ alarmi veriyor mk 71,43 15 

132 sicaklik alarmi veriyor 96,00 10 

Jaccard 3 sicaklik alarmi veriyor mk BASE 20 

Cosine 3 sicaklik alarmi veriyor mk BASE 20 

Pearson 3 sicaklik alarmi veriyor mk BASE 20 

 

Looking at the results of Table 4, according to Pearson, Cosine and Jaccard similarity scales, no record 

matching the failure description of ‘sicaklik alarmi veriyor mk’ (gives temperature alarm-mechanical failure) 

was found. It was also found that the failure description ‘sicaklik alarmi veriyor’ matched with a similarity 

ratio of 0.96 on the Levenshtein scale. It is understood from the similarity results of Jaccard, Cosine and 

Pearson that the abbreviations in the fault descriptions (as in the ‘mk-mechanical failure’ abbreviation here) 

are not very effective in the similarity calculation when the documents are represented in word2vec. 

 

Table 5. Results obtained by FastText and subtracting numerical values  

Similarity 

Metric 

Id Failure Description Similarity Score Downtime in Minutes 

 

 

Levenshtein 

3 sicaklik alarmi veriyor mk BASE 20 

30 minimum yağ alarmi veriyor mk 71,4 25 

97 minimum yağ alarmi veriyor mk 71,43 15 

132 sicaklik alarmi veriyor 96,00 10 

Jaccard 3 sicaklik alarmi veriyor mk BASE 20 

Cosine 3 sicaklik alarmi veriyor mk BASE 20 



Tekgöz et al. / AAIR vol3 (2023) 1-11 

P a g e 7 

 

28 minimum yağ alarmi veriyor 76,41 20 

30 minimum yağ alarmi veriyor mk 77,43 25 

39 tank minimum yağ alarmi veriyor 72,96 25 

43 pompa minimum yağ alarmi veriyor 73,51 30 

56 tank minimum yağ alarmi veriyor mk 72,03 20 

58 tank minimum yağ alarmi veriyor mk 72,96 15 

59 minimum yağ alarmi veriyor mk 72,96 15 

97 minimum yağ alarmi veriyor mk 77,43 15 

122 minimum yağ alarmi veriyor pompa 

açilmiyor 

75,3 25 

124 pres minimum yağ alarmi veriyor 

pompa açilmiyor 
72,33 20 

132 sicaklik alarmi veriyor 99,82 10 

146 tank minimum yağ alarmi veriyor mk 72,96 25 

Pearson 

3 sicaklik alarmi veriyor mk BASE 20 

28 minimum yağ alarmi veriyor 76,47 20 

30 minimum yağ alarmi veriyor mk 77,50 25 

39 tank minimum yağ alarmi veriyor 73,01 25 

43 pompa minimum yağ alarmi veriyor 73,00 30 

56 tank minimum yağ alarmi veriyor mk 72,55 20 

58 tank minimum yağ alarmi veriyor mk 73,96 15 

59 minimum yağ alarmi veriyor mk 72,96 15 

97 minimum yağ alarmi veriyor mk 77,43 15 

122 minimum yağ alarmi veriyor pompa 

açilmiyor 

75,3 25 

124 pres minimum yağ alarmi veriyor 

pompa açilmiyor 

72,33 20 

132 sicaklik alarmi veriyor 84,0 10 

 

According to the results in Table 5, more failure descriptions were discovered as similar descriptions by 

using FastText. However, it was observed that the temperature alarm and the oil alarm cannot be distinguished 

semantically.  

In our experiments, we also investigate the efficiency of transformer models by considering the sentence 

“Sıcaklık alarmı veriyor mk” as a query sentence. The obtained results for LaBSe, MUSE and LASER are 

reflected in Tables 6, 7 and 8, respectively.  

Looking at the results in Table 6 with Jaccard and Cosine similarity metrics, the two sentences “Sıcaklık 
alarmı veriyor mk” (gives temperature alarm-mechanical failure) and “Sıcaklık alarmı veriyor” (gives 

temperature alarm) were discovered to be similar. The LaBSe model succeeded in capturing the sentences that 

are semantically the most similar. 

 

Table 6. Results obtained by LaBSe and subtracting numerical values  

Similarity 

Metric 

Id Failure Description Similarity Score Downtime in Minutes 

 

Levenshtein 

3 sicaklik alarmi veriyor mk BASE 20 

30 minimum yağ alarmi veriyor mk 73,77 25 

97 minimum yağ alarmi veriyor mk 73,77 15 

132 sicaklik alarmi veriyor 96,67 10 

Jaccard 3 sicaklik alarmi veriyor mk BASE 20 

Cosine 3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 96,67 10 

Pearson 3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 96,67 10 
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Table 7. Results obtained by MUSE and subtracting numerical values  

Similarity Metric Id Failure Description Similarity Score Downtime in Minutes 

Levenshtein 
3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 92,00 10 

Jaccard 3 sicaklik alarmi veriyor mk BASE 20 

Cosine 
3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 90,88 10 

Pearson 
3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 91,00 10 

 

In the results of Table 7, it is observed that the Pearson, Cosine, and Levenshtein scales give a higher 

similarity rate for the failures such as ‘sicaklik alarmi veriyor mk’ and ‘sicaklik alarmi veriyor’. The same 

results are obtained for LaBSe and MUSE models by using Pearson and Cosine metrics.  

 

Table 8. Results obtained by LASER and subtracting numeric values  

Similarity 

Metric 
Id Failure Description Similarity Score Downtime in 

Minutes 

Levenshtein 
3 sicaklik alarmi veriyor mk BASE 20 

132 sicaklik alarmi veriyor 92,00 10 

Jaccard 3 sicaklik alarmi veriyor mk BASE 20 

Cosine 

3 sicaklik alarmi veriyor mk BASE 20 

30 minimum yağ alarmi veriyor mk 86,43 25 

58 tank minimum yağ alarmi veriyor mk 82,96 15 

59 minimum yağ alarmi veriyor mk 82,21 15 

97 minimum yağ alarmi veriyor mk 86,43 15 

132 sicaklik alarmi veriyor 86,88 10 

146 tank minimum yağ alarmi veriyor mk 86,96 25 

Pearson 

3 sicaklik alarmi veriyor mk BASE 20 

30 minimum yağ alarmi veriyor mk 86,00 25 

58 tank minimum yağ alarmi veriyor mk 82,46 15 

59 minimum yağ alarmi veriyor mk 82,11 15 

97 minimum yağ alarmi veriyor mk 86,83 15 

146 sicaklik alarmi veriyor 82,00 25 

 

When the results in Table 8 are examined, it is realized that the LASER model was not successful in 

capturing semantic similarities compared to the LaBSe and MUSE models. However, considering the 

Levenshtein scale, similar failure descriptions seem to be matched. As a result of the LASER model, it was 

concluded that the downtimes of the faults discovered similarly could be more distant from each other. 

The following experimental results were obtained by combining station information and failure 

descriptions. In the remaining experiments, only Pearson and Cosine similarities, which gave more significant 

results in previous experiments, were taken into consideration as similarity metrics. Similar to the results 

obtained above, it was observed that the BoW and TF-IDF models were more successful than the Word2Vec 

model. As in Table 5, the new results obtained with the FastText model are not reflected in Table 9, as they 

fail to capture the semantic relationships between sentences.  
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Table 9. BoW, TF-IDF and Word2Vec results obtained by including station information 

Model Similarity 

Metric 

Id Failure Description Similarity 

Score 

Downtime in 

Minutes 

 

 
BoW 

  

Cosine 

3 sıcaklık alarmi veriyor 10001 

mk4.ist3.pres  
BASE 20 

132 sıcaklık alarmi veriyor 2.ist.1.pres 79,86 10 

Pearson 

3 sıcaklık alarmi veriyor 10001 

mk4.ist3.pres 
BASE 20 

132 sıcaklık alarmi veriyor 2.ist.1.pres 79.54 10 

 

 

TF-IDF 

 

Cosine 

3 sıcaklık alarmi veriyor 10001 

mk4.ist3.pres  
BASE 20 

132 sıcaklık alarmi veriyor 2.ist.1.pres 79.86 10 

Pearson 

3 sıcaklık alarmi veriyor 10001 

mk4.ist3.pres 
BASE 20 

132 sıcaklık alarmi veriyor 2.ist.1.pres 79.54 10 

 

Word2Vec 
Cosine 

3 sıcaklık alarmi veriyor 10001 

mk4.ist3.pres 

BASE 20 

Pearson 
3 sıcaklık alarmi veriyor 10001 

mk4.ist3.pres 

BASE 20 

 

In Table 10, results obtained with LaBSe, MUSE and LASER are summarized. As in the experiments 

reflected in Table 9; failure descriptions were also combined with station information to achieve these results.  

 

Table 10. LaBSe, MUSE and LASER results obtained by including station information 

Model Similarity 
Metric 

Id Failure Description Similarity Score Downtime in 
Minutes 

LaBSe 

Cosine  
3 sıcaklık alarmi veriyor 10001 mk4.ist3.pres  BASE 20 

132 sıcaklık alarmi veriyor 2.ist.1.pres 75.33 10 

Pearson  

3 sıcaklık alarmi veriyor 10001 mk4.ist3.pres BASE 20 

132 sıcaklık alarmi veriyor 2.ist.1.pres 75.00 10 

MUSE 

Cosine  
3 sıcaklık alarmi veriyor 10001 mk4.ist3.pres  BASE 20 

132 sıcaklık alarmi veriyor 2.ist.1.pres 75.33 10 

Pearson 
3 sıcaklık alarmi veriyor 10001 mk4.ist3.pres BASE 20 

132 sıcaklık alarmi veriyor 2.ist.1.pres 75.00 10 

LASER 
Cosine 

3 sıcaklık alarmi veriyor 10001 mk4.ist3.pres BASE 20 

30 minimum yağ alarmi veriyor mk 86.43 25 

58 tank minimum yağ alarmi veriyor mk 82.96 15 

59 minimum yağ alarmi veriyor mk 82.21 15 

97 minimum yağ alarmi veriyor mk 86.43 15 

132 sicaklik alarmi veriyor 86.88 10 

146 tank minimum yağ alarmi veriyor mk 86.96 25 

Pearson 3 sıcaklık alarmi veriyor 10001 mk4.ist3.pres BASE 20 

  30 minimum yağ alarmi veriyor mk 86.00 25 

  58 tank minimum yağ alarmi veriyor mk 82.46 15 

  59 minimum yağ alarmi veriyor mk 82.11 15 

  97 minimum yağ alarmi veriyor mk 86.83 15 

  146 tank minimum yağ alarmi veriyor mk 82.00 25 

 

When the Table 10 is examined, it has been observed that, LaBSe and MUSE models were more successful 

than the LASER model in finding the most semantically similar record with query sentence “sıcaklık alarmi 

veriyor 10001 mk 4.ist3.pres'' among 146 failure records.  

As a result of extensive experimental studies conducted for different query sentences, it has been observed 

that LaBSe and MUSE models are superior to LASER, BoW, TF-IDF, Word2vec and FastText models in 

discovering semantic similarities between failure explanations of production lines. In general, models and 

methods are good at finding semantic similarities, but sometimes similar fault records have different 
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downtimes. Here, the fault downtime can be specified by taking the average duration of similar matching 

records. 

 

5. Results and Future Studies 

In this study, the semantic text similarities between the failure descriptions in the production lines have 

been explored for later use in PdM work. A real-life dataset obtained from a manufacturing company about 

consumer electronics in Turkey has been used for the experiments. The textual explanations of the failures in 

the production lines were created by the operators at the time of the production downtimes. In this study, while 

past failure explanations similar to a real time occurred failure explanation are discovered, it is aimed to 

estimate the downtime of the equipment based on text similarity analysis in future studies.  

For this aim, BoW, TF-IDF, MUSE, LAbSE, FastText and LASER models were used to represent the 

failure descriptions. Besides, Pearson, Cosine, Jaccard, and Levenshtein Similarity Metrics were used to 

calculate text similarity between failure descriptions. When we analyze the experimental results, it has been 

observed that Pearson and Cosine are more effective at finding similar failure explanations. Additionally, it is 

concluded that, MUSE, LAbSE and traditional word representation methods such as BOW and TF-IDF 

outperform FastText and LASER models in the semantic discovery of failure descriptions. At the same time, 

different downtimes were found in similar fault records in the estimation of the downtime by taking advantage 

of the similarities of the fault records. Here, after the similarities are found, the downtime minutes should be 

determined by taking their averages. 
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Abstract  

 

The importance of container transportation is constantly increasing. For this reason, lower cost 

transportation is of great importance for companies in transportation by air, land, rail and sea in domestic 

and international markets. One way of reducing the costs is to utilize the container volume effectively. 

In this study, a block-building based GRASP method is proposed for solving the container loading 

problem. The proposed method achieved a loading factor over 91% on the BR dataset. The results are 

compared with other GRASP methods and other heuristic or meta-heuristic algorithms in the literature. 

The results show improvements in comparison to the other methods. 

 

Keywords: Container loading problem, optimization, heuristic, GRASP. 

 

1. Introduction 

There is a significant increase in the need for logistics because of the growth in trade volumes locally and 

globally thanks to the rapid development in the field of transportation. Land, air, sea and rail transportations 

gain value and the investments in these areas are increasing. With the globalization of trade in the world, the 

volume of trade is also growing. The growing trade volume has brought competition to the fore in domestic 

and international businesses. Countries have started to invest more in the logistic sectors to perform better in 

the competitive environment. 

The container loading problem (CLP) is one of the most important problems in terms of providing better 

and faster transportation. In today’s competitive conditions in domestic and international markets, every 

organization aims to deliver its product at the lowest cost. One way of reducing the costs is to use the container 

volume at the maximum. 

The CLP is a packaging problem where a large container needs to be filled with smaller boxes. As the 

number of box types and the number of boxes increase, the variety of settlements increases gradually. These 

types of problems are defined as NP-Hard problems which require exponential time to solve. Therefore, 

heuristics and meta-heuristics are important approaches in solving NP-Hard problems [1]. 

Heuristic algorithms imitate natural phenomena to accomplish any purpose. There is no guarantee that the 

best solution will be found. They aim to find solutions close to the best by deciding the effective ones among 

various alternatives. They usually reach almost the best solution efficiently. Heuristic algorithms are needed 

when the exact solutions of optimization problems have an undefined structure, and they can be used as a part 

of the process of finding the exact solution [2].  

General purpose heuristic methods can be examined in six groups: Biological-based, physics-based, swarm-

based, social-based, music-based and chemistry-based. The genetic algorithm, differential evolution algorithm, 

ant colony algorithm, cuckoo search algorithm, artificial neural networks, bee colony algorithm and artificial 

immune systems are biological-based methods. The imperialist competitive algorithm, parliamentary 

optimization algorithm and tabu search algorithm are social-based algorithms. The artificial chemical reaction 

algorithm is chemical-based; the harmony search algorithm is music-based; the simulated annealing algorithm, 

big bang big crunch algorithm, gravitational search algorithm, central force optimization, intelligent water drop 

algorithm and electromagnetism algorithm are physics-based heuristic methods. The particle swarm 

optimization is a swarm-based algorithm [3]. 

In this paper, a GRASP method is proposed to solve the container loading problem. The details of the 

proposed method are explained and other heuristic algorithms in the literature are compared with the proposed 

method and the results are presented in the following sections.  

 

2. Literature Review 

In literature, we can find several heuristic and meta-heuristic methods proposed to solve the container 

loading problem. 

Parreno et al. proposed a GRASP method for solving the container loading problem. This method is based 

on a constructive block heuristic and tested on Bischoff and Ratcliff (BR) data set. Compared to parallel 

https://orcid.org/0000-0002-2655-0401
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algorithms, it performs better on average but not for every problem of the dataset [4]. 

Moura and Oliveira presented a GRModGRASP algorithm based on the wall-building approach for solving 

container loading problem. Results were tested on BR and LN (Loh and Nee) datasets [5]. 

Gehring and Bortfeldt proposed a parallel genetic algorithm for the CLP with a single container. The 

parallel genetic algorithm follows a migration pattern. The quality of the parallel genetic algorithm has been 

demonstrated by the tests performed [6]. 

Dereli and Daş proposed two algorithms for the CLP using the ant colony optimization approach. The 

performances of these algorithms, whose parameters are determined by factorial design, have been tested for 

dataset given in the literature. The KKS-2 algorithm, one of the two proposed algorithms, gave better results 

than the KKS-1 algorithm [7]. 

Koyuncuoğlu examined customer priority and assignment rules in combination in his study. They proposed 

a mixed integer mathematical model for the simultaneous assignment of one or two forklifts to containers. The 

results of the model were analyzed using an approach based on genetic algorithm, tabu search, nearest neighbor 

and Lin-Kernighan heuristics [8]. 

Ceschia and Schaerf used local search methodologies as a solution technique in their study. Local search 

works on arrays of boxes to load, and the actual load is obtained by calling a special procedure the loader at 

each iteration. The loader places the boxes in the container using a deterministic heuristic that generates a 

suitable load according to the constraints [9]. 

Can and Sahingoz used simulated annealing meta-heuristics in their study. Their method was compared 

with Bortfeldt’s test scenarios of the CLP [10]. 

Sheng et al. proposed a method using simulated annealing and tree-graph search procedure to solve the 

container loading problem. They examined the results by testing the obtained results with the BR datasets [11]. 

With the algorithm proposed by Zhou and Liu, it regards the loading arrangement as the position of 

individuals in the swarm, and as individuals interact with each other and with loading constraints, most of them 

will meet with the good ones and eventually stop at the best position. The algorithm can solve the three-

dimensional container loading problem with or without pallets [12]. 

 

3. Material and Methods 

3.1. Container loading problem 

The container loading problem is solved in a three-dimensional space consisting of the X, Y, Z axis as 

shown in Figure 1. The X axis is parallel to the right and left directions, the Y axis is parallel to the back and 

front directions, and the Z axis is parallel to the up and down directions. The point where the three points 

intersect (0, 0, 0) is the origin point. 

 

  

Figure 1. X Y Z axis Figure 2. Box placement in container 

 

As in Figure 2, there are n boxes of different sizes with width 𝑤𝑖, length 𝑙𝑖, and height ℎ𝑖  that are intended 

to be placed inside a container of width 𝑊, length 𝐿, and height 𝐻. Various constraints are defined for the 

container loading problem. They can be grouped into two categories: Mandatory and non-mandatory 

constraints [13]. We list the main constraints for the container loading problem as follows. 

• All boxes must be completely inside the container. 

• There must be no overlap between boxes. 

• Each box must be placed parallel to the boundary surface of the container [14]. 

We can name the basic constraints as overflow, intersection and support constraints. In the overflow 



Özdemir & Yiğit / AAIR Vol 3 (2023) 12-18 

P a g e 14 

 

constraint, it is checked whether the dimensions of the box to be placed overflow from the container. 

0 ≤ 𝑥𝑖 ≤ 𝑊 − 𝑤𝑖 (1) 

0 ≤ 𝑦𝑖 ≤ 𝐿 − 𝑙𝑖     (2) 

0 ≤ 𝑧𝑖 ≤ 𝐻 − ℎ𝑖 (3) 

In Eqs. (1)-(3), 𝑥𝑖 is the width of the box to be placed; 𝑦𝑖 is the length of the box to be placed; 𝑧𝑖 is the 

height of the box to be placed. If inequality in Eqs. (1)-(3) are not satisfied, the box overflows the container. 

In the support constraint, it is checked whether the box to be placed is supported by the container floor or other 

boxes. 

(𝑦𝑗 ≤ 𝑦𝑖 ≤ 𝑦𝑗 + 𝑙𝑗) ∧ (𝑥𝑗 ≤ 𝑥𝑖 ≤ 𝑥𝑗 + 𝑤𝑗) (4) 

(𝑦𝑗 ≤ 𝑦𝑖 ≤ 𝑦𝑗 + 𝑙𝑗) ∧ (𝑥𝑗 ≤ 𝑥𝑖 + 𝑤𝑖 ≤ 𝑥𝑗 + 𝑤𝑗) (5) 

(𝑦𝑗 ≤ 𝑦𝑖 + 𝑙𝑖 ≤ 𝑦𝑗 + 𝑙𝑗) ∧ (𝑥𝑗 ≤ 𝑥𝑖 ≤ 𝑥𝑗 + 𝑤𝑗) (6) 

(𝑦𝑗 ≤ 𝑦𝑖 + 𝑙𝑖 ≤ 𝑦𝑗 + 𝑙𝑗) ∧ (𝑥𝑗 ≤ 𝑥𝑖 + 𝑤𝑖 ≤ 𝑥𝑗 + 𝑤𝑗) (7) 

(𝑦𝑗 ≤ (𝑦𝑖 + 𝑙𝑖)/2 ≤ 𝑦𝑗 + 𝑙𝑗) ∧ (𝑥𝑗 ≤ (𝑥𝑖 + 𝑤𝑖)/2 ≤ 𝑥𝑗 + 𝑤𝑗) (8) 

In Eqs. (4)-(8), 𝑥𝑗 is the width of the placed box; 𝑦𝑖 is the length of the placed box. If the box to be placed 

is on the container floor, the box is supported, but if the box to be placed is not on the container floor, the box 

is supported if at least three of the five inequalities in Eqs. (4)-(8) are met. In intersection constraint, it is 

checked whether the box to be placed intersects with the other boxes that are placed. 

(𝑥𝑗 − 𝑥𝑖 ≥ 𝑤𝑖) ∨ (𝑥𝑖 − 𝑥𝑗 ≥ 𝑤𝑗) ∨ (𝑦𝑗 − 𝑦𝑖 ≥ 𝑙𝑖) ∨ (𝑦𝑖 − 𝑦𝑗 ≥ 𝑙𝑗) ∨ (𝑧𝑗 − 𝑧𝑖 ≥ ℎ𝑖) ∨ (𝑧𝑖 − 𝑧𝑗 ≥ ℎ𝑗) (9) 

It is checked whether the inequality given in Eq. (9) is satisfied between the box to be placed and all the 

boxes that are placed. If at least one of the inequalities is not satisfied, an intersection has occurred between 

the boxes. 

 

3.2. GRASP algorithm 

The GRASP is a multi-start or iterative process that was developed by Feo and Resende for solving hard 

combinatorial problems [15]. Each GRASP iteration contains a construction phase where a feasible solution is 

constructed, and a local search phase which works iteratively by replacing the current solution with a better 

solution found in the neighborhood of the current solution. Each solution constructed in the constructive phase 

is used in the local search phase as a starting solution. The best overall solution is returned as the result. 

In the construction phase, a complete solution is iteratively constructed starting from an empty solution, by 

adding one element at a time. At each construction step, the greedy function measures the benefit of adding 

each element in a candidate list and they are sorted by their benefits. At each iteration of the construction step, 

these measurements are updated with the change brought about by selecting the previous item. Therefore, the 

heuristic is adaptive. The randomized component of a GRASP is obtained by random selection of one of the 

best candidates on the list. However, this is not always the best candidate. The list that contains only the best 

candidates. This list is named as the restricted candidate list (RCL) [16]. 

The solution generated in the GRASP construction phase cannot be guaranteed to be a locally optimal 

solution. Therefore, a local search is needed to try to improve each solution from the construction phase. A 

local search algorithm iteratively replaces the current solution with a better solution in the neighborhood. It 

stops when local search fails to find a better solution in the neighborhood. If there is no better solution in terms 

of the objective function values in the neighborhood, this solution is considered as the local optimum [17]. 

 

3.3. BB-GRASP method 

In this paper, a block-building based GRASP method is proposed for solving the container loading problem. 
Six key elements are used as the block-building approach defined in [18]. The details of these six key elements 

are as follows: 

(K1) cover representation is used to represent empty space 

(K2) general blocks are used to construct solutions 
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(K3) free space is selected with smallest Manhattan distance 

(K4) the evaluation function 𝑉𝐶𝑆𝛼(𝑏, 𝑟) is used to select blocks  

(K5) blocks are placed at the anchor corner 

(K6) as a search strategy, the proposed BB-GRASP method is used 

K1, represents the empty space inside the container. When any box is placed at the corner of the container, 

the residual empty space is polyhedron. Three overlapping cuboids are used to represent the residual space. 

Each cuboid is made of a large rectangular box that is internally discrete from the placed block, and this is 

called cover representation. 

K2 includes the construction of blocks. The general block consists of boxes of different types. It can also 

contain boxes that are located in different directions. 

In K3, Manhattan distance is employed to select the next residual space to be placed. The corner with the 

smallest distance is corresponding to the anchor corner of cuboid, and the residual space with the smallest 

Manhattan distance is selected for placing the selected blocks. 

In element K4, the evaluation function shown in Eq. (10) is used to decide which block to choose for placing 

as defined in [19]. 

𝑉𝐶𝑆𝛼(𝑏, 𝑟)  = 𝑉(𝑏) ×  𝐶𝑆(𝑏)𝛼 (10) 

Given a residual space r, each b block is sorted using Eq. (10). 𝑉(𝑏) represents the total volume of the 

boxes in block b. 𝐶𝑆(𝑏) considers that a b block of dimensions (𝑙 × 𝑤 × ℎ) is located at coordinate (𝑥, 𝑦, 𝑧) 

of the container. Next, the covered surface area of block b by adjacent blocks and container walls are calculated. 

Then, normalized cover surface of block, 𝐶𝑆(𝑏) in the range [0, 1], is computed as the covered surface of the 

block over the total block surface.  is a parameter that gives weight to the 𝐶𝑆 function.  

In element K5, the blocks are placed in the following order: Near the corners, the edges, the faces of the 

container. 

In element K6, as a search strategy, the GRASP method is used. The GRASP method has two stages: (1) 

Construction stage, (2) Local search stage. A solution is created by placing the blocks in the container step by 

step during the GRASP construction phase. Which block will be selected is determined by an evaluation 

function. A randomization strategy has been added to obtain different solutions. At each block selection, 

𝑉𝐶𝑆𝛼(𝑏, 𝑟) is calculated as the evaluation function for each of the blocks that can be placed in the residual 

space. 𝑉𝐶𝑆𝛼(𝑏, 𝑟) provides an assessment of the block’s fit to the residual space. A block is randomly selected 

among the blocks in the RCL with the highest evaluation function value among the blocks that can be placed 

at each step. RCL is created with the parameter  (0    1) from within the blocks that can be placed. The 

100 %  blocks with the highest 𝑉𝐶𝑆𝛼(𝑏, 𝑟) value is included in the list. This iteration continues until there 

are no more blocks that can be placed. This procedure corresponds to the element K4 in the block-building 

method. In the local search phase, a neighboring solution is obtained similar to a solution created during the 

construction phase. At this phase, the last placed 𝑘% blocks in the solution are removed from the container. 

The GRASP construction phase is repeated for the remaining space, but this time RCL consists of the best m 

blocks in that step. 

During t time, GRASP construction phase and local search phase are repeated to find new solutions. The 

objective function of a solution is the ratio of total volume of the placed boxes to the volume of the container. 

The highest volume ratio is the output of the algorithm. 

 

4. Results and Discussion 

The proposed method is implemented in C++ language. Experiments were performed on a computer with 

an Intel Core i5 processor - 2.3 GHz Quad Core and 8 GB 2133 MHz memory. 

BR datasets are used to solve this problem [20], [21]. The BR datasets consist of 15 tests. Since there are 

100 problems in each dataset, there are 1500 problems in total. Table 1 shows the variety of box types that 

increases from BR1 to BR15. 

 

Table 1. Box Types in Datasets 

Datasets Number of Box Types 

BR-1 3 

BR-2 5 

BR-3 8 

BR-4 10 

BR-5 12 
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BR-6 15 

BR-7 20 

BR-8 30 

BR-9 40 

BR-10 50 

BR-11 60 

BR-12 70 

BR-13 80 

BR-14 90 

BR-15 100 

 

The parameters used in the proposed BB-GRASP method are presented in Table 2. 

 

Table 2. Parameters for BB-GRASP Method 

t 10 seconds 

 0.05 

k 50 

m 2 

Maximum number of solutions 1000 

 

The results of the BB-GRASP method are displayed in Table 3. 

 

Table 3. Results for BB-GRASP Method 

Dataset Minimum 

Volume Ratio (%) 

Maximum 

Volume Ratio (%) 

Average 

Volume Ratio (%)  

BR1 84.07 97.01 93.46 

BR2 89.14 95.82 93.51 

BR3 91.39 95.55 93.58 

BR4 91.50 95.52 93.34 

BR5 91.40 94.65 93.17 

BR6 92.01 94.28 93.11 

BR7 91.19 93.73 92.60 

BR8 91.10 93.41 92.38 

BR9 91.00 93.44 92.27 

BR10 90.85 93.30 92.02 

BR11 90.66 92.98 91.88 

BR12 90.96 92.56 91.80 

BR13 90.98 92.88 91.80 

BR14 90.65 92.52 91.63 

BR15 90.64 92.84 91.62 

 

Table 3 shows the minimum, maximum and average volume ratio results of the BB-GRASP method. 

In the results, the maximum volume ratio varies between 93.58% and 91.62% for the BR datasets. Although 

different results are seen for different box types in minimum and maximum values, when the average is 

looked at, it is seen that there is a decrease in the maximum volume ratio as the box type increases. 

Table 4. Comparison with other heuristics 

Datasets BB-GRASP GRASP [3] GRModGRASP [4] SOA [11] TS_CLP [10] 

BR1 93.46 93.27 89.07 92.67 90.62 

BR2 93.51 93.38 90.43 93.19 91.51 

BR3 93.58 93.39 90.86 93.44 92.43 

BR4 93.34 93.16 90.42 93.21 92.35 

BR5 93.17 92.89 89.57 92.94 92.45 

BR6 93.11 92.62 89.71 92.70 92.37 

BR7 92.60 91.86 88.05 92.31 92.13 
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BR8 92.38 91.02 86.13 91.92 91.95 

BR9 92.27 90.46 85.08 91.50 91.64 

BR10 92.02 89.87 84.21 91.23 91.42 

BR11 91.88 89.36 83.98 90.85 91.14 

BR12 91.80 89.03 83.64 90.59 90.98 

BR13 91.80 88.56 83.54 90.17 90.60 

BR14 91.63 88.46 83.25 89.70 90.27 

BR15 91.62 88.36 83.21 89.20 89.84 

 

In Table 4, the BB-GRASP method is compared with the reported results of the SOA [11] which uses 

swarm optimization problem, TS_CLP [10] which uses simulated annealing algorithm, GRASP [3] and 

GRModGRASP [4] which uses the Grasp method in the literature. It is seen that better results are obtained for 

each dataset. Compared to other results, an improvement of at least 0.19% for BR1, 0.13% for BR2, 0.14% for 

BR3, 0.13% for BR4, 0.23% for BR5, 0.41% for BR6, 0.29% for BR7, 0.43% for BR8, 0.63% for BR9, 0.6% 

for BR10, 0.74% for BR11, 0.82% for BR12, 1.2% for BR13, 1.36% for BR14 and 1.78% for BR15 is 

observed. Even if the maximum volume ratio decreases as the box types increase, it is seen that a better volume 

ratio is obtained compared to other heuristics. 

 

5. Conclusion 

We proposed a block-building based GRASP method for the container loading problem. The block-building 

method was used for the placement of boxes and the GRASP method was applied as the search strategy. The 

performance of the proposed method was evaluated on the BR datasets and the results were compared with the 

results of some heuristic algorithms applied in the literature. According to the results, minimum 0.13% and 

maximum 1.78% improvement were obtained. The proposed method can help to reduce the costs of 

transportation which is crucial for domestic and international markets. Reducing the cost will increase the 
satisfaction between customers and organizations to higher levels. As a future work, some constraints that can 

be used in the CLP can be included or other heuristic algorithms can be used as a search strategy to increase 

the maximum volume ratio. 
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Abstract   

 

Today, the need for agricultural lands has increased even more due to the increasing population density. 

For this reason, increasing the yield of crops in agricultural areas becomes a very important need. It is 

very important to minimize the pests that negatively affect plant productivity in agricultural areas. In 

the study, it was aimed to detect the mealybug disease, which negatively affects plant productivity in 

agricultural areas, by using artificial intelligence methods. 539 disease-bearing and disease-free plant 

images collected from open access websites were used. These images are classified by VGG-16, Resnet-

34 and Squeezenet deep learning algorithms. The most successful among the three architectures was 

determined as the VGG-16 and ResNet-34 model with an accuracy rate of 97%. 

  

Keywords: Deep learning; classification; mealy lice disease. 

  

1. Introduction 

In order to meet the most basic food and clothing needs of humanity, agricultural production must increase 

with the increasing world population today. For this reason, pest control methods have an important place in 

organic agriculture in terms of productivity increase, environment and human health [1]. Today, agriculture is 

one of the most important strategic sectors in the world [2] and it brings 15-20% return to the country's economy 

[3]. However, problems caused by plant diseases and pests in the agricultural sector are one of the important 

causes of productivity loss. For this reason, it is aimed to reduce the loss of productivity by collecting data on 

the factors affecting the loss of productivity in the agricultural sector and analyzing the data using artificial 

intelligence methods [4]. Artificial intelligence systems perform many functions such as obtaining information, 

perception, learning, thinking and decision-making by analyzing the mental functions related to intelligence in 

humans with computer models and applying them to different agricultural systems by making meaningful 

results [5].  

One of the important pests in the agricultural sector is known as mealybugs  

disease. Mealy louse is a polyphagous pest that is seen in all ecozones, especially in the nearctic and 

palearctic, which are frequently encountered in agriculture due to sudden temperature changes and sudden 

environmental changes [6]. The main hosts are citrus species and varieties, and they cause significant damage 

to figs, vines, pomegranates, pears, greenhouses and ornamental plants [7]. There are 92 pests, 34 diseases, 16 

nematodes and 155 weed species in the citrus orchards of Turkey, which may adversely affect the cultivation. 

Citrus mealybug, with its Latin name Planoccus citri Risso (Hemiptera: Pseudoccidae), is one of the important 

pests that we have encountered in this group in recent years [8]. Citrus mealybug damages plants directly by 

sucking (by sucking the plant sap) and indirectly by causing fumagine by secreting a honey-like substance [9]. 

In the vine plant, it spreads all over the plant and causes significant damage to the leaves, shoots, clusters and 

stems.  For this reason, the mealy louse sucks the sap of the plant, causing the vine to weaken, lose yield and 

eventually dry out [10]. 

Biological, chemical and traditional methods used in the fight against mealybugs have important 

deficiencies due to the fact that the area to be combated is not well defined, and the method to be used is 

randomly applied to the area to be applied. The lack of selectivity in the methods used causes different 

problems. One of the important problems is the destruction of useful creatures due to pesticides applied to 

unwanted points. On the other hand, the inability to predict the amount of chemical, biological or conventional 

application to be used causes unnecessary product consumption and time losses. 

Late detection of diseases especially seen in short lived plants reduces the quality and quantity of the 

product. Detection of diseases or pests in plants with artificial neural networks and image processing techniques 

has begun to increase. Detection of diseases on plants has become easier by using CNN models. Thus, it has 

made important contributions to the rapid decision-making on the spraying methods to be applied to diseases 

and pests in plants [11]. The plants are introduced to the computer using image processing techniques and the 

classification process takes place. Plants and pests are detected quickly with preprocessing [12]. 

When the literature is examined, many studies have been carried out on the separation of pests in plants 

with artificial intelligence and image processing. 

Togacar et al. In their study, they classified the flower images by applying the feature selection method to 
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the Convolutional Neural Networks (CNN) architecture and achieved 91.10% success [13]. Aksoy et al., by 

using deep learning methods named AlexNet, DenseNet-121, ResNet-34, VGG16-BN and Squeezenet1_0, 

classified the diseases of apple plants with an accuracy rate of 99.52% [14]. Soydan detected rice burn disease 

by using image processing and artificial neural networks in his study. In the study, the images obtained from 

the ground and from the air with the drone were compared with the real diseased field data, and 100% accuracy 

was obtained [15]. Altas et al. determined the scabies disease in the vine leaves by using the image processing 

toolbox module of MATLAB. When the expert observation data and image processing technique data were 

compared, they observed that the results were very close to each other [16]. Sardogan detected diseases in 

apple and tomato plant leaves using the MATLAB program. To train the model, an CNN based model was 

created and the results were classified by the Learning Vector Quantization algorithm. He obtained an accuracy 

rate of 86% using a single filter on tomato leaves and 98.5% using four different filters on apple leaves [17]. 

Yaman et al. In their study, they detected leaf diseases in plants using deep learning model and feature selection 

method. They combined the data obtained from DarkNet-53 and ResNet-101 models and obtained 99.58% 

accuracy with a hybrid method [18]. In his study, Ghoury detected diseases in grape fruit and grape leaves by 

using the previously trained SSD_MobileNet v1 and Faster-R-CNN Inception v2 deep CNN models with a 

transfer teaching approach. Tested all test data with Faster-R-CNN Inception v2, it achieved an accuracy of 

95.57%, and an accuracy of 59.29% with SSD_MobileNet v1 [19]. Ozerdem et al. In their study, the Gray 

Level Co-occurrence Matrix (GLCM) feature extraction method, which classifies the rust disease in lily plants 

in black and white form, and Multi-Layer Perceptron (MLP), K-Nearest Neighbors (k-NN), Least Squares 

Support Vector Machine (LS-SVM) achieved an accuracy rate of 88.9% using machine learning algorithms 

[20]. In the Kızılboğa study, seven different diseases seen in apple and quince plants were classified using the 

evolved deep network model, transfer learning methods (VGG16, Inception and ResNet deep network 

architectures) and SVM methods. It performed 88% success with CNN, feature extraction with 89.75% success 

with different CNN based InceptionV3 architecture, and classification with 89.5% accuracy [21]. Turkoglu et 

al. In their study, they classified the freckle disease seen in apricot plants with AlexNet, VGG-16 and VGG-19 
deep learning models and classified the feature extraction obtained by k-NN method. They obtained 94.8% 

accuracy with the VGG-16 model, which is one of the deep learning architectures [22]. In Hayıt study, 

classified the yellow rust disease in wheat plants using artificial neural networks and nine methods together 

with traditional methods. He used CNN based Yellow, Rust and Xception models in his classification by 

completely applying a deep learning model. With the Xception model, one of the CNN models, an accuracy 

rate of 91% was obtained [23]. Kilic et al. In their study, they detected the diseases that occur on the leves of 

citrus plants using CNN, AlexNet and VGG16 artificial neural networks and achieved a92% accuracy rate [11]. 

In Aslan's study, he classified the diseases in the peach plant using an ESA-based AlexNet deep learning model 

and achieved an accuracy rate of 99.3% [24]. 

In the first stage of the study, the fight against pests encountered in agriculture and the negative effects of 

these, and the effects of mealybugs disease on the plant were discussed. In the second stage, academic studies 

carried out for the detection of plant pests using artificial intelligence methods were examined. In the third 

stage, the data set to be used in artificial intelligence was created with the images of the mealybug pests 

obtained from the open access internet pages. The created image dataset is trained with SqueezeNet, VGG-16 

and Resnet34 CNN based deep learning architectures. CNN based deep learning architectures trained in the 

fourth stage were evaluated with F-Score, sensitivity, originality and accuracy performance evaluation criteria. 

  

2. Material and Methods 

The study material section consists of the data set used in the study, CNN-based deep learning 

architectures and performance evaluation criteria. In the method part of the study, the information about 

the work flow diagram of the study is discussed in detail below 

 

2.1. Material 

2.1.1. Data Set 

The data set used in the study was collected from different open access websites. The collected data set 

consists of two classes, images with and without mealybugs disease. The dataset includes 209 images of 

diseased plants infected by mealybugs and 330 images of healthy citrus, vine, pomegranate, pear and cactus 

plants. An example image of the data set used in the study is given in Figure 1 and the numerical contents 

of the images used in the study are given in Table 1. 
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(a) (b) 

Figure 1. (a) View of mealybug spread on the plant [25]. (b) Healthy plant images in the dataset. 
 

  Table 1. Plant varieties and numbers in the data set 
Plants Unhealty Plant Data Set Healty Plant Data Set 

GreenhousePlant 50 30 

Citrus 67 111 

Grape 33 99 

Pomegranate 29 58 

Pear 25 32 

  

2.1.2 Esa-Based Models Used in The Study 

Three different deep learning models were used in the training phase. These are VGG-16, ResNet-34 and 

SqueezNet. 

 

2.1.2.1. VGG-16 Deep Learning Architecture 

The VGG-16 architecture was presented by Simonyan and Zisserman in 2015 [26]. The VGG-16 

architecture consists of 16 layers (13 convolutional, 3 fully connected layers) and is often used in object 

classification applications [27]. VGG-16 has a deeper (network depth = 16) architecture with more trainable 

parameters (about 138M) compared to AlexNet [28]. In Figure 2, the visual of the VGG-16 architecture is 

given. [29]. 

 
Figure 2. Architecture of VGG16 

2.1.2.2. ResNet-34 Deep Learning Architecture 

ResNet-34 is the type of CNN used in 2015 by Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun 

in their “Deep Residual Learning for Image Recognition” study to facilitate training of networks that are 

significantly deeper. The biggest difference from other architectures is that the blocks feeding the next layers 

are also added to the model. The ResNet-34 architecture is shown in Figure 3 [30]. 

 
Figure 3. Network architecture of the first 34 layers of Microsoft ResNet 

 

2.1.2.3. SqueezeNet Deep Learning Architecture 

The SqueezeNet architecture was developed by Landola et al. It was presented by in 2016 [31]. SqueezeNet 

is an CNN network with 1.24M trainable parameters despite a mesh depth of 18 [31]. With this architecture, it 

is possible to create a neural network with fewer parameters and achieve AlexNet level accuracy with 50 times 

less parameters [32]. 



Aksoy et al. / AAIR vol 3(2023) 19-26 

P a g e 22 

 

2.1.3 Performance Evaluation Criteria 

There are many different performance evaluation criteria to evaluate the models that determine which class 

the observations obtained in classification problems belong to. The accuracy of the model is determined by 

comparing the accuracy value obtained in the classification method with the actual accuracy values [33-34]. 

The complexity matrix was used to evaluate the model in the study. The complexity matrix is a two-

dimensional evaluation criterion, kxk as positivity and negativity, which shows the true accuracy value and the 

estimated accuracy value when classifying. The complexity matrix evaluation criterion is given in Table 2. 

[14, 34]. 

Table 2. Complexity Matrix 

REAL VALUE 

ESTIMATED VALUE 

 Positive Negative 

Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

 
Sensitivity, originality, accuracy and F-score performance evaluation criteria were used to evaluate the 

performances of the deep learning models used in the study. Mathematical equations of performance 

evaluation criteria are given in equations 1-4 [12]. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
TP

TP + FP
 (1) 

𝑂𝑟𝚤𝑔𝚤𝑛𝑎𝑙𝚤𝑡𝑦 =
TN

TN + FN
 (2) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + TN + FP + FN
 (3) 

𝐹 − 𝑆𝑘𝑜𝑟 =
2 ∗ TP

2 ∗ TP + FP + FN
 (4) 

 

2.2. Method 

The work flow diagram is shown in Figure 4. First, a total of 539 images collected from open access 

websites were reduced to 224x224 size. The images brought to the size of 224x224 were randomly divided 

into 80% training and 20% testing. In the next step, the training dataset was trained with VGG-16, Resnet-34 

and SqueezeNet deep learning architectures with 20 repetitive training. During the training, the learning rate 

was optimized for each model and the most appropriate learning rate was selected. By using the feature 

extraction obtained as a result of the training, the classification process was completed with the classical neural 

network. 

 
Figure 4. Workflow Diagram 

3. Research findings 

In the study, pests were detected by using ResNet-34, SqueezeNet and VGG-16 deep learning model. It has 

been trained in two classes as diseased plants and healthy plants infected by mealy lice. After the training 

process, the learning rate is optimized to increase the accuracy of the model. In the optimization process, the 

learning rate-loss graph was drawn and the most appropriate learning rate was selected in the decline region, 

and the model was retrained Figure 5 shows the learning rate-loss graphs. 
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(a)VGG-16 (b) ResNet-34 

 
(c) SqueezeNet 

 

Figure 5. Learning rate-loss graphs (a-b-c). 
 

The models were retrained according to the learning rate selected in the learning rate-loss graph. The 

complexity matrix results obtained by evaluating the trained models with the test data are shown in Figure 6. 

 

   
(a) VGG-16 (b) ResNet-34 (c) SqueezeNet 

Figure 6. Complexity matrix (a-b-c) 

 
When the confusion matrix was examined, it was determined that the VGG-16 model detected 35 correct 

and 3 incorrect images out of 38 diseased plant test images, and correctly predicted all 64 healthy plant test 

images. It is seen that the ResNet-34 model detected 41 correct and 2 incorrect images out of 43 diseased plant 

test images, and predicted 58 correct and 1 incorrectly predicted out of 59 healthy plant test images. It was 

determined that the SqueezeNet model detected 38 correct and 9 incorrect images out of 47 diseased plant test 

images, and predicted all 55 healthy plant test images correctly. The results of the three deep learning 

architectures used in the study according to sensitivity, originality, accuracy and F-score performance 

evaluation criteria are given in Table 3.  

 

Table 3. Performance Evaluation Criteria of Models 

Model Sensitivity Originality Accuracy F-score 

VG G-16 0.921 1 0.970 0.958 

ResNet-34 0.953 0.983 0.970 0.964 

SqueezeNet 0.808 1 0.911 0.894 
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When Table 3 is examined, it is seen that more than 90% accuracy was obtained from all three models. 

Among these three models, VGG-16 and ResNet-34 models were found to be the most successful models. 

  

4. Discussions 

The increasing world population has also triggered an increase in the needs in the field of agriculture. In 

order to meet the agricultural demands, it is necessary to make the right agricultural movements. Preventing 

productivity losses in agriculture is possible with the development of new and useful systems in parallel with 

today's technology, and it is important in terms of meeting agricultural needs. Productivity losses caused by 

mealybugs disease are also a danger in agriculture. 

Preventing productivity losses by using artificial intelligence and image processing methods to mealybugs 

supports sustainability in agriculture. In this respect, Onur Ağin et al. they discussed the sustainability of 

agriculture in their study titled "The Role and Importance of Image Processing Techniques in Sustainable 

Agriculture" and pointed out that the use of image processing techniques in various fields of agriculture 

(spraying, irrigation, fertilization, etc.) is beneficial [35]. 

With the image processing techniques and deep learning methods used in the study, different plant species 

in agriculture were handled and classification and separation studies were carried out. Kadir Sabancı et al. In 

their study titled "Determination of Potato Classification Parameters with the Help of Image Processing and 

Artificial Neural Networks", they made an example study of the use of image processing in the agricultural 

field. The study was carried out with the help of image processing and artificial neural networks for the 

dimensional classification of potatoes and the differentiation of good quality potatoes [36]. Kaymak et al. On 

the other hand, in their study named “The Example of Use of Image Processing Technologies for Apple 

Orchards”, they aimed to detect and count the red apples on the trees in an apple orchard with image processing 

techniques. In order to realize this aim, a software has been developed in the computer environment. The 

software successfully finds the apples on the tree by using digitally transferred apple tree images and image 

processing techniques [37]. 
The successes obtained from the image processing studies have led to the design of machines in which 

image processing techniques are integrated in the future. For example, Melih Kuncan et al. In their project 

named “Image Processing Based Olive Sorting Machine”, they aimed to determine the olives according to their 

color and to perform the separation process. An electromechanical system has been developed for this process, 

and the image processing algorithms developed within the scope of the study have been tested on this system 

in real time and the results have been observed [38]. Kadir SABANCI et al. With the precision spraying robot 

developed in their project named “Image Processing-Based Precision Spraying Robot”, weeds in between rows 

in sugar beet agriculture were detected using image processing techniques and they performed a variable-level 

herbicide application model on the weed [39]. Bahadır ŞİN et al. In their project titled “Weed Detection Using 

Unmanned Aerial Vehicle (UAV) and Image Processing Techniques”, they used image processing methods to 

detect weeds [40]. 

Thus, artificial intelligence and image processing methods have been used in agriculture many times in 

different studies and have been integrated into projects. It is envisaged that the detection of mealybugs disease 

by image processing will be used in machinery and systems to be developed to prevent productivity losses in 

agriculture in the future. 

  

5. Conclusion 

Artificial intelligence applications have become a frequently used method due to the contributions it 

provides in applications in the agricultural sector today. It is very important to minimize the yield losses by 

detecting diseases and pests in plants by using artificial intelligence applications. 

In the study, diseased and healthy plant images in the data set created from open access websites were 

trained with VGG-16, ResNet-34 and SqueezeNet deep learning models. The results were evaluated by plotting 

the success of the models, the learning rate-loss graph and the confusion matrix. Obtaining more than 90% 

accuracy in all three models shows that the data set is compatible with the deep learning models used in the 

study. 

With the study carried out, artificial intelligence-based models were presented to prevent plant productivity 

losses caused by mealybugs disease. With the models presented, it is aimed to contribute to the academic 

literature for the diagnosis of similar diseases in plants. In future studies, it is aimed to increase the accuracy 

rates by expanding the data set and using different artificial intelligence models. 
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Abstract 

 

Cattle’s lumpy skin disease is a viral disease that transmits by blood-feeding insects like mosquitoes. 

The disease mostly affects animals that have not previously been exposed to the virus. Cattle lumpy 

skin disease impacts milk, beef, and national and international livestock trade. Traditional lumpy skin 

disease diagnosis is very difficult due to, the lack of materials, experts, and time-consuming.  Due to 

this, it is crucial to use deep learning algorithms with the ability to classify the disease with high 

accuracy performance results. Therefore, Deep learning-based segmentation and classification are 

proposed for disease segmentation and classification by using deep features.  For this, 10 layers of 

Convolutional Neural Networks have been chosen.  The developed framework is initially trained on a 

collected Cattle’s lumpy Skin Disease (CLSD) dataset. The features are extracted from input images; 

hence the color of the skin is very important to identify the affected area during disease representation 

we used a color histogram. This segmented area of affected skin color is used for feature extraction by 

a deep pre-trained CNN.  Then the generated result is converted into a binary using a threshold. The 

Extreme learning machine (ELM) classifier is used for classification. The classification performance of 

the proposed methodology achieved an accuracy of 0.9012% on CLSD To prove the effectiveness of 

the proposed methods, we present a comparison with the state-of-the-art techniques. 

 

Keywords: Classification, deep learning, lumpy skin disease, optimization, segmentation 

1. Introduction  

Cattle’s lumpy skin disease is a viral disease that transmits by blood-feeding insects like mosquitoes [1]. 

The livestock sector globally is highly dynamic, contributes 40 % of the global value of agricultural output, 

and supports the livelihoods and food security of almost a billion people [2]. Keeping the safety of livestock 

sectors is safe as securing the life of those millions of dependents on livestock at specific and caring for the 

world at large. 

 

 

Figure 1. Lumpy skin disease 

 

The lumpy skin disease is a more virulent cow disease that affects most cattle. The disease is contagious, 

and it has the potential to spread across borders, affecting neighboring countries. Due to lower output and 

restrictions on the international trade of live animals and animal products, the disease causes enormous 

economic losses. As a result, the disease’s transmission and spread are tied to warm and humid climatic 

conditions associated with high biting arthropod population densities [2, 3]. 

Most cattle owners (farmers) follow a set of stages for lumpy skin disease treatment, beginning with 

traditional medicine (like watering some natural leaf, burning the area where they found the problem), and 

finally taking to Veterinary Doctor. This is time-consuming, and the diseases are diagnosed far too soon. Other 

https://orcid.org/0000-0001-9991-3050
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issues, particularly in underdeveloped countries in Sub-Saharan Africa, include the inability to find a 

veterinarian. 

Professional doctors are hard to come by, especially in the Continent of Africa. As a result, machine 

learning approaches play a crucial role in lumpy skin disease early treatment. Machine learning offers an 

alternative to challenges, is quicker, and is far more accurate in both combating and detecting disease. In 

contrast, machine Learning approaches are superior to manual detection and treatment. Convolutional neural 

networks (CNNs) with multiple convolutional layers are typically used in deep learning feature extraction [4,5]. 

In the first phase, a deep CNN method is used to locate the area of an infected location. In the second phase, 

the extracted feature must then be classified into the appropriate category, such as lumpy skin disease or non-

lumpy skin disease. There are several difficulties during the classification process because of the following 

factors: (i) there isn't much of a color difference between various skin diseases and lumpy skin-affected regions, 

and they can even be mixed; in this scenario, confusion and incorrect conclusions may result.  (ii) detection is 

challenging due to camera resolution quality. (iii) there is no database prepared for this purpose to the best of 

my knowledge. Therefore, it will be difficult to compare the state of the art. However, we use alternative 

solutions to overcome these issues.  

According to the findings of the study, selecting the best features and using the results in feature fusion 

yields promising results [6-8]. As a result, we used multiple Fusion approaches to increase the number of 

features gathered from a Region of Interest (ROI) that is accessible from a variety of locations. Even though 

this phase increases the number of predictors, which increases computational time, we chose the best features 

using a meta-heuristic approach feature selection strategy. Based on the selection process, meta-heuristic 

procedures are more useful and have a reduced number of predictors [9]. In section two of this works several 

fusion and selection approaches have been discussed. 

We employ the cattle's lumpy skin disease in this study, which is divided into two categories: lumpy skin 

disease and non-lumpy skin disease. Because the images in this dataset are not evenly distributed, training a 

CNN model with it is extremely difficult. Ear, back, pin, tail, thigh, toe, stomach, elbow, chest, brisket, neck, 
and many features such as hand, face, neck, foot, and so on are all included in this dataset. Each class has a 

varied number of images in it. 

The key challenges in using these datasets include low contrast in the affected area, high irregularity, and 

lumpy in the joint area. This article introduces a mechanism for segmenting and classifying lumpy skin disease 

images into lumpy skin disease and non-lumpy skin disease.  The foremost contributions are mentioned as 

under: 

i. A dataset of different Cattel’s Lumpy Skin Disease (CLSD)is prepared. 

ii. For skin image enhancement we presented local color-controlled histogram intensity values 

(LCcHIV), to boost the local contrast of a lumpy region. 

iii. We offer a novel 10-layer CNN-based deep learning-based technique for segmenting lumpy 

regions. 

iv. Finally, we applied the Extreme Learning Machine for classification. 

 

The rest of the manuscript is organized as follows: The introductory section and the literature review section 

are included in Sections 1 and 2, respectively. Materials and methods are presented in Section 3, with a detailed 

mathematical explanation and visual results. Section 4 discusses the experimental setup and results. Finally, 

the conclusions are given in Section 5. 

 

2. Literature Review  

A lot of work has been done in the lumpy skin disease and human cancer detection and segmentation area 

but, to the best of my knowledge, there are not too many technical studies exist in the computer vision field for 

cattle’s lumps skin disease. I only found theoretical work related to this study. The theoretical works I found 

have been presented on qualitative assessment transmission of lumpy skin disease [9]. To find the transmission 

possibility of the disease they used probability to assess the risk. Lately, several computer vision and machine 

learning-based methods are introduced for the segmentation and classification of diseases in human health. An 

automated approach for lung cancer classification based on classical and transfer learning from a chest 

radiograph [10]. The introduced system consists of two major stages segmentation and classification. An 

approach for feature selection is adopted which chooses the optimum features for final recognition. The system 

achieved higher than 90% accuracy for all considered disease types. Human skin cancer is also discussed in 

some literature some of which are discussed in this section.  In this work, they tried to classify dark 

spots/bubbles around found in the human body [11]. The high pass filter is used to highlight the edges; further, 

illumination is removed by a homomorphic filter [12]. Segmentation is a crucial step and provides significant 

information about cancer such as border, shape, asymmetry, and irregularity [13]. Morphological filtering with 

weight-based features selection approach is used for the detection of lesion boundaries [14]. After features 

extraction, classification is done to discriminate the affected region into benign/malignant. The KNN, decision 
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tree [15], and SVM [16] are used for classification. Deep learning methods [17-19] are mostly utilized for 

cancer detection [20]. Esteva et al developed GoogLeNet and Inception V3 CNN models for skin cancer 

classification. AlexNet [21, 25] model is applied to the dataset to learn the pattern of cancer. The extracted 

features pattern in the form of the vector is passed to the multiclass SVM for discrimination among the healthy 

and infected regions. A deep full resolution convolution network (DFRCN) with a SoftMax layer [27] is used 

for classification. 

 

3. Materials and Methods 

This section discusses materials and implementation used for cattle lumpy skin disease. 

 

3.1. Proposed Methodology 

Our proposed method consists of four major steps that are: (i) Stretching of disease-infected area (ROI), in 

this step we perform the segmentation of the infected region. We apply feature extraction from segmented 

regions once the affected region has been identified. The existence of too many infected regions is the main 

obstacle to accurate segmentation of the infected area. As a result, contrast stretching is crucial for quality 

improvement since it eliminates the effects of noise. 

Extraction of important features for accurate classification is the second significant problem. As a result, in 

this research, we focus primarily on the following factor that impacts the outcomes: a) low contrast between 

infected and healthy regions; b) similarity of texture patterns between infected and healthy regions; c) 

dissimilarity of images caused by lighting and illuminating effects; d) use of unrelated features; and 

compatibility of chosen classifiers. In terms of accuracy, sensitivity, precision, and computational time, this 

will help us enhance disease detection and recognition effectively. (ii) Deep feature extraction, Efficiency of 

automation is overly dependent on feature sets. While weak and redundant features degrade system 

performance, strong and distinctive, features may improve the model performance. The so-called ABCD rule 

[22, 24, 28, 29] is the framework for feature extraction in our work. The ABCD represents the lumpy's 
asymmetry, border structure, color variation, and skin structure, and defines the basis for a diagnosis 

Veterinarian.  

We employ two different kinds of features at this stage: global features and local features. The entire 

structure is represented by a single feature vector for the global feature. We examine a lumpy's size, symmetry, 

and color descriptors in global features. During the training phase of the local feature, images are sampled into 

small patches, and each patch is given a feature vector to represent it. We can characterize the many regions of 

the lumpy more precisely by breaking it up into smaller pieces. In a patch, less than 50% of the lumpy pixels 

are eliminated. (iii) feature fusion, in this step, several feature vectors are retrieved and combined into one 

feature vector. Then, the classification model is fed the obtained result. (iv) classification. Finally, we applied 

Extreme Learning Machine (ELM) to classify features. The detailed proposed flow is shown in Figure 2. 

 

 
Figure 2. Proposed systematic diagram of lumpy skin disease classification. 

3.2. Dataset 

The proposed framework is validated using the CLSD dataset. There are 1100 image samples in this dataset. 
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Of these 800 images are for training, 200 images are for testing, and 100 images are for validation. Lumpy skin 

disease and non-lumpy skin disease classes are included in the training examples.  

 

 
Figure 3. (a) and(b) Lumpy affects various parts of the body. 

 

To enhance the size of the dataset, all the cattle bodies that can be affected by the disease are included.  

Figures 3, a, and b show some samples from the dataset, representing different body sections that can be 

afflicted by lumpy diseases, such as the ear, back, pin, tail, thigh, toe, stomach, elbow, chest, brisket, and neck. 

Table 1 shows the lumpy affected body samples used in training. 

 

Table 1. Lumpy skin disease dataset detail 

Class Ear Back pin Tail Tight Toe Stomach elbow chest Brisket Neck 

Sample 60 54 60 60 55 50 60 50 41 50 60 

 
During the training of the model on the datasets, there are three primary steps: lumpy detection, lumpy 

segmentation, and lumpy classification. Image quality is critical for detecting lumpy affected regions. Intensity 

enhancement is the most effective approach to improving image quality. Improving the quality of an image by 

enhancing a few features or lowering the amount of blockage between various image pixels. The main goal of 

this stage is to boost the contrast of the affected area so that the lumpy skin disease-affected region of interest 

(ROI) can be done easily. We build a histogram equalization (HE) and refine the findings to detect the bumpy 

pixels in the input image. The intensity values are then increased and changed according to the lumpy and 

background regions using a fitness function. A brief description of the procedure is as follows: The input image 

x, y, which has N x M dimension and where (x, y) 𝜀R. The histogram of the image is computed using equation 

1. 

hf (k) = Oj (1) 

 

where hf(k) is the histogram of an image, f represents the frequency of occurrences, Oj represents the 

occurrence of gray levels, and j ℇ = 0, 1, 2, . . . K - 1. Based on hf(k), we find  

~hf (k) =      hf (k)[Ij]k1, kn, (2) 

the range of infected pixel, where I represent the infected region and j represents the pixel values. The ~hf (k) 

is the entire infected region, and the range of the infected region is represented by k1 to kn. Equation 3 is used 

to calculate the overall image Varian minuses 

 

𝜎(𝜉𝑥𝑦) =
1

𝑀𝑁
 ∑ (𝜉𝑖𝑗)2𝑁−1,𝑀−1

𝑖=0,𝑗=0 −  𝜇2 (3) 

𝜇 =  ∑ (𝜉𝑖𝑗)   ∗   
1

𝑀𝑁

𝑀−1,𝑁−1

𝑖=0,𝑗=0
 (4) 
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Figure 4. Proposed model for lumpy skin disease 

 

The convolutional layer weight matrix and bias matrix are represented as follows 

𝐶 =  ∑ 𝜉𝑥𝑦 + 𝑤 + 𝑏 (5) 

where C denotes features of the first convolutional layer, x, y is an enhanced image, W is the weight matrix 

of the lth layer, and b is the bias matrix of the lth layer. After that, the ReLu activation layer was applied. In 

the second convolutional layer, the filter size was [3, 3], the number of channels was 64, the number of filters 

was 64, and the stride was [1, 1]. The features of this layer were normalized using the ReLu activation function. 

Next, a max-pooling layer was applied of filter size [2, 2] and stride of [2, 2]. The main purpose of this layer 

was to obtain more active features and minimize the feature-length. Equation 2 (see above) is multiplied by the 

output variance value obtained from this formula. Thereafter, we combine the results. In addition, the infected 

patch is subjected to histogram equalization before being fused with the original image. 

Before being fused with the original image, the infected patch is also subjected to histogram equalization. 

Later, the image is loaded into (i) a ten-layer CNN model; (ii) features of the final convolutional layer are 

visualized and concatenated in one image; (iii) super pixels of the concatenated image are computed; (iv) a 

threshold is applied for final segmentation; and (v) boundaries are drawn on segmented regions using an active 

contour approach for the localization of lumpy affected areas. 

We used these images to create a simple CNN model using output enhanced images with the size of 512 x 

512 x3. This approach is mostly used to learn and visualize picture attributes. Figure 4 depicts the designed 

model visually. One input layer, three convolutional layers, including the ReLu layer, one max-pool layer, one 

fully connected layer (FC), one SoftMax layer, and finally an output layer make up this model. We scaled all 

photos to 224 x 224 x3 because the input layer's size was 224 x 224 x 3. The filter size was [3, 3], the number 

of channels was 3, the filter size was 64, and the stride was [1, 1] in the first convolutional layer. We got two 

feature matrices after this layer: the weight matrix and the bias matrix. The weight matrix was 3 x 3 x 3 x 64 

bytes in size, and the bias matrix was 1 x 1 x 64 bytes in size. 

 

4. Experiment result 

In this section, we discuss the steps and parameters that were employed during the computation of results. 

In the lumpy segmentation process, we tested the proposed model. During testing, the proposed model accuracy 

and error rate were both considered while segmenting lumpy.  Multiple classifiers were employed in the 

classification process to compare the Extreme Learning Machine (ELM)'s effectiveness. Naive Baye, 

Multiclass Support Vector Machine and Fine K-Nearest Neighbor were among the classifiers used to validate 

the selected classifier.  

We employed various classifiers (Naive Bayes, SVM, FKNN) to validate the performance of our model 

throughout the validation phase.  In Naive Bayes, the classifier employs the Gaussian function. Later, we used 

a Multi-class Support Vector Machine, which combined the kernel function with one versus the rest. Nearest 

Neighbor was utilized in Fine KKN. In FKNN we computed Euclidean distance. We sated k to 10, and the 

learning rate to 0.001. we used mini-batch gradient descent where a mini-batch size is set to 28. The tensor 

flow was used as a simulation tool. The proposed segmentation result has an overall accuracy of 95.38 percent. 

The findings were obtained utilizing the proposed framework, and the values obtained are listed in Tables 2 

and 3. Here, the lumpy segmentation numerical results are presented in Figure 5. 

 

Table 2. Classifier Performance Measures 
Classifier (%) Naïve Bayes SVM ELM Fine KNN 

Accuracy (%) 0.7624 0.7750 0.906 0.7494 
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Figure 5. Confusion matrix of the classifier model on lumpy skin disease dataset 

 

Table 3. Confusion matrix of ELM classifier on cattle lumpy skin dataset 
 

Ear 0.90 0.00 0.01 0.02 0.01 0.01 0.02 0.01 0.02 0.01 0.02 

Back 0.00 0.91 0.00 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.01 

Pin 0.01 0.01 0.90 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 

Tail 0.00 0.00 0.01 0.91 0.00 0.01 0.02 0.01 0.02 0.01 0.02 

Thigh 0.00 0.00 0.02 0.01 0.90 0.00 0.01 0.00 0.01 0.00 0.01 

Teo 0.01 0.00 0.00 0.00 0.01 0.91 0.00 0.01 0.00 0.01 0.00 

Stomach 0.01 0.02 0.00 0.02 0.02 0.01 0.91 0.01 0.02 0.01 0.02 

Elbow 0.01 0.01 0.00 0.01 0.01 0.01 0.02 0.90 0.01 0.00 0.01 

Chest 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.89 0.01 0.00 

Brisket 0.01 0.02 0.00 0.02 0.02 0.01 0.00 0.01 0.02 0.90 0.02 

Neck 0.00 0.01 0.00 0.01 0.01 0.00 0.02 0.00 0.01 0.01 0.89 

 Ear Back Pin Tail Thigh Teo Stomach Elbow Chest Brisket Neck 

 

4.1. State-of-the-art Comparison 

We also tested our dataset to compare our results to the current state of the art. The outcome is shown in 

below. Table 4 describes the classification performance of ResNet101 deep features. The ResNet101 deep 

features were extracted. The result shows the best accuracy of 80.46%. MSVM gave the second-best accuracy 

of 77.50%; however, it is noted that only the prediction time for ResNet101 features increased. Similarly, the 

classification performance while using only DenseNet201 CNN deep features is given in Table 5. The best 

accuracy in this experiment was 79.34%, while the worst accuracy was 74.30%. 

 

Table 4. Lumpy skin classification results using only the Faster- RCNN model. 

Classifier  Accuracy (%) FNR (%) Prediction 

Time(s) 

NaïveBayes  82.36  26.36  161.2031 

ELM  89.42  23.76  139.9897 

KELM  85.34  19.54  142.0120 

XGBoost 89.00 19.50  143.00 

MSVM  87.50  22.5  138.9210 

Fine KNN 78.94 25.06 146.7980 

 

Table 5. Lumpy skin classification results using the DenseNet201 CNN model. 

Classifier  Accuracy (%) FNR (%) Prediction 
Time(s) 

NaïveBayes  75.64  24.36  172.6420 

ELM  89.24  19.68  140.9260 

KELM  88.46  21.82  142.3364 



Genemo M. / AAIR vol 3(2023) 27-35 

P a g e 33 

MSVM  88.16  19.78 141.2064  

XGBoost 89.00 19.50  141.00 

Fine KNN 78.30 24.01 135.3092 

 

In Table 6 the ELM and SoftMax classifiers were evaluated. Based on the results, the ELM algorithm 

increases the classification accuracy. The best accuracy achieved in this experiment was 83.04% on the ELM 

classifier, whereas the worst accuracy was achieved by a Fine KNN of 76.04%. Additionally, the prediction 

time was minimized after this experiment due to the reduction in irrelevant features. The best time of this 

experiment was 96.3248 (s) on MSVM, whereas the ELM was executed in 103(s). 

 

Table 6. Comparison of the proposed model. 

optimization 

Technique 

Accuracy 

(%) 

Sensitivity 

(%) 

Error (%) 

ELM 90.50 89.98 9.5 

Softmax 87.45 87.52 12.55 

 

The classification results of the proposed system are presented in Table 7. A 50:50 strategy is utilized for 

recognition purposes. The ELM shows superior performance as compared to other classification methods and 

achieved an accuracy of 94.1%. The few other measures include sensitivity, specificity, precision, AUC, and 

FP rate 94.50%, 94.70%, 94.68%, 0.998, and 0.0020, respectively. 

For this work, Extreme Gradient Boosting (XGBoost) was used due to its tendency to yield incredibly 

accurate findings. As a result, XGBoost is preferred over other traditional classifiers for enhancing 

classification quality. As can be seen in Table 7, where XGBoost scored the highest result, it is one of the most 

effective approaches for classifying and showed promising results over the dataset. 

 

Table 7. Proposed classification 

Method Sensitivity 

(%) 

Specificity 

(%) 

Precision 

(%) 

Accuracy 

(%) 

C-SVM  88.89  89.98  989.51  89.08 

C-KNN  87.80  88.00  88.10  87.82 

Q-SVM  89.01 89.20  89.00  89.03 

ESD  89.00  89.89  90.00  89.80 

M-SVM 89.00  89.00  90  89.11 

XGBoost 90.01 89.00 89.25 89.92 

ELM 90.01 90.05 90.19 90.06 

 

5. Conclusion 

This article proposed a model for cattle’s lumpy skin disease segmentation and classification. In the 

framework, a deep learning-based segmentation method and CNN feature optimization were described. The 

proposed method was evaluated on the well-known datasets for cattle’s lumpy skin disease. The result shows 

the model performance is promising. The best classification result considered in this work is the ELM classifier 

having an accuracy of 0.9012. The ELM is found to be the overall best, having better performance on the 

dataset. Yet, one of our work's constraints is computational time, which will be investigated in the upcoming 

work. Additionally, in future studies, we will enhance our segmentation technique to prevent training our deep 

models on irrelevant visual features. 

 

Declaration of interest 

The authors declare that there is no conflict of interest. 

Acknowledgements  

Not Applicable 

Nomenclature 



Genemo M. / AAIR vol 3(2023) 27-35 

P a g e 34 

 
CLSD  Cattle’s lumpy Skin Disease 

CNN  Convolutional Neural Network 

DFRCN  Deep full resolution convolution network 

ELM Extreme learning machine 

FC  Fully Connected Layer 

 HE  Histogram Equalization 

KNN  K Nearest Neighbor  

LCCHIV  local color-controlled histogram intensity values 

RIO  Region of Interest 

ReLu  Rectified Linear Units 

SVM  Support Vector Machine 

QSVM  Quantum-enhanced Support Vector Machine 

XGBoost  Extreme Gradient Boosting  
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Abstract 

 

Monitoring and controlling the quality of the water is one of the most important issues in the world 

since only 74% of the world's population use safely managed water where the water is treated well to 

reach the minimum limit of safety and quality standards. To observe the water potability and take 

immediate actions to improve the water quality, real-time monitoring and classification process are 

required. However, monitoring and controlling the water quality is not an easy task since it has many 

requirements such as the collection and analysis of data and calculations to be made. In this paper, we 

focus on applying machine learning for the evaluation of the water quality. We have chosen five 

ensemble learning algorithms namely, Adaptive Boosting (AdaBoost), Random Forest (RF), Extremely 

randomized Trees (Extra Tree), Gradient Boosting (GB), and Stacking Classifier to evaluate their 

classification performances in determining the water quality. The Stacking Classifier had achieved the 

highest accuracy (0.67) and F-score (0.64).  

 

Keywords: Water Potability; artificial intelligent; production WQ; Machine Learning; ML  

 

 

1. Introduction 

 

Human life, in general, depends on the availability of water, and the water quality is one of the important 

factors affecting the practical improvement of daily life. A specific standard of water quality needs to be 

reached in order for the water to be considered potable water, which is safe for humans to drink. In contrast, 

non-potable water is the water that is used for everything except human use. Many large-scale procedures are 

carried out on non-potable water before use, although it remains unfit for direct human consumption [1]. 

According to the World Health Organization, in 2020 more than 74% of the world's population (5.8 billion 

people) use safely managed water where the water is treated well to reach the minimum limit of safety and 

quality standards. However, more than 2 billion people in the World have access only to polluted or undrinkable 

water [2, 3]. For example, according to [4] it was reported that approximately 1.8 billion people worldwide use 

non-potable water sources. As a result, it affects the lives of people especially children, resulting in their death.  

According to a 2017 report from the World Health Organization, about 525,000 children under the age of five 

die from diarrhea every year [5]. The process of obtaining fresh water from ground and surface water in the 

past was easier than now. This is due to the increased dependence of human life on the availability of water. A 

rise in the issues of water pollution is also a result of the industrial and economic growth that humanity has 

reached, as well as a lack of knowledge about the right use of wastewater and adequate water use. 

It is important to monitor water quality to find out the degree of water pollution, ensure access to clean 

water resources and apply effective guidelines for the protection of Water Resources [6]. Predicting water 

quality is a difficult task. Many researchers have made a great effort in determining water quality because of 

its importance to human life [2]. Therefore, it is an urgent necessity for humans to provide safe drinking water 

as it maintains the health of the kidneys, and the intestines nourish the muscles and help to maintain body fluid 

[7]. To ensure the potability of water, it is important to devise new technologies and methods. The water quality 

index (WQI) is a method used for measuring water quality which reflects the impact of different water 

standards on its quality. The calculation of WQI is necessary to determine the usability of water and to know 

the water specifications [8] It converts complex analyses of water properties and huge amounts of data into 

easy information that can be understood and used by specialists and non-specialists [9]. The water quality 

measurement index has been evaluated by many international studies as the basis for measuring various water 

indicators [10]. 

 

2. Background 

A certain degree of water quality must be attained for water to be considered drinkable and safe for human 

consumption. In contrast, non-potable water is used for reasons other than drinking. The research [11] separated 

its data into 84% training and 16% tests and utilized the RF model and other models to estimate the quality of 

https://orcid.org/0000-0001-6138-6849
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the water. It obtained favorable results after collecting data with Elsevier's Data in Brief (DiB). The KNN 

model was used in another study [12] that looked at the following parameters: dissolved oxygen (do), pH, 

conductivity, biological oxygen demand (bod), nitrates, fecal Escherichia coli, and total Escherichia coli form. 

This study used synthetically generated data. To achieve optimum water quality, the stacking model was 

employed by multiple researchers [13-15]. In other research, the KNN, RF, and Adaboost have been utilized 

and resulted in good evaluation [16, 17]. While GB has been compared with RF, KNN, ANN, and other models 

in Kelantan River, Malaysia [18]. 

The water quality index has been predicted in a study by [19] using neural networks at the Tigris River in 

Baghdad city. In many other studies, the importance of using the water quality index in measuring the potability 

of water on the Tigris River in the city of Mosul / Iraq is discussed. Also, the factors affecting the water quality 

index are indicated using the weighted mathematical model [20]. Other studies also aim to implement the 

Canadian water quality of Environment Ministers (CCME WAI) (CCME WAI) in the Tigris River [21, 22]. 

Recently, several research articles [23, 24]. have discussed the development of machine learning to assess 

water quality [25].  Studies have revealed various types of machine learning models applied to water quality, 

such as fuzzy logic, artificial neural networks, neural inference models, and others [26]. However, there are 

many variations of machine learning that have not yet been explored in water quality studies [24]. Although 

machine learning models are common in assessing water quality, they still face some shortcomings, such as 

the need for human intervention during the modeling process, time-consuming algorithms, and the need for 

flexible models in solving some environmental problems [27]. 

From the reviewed literature two major conclusions can be drawn. First, there have been many attempts to 

improve the performance of machine learning algorithms in water quality assessment. However, the current 

results still need to be improved. This study focuses on establishing an effective water quality assessment with 

ensemble methods. Secondly, most studies divide the parameters into chemical, biological, physical, and others 

for the application of one or more models to monitor the water and predict its quality, but the results are still 

insufficient. Consequently, this study is trying to fill this gap as well by exploring the ability of five models of 
machine learning (Adaptive Boosting, Random Forest, Extra trees classifier, Gradient Boosting, and Stacking 

Classifier) to predict water potability. This paper is organized as follows: After the introductory section, section 

2 discusses the methodology and materials for the system that was investigated. Section 3 presents the 

evaluation metrics and the results of machine learning models considered for determining the potability of 

water samples and then concluding remarks are given in section 4. 

 

3. Materials and Method 

Through the water quality monitoring system and platform, one is able to determine whether the water is 

fit for a human drink or not. The modeling steps used in this study are presented as a flowchart in Figure 1, 

with each step being discussed. 

 

Figure 1.  Flowchart of the proposed model. 

3.1 Data set 

The dataset was obtained from Kaggle in a data frame [28]. The information was collected two years ago 

and contains water quality measurements for 3276 different bodies of water. This dataset includes nine critical 

parameters: PH, Hardness, Solids, Chloramines, Sulfate, Conductivity, Organic carbon, Trihalomethanes, and 

Turbidity. Information was laid out in ten columns. This data was obtained from an industrial generator. It 

represents synthetic data containing information that is created artificially rather than via real-world 
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happenings. Artificial data is made public in order to train machine learning algorithms and validate 

mathematical principles.  

A number of operations and modifications have been performed in order to prepare the data and produce 

results with fewer errors. To achieve good predictive results, the dataset was divided into training and testing, 

an 80% training collection, and a 20% test collection. Since the data is not standardized, there is a gap between 

its values. Thus, the standard numerical is used to measure the data, which varies between 1 and -1 and used 

to standardize the data. Following a thorough examination of the data, it was discovered that it had empty 

values (Null) in data characteristics. The null was discovered in the PH, Sulfate, and Triethanolamine values, 

as illustrated in figure (2).  To get rid of noise and unpredictable data, the  null is eliminated and corrected using 

the average data rate. 

 

 
 Figure 2. The number of null in PH, sulfate, and triethanolamine. 

 

3.2 Development environment 

To conduct all the necessary experiments, Jupyter notebook was used as an advanced work environment 

[29]. The project uses Python language, and as known, the Jupyter environment is one of the most compatible 

environments with Python. 

Scikit_learn, NumPy, Pandas, Seaborn, Matplotlib libraries were used to develop the algorithm. The 

scikit_learn library includes a set of powerful data extraction and analysis capabilities. It is used to create a 

collection of machine learning, preprocessing, cross-validation, and visualization algorithms through a uniform 

interface. [30]. NumPy aims to supply many supporting functions. provides an array object up to 50 times 

faster than traditional Python lists [31]. Pandas library has been used because it helps to facilitate many time-

consuming and repetitive tasks, including data normalization, data visualization, and others [32]. Seaborn 

library helps in understanding and exploring the data. It is mainly used for making statistical graphics in Python 

[33]. Matplotlib provides the user with the ability to visualize the data through a set of plots Such as scatter 
plots, graphs, etc. [34]. 

 

3.3 Parameter tuning 

The model includes several hyperparameters (external parameters) that can optimize the model by changing 

its value manually. However, the learning algorithm itself cannot update or change hyperparameters [35]. In 

this research, we have adjusted the hyperparameters to get the best possible results. The main hyperparameters 

that contributed to the change in the results are: 

• Max_depth: It is applied to determine the depth of the tree. It is the number of nodes from the root to 

the most distant leaf node. The greater the maximum depth value, the more complex the tree, and thus 

the greater the likelihood of overfitting. As a result, it is preferable to keep its value low [36]. Practical 

experiments show that as the maximum depth increases, the training error decreases, while the testing 

results in very poor accuracy. For example, when the depth is set to 50, the gradient algorithms 

accuracy is very poor. The best results are achieved by using the rest of the parameters with a depth 

value equal to 20. 
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• N_estimators: It is used to control the number of trees used in the ensemble model. This is the number 

of trees that must be constructed before averaging the final prediction [36]. The value of n-estimators 

should be set to 100 in order to achieve the greatest results in RF, Ada, Extra, and Gradient.  While 

the algorithm bagging showed different results, the best results were between 220 and 230. 

• N_neighbor: determines the number of data points by classifying them into groups. It represents the 

nearest number of data points that can be found and placed in the same category [36]..  When k=1, a 

high training score shows, but the test result is quite low which results in overfitting. After multiple 

testing on n-neighbor based on the data of this research, it was discovered that when k=9 in the KNN 

model, the results are the best. 

• L2_regularization: It controls the complexity to get rid of overfitting. This parameter is intended to 

limit the complexity, noise, and generalization issues that cause overfitting. Because complexity 

cannot be determined from training data, this parameter solves the complexity problem by 

determining the right level of complexity in the model [37]. After doing several trials, it was shown 

that the optimal amount of regulation in the Hist algorithm is 14.9. 

• Loss: it is used in the boosting method. and it is a measure of the error that occurs between the output 

of the algorithm and the target function. This parameter calculates the probability of the expected 

positive class, to minimize losses [38]. It has been observed that the performance of the Hist model is 

better when its value is 'auto'. The 'exponential' value in the case of the gradient model is chosen for 

the best performance. The primary goal is to achieve a balance between under and over-fitting. 

• Learning_rate: It can also be called shrinkage, and it works based on taking large steps but after several 

iterations, it takes smaller steps to reduce the error rate. To reach optimal results, different values of 

the learning rate have been experimented. The rate of learning is important because it contributes to 

determining the rates of weight change. It is also used to evaluate the splitting quality [38, 39]. It was 

found that the Hist and Adaboost algorithms performed better when the learning rate value was larger. 

On the other hand, the optimal learning value for GB is 0.1, which yields the best outcomes. 

• Criterion: This parameter is used to measure the quality of the splitting, so it could stop the algorithm 

that is running [40]. It is seen that the result in RF and Extra tree is the best when the Criterion is set 

to “gini”. 

• Max_features: It is used when searching for the best splitting, considering the number of features in 

the data. If this value is not specified, all features are permitted in each division [41]. When max 

features are set to ”  auto”, the best results are obtained in some models including GB and DT. 

Nonetheless, the finest outcomes are frequently obtained when this variable is set to “sqrt” as in the 

Extra tree. Using this value, the model is instructed to choose a specified number of features at 

random. In this situation, the number of features equals the square root of the entire number of features 

in the dataset. 

• Class_weight: It defines classifications by certain categories (0 and 1). This hyperparameter is used, 

for models of unbalanced classification [42]. The “balance” value produced the best results in the 

Extra model. During the typical training process, it modifies the balances of majority and minority 

group classes. 

It is also worth noting that all these hyperparameters’ results change depending on each other. For example, 

the “gini” option may be the worst or the best depending on different parameters. 

3.4 Machine Learning algorithms 

Various learning algorithms are employed to generate artificial intelligence. Due to the numerous distinct 

types of algorithms, 5 ensemble learning methods have been discussed. while the models are constructed 

according to the data supplied and the type of application. The five models are implemented in this research, 

and the performance of each model is discussed below. To ensure the accuracy of the findings, 4 different 

performance metrics were used. Specifically, Precision (Precis), Recall (R), Accuracy (ACC), and F-score (F1 

score). 

Ada boosting: it mainly works on compiling multiple weak workbooks and gradually learning each of them 

from the previously wrongly classified objects. We made several manual changes to find out the best suitable 

parameters for the Ada boosting algorithm. It is noted that the best result is when the parameters of 
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n_estimators= 100, the learning rate= 1.0, and the algorithm= SAMME.R. There is a clear change in the results 

when the parameters change, and the difference is noticeable. 

Random forest: It is an algorithm used for classification, developed from a decision tree. Individual tree 

decisions are collected to create random forests. After doing many experiments, it is noted that the best results 

are when using n_estimators = 100 with criterion = gini. 
Extra Tree: It is an algorithm that is very similar to the Random Forest algorithm. The difference is that it 

uses the entire sample instead of the reduction and substitution that the Random Forest algorithm does. It is 

noted from the extra tree experiment that the change of each of the parameters affects the whole results and the 

best result is when n_estimater= 100, criterion =gini, max_features= sqrt, and class_weight = balanced. 

Gradient boosting: The gradient boosting model is done by building the new model on previous errors and 

predictions to check if there are any wrong patterns missed from the previous model. The best result is achieved 

with the parameters: 100, friedman_mse, 0.1, none, 20, exponential. When the parameters are 100, 

squared_error, 0.1, none, 20, deviance, results have become much worse. 

Stacking: the method of action in stacking is to use a different set of models one after the other (sequentially), 

where the prediction of each of the models is added to produce a new feature. In the end, a final dataset is 

obtained (new feature), which is fed by the last model called meta-learner as shown in figure (3). The best 

result is when the meta = LR and the algorithms that are used in the stack are KNN, DT, RF, Adaboost, ET, 

GB, and Hist Gradient Boost (HGB). 

 

 

Fig 3: Stacking in machine learning. 

 

3.5 Evaluation metrics  

To determine whether the forecast results are positive or negative and evaluate the results of the models in 

predicting water quality, the research [43] used a set of rating performance measures. Confusion matrix was 

counted based on the next four settings: 

1) TP, which means the number of ‘‘true positives’’ predictions. 

2) FP, which means the number of ‘‘false positives’’ predictions. 

3) FN, which means the number of ‘‘false negatives’’ predictions. 

4) TN, which means the number of ‘‘true negative’’ predictions. 

To separately examine the performance of each category of the model, the model performance has been 

analyzed into four categories so that it can be compared with other models [44]. 

a. Accuracy is one of the important and main tools in evaluating the model before practical application [45]. 

It is the arranger of the actual results among the total number of cases tested [46]. 
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Accuracy =
TP + TN

TP + TN + FP + FN
 (1) 

b. Recall is the ratio of correct positives to all actual positives in the data that measures the test's ability to 

measure the state when the state exists [47]. 

Recall =
 TP

TP + FN
 (2) 

c. Precision is the ratio of the correct positive among all expected positives. It refers to how truthful the 

machine is about the real positives [48].  

Precision =
 TP

TP + FP
 (3) 

d. F_score is defined as an average (harmonic mean) between precision (P) and recall (R) [49] when there 

is a difference between FP and FN then F1_score will be needed. So, if you have various class distributions 

F1_score is the best [48]. 

F_score =
2 P R

P + R
 (4) 

 

4. Experimental studies 

After defining the algorithms to be trained according to the previous section under the methodology, we 

have performed parameter tuning and then evaluated the results according to evaluation metrics. In this study, 

the model performance results were evaluated and compared based on 4 criteria including, Precis, R, ACC, 

and F1 score. The choice of parameters affects obtaining more beneficial results and overall performance which 

may be more useful than the choice of the model itself. The performance of the model and the selection of 

parameters are evaluated according to the data set containing various data characteristics, including, PH, 

Hardness, Solids, Chloramines, Sulfate, Conductivity, Organic carbon, Trihalomethanes, and turbidity. 

To apply the methodology, various models and templates were used with the help of Jupiter Notebook as a 

simple and fast working environment with the help of several important libraries in Python. One of the 

important steps that will be examined after data collection is the analysis of the relationship between the data. 

This is done through the correlation matrix, and as shown in Figure (4), there is no correlation between the data 

available to us, so we do not need to do any additional work to improve the results. 

 

 

Figure 4. The Correlation matrix of water potability data parameter. 
 

Machine learning models are used to predict whether water is safe or unsafe for consumption. This section 

describes the model's execution of the Adaboost, RF, Extra Tree, GB, and Stacking. Figure (1) shows the step-

by-step execution of the models to achieve the desired results. It can be said that each test presented a different 

method for estimating water potability. Changing the parameters played an important role in improving the 

results of the models in general. It is noted that the stacking model performed so well, having the best results 

in F1 Score for estimating potability of water. It is important to mention that the “F1 Score” and “ACC” have 

importance to demonstrate the credibility of the results. Therefore, these two are given priority since the F1 

Score represents the Precis and the R together. When classification ACC is compared, the performance of 

Random Forest (0.66) Extra Tree (0.66) Gradient Boosting (0.66), and Stacking (0.67) is very close and better 
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than Adaboost (0.61). ACC allows the decision maker to understand the level of accuracy since accuracy is a 

numerical estimation of the performance of the model. The metrics for WQ predictive models according to 

ACC and F1 Score are given in detail in Table 1. 

 

Table 1. Performance metrics for WQ predictive models. 

Models Accuracy F_score 

Ada boosting 0.61 0.55 

Random forest 0.66  0.62 

Gradient Boosting 0.66 0.62 

Stacking 0.67 0.64 

Extra Tree 0.66 0.63 

 

The correlation matrix displays all the levels in the dataset. Since the ACC and F1 Score were discussed, 

the remainder is the R and Precis. Table (2) shows that the Extra tree represents the best Precis among the 

remaining models with a value of 0.69. 

 

Table 2. Performance metrics for WQ predictive models according to recall and precision. 

Models Precision Recall 

Ada boosting 0.54 0.57 

Stacking 0.61 0.69 

Gradient Boosting 0.61 0.64 

Extra Tree  0.63 0.64 

Random forest 0.66 0.60 

 

There have been several research in machine language to analyze water quality. As a result of one of the 

studies based on the same data that we are working on in the research [50], the model's findings were DT = 

0.61 and RF=0.69, It is extremely close to our results. However, the Stacking Classifier model outperforms the 

other models according to our findings. Other studies [11], using different data and settings, achieved an 

accuracy of RF= 0.96. 

 

5. Conclusions 

Classification prediction methods were used in this study (i.e., Adaptive Boosting, Random Forest, Extra 

Trees classifier, Gradient Boosting, and Stacking Classifier) to predict water potability. The performances of 

these five models have been compared using the confusion matrix which includes (TP, FP, TN, and FN) with 

cross-validation to find the reliability of the models. Our dataset shows recorded values of 9 water parameters 

such as PH, Hardness, Solids, and turbidity. To eliminate noise and unstable data, null is eliminated and 

compensated with the average data rate. The parameters were changed continuously, and there was a noticeable 

difference in the results. From the results of the models obtained, it was observed that the Stacking C lassifier 

achieved better performance than the other models we have tested in estimating water quality. It is believed 

that this study can help researchers develop integrated artificial intelligence and machine learning models that 

will help water system managers in real-time monitoring of the quality of water for future applications. 
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	1. Introduction
	Human life, in general, depends on the availability of water, and the water quality is one of the important factors affecting the practical improvement of daily life. A specific standard of water quality needs to be reached in order for the water to b...
	It is important to monitor water quality to find out the degree of water pollution, ensure access to clean water resources and apply effective guidelines for the protection of Water Resources [6]. Predicting water quality is a difficult task. Many res...
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	To conduct all the necessary experiments, Jupyter notebook was used as an advanced work environment [29]. The project uses Python language, and as known, the Jupyter environment is one of the most compatible environments with Python.
	Scikit_learn, NumPy, Pandas, Seaborn, Matplotlib libraries were used to develop the algorithm. The scikit_learn library includes a set of powerful data extraction and analysis capabilities. It is used to create a collection of machine learning, prepro...
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