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Abstract:  
 

In this study a novel shape descriptor for object recognition is proposed. As a 

preprocessing stage, Canny edge detection is applied to input images. Output of Canny 

edge detector, namely edge image, is sampled and various number of points are selected. 

Chosen points are input to the new shape descriptor. Proposed shape descriptor is 

composed of deviations from average range and average angle. Shape descriptor is used 

as a feature extractor output of which is fed to linear classifier. Linear classifier is trained 

using pseudo-inverse and gradient descent techniques. Full MNIST dataset is used to test 

the system and results are reported. 

 

1. Introduction 
 

Object recognition is an important subfield of image 

processing. Several algorithms and methods are 

developed in this field. One of the most successful 

fast recognizers is that of Viola Jones [1]. 

The aim of this study is fast and accurate recognition 

of objects. Recognition of object means detecting the 

class of object [2]. In order to classify the image 

different features can be utilized. Traffic signs, 

medical images, handwritten character recognition, 

face recognition and fingerprint recognition are 

some variants of object recognition. Phases of object 

recognition process is shown in Figure 1. Image is 

converted to matrix data structure. In order to be 

processed by classifier a preprocessing is applied. 

After feature extraction classification is done. 

 

2. Material and Methods 

 
2.1 MNIST Dataset 

One of the mostly used datasets in literature is 

MNIST (Modified National Institue of Standarts) 

dataset. It is composed of 60.000 training samples 

and 10.000 test samples. Each sample is a picture of 

handwritten digit between 0 and 9. Each digit picture 

has 28x28 dimension, with 784 pixels of gray levels. 

Some examples from the MNIST dataset are given 

in Figure 2 [3]. 

 

 
 

Figure 1. Object recognition and classification phases 

 

 
Figure 2. MNIST dataset examples [3]. 
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2.2 Proposed Algorithm 

Output of Canny edge detector, namely edge image, 

is sampled using a sub-optimal algorithm [4]. In sub-

optimal sampling algorithm, all points are sorted 

with respect to x coordinates first and y coordinates 

after. Nearly equally spaced points are sampled 

within acceptable units of computation time. After 

sub-optimal algorithm, optimal algorithm is applied 

to representative points. In optimal algorithm, 

initially four edge points are selected as east, west, 

north and south. After these four points, subsequent 

points are selected optimally that are furthest from 

every point. Euclidean distance is used between two 

points 𝑃 = (𝑥1, 𝑥2, … , 𝑥𝑛) ve 𝑄 = (𝑦1, 𝑦2, … , 𝑦𝑛) as 

shown in Equation 1 [5]. Optimal algorithm is 

illustrated in Figure 3. 

 

√∑ (𝑥𝑖 − 𝑦𝑖)2 𝑛
𝑖=1                                   (1) 

 

 
Figure 3. Optimal algorithm illustrated 

 

After finding representative subset of edge points, 

center of mass is found. Distance of each point from 

center of mass is calculated using Equation 2. Angle 

of each point to center of mass is calculated using 

Equation 3. Average distance to center of mass and 

average angle from center of mass is found and 

represented as rm and ϴm, respectively. For the final 

descriptor, deviation from average distance and 

average angle is calculated and normalized as shown 

in Equation 4 and Equation 5. Distance and angle of 

representative points are illustrated in Figure 4. 

 

𝑟 = √(𝑥 − 𝑥𝑚)2 + (𝑦 − 𝑦𝑚)2         (2) 

 

 

 

Figure 4. Distance and angle of representative points 

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛( 
𝑦−𝑦𝑚

𝑥−𝑥𝑚
 )                         (3) 

%∆𝑟 =
𝑟− 𝑟𝑚

𝑟𝑚
𝑥100                            (4)                                                                     

 

%∆𝜃 =
𝜃−𝜃𝑚

𝜃𝑚
𝑥100                           (5)      

 

 Since the performance of simple algorithm is low, a 

histogram based method is added. Histogram based 

data is entered as input to neural network classifier. 

As future work, optimal thresholds for histograms 

will be investigated. 

 

2.3 Histogram Based Method  

In image processing, a histogram is a bar graph 

representation of the color distribution of an image. 

In the graph, the x-axis gives the gray pixel values 

and the y-axis gives the number of pixels in that 

value. There is a Cumulative histogram by obtaining 

the histogram of the image. The Cumulative 

histogram contains the values obtained from the sum 

of each value of the histogram with the previous 

value and itself. It is normalized by dividing the 

obtained value by the total number of pixels. Thus, 

the image is improved by scattering the distribution 

in pixel values on average. 

Let the variable 𝑟 be the pixel value of the image, 

that is, 𝑟 is in the range of [0, 𝐿 − 1]. 𝑟 = 0 is black 

and 𝑟 = 𝐿 − 1 is white. Since our images are 8 bits 

in our study, the maximum pixel value is 255. In this 

case, 𝑇(𝑟) gives the total number of transform 

function and 𝑠 pixel values. 

 

𝑠 = 𝑇(𝑟)      0 ≤  𝑟 ≤  𝐿 − 1                 (6) 

 

The original data taken from the dataset we used 

between Figure 5 and Figure 14, the data with the 

specified 20 points, the angle and distance data, and 

the histograms of the angle-distance data are given. 

 

Table 1. Results for various number of neurons 

Number of 

neurons 

Test 

accuracy 

F1 score Total Loss 

128 67.39 0.674 0.968 

256 67.9 0.679 0.966 

512 69.41 0.694 0.934 

1024 69.91 0.699 0.942 

2048 68.61 0.686 0.988 

 

Table 2. Results for various number of epochs 
Number of 

Epochs 

Test 

accuracy 

F1 score Total Loss 

25 69.91 0.699 0.942 

50 68.98 0.69 1.08 

75 67.75 0.678 1.318 

100 66.98 0.67 1.488 
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Figure 5. MNIST dataset- number 0, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

c  

 

MNIST veri seti 0 sayısı

 
Figure 6. MNIST dataset- number 1, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

 c  

Figure 7. MNIST dataset- number 2, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

c 

 
 

Figure 8. MNIST dataset- number 3, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

c 
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Figure 9. MNIST dataset- number 4, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

c 

 

 
Figure 10. MNIST dataset- number 5, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

c 

 

 
Figure 11. MNIST dataset- number 6, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

c 

 

 
Figure 12. MNIST dataset- number 7, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

c 
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Figure 13. MNIST dataset- number 8, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data 

c 

 

 
Figure 14. MNIST dataset- number 9, (a) original data, 

(b) the data in which it determines the 20 point, (c) data 

determined by angle and distance, (d) histogram of data                                                                            

 

3. Results and Discussions 
 

A fast shape descriptor is proposed in this study. 

MNIST dataset is used. A success of 69,91% is 

obtained using ReLU activation function with 1024 

neurons and 25 epochs. Results for various numbers 

of neurons is given in Table 1. Results for various 

number of epochs is given in Table 2. 
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Abstract:  
 

Gamma ray is uncharged radiation type and having high energy it can ionize any atom 

and thus can damage human cells. Because of this harmful effect cell should be protected. 

Besides developing new alternative to lead and lead based materials, it should be 

interesting to obtain shielding properties of skin. This paper presents a results on the 

shielding properties of skin. 

 

1. Introduction 
 

Radiation is due to the natural or artificial sources 

and it is used in wide variety of fields from medicine 

to many different commercial facilities [1-5]. On the 

other hand there is a negative effects of the radiation 

on the human cell and thus the researchers focused 

on this subject in order to set a limit the exposure. 

Radiation dosimetry have been developed for this 

purposes and namely time-distance and shielding 

were set as radiation protection rules. The 

conventional shielding materials for several years 

are lead, tungsten, and other heavy elements. 

Besides these materials which have a high 

absorption rate, researcher developed new 

alternative materials due to negative aspect of this 

conventional materials [6-20]. In order to obtain cell 

from harmful radiation effect, the shielding character 

of the skin itself should be known. Thus in this paper 

gamma ray shielding properties have been obtained 

using Phy-X/PSD code.  

 

 

2. Materials and Methods 
 

 The gamma ray shielding properties have been 

calculated using Phy-X/PSD code [21]. This is done 

by obtaining linear attenuation coefficients (LAC), 

mean free path (mfp), half-value length (HVL), 

thenth value length (TVL).  

The LAC is defined as the probability of gamma ray 

interaction with materials and given as in equation 1. 

 
𝜇 = 𝑛𝜎           (1) 

 

where  is LAC, n is the atomic numbers per volume 

and  is the cross section.  

With the help of the LAC, the mfp, HVL and TVL 

were calculated. The mfp shows the path where there 

will be no any interaction and it is given as in 

equation 2. 
 

𝑚𝑓𝑝 =
1

𝜇
             (2) 

 

http://dergipark.org.tr/en/pub/ijcesen
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The HVL is defined as the length where gamma ray 

did not interact with the substrate reduced to half its 

initial value and it is given as in equation 3. 
 

𝐻𝑉𝐿 =
𝐿𝑛(2)

𝜇
           (3) 

 
The TVL is defined as the length where gamma ray 

did not interact with the substrate reduced to tenth its 

initial value and it is given as in equation 4. 
 
 

𝑇𝑉𝐿 =
𝐿𝑛(10)

𝜇
           (4) 

 

3. Results and Discussions 
 

The gamma shielding properties of skin have been 

investigated. For this purposes the obtained LAC has 

been shown in Fig.1. It can be seen from this figure 

that the interaction of gamma rays with medium is 

energy dependent. Using LAC the mfp have been 

obtained and shown in Fig.2 where it can be seen that 

the mfp is energy 

 

 

 

 
Figure 1. Obtained LAC as a function of gamma ray energies 

 

 
Figure 2. Obtained mfp as a function of gamma ray energies 

 

1,E+00

1,E+01

1,E+02

1,E+03

1,E+04

1,E+05

1,E+06

1,00E-03 1,00E-01 1,00E+01 1,00E+03 1,00E+05

LA
C

 (


, c
m

-1
)

Energy(keV)

0,E+00

1,E-01

2,E-01

3,E-01

4,E-01

5,E-01

6,E-01

1,00E-03 1,00E-01 1,00E+01 1,00E+03 1,00E+05

m
fp

 (
cm

)

Energy(keV)



Roya Boodaghi MALIDARRE, Huseyin Ozan TEKIN, Kadir GUNOGLU, Hakan AKYILDIRIM/ IJCESEN 9-1(2023)6-10 

 

8 

 

 
Figure 3. Obtained HVL as a function of gamma ray energies 

 

 
Figure 4. Obtained TVL as a function of gamma ray energies 

 

 

 

dependent. One of the crucial characteristics for 

defining the shielding effectiveness is HVL values 

and obtained results were illustrated as a function of 

photon energy in Fig. 3. It can be seen from this 

figure that a similar distribution with the mfp has 

been obtained. Moreover, in order to confirm the 

validity shielding properties of skin the TVL values 

were also obtained. The obtained results were 

displayed in Fig.4 where it is also seen a similar 

behave with mfp and also HVL.  

  

4. Conclusions 
In the current study, various parameters have been 

obtained for radiation shielding properties of skin. 

The shielding performances of the skin in the study 

were examined for the energy range of 10-3-105 keV. 

It can be concluded from this work that the energy 

increases, the value of the linear attenuation 

coefficient decreased.   
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Abstract:  
 

Recently, there have been studies on the use of machine learning algorithms for 

price prediction in many different areas such as stock market, rent a house and 

used car sales. Studies give information about which algorithm is more successful 

in price prediction using different machine learning methods. The most commonly 

used method for price prediction is the linear regression model. In this study, the 

effectiveness of the linear regression model was examined for used car price 

prediction. The linear regression model was applied to the data set that includes 

the features and price information of vehicles in Turkey as the year 2020. As a 

result, when we selected 1/3 of the data set as the test data, it was observed that 

the R2 score for the prediction success of model was 73%. To improve the 

effectiveness of the results the dataset could be extend or preprocessing part be 

detailed. 

  

 

 

1. Introduction 

 
Selling process of a vehicle, the most important issue 

is to determine the most affordable price without 

giving a price below the value of the car. If a value 

is given above the market price, the probability of 

selling the car will either decrease or the selling time 

may be longer. In addition, no one, who wants to buy 

a used car, does not want to own a car by paying 

more than it is worth. The price of a used vehicle 

may vary depending on attributes such as the 

vehicle's model, year, number of kilometers, gear 

type, damage record, color, and additional comfort 

features. Using this data on a used car sale site, it is 

possible to calculate how much a used vehicle can be 

sold according to its features, using machine 

learning algorithms.  

Machine learning methods are algorithms that 

process the given data to perform a specified task 

without being fully programmed, learn with this data 

and improve itself as a result of learning [1]. There 

are studies on the use of machine learning algorithms 

in many different areas such as the detection of 

COVID-19 cases [2], crop yield analysis [3], visiting 

time prediction [4], predicting motor vehicle theft 

[5]. In this study, we will apply the linear regression 

(LR) method as a machine learning method for used 

car price prediction. LR is both a statistical method 

and a machine learning method. It is aimed to create 

models to identify the relationship between input and 

output variables [6]. 

There are many studies using various machine 

learning techniques in price estimation applications. 

Home price prediction [7-10], stock price prediction 

[11-14], stock market prediction [15], bitcoin price 

prediction [16], price estimate for vacation rentals 

[17], car price prediction [18-19] are some of them. 

In this study the main focus is on used vehicle price 

estimation. Comparison of LR, Artificial Neural 

Networks (ANN) and Support Vector Machine 

(SVM) algorithms for price estimation of used truck 

models is one of these studies [20]. In another study, 

the success of the LR method for used car price 

estimation has been examined [21]. 

In a study for the estimation of house prices, 

different machine learning algorithms has been 

applied by analyzing the housing data of 5359 

townhouses in Virginia collected by the Multiple 

Listing Service (MLS) of Metropolitan Regional 

Information Systems (MRIS). Data collected 

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
mailto:sumeyramuti@marun.edu.tr
mailto:kazim.yildiz@marmara.edu.tr
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through WEKA then classified various machine 

learning algorithms such as C4.5, RIPPER Naïve 

Bayesian and AdaBoost. It has been observed that 

the RIPPER model gives more successful results 

compared to others[7]. 

In another home price estimation study, Support 

Vector Regression (SVR) and LR methods were 

compared and it was found that LR had lower error 

rates [22]. The success of RF and LR methods in 

home price estimation was compared. It was 

observed that the training data being more than the 

test data increased the estimation success of the 

system and it was concluded that the LR method, 

which includes 80% data training and 20% data 

testing, gives lower Absolute Error and RMSE 

values [23]. A model was developed which predicts 

prices by using both textual and visual data of houses 

in housing price estimation. In order to determine the 

luxury level of the house, the KNN, SVM and 

Convolutional Neural Network (CNN) methods 

applied on the visual data were compared and it was 

observed that the CNN method gave the lowest 

Median Error Rate. It has been observed that the 

created model is more successful than Zillow's 

Zestimate method [24]. In another application stock 

price estimation was made, the decision tree model, 

multiple regression and random forest algorithms 

applied to five different stocks tried to predict the 

closing prices of the stocks the next day and the 

experimental results of these algorithms are 

successful [12]. 

In a study in which LR and SVM algorithms used to 

predict stock prices, it has been that LR give better 

results than SVM [15]. 

There is a study examining the effect of various 

machine learning algorithms on price estimation for 

Airbnb, which offers vacation rental services. In this 

study, LR, tree-based models, Decision Support 

Machines and ANN methods were applied to get the 

best results in terms of Mean Square Line, Mean 

Absolute Error (MAE) and R2 score. Among the 

methods tested, SVR gave the best result with an R2 

score of 69% [17]. 

In a study conducted for vehicle price estimation, 

some machine learning algorithms are used and 

compared for an application that finds the best price 

that a truck company can give when buying used 

vehicles from customers. For this study, the previous 

offers of the company were used as the data set. LR, 

ANN and SVM were used for price estimation and 

the most successful results were obtained by 

applying 90% data splitting method with the SVM 

algorithm [20]. 

In another application, LR method was applied for 

used car price estimation. The data of 5041 used 

cars, in which 23 features that affect the price (such 

as brand and model) were selected, were used and 

the explanatory rate of these features was found to 

be 89.1%. The data set was divided into two, half of 

which was used as training data and the other half as 

test data, and when the results were compared, the 

prediction success rate was found to be 81.15%. 

More successful results can be obtained with more 

training data [21]. In another application for car price 

estimation, price prediction success was examined 

by applying various regression techniques on a data 

set containing information such as fuel type, mileage 

and model of vehicles collected from an e-commerce 

site called Avito. As a result, it was revealed that the 

Gradient Boosting Regression (GBR) method had 

the highest R2 score and the least MAE value [25]. 

In this paper, Section 2 describes the methodology 

and material, the research results was given in 

section 3. Finally conclusion and future work details 

were given. 

 

2. Material and Methods 

 

2.1. Dataset 

 
As shown in Table 1, the dataset contains 

information about 15 attributes of used car in Turkey 

in 2020, including car brand, date of announcement, 

vehicle type group (such as Clio), vehicle type (such 

as 520i Standard), model year, fuel type, gear type, 

CCM, horsepower, color, body type (such as sedan), 

from whom it is sold (from the gallery) etc.), 

condition (used or new), mileage, price [26]. Since 

the date of the announcement and the information 

from whom it was sold have no effect on the price or 

are negligible, they will be removed from the data 

set. Horse power column has 61% “unknown” data 

so will not be included in this study. Status 

information, on the other hand, will be used 

distinctively since we will only make price 

estimations on used vehicles, and only data with 

second-hand status will be used in the data set. Also 

CCM data will be ignored. 

In this study, the LR algorithm was examined for 

used car price estimation. Classification and LR 

processes will be performed with Python [27] in the 

JupyterLab environment. 

 

2.2. Data Preprocessing 

 
Data preprocessing is used to improve the 

performance of machine learning methods, 

especially when it comes to classification. The 

dataset may initially be noisy and inconsistent. With 

cleaning activities, such as removing outliers and 

correcting noisy values, the data set is made suitable 

for machine learning applications [28]. 
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Incorrectly added data should be removed from the 

data set, as it will reduce the probability of the 

system guessing correctly. Similarly, removing data 

that has no effect on the estimation from the data set 

will increase the success of the algorithm. Outliers, 

which are far from other data in the data set, are also 

among the factors that reduce the success of the 

algorithm. It is possible to reduce these negative 

effects with data preprocessing. 

We removed the information that was not useful to 

us, such as "Unknown", "-" from the data set. Then, 

we detected the outlier data of “price” attribute and 

removed from the dataset. We found that the price 

difference was large in two vehicles of the “Jaguar” 

brand with the same features, and we removed the 

low price from the dataset. We observed that the 

accuracy of the prediction decrease when the “price” 

value rises above 200000, so we also removed the 

data from the dataset with the “price” value above 

200000. Since some mileage information is too low 

for a used vehicle, we removed lines below 1000 km 

from the dataset. 

We converted all our data into numerical values in 

order to use machine learning algorithms. After 

these processes, the numbers of data features in the 

dataset are shown in Figure 3 and the relationship of 

the features with each other is shown in Figure 1. 

 

3. Results and Discussions 

 
We partition our dataset as 1/3 test data and train it 

with LR model. The relationship between the 

estimated price values and the actual price values in 

Figure 2 shows that the LR model is suitable for 

price prediction. The blue solid line shows the 

regression line and the red dots around it show the 

intersection of the estimated values and the real 

values. The closer the red dots are to the blue line,  

 

 

 

the more accurate the algorithm is making 

predictions. 

As a result, we found that the R2 score [29] which 

gives the relationship between the real and estimated 

values of the LR model we applied to our data set 

was 0.73. While our model success was around 0.62 

at the beginning, we observed that our model success 

reached this value with the data preprocessing 

process. 

 

 
 

Date 

Annou 

Brand Vehicle 

Type 

Group 

Vehicle 

Type 

Model 

Year 

Fuel 

Type 

Gear 

Type 

CCM Horse 

Power 

Color Body Type From 

Who 

State Km Price 

27.05.

2020 

Jaguar XF 2.0 D 
Prestige 

Plus 

2017 Diesel Autom
atic 

1801-
2000 

cc 

176-200 
HP 

Navy Blue Hatachback 
5 Door 

Galery Used 26100 634500 

16.06.

2020 

Acura CL - 2015 Diesel Semi-

automa
tic 

1301-

1600cc 

101-125 

HP 

Blue Sedan Owner Used 12700

0 

151500 

14.06.

2020 

Acura CL 2.2 1194 Benzine/

LPG 

Manuel 1301-

1600cc 

101-125 

HP 

Turquoise Sedan Owner Used 17500

0 

19750 

11.06.

2020 

Acura CL - 2013 Diesel Manuel 1301-
1600cc 

76-100 
HP 

Brown Sedan Owner Used 325 52000 

11.06.

2020 

Acura CL 2.2 2010 Diesel automa
tic 

1801-
2000cc 

151-175 
HP 

White Sedan Owner used 20700
0 

148750 

Real price 

E
st

im
at

ed
 p

ri
ce

 

Figure 2. Correlation between estimated and real price 

values 

Table 1. Sample of the data set used for car price prediction 

Figure 1. Correlation of attributes 
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Figure 3. Amount of attributes in the dataset 

Table 2 shows the comparison of the estimated price 

values of our model with the actual price values. 

Accordingly, we see that the difference between 

model estimates and actual values is quite close in 

some areas, and this difference increases in some 

areas. For example, the estimated price of the vehicle 

whose actual price is 56750 in line 6 is found 60003, 

and a successful estimate was obtained with a 

difference of approximately 3000 liras. On the other 

hand, there is a difference of approximately 40000 

TL between the estimate and the actual value in the 

2nd line. A more detailed examination of the data 

preprocessing section or the use of a more suitable 

data set can increase the success of the model. 

 

4. Conclusions 

 
LR method is a suitable model for price estimation, 

as features such as brand, km, year, gear type of used 

vehicles directly affects their price. We observed 

that the success of the model increased when we 

removed the non-logical values in the data set. 

Table 2. Real price vs estimated price values 

 Real value Prediction 

0 4800 31320.27 

1 145000 105211.80 

2 49250 64534.34 

3 118000 133167.16 

4 103500 108646.10 

5 56750 60063.20 

6 104000 113513.86 

7 32900 38927.42 

8 142950 135422.77 

9 60000 67108.96 

10 81650 91284.90 

11 122500 125503.39 

12 93000 100478.09 

13 54900 70027.75 

14 93500 120581.50 

15 52950 83542.02 

16 140500 131251.74 

17 65500 109028.45 

18 103500 124890.43 

19 155000 109971.27 

 

While our R2 score was around 0.62 in the first stage, 

it increased to 0.73 when we removed the data that 

reduced the predictive ability of the model in the data 

preprocessing section. As seen in Figure 2, the 

relationship between estimated and actual price 

values shows that LR is suitable for used car price 

estimation. More appropriate datasets can be used to 

obtain better results. 

In order to examine the success of LR with more up-

to-date data, a study can be done by pulling the 

appropriate data from used car buying sites. 
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Abstract:  
 

In this study Proportional-Integral-Derivative (PID) control of brushed DC Motor is 

analysed. The parameters of the PID controller are tuned with two different approaches, 

namely Ziegler-Nichols (ZN) and Particle Swarm Optimization (PSO). The system is 

tested under sinusoidal disturbance of varying frequencies in order to evaluate and 

compare disturbance rejection performances. It is shown that PSO approach has clearly 

higher performance compared with ZN approach for all disturbance frequencies. 

Simulations are done using Python programming language with trapezoid rule for 

differentiation and integration. Comments are done on results and future study is planned. 

 

1. Introduction 

 
DC motor is one of the most widely used electrical 

machines in industry. Speed control of DC motor has 

several applications including robotics, CNC and 

automation and electrical vehicles. Controlling 

speed of DC motor with no load is relatively simple 

problem which is studied quite exclusively. In real 

applications, DC motor is run with varying amount 

and types of loads. The logic lying behind PSO is to 

search the parameter space by considering the most 

successful points found. K. Khandani, A. A. Jalali 

and M. Alipoor designed PID controllers for time 

delay systems. PSO technique has been used to 

obtain optimal parameters of 2-DOF PID controller 

and compared with Genetic Algorithm (GA). Results 

has been shown that PSO has more performance than 

GA [1]. Krohling and Rey designed a PID controller 

for optimal disturbance rejection. The method which 

is used for study has handled the methodology as a 

constraint optimization problem. Servo motor has 

used for simulation and GA approach has used for 

optimize parameters [2]. Ibrahim, Hassan and 

Shomer compared Bacterial Foraging (BF) 

technique and PSO for determining the optimal 

parameters of PID controller in speed control of 

brushless dc motor. The proposed technique is 

shown that PSO method has more performance than 

BF especially in dynamic performance of the system 

[3]. Song, Xiao and Xu designed a random vibration 

PSO- Gravitational Searh Algorithm (GSA) based 

Fuzzy PI controller for brushless dc motor control. 

Results has given in study both simulation and 

experimental [4]. In this study, sinusoidal 

disturbance is used as a load to brushed dc motor for 

speed control. PSO and ZN methods are compared 

for various frequencies of disturbance and it is seen 

that PSO clearly has more performance than that of 

ZN especially in higher frequencies. 

 

Figure 1: Dc Motor Electrical and Mechanical Model 

Illustrative diagram of DC motor is shown in Figure 

1. According to Kirchhoff, the sum of the voltages 

dissipated in a closed circuit is equal to the sum of 

the source voltages. 

𝑉𝑎 = 𝑅𝑎𝑖𝑎 + 𝐿𝑎
𝑑𝑖

𝑑𝑡
+ 𝑒𝑏 (1) 

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
mailto:cogokce@aku.edu.tr
mailto:durusuvolkan@gmail.com
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In a conductor moving in a magnetic field, a reverse 

induced voltage of magnitude inversely proportional 

to the speed of movement occurs. 

𝑒𝑏 = 𝐾𝑏𝑤 (2) 

A force proportional to the magnitude of the current 

is applied to a current-carrying conductor while in a 

magnetic field. 

𝑇𝑚 = 𝐾𝑚𝑖𝑎 (3) 

Newton's Second Law of Motion is used to derive 

the mathematical model of the mechanical part. 

𝑇𝑚 − 𝑇𝑑 = 𝐽
𝑑𝑤

𝑑𝑡
+ 𝑏𝑤 (4) 

Equation 5 is obtained when the transfer function of 

equation 4 is found. 

𝑤(𝑠)

𝑇𝑚(𝑠)−𝑇𝑑(𝑠)
=  

𝐾𝑚

1+𝐾𝑚𝐽𝑠
 (5) 

Equation 6 is obtained when the transfer function of 

Equation 1 is found. 

𝑖𝑎(𝑠)

𝑉𝑎(𝑠)−𝑒𝑏(𝑠)
=

1

𝑅𝑎+𝐿𝑎𝑠
 (6) 

The block diagram obtained for the DC Motor using 

Equations 5 and 6 is shown in Figure 2. 

 

Figure 2: DC Motor Block Diagram 

 

2. Material and Methods 

 
PSO is a successful optimization technique, which is 

shown in literature [5], used especially for problems 

those are very hard or impossible to be solved 

analytically [6,7]. 

In this study position of each particle is a three-

dimensional vector including Kp, Ki and Kd of the 

PID controller. For simulation Python programming 

language is used with Spyder IDE. Discrete time 

derivatives are calculated using trapezoid rule. DC 

motor parameters are taken realistically. Sinusoidal 

disturbance of various frequencies is given and 

sinusoidal reference input is used. 

 

 

3. Results and Discussions 
 

The motor has been tested under different loads and 

frequencies for performance evaluation. Results for 

various disturbance frequencies are shown in Figure 

3, Figure 4, Figure 5 and Figure 6. 

 

 
Figure 3: System Response Under Disturbance 

Frequency = 50 

 

Figure 4: System Response Under Disturbance 

Frequency = 75 

 

Figure 5: System Response Under Disturbance 

Frequency = 150 
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Figure 6: System Response Under Disturbance 

Frequency = 350 

4. Conclusions 

 
It is clearly seen that PSO has better disturbance 

rejection performance especially in higher 

disturbance frequencies. One of the reasons for the 

high success of the PSO algorithm in sinusoidal 

reference can be explained as the ease in which the 

reference value changes more slowly and the motor 

follows the reference. As a result, in all amplitudes 

and frequencies, the PSO algorithm outperformed 

the ZN method 
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Abstract:  
 

There are a limited number of studies in the literature that include detailed exergy analysis 

of vehicle air conditioning systems. In this study, in order to increase the performance of 

the air conditioning system in vehicles, a detailed exergy analysis has been made with the 

assumption that different refrigerants are used. R-134A, R-E245cb2, R-404A, R-

1234ze(Z), R-161, R-1234zd(E), R-513A, R-1234ze(E) and R-1234yf has been chosen 

as the refrigerant. In the analysis, a comparison has been made by considering the 

environment, performance and safety values. While the COP values of the cycles increase 

with increasing evaporator temperatures, the COP values decrease at increasing 

condenser temperatures. On the other hand, exergy efficiency decreases with increasing 

evaporator and condenser temperatures. Also, it is aimed to evaluate all the elements of 

a vehicle air conditioning system with exergy analysis.. 

 

1. Introduction 
 

   Air conditioning and refrigeration is getting more 

important in our daily life and industry. In our daily 

life air conditioning and refrigeration are used in 

home, vehicles and other cooling demands. In 

industry, cooling, refrigeration and cryogenic 

applications are used widely. Many studies are 

carried out about the performance and exergy 

analyses of these applications [1, 2, 3]. There is an 

air conditioning system operating according to the 

vapor compression refrigeration cycle in the 

vehicles. and the compressor is powered directly 

from the internal combustion engine. Many studies 

are carried out to reduce losses and emissions in 

vehicle air conditioning systems. In the literature, 

studies on vehicle air conditioning have generally 

focused on improving driver comfort conditions, 

using different refrigerants, optimizing air 

conditioning elements and working conditions [4]. 

In addition to these studies, there are studies on 

refrigerants such as R-152a, R-430a, R-290, which 

can be an alternative to R-13a refrigerant in vehicle 

air conditioning systems [5-11]. Many studies have 

been conducted to determine the appropriate design 

of a bus air conditioner [12-14]. From the 

experimental studies, it has been obtained that the R-

513A and 410-a refrigerant has higher performance 

than R-134a the refrigerants [15,16].  Also, Unal 

[17] is studied on the thermodynamic analysis of the 

vapor-compression refrigeration system with a two-

phase ejector.  The air conditioning system used in 

vehicles needs energy to operate. The energy source 

used in vehicles is fuel. Chemical energy is 

converted into mechanical work by burning fuel in 

the vehicle engine. Again, the alternator in the 

vehicle generates electrical energy with the 

mechanical drive it receives from the engine. All 

systems and elements in the vehicle consume 

mechanical or electrical energy during their 

operation. The place with the highest energy 

consumption in the air conditioning system is the 

compressors. Power consumption values must be 

determined in order to determine the net effect of the 

compressor in the air conditioning system on the 

engine. The refrigerants used in the air conditioning 

system also have a decisive effect on the efficient 

and effective operation of the air conditioning 

system. In this study, in order to increase the 

performance of bus air conditioners, detailed 

thermodynamic calculations of the cycles were done 

by using R-134A, R-E245cb2, R-404A, R-

1234ze(Z), R-161, R-1234zd(E), R-513A, R-

1234ze(E) and R-1234yf as the refrigerants. In the 

analyses, also a comparison has been studied by 

taking into account the safety values, environment 

and performance. The environmental friendliness of 

the analyzed refrigerants is also important. Thus, in 

this study, it is aimed to recommend energy saving 

and environmentally friendly refrigerants in air 

http://dergipark.org.tr/en/pub/ijcesen
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conditioning systems. The results have been given in 

tables and graphs.   
 

2. Material and Methods 

 
2.1. Description of the vapor-compression 

refrigeration system (VCRS)  

 
   In the vapor compression mechanical cooling 

system, the refrigerant compressed in the 

compressor enters the condenser as vapor, as can be 

seen in Figure 1. In the condenser, the refrigerant 

condenses by giving off heat to the environment. 

Then, the refrigerant as a liquid enters in the 

throttling valve, and in the evaporator absorbs the 

heat of the cooling medium and cools the medium. 

The cycle repeats as the refrigerant in saturated 

vapor state from the evaporator, and goes to the 

compressor. 

 
Figure 1. The vapor-compression refrigeration system 

(VCRS) 

 

    The main purposes of the use of vehicle air 

conditioning systems can be listed as heating, 

cooling and dehumidification processes. Vehicle air 

conditioning systems basically operate on a vapor 

compression refrigeration cycle [18]. An ideal 

vehicle air conditioning (AAC) system provides the 

appropriate temperature and humidity for human 

comfort [19]. 

 

2.2. Thermodynamic modelling 

 

The equations, used in system analysis are given 

below. 

The mass balances: 
∑ �̇�in= ∑ �̇�out                 (1) 

The energy balance: 

∑ Q̇-∑ Ẇ=∑ Hout  -∑ Hin                           (2) 

The performance coefficients of the analyzed cycles 

are calculated as follows: 

𝐶𝑂𝑃𝑣𝑎𝑝𝑜𝑢𝑟−𝑐𝑜𝑚𝑝 = 𝑄𝑒𝑣𝑎/𝑊𝑐𝑜𝑚𝑝                  (3) 

 

The exergy balance for the analyzed cycles is as 

follows [20].      

∑ 𝑚𝑖𝑛 𝑒𝑖𝑛 − ∑ 𝑚𝑜𝑢𝑡 𝑒𝑜𝑢𝑡 + ∑ 𝑄(1 − 𝑇 𝑇0⁄ −
∑ 𝑊 − 𝐸𝐷 = 0                                          (4) 

 

Specific exergy is; 

e = (h − h0) − T0(s − s0)                        (5) 

 

The exergy efficiency of the CRS  

ɳ𝑒𝑥 = Exergy in product Exergy of fuel⁄  (6) 

 

3. Results and Discussions 

 
3.1. Safety characteristics 

 

   The world is currently dealing with pollution and 

climate change. Also, there are a real need for a 

solution of a sustainable developments in industrial 

sectors. Pollution levels are skyrocketing as the 

automobile industry expands daily [14]. In this 

context, fluids that may be suitable for vehicle air 

conditioners have been examined in this study. The 

refrigerants physical, safety and environmental data 

analyzed in our study are given in Table 1 [21]. It 

has been seen in this study that R-1233ze(Z) 

refrigerant is the best refrigerant compared to other 

refrigerants according to the performance data of 

these refrigerants. In addition, environmental and 

safety data values are also good compared to other 

refrigerants, but due to the flammability of this 

refrigerant, necessary safety measures are needed. 

The same is true for R-1234ze(E) and R-1234yf 

refrigerant. Although the ODP value of the R-

E245cb2 refrigerant is zero, its GWP value is high. 

Although the ODP values of R-404A, R-134A and 

R-513A refrigerants are 0, they have high GWP 

values, which is the biggest disadvantage of these 

refrigerants. 

 

3.2. Effect of evaporator temperature on 

performance parameters 

 

   For refrigerants selected as R-134A, R-E245cb2, 

R-404A, R-1234ze(Z), R-161, R-1234zd(E), R-

513A, R-1234ze(E) and R-1234yf, detailed analyses 

have been made according to the first and second 

laws of thermodynamics for different evaporator and 

condenser temperatures. Analyses results according 

to different evaporator temperatures are given in 

Figure 2-11. The operating conditions accepted for 

the analyses are Tcon= 313 K, and the refrigeration 

capacity is 26 kW. Figure 2 shows that the COP 

values increase as the evaporator temperatures 

increase. Among the analyzed refrigerants, the 
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highest COP value belongs to R-1234ze(Z) 

refrigerant, followed by R-1234zd(E) and R-161 

refrigerants, respectively. It has been observed that 

the lowest COP value belonged to the R-404A 

refrigerant. 

 
Table 1. Physical, environmental and safety data of 

analyzed refrigerants. 

In addition, R-1234ze(Z) is classified as A2, which 

has some flammability while the component R-

1234zd(E) and R-161 have a flame-retardant effect. 

Thus, R-1234zd(E) and R-1234ze(Z) refrigerants 

can be recommended as an alternative to R134a in 

vehicles.  

As the evaporator temperatures increase, the 

compressor work required for the cooling system 

decreases (Figure 3). In Figure 3, it is also seen that 

the highest compressor work belongs to the R-404A 

refrigerant, and the lowest compressor work belongs 

to the R-1234ze(Z) refrigerant at increasing 

evaporator temperatures. Figure 4 shows the 

variation of the mass flow rate ratio with increasing 

evaporator temperature. In all refrigerants, the mass 

flow rate decreases with increasing evaporator 

temperatures. The highest and lowest mass flow rate 

ratios consist at R-404A and R-161 refrigerants. In 

addition, Figure 5 shows the heat values released 

from the condenser decreases with increasing 

evaporator temperatures. While the highest heat 

values thrown from the condenser belong to the 

R404A and R-1234yf refrigerant, it is seen that the 

lowest value belongs to the R-1234ze(Z) refrigerant 

(Figure 5).   In Figure 6, the second law efficiency 

values of the analyzed refrigerants are given for 

different evaporator temperatures. The exergy 

efficiency decreases with increasing evaporator 

temperatures. It has been observed that the highest 

second law efficiency value belonged to the R-

1234ze(Z) refrigerant, while the lowest efficiency 

value obtained at the R-404A refrigerant. It is also 

seen from the figure that the second law efficiency 

of the R-1234zd(E) refrigerant is 4.68% lower than  

 
Figure 2. Variation of the COP with evaporator 

temperatures of the refrigerants. 

 

 
Figure 3. Variation of the Wcomp  with the evaporator 

temperatures of the refrigerants  

 

 
Figure 4. Variation of the mass flow rate ratio with the 

evaporator temperatures of the refrigerants. 

 

the R-1234ze(Z) refrigerant.    The total exergy 

destruction value of the system in the analysis 

performed at different evaporator temperatures is 

given in Figure 7. The highest exergy destruction  
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Figure 5. Variation of the Qcon  with the evaporator 

temperatures of the refrigerants. 

  

 
Figure 6. Variation of the ηex with the evaporator 

temperatures of the refrigerants. 

 

   values obtained from R-404A, the lowest values 

were obtained for R-1234ze(Z). In the analysis, the 

total exergy destruction value of each system 

element performed at different evaporator 

temperatures is shown in from Figure 8 to Figure 11. 

In all refrigerants, exergy destruction decreases with 

increasing evaporator temperatures (Figure 8). The 

highest exergy destruction values belong to R-404A, 

followed by R-1234zd(E), R-1234yf and R-161 in 

the evaporator. The lowest values have been 

obtained for R-1234ze(Z) (Figure 8). In Figure 9, 

similarly, the exergy destruction decreases with 

increasing evaporator temperatures for all the 

refrigerants in the condenser. 

 

 
Figure 7. Variation of the ED,total  with the evaporator 

temperatures of the refrigerants. 

 

 
Figure 8. Variation of the ED,eva with the evaporator 

temperatures of the refrigerants. 

 

   Figure 9 illustrates that the highest exergy and the 

lowest destruction values in the condenser belong to 

R-161 and R-1234zd(E), respectively. In addition, it 

is seen from the Figure 9 that the highest exergy 

destruction values belong to the refrigerant R-404A, 

1234ze(Z) and R-134A.     In Figure 10, it is seen 

that the highest exergy destruction values in the 

compressor belong to the R-404A refrigerant. On the 

other hand, the lowest exergy destruction values 

were obtained for R-1233ze(Z). It shows that the 

highest and the lowest exergy destruction values in 

the throttling valve have been obtained in R-404A 

and R-1233ze(Z), respectively (Figure 11). In all the 

refrigerants, the exergy destruction decreases with 

the increasing evaporator temperatures. 
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Figure 9. Variation of the ED,con with the evaporator 

temperatures of the refrigerants. 

 

 

 
Figure 10. Variation of the ED,comp with the evaporator 

temperatures of the refrigerants. 

 

3.3. Effect of condenser temperature on 

performance parameters 

 

  Analysis results according to different evaporator 

temperatures are given from Figure 12 to Figure 21. 

The operating conditions accepted for the analysis 

were Teva= 283 K, and the refrigeration capacity was 

26 kW. It is seen this the COP values decrease as the 

condenser temperatures increase (Figure 13). While 

the maximum COP value was obtained from the R-

1234ze(Z) refrigerant among the analyzed 

refrigerants, it has seen that the lowest COP value 

was obtained from R-404A refrigerant. In Figure 13, 

the highest compressor work at increasing the 

condenser temperatures belongs to 

 
Figure 11. Variation of the ED,valve  with the evaporator 

temperatures of the refrigerants. 

 

   

 
Figure 12. Variation of the COP with the condenser 

temperatures of the refrigerants. 

 

    R-404A refrigerant, followed by R-1234yf and R-

513A refrigerants, respectively. It is seen that the 

lowest compressor work belongs to the R-1234ze(Z) 

refrigerant under the same operating conditions. 

Figure 14 shows the variation of the mass flow rate 

ratio with increasing condenser temperature. The 

highest and lowest mass flow rates occur when using 

R-404A and R-161. As the condenser temperature 

increases, the mass flow rates of the refrigerants also 

increase.     In Figure 15, it is seen that the heat values 

released from the condenser increase according to 

the increasing condenser temperatures for all the 

refrigerants. It is seen that the highest heat values 

from the condenser belong to the R-404A, R-1234yf 

and R-513A refrigerants, respectively. The exergy 

efficiency of the refrigerants examined in the 

analysis decreases with increasing the condenser 

temperature. 
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Figure 13. Variation of the Wcomp with the evaporator 

temperatures of the refrigerants. 

 

 

 
Figure 14. Variation of the mass flow rate ratio with the 

condenser temperatures of the refrigerants. 

 

 

 
Figure 15. Variation of the Qcon with the condenser 

temperatures of the refrigerants. 

 
Figure 16. Variation of the ηex with the condenser 

temperatures of the refrigerants. 

 

    In Figure 16, it is seen that the highest second law 

efficiency value belongs to R-1234ze(Z) refrigerant, 

while the lowest efficiency value belongs to R-404A 

refrigerant at increasing the condenser temperatures. 

Total exergy destruction is very important in exergy 

analysis as it provides information about the energy 

quality degradation. The total exergy destruction 

value of the system in the analysis performed at 

different condenser temperatures is shown in Figure 

17. As the condenser temperature increases, the total 

exergy destruction also increases. In Figure 17, the 

highest exergy destruction values at increasing 

condenser temperatures belong to R-404A, R-

1234yf and R-513A refrigerants, respectively. It is 

seen that the lowest exergy destruction belongs to 

the R-1234ze(Z) refrigerant.     The total exergy 

destruction value of each components performed at 

different condenser 

 

 
Figure 17. Variation of the ED,total with the condenser 

temperatures of the refrigerants 
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temperatures is shown from Figure 18 to Figure 21. 

Figure 18 shows that the highest exergy destruction 

values belong to R-404A, followed by R-161 and R-

1234zd(E) in the evaporator. The lowest values have 

been obtained for R-1234ze(Z). The highest exergy 

and the lowest destruction values in the condenser 

belong to R-404A and R-1234zd(E), respectively 

(Figure 19).  As the condenser temperature 

increases, the exergy destruction values in the 

 

 
Figure 18. Variation of the ED,eva with the condenser 

temperatures of the refrigerants. 

 

 
Figure 19. Variation of the ED,con with the condenser 

temperatures of the refrigerants. 

 

compressor also increase. (Figure 20). In Figure 20, 

it is seen that the highest exergy destruction values 

in the compressor belong to the R-404A refrigerant. 

The other highest exergy destruction values belong 

to R-1234yf and R-513A refrigerants, respectively. 

On the other hand, the lowest exergy destruction 

values have been obtained for R-1233ze(Z). It shows 

that the highest and the lowest exergy destruction 

values in the hrottling valve were obtained in R-

404A and R-1233ze(Z), respectively (Figure 21). 

 
Figure 20. Variation of the ED,comp with the condenser 

temperatures of the refrigerants. 

 

 
Figure 21. Variation of the ED,valve with the condenser 

temperatures of the refrigerants. 

  

4. Conclusions 

 
The air conditioning system used in vehicles needs 

energy to operate. The energy source used in 

vehicles is fuel. Chemical energy is converted into 

mechanical work by burning fuel in the vehicle 

engine. Again, the alternator in the vehicle generates 

electrical energy with the mechanical drive it 

receives from the engine. All systems and elements 

in the vehicle consume mechanical or electrical 

energy during their operation. The place with the 

highest energy consumption in the air conditioning 

system is the compressors. Power consumption 

values must be determined in order to determine the 

net effect of the compressor in the air conditioning 

system on the engine. The refrigerants used in the air 

conditioning system also have a decisive effect on 

the efficient and effective operation of the air 

conditioning system. In this study, detailed 

thermodynamic analyses of different refrigerants has 

been carried out in order to increase the performance 

of an air conditioning system operating according to 

the vapor compression refrigeration cycle in 
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vehicles. For refrigerants selected as R-134A, R-

E245cb2, R-404A, R-1234ze(Z), R-161, R-

1234zd(E), R-513A, R-1234ze(E) and R-1234yf, 

detailed analyses have been made according to the 

first and the second laws of thermodynamics for 

different evaporator and condenser temperatures. In 

the study, the comparison has been made by taking 

account the safety, the environment and the 

performance values of the refrigerants. 

    In the analysis it was understood that for different 

evaporator temperatures, the highest COP value 

belongs to the R-1234ze(Z) refrigerant, followed by 

R-1234zd(E) and R-161 refrigerants, respectively. It 

has been observed that the lowest COP value 

belonged to the R-404A refrigerant. It is seen that the 

COP values decrease as the condenser temperatures 

increase. Among the analyzed refrigerants, the 

highest COP value belonged to R-1234ze(Z) 

refrigerant, while the lowest COP value belonged to 

R-404A refrigerant. 

    In the study, the second law efficiency values of 

the analyzed refrigerants have been calculated for 

different evaporator temperatures. It has been 

observed that the highest second efficiency value 

belonged to the R-1234ze(Z) refrigerant, while the 

lowest efficiency value belonged to the R-404A 

refrigerant. The exergy efficiency of all refrigerants 

decreases with the increasing of the condenser 

temperature. At increasing the condenser 

temperatures, the highest second law efficiency 

value belongs to R-1234ze(Z) refrigerant, while the 

lowest efficiency value belongs to R-404A 

refrigerant. 

Total exergy destruction is very important in exergy 

analysis as it provides information about the energy 

quality degradation. The aim of the detailed exergy 

analyses in this study is to improve the cycle 

performance by finding exactly where the actual 

losses occur and how these losses can be reduced. In 

the analyses made for different evaporator 

temperatures, the highest exergy destruction values 

have been obtained for R-404A, while the lowest 

values have been obtained for R-1234ze(Z) 

according to the total exergy destruction values of 

the system. The highest exergy destruction values at 

increasing the condenser temperatures belong to R-

404A, R-1234yf and R-513A refrigerants, 

respectively. It is seen that the lowest exergy 

destruction belongs to the R-1234ze(Z) refrigerant.  

Among these refrigerants, R-1233ze(Z) has been 

found to be the best refrigerant compared to other 

refrigerants according to the environmental and the 

safety data. However, due to the flammability of 

these refrigerants, the necessary safety precautions 

are needed. The same is true for the R-1234ze(E) and 

the R-1234yf refrigerant. Although the ODP value 

of the R-E245cb2 refrigerant is zero, its GWP value 

is high. Although the ODP values of R-404A, R-

134A and R-513A refrigerants are zero, they have 

high GWP values, which is the biggest disadvantage 

of these refrigerants. 

   The compressor, which is one of the main 

components of the air conditioning system, is driven 

by a pulley connected to the engine, which puts an 

additional load on the engine and therefore increases 

fuel consumption. The selection of the refrigerants 

with good performance, environmental and safety 

features in the vapor compression cooling system 

will make vehicles even more advantageous. As a 

result of the increasing the efficiency of the air 

conditioners, the size of the components used in the 

system can be reduced and the fuel consumption can 

be decreased. 
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Nomenclature 
 

BACS   Bus Air Conditioning System 

COP   Coefficient of performance 

e   specific exergy (kJ kg-1)  

E   exergy flow rate (kW)  

h   enthalpy (kJ kg-1) 

m      mass flow rate (kg s-1) 

P   pressure (kPa)                                                                         

Q
 

  heat flow rate (kW)      

s   specific entropy (kJ kg-1 K-1)  

T   temperature (K or oC)  

W    compressor work (kW) 

 

Greek Letters  

η efficiency 

 

Subscripts 

 

com          compressor  

con     condenser 

eva     evaporator  

D              exergy destruction 

in      inlet 

o               ambient  

total          total system 
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Abstract:  
 

Ice load on transmission lines is a critical factor that affects their cost and operation. 

National standards specify how ice load is considered in the design of power lines and 

poles. These standards generally use empirical relations that assume that the ice load on 

each phase accumulates uniformly and cylindrically. However, field tests and fault 

records show that the actual ice load on conductors is often not cylindrical due to altitude, 

wind strength and direction, and terrain topography. This study firstly defines several 

parameters to describe asymmetrical ice load. This load can cause additional vertical 

force on the line, conductor swing angle deviation, and sag changes. Since empirical 

equations are only valid for cylindrical ice load, the cross-sectional shape of the conductor 

must be transferred to millimeter paper, and calculations performed using one of several 

numerical integral methods. The coefficients for asymmetric ice are calculated in 𝑘𝑔 𝑚⁄  
(𝑁 𝑚⁄ ) using an AutoCAD model in the numerical study. 

 

1. Introduction 
 

National standards and regulations define the design 

principles of power transmission lines. For example, 

DIN VDE 0210 (Germany), ÖVE-L11 (Austria), 

LeV (Switzerland), NBR 5422 (Brazil), GB50545 

(China), NESC (USA), KTP 18 (Albania) and 

Electricity Network Regulation, Electricity High 

Current Facilities Regulation (Turkey) are some of 

these national standards/regulations. For each 

country, different criteria are determined according 

to transmission line designs, considering the existing 

conditions [1]. The IEC 80626 is the international 

standard for the design of transmission lines [2]. Ice 

load is one of the most important parameters 

considered in mechanical calculations of power 

transmission lines [3]. The ice load accreted on the 

phase conductors and the protection wire causes 

forces in the vertical direction, leading to the 

selection of large-scale cross members, diagonals, 

and vertical brackets and increasing the cost of poles. 

Even if the transmission line design is well designed, 

the extra ice loads over time can cause conductors to 

break and cause energy loss [4]. Even if the line does 

not rupture, when the wind force acts on the 

conductor while it is ice-loaded, the conductor’s 

oscillation angle changes, resulting in unexpected 

problems [5,6].  

Ice load (ice cover) accreted on conductors can be 

formed in different structures such as hoarfrost, 

crystalline hoarfrost, frost, crystalline ice, and snow 

load formed as a result of the adhesion of wet snow 

on the conductor during the sudden change of 

weather. Another critical parameter for ice load on 

transmission lines is the icing speed. According to 

TS IEC 60826 Standard, the water content in the air, 

wind speed, the average volume of ice particles, 

ambient temperature, and dimensions of the icy 

object are defined as factors affecting the icing 

speed. 

Below -10 °C, the water composition in the air 

decreases, so icing of overhead lines is generally not 

observed. However, an ice load of 8 kg/m has been 

recorded in Switzerland even at air temperatures 

below -20 °C (with strong winds). TS IEC 60826 

Standard recommends that the ice load be reflected 

in the design of the lines with the help of 

measurements, statistical data on wind and air 

temperature, and mathematical models. 

The ice load should be obtained from measurements 

taken from conductors representing the line [7]. 

These measurement methods are defined in IEC 

http://dergipark.org.tr/en/pub/ijcesen
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61774 [8]. Ice accretion models from different 

studies can help with ice data measurement, but 

verification with actual results is required [9]. The 

terrain effect is critical for ice accumulation 

calculations [10]. Since the terrain structure 

dramatically affects the icing mechanism, 

transferring data from one area to another causes 

inaccurate measurements. As a result, icing data 

obtained from metering stations like or near the line 

route are required for transmission line designs [2]. 

TS IEC/TR2 61774 describes icing models in the 

literature. These models represent model 

characteristics such as the type of climatic data 

required and the form of predicted accreted ice. 

Accordingly, in the transparent ice model, the 

thickness of ice accumulation on power transmission 

lines is estimated using a correction factor based on 

the diameter of the icy conductor updated at regular 

intervals of 1 hour. This correction factor is inspired 

by another study on wind tunnels [11]. 

In the hoarfrost model, the icing intensity on an 

object is estimated based on factors such as wind 

speed, precipitation rate, and temperature. The ice 

load is calculated by considering the effects of 

changing the diameter of ice accumulation [12]. 

In the sleet model, only sleet accumulation is 

predicted based on factors such as precipitation, 

snowfall, wind speed, and air temperature. The 

model uses observed data to determine the average 

amount of snow thickness and density. Snowmelt is 

also considered due to factors such as dispersion and 

reflection. 

In the clear ice, hoarfrost, and sleet model, all three 

types of icing are predicted based on climatic data 

and the surface characteristics on which the ice is 

accreted. Ice accretion rate, accretion efficiency, and 

other factors are calculated to determine the mass 

and thickness of ice on the conductors. The model 

updates the conductor diameter and surface 

properties at each time step to simulate ice formation 

on transmission lines [13]. 

The ice and sleet model was developed for 

simulation studies on power transmission lines. 

Three-dimensional, time-dependent mathematical 

models for predicting cylindrical elongation and 

axial expansion consider the effect of ice/snow load 

and aerodynamic moment on the rotation and torsion 

of the conductor, as well as the position of the 

accretion area along the wind direction [14]. 

The geometry of ice loads, which are highly 

effective at high altitudes above sea level with 

extreme icing and simultaneous storms, can deviate 

from the cylindrical shape of the field. This study 

summarizes the calculation of cylindrical ice loads 

and provides practical definitions and mathematical 

relations for non-cylindrical ice loads. 

 

2. Material and Methods 
 

2.1 Calculation of Ice Load on Power 

Transmission Lines 

 

There is no analytical relation for calculating ice 

load on transmission lines; generally, empirical 

relations have been developed as a function of 

conductor diameter 𝑑 (𝑚𝑚) using historical 

operating information and meteorological and 

topographical data in countries. 

According to EN 50341-3 Standard in European 

countries, ice load 𝑔𝑖  (𝑁/𝑚) is formulated as a 

function of conductor diameter 𝑑 (𝑚𝑚) under some 

conditions as in other countries. In some cases, it is 

defined directly. In all these relations, ice is assumed 

to be cylindrical, symmetrical, and uniformly 

collected in phase conductors. According to this 

assumption, the weight of the ice load in the 

conductor 𝑔𝑖  (𝑘𝑔/𝑚), the ice diameter 𝑑𝑖 (𝑚𝑚), 

and the ice density 𝜌𝑖 (𝑘𝑔/𝑑𝑚3) are related in 

Equation 1: 

𝑑𝑖 = √[𝑑2 + 1274 × 𝑔𝑖 × 𝜌𝑖
−1 ] (1) 

The 𝑖𝑐𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 (𝑘𝑔/𝑚/ℎ) is the rate at which ice 

(𝑘𝑔/𝑚) accretes on the conductor for 1 hour. There 

are empirical relations between 𝑖𝑐𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 and 

amount of precipitation 𝑦 (𝑚𝑚/ℎ), air temperature 

𝑡 (℃), and wind speed 𝑣 (𝑘𝑚/ℎ) given in Equation 

2-5 [15]. 

𝑖𝑐𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 = 0.00061 + 0.00245𝑦 (2) 

 

𝑖𝑐𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 = 𝑒𝑎𝑡 − 𝑒[𝑏(𝑡+𝑐)] + 𝑑     
{𝑎, 𝑏, 𝑐, 𝑑: 𝑒𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠} 

(3) 

 
𝑖𝑐𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 = 0.01 − 0.00208𝑣     

{𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑤𝑖𝑛𝑑} 
(4) 

 
𝑖𝑐𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 = −0.005 + 0.00095𝑣     

{𝑠𝑡𝑒𝑒𝑝 𝑤𝑖𝑛𝑑} 
(5) 

 

If the ice loads 𝑔𝑖1
 (𝑘𝑔/𝑚) and 𝑔𝑖2

 (𝑘𝑔/𝑚) of a 

conductor at 𝑇1 and 𝑇2 are known, the icing rate at 

time 𝑇 = 𝑇1 − 𝑇2 (ℎ) is calculated by Equation 6. 

𝑖𝑐𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 =
𝑔𝑖2

− 𝑔𝑖1

𝑇2 − 𝑇1

    (𝑘𝑔/𝑚/ℎ) (6) 

In Equation 6, minus sign (-) for the icing rate at 

period 𝑇 indicates that the ice is in the process of 

melting. Figure 1 shows a perspective view of the ice 

load accumulated on the phase conductor. In 

addition to the accumulation of ice load on the phase 

conductors, it can also accumulate on the protection 

wires. These different scenarios should be 

considered separately in ice load analysis. 



Ali AJDER / IJCESEN 9-1(2023)29-35 

 

31 

 

 
Figure 1. 3D model of cylindrical ice cover in a phase 

conductor 

 

 
Figure 2. Thickness of cylindrical icing 

 

According to TEIAS Project Technical 

Specifications, the thickness of ice on a conductor 

𝛿𝑏 is accepted as 0 for Zone I, 15 (𝑚𝑚) for Zone II, 

20 (𝑚𝑚) for Zone III, and 30 (𝑚𝑚) for Zone IV. 

Figure 2 shows the case where cylindrical icing 

occurs. Equation 7 is used to calculate the ice 

thickness. 

𝑑𝑖 = 𝑑 + 2 × 𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 (7) 

 

2.2 Definition of Non-Cylindrical (Asymmetric) 

Ice Load in Power Transmission Lines 

 

2.2.1 Partial Ice Load 

 

While the accumulation of ice is generally 

considered uniform for the whole conductor, due to 

the nature of the terrain, the sun’s rays incident on 

the icy conductor may be partially blocked by a 

mountain, trees, or any other obstacle. As a result, 

part of the ice cover may melt and fall off, called the 

‘partial ice load’ problem in the literature on power 

transmission lines.  

Assuming uniform icing, the conductor only move 

in the vertical direction, whereas under partial ice 

load, there may be slippage in both vertical and 

horizontal directions. The possibility of partial ice 

loading needs to be examined in the design of 

relatively more critical transmission lines passing 

through areas with a high density of natural 

obstacles. With symmetrical pole span and uniform 

ice loading, the ‘horizontal tangent point’ occurs at 

the center of the pole span (𝑎 2⁄ ), whereas with 

partial ice loading, the horizontal tangent point will 

shift towards the suspension point according to the 

moment effect [16]. 

 

2.2.2 Non-Cylindrical Ice Load 

 

During the design of transmission lines, ice accretion 

is assumed to be ‘cylindrical’; however, for 

unforeseen reasons, the ice cover on conductors or 

protection wires may only sometimes be cylindrical. 

In such cases, the sample of non-cylindrical ice 

cover is examined at ice load monitoring stations for 

analysis. The ice cover sample taken from the 

conductor is sliced, and cross-sectional photographs 

are taken for each slice. Perspectives of the 

conductor and ice cover are obtained according to 

the averages of the measurement values taken from 

different points of the 𝑥 and 𝑦 axes in the 

photographs taken. This information is used during 

the design of the ice cover. 

The relation 𝑔𝑖 = 𝑘√𝑑 (𝑘𝑔/𝑚) applies to 

cylindrical icing. Therefore, for asymmetric icing, 

the cross-sectional photograph of the ice is imported 

to millimeter paper, and the area of the ice cover is 

calculated using one of the numerical integration 

methods (Trapezoidal, Simpson, Durand, et al.) or 

AutoCAD modelling. The approximate weight 

(𝑘𝑔/𝑚) is obtained from the sample’s length and the 

density of ice. 

Skewness 

The skewness in terms of icing because of ice cover 

forming on a particular surface of the conductor 

while the other section of the same contour remains 

bare is defined as in Equation 9. 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 (𝜀) = 
𝑎𝑟𝑐 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑏𝑎𝑟𝑒 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑜𝑟

𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑜𝑟
     

(9) 

Degree of Deviation from Cylindrical Shape 

The degree of deviation (𝒗) from the cylindrical 

shape can be approximated by Equation 10. 

𝑣 ≈ (
𝑑𝑖𝑎𝑣𝑔

𝑑𝑖𝑎𝑣𝑔

′ − 1) × 100    (%)     (10) 

If the ice cover is cylindrical 𝒗 = 𝟎 since the 

numerator and denominator will be equal in 

Equation 10. 

 

Shape Coefficient 

The average ice thickness (𝜹�̅�), depending on the 

short and long diameters of the ice cover, can be 

obtained by Equation 11: 

𝛿�̅� =
1

2
√𝑑𝑖1𝑑𝑖2 −

𝑑

2
    (𝑚𝑚)     (11) 
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In Equation 11, 𝒅 (𝒎𝒎) is the diameter of the 

conductor. Equivalent cylindrical ice thickness can 

be calculated from Equation 12, where {𝑎𝑟𝑒𝑎 =
𝑎𝑟𝑒𝑎 𝑜𝑓 𝑖𝑐𝑒 + 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑜𝑟} 

𝛿𝑖 = √
𝑎𝑟𝑒𝑎

𝜋
−

𝑑

2
 (12) 

The shape coefficient (𝝈), which indicates the 

amount by which the ice cover deviates from the 

cylindrical shape, is calculated by dividing Equation 

12 by Equation 11. 

Degree of Flatness 

If there is an elliptical ice cover surrounding the 

conductor with 𝒅𝒃𝑿
> 𝒅𝒃𝒀

, the degree of flatness 

(𝜶) can be approximated using Equation 13: 

𝛼 ≈ (
𝑑𝑖𝑋

𝑑𝑖𝑌

− 1) × 100    (%) (13) 

Degree of Sharpness 

If 𝒅𝒊𝒀
> 𝒅𝒊𝑿

 in the ice cover surrounding the 

conductor for the shape of an ellipse, then the degree 

of sharpness (𝜷) is defined, which is approximated 

in Equation 14. 

𝛽 ≈ (
𝑑𝑏𝑌

𝑑𝑏𝑋

− 1) × 100    (%) (14) 

Ovality of the Ice Cover 

The ovality (𝜸) can be calculated from the 𝒅𝒎𝒂𝒙 and 

𝒅𝒎𝒊𝒏 measurements taken from the cross-section of 

the ice cover as in Equation 15: 

𝛾 = |
𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛

(𝑑𝑚𝑎𝑥 + 𝑑𝑚𝑖𝑛) 2⁄
| × 100    (%) (15) 

If more precise calculations for 𝑣, 𝜎, 𝛼, 𝛽, 𝛾 are 

desired, arithmetic averages can be used by taking 

different slices from the icy conductor sample. 

Numerical integration methods can be used to 

calculate the average ice load, average wind-exposed 

lateral area, average degree of deviation of the ice 

cover from the cylindrical shape, average degree of 

flatness, and average ice flatness using a scaled 

image of the non-cylindrical ice cover along the 

span. 

Unbalanced Icing 

An unbalanced ice load can be defined as the 

exposure of phase or bundle conductors forming 

phases to different ice covers. The degree of 

unbalanced icing 𝝀𝒂 can be calculated for 𝑝ℎ𝑎𝑠𝑒 𝑎 

using Equation 16. 

𝜆𝑎 = |1 −
𝑔𝑖𝑎

𝑔�̅�

| × 100    (%) (16) 

In Equation 16, 𝒈
𝒃

̅̅ ̅ is the arithmetic average of the 

𝑝ℎ𝑎𝑠𝑒𝑠 𝑎, 𝑏, 𝑐 (𝑝ℎ𝑎𝑠𝑒𝑠 𝑎, 𝑏, 𝑐   𝑎′, 𝑏′, 𝑐′ if the pole 

is a double circuit). Calculating 𝒈
�̅�
 with camera 

recordings taken from different locations on the 

relevant transmission line is possible. 

For single circuit lines 

𝑔�̅� =
𝑔𝑖𝑎

+ 𝑔𝑖𝑏
+ 𝑔𝑖𝑐

3
    (𝑘𝑔/𝑚) (17) 

For double circuit lines 

𝑔�̅� =
𝑔𝑖𝑎

+ 𝑔𝑖𝑏
+ 𝑔𝑖𝑐

+ 𝑔𝑖
𝑎′ + 𝑔𝑖

𝑏′ + 𝑔𝑖
𝑐′

6
     

(𝑘𝑔/𝑚) 

(18) 

3. Results and Discussions 
 

A single-circuit power transmission line with double 

protection wires is handled for the numerical study. 

The protection wires are galvanized steel conductors 

with a cross-section of 95 mm2. The phase 

conductors are steel-cored aluminum (ACSR) 

conductors with an outer diameter of 30 mm. 

Cardinal conductor with 954 MCM cross-section 54 

aluminum 7 steel cores has a diameter of 30.42 mm, 

and Rail conductor with 954 MCM cross-section 45 

aluminum 7 steel cores has a diameter of 29.61 mm; 

therefore, the conductor diameter is approximately 

30 mm.  

The area of the transmission line is in zone III of the 

Ice Load Map of Turkey (ice load coefficient, k = 

0.3). The density of ice (ρb) is accepted as 0.6 

kg/dm3 in the Regulation on Electrical Power Plants; 

however, ρb = 0.70 kg/dm3 is taken here by the 

‘Technical Specification for Pole Design for High 

Voltage Power Transmission Lines of TEIAS’ [17]. 

Figure 3 shows an example of non-cylindrical icing 

on the phase conductor, and Figure 4 shows an 

example of non-cylindrical icing on the double 

protection wires. In Figure 3 (d), the horizontal scale 

is 1:2000, and the vertical scale is 1:1. Non-

cylindrical icing examples in the phase conductor in 

Figure 3 (a), (b), (c), (d), and non-cylindrical icing 

examples in the protection wires in Figure 4 (a) and 

(b) are modelled in AutoCAD with all details. The 

results of the calculations using the definitions of 

non-cylindrical ice loads are given in Table 1 for 

each sample separately. 

 

4. Conclusions 

 
Among other extra loads on power transmission 

lines, the formation of non-cylindrical / asymmetric 

ice loads accelerates the aging of phase conductors 

and protection wires. Moreover, under the ice load, 

the angle of oscillation of single and bundle 

conductors changes with the effect of wind The 

conductor or protection wire exhibits an 

aerodynamically unstable movement in the span.
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(a) (b) 

 
(c) 

 
(d) 

Figure 3 Cross-sections of the non-cylindrical ice loads in the phases (a,b,c) and lateral field (d) 
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(a) (b) 

Figure 4 Cross-sections of non-cylindrical ice loads in double protection wires (a, b)

 

Table 1 Values of the defined quantities of non-cylindrical icing 

Values Figure 1 (a) Figure 1 (b) Figure 1 (c) Figure 1 (d) Figure 2 (a) Figure 2 (b) 

𝜀 - 0.26 - - - - 

𝑣 (%) ‒12.7 ‒9.6 ‒14.2 - 3 2.8 

𝜎 1.32 - 1.33 - 0.88 0.9 

𝛼 (%) - - 194.4 - - - 

𝛽 (%) - - ‒66 - - - 

𝛾 (%) 16.4 - 98.6 - 10.8 4.3 

𝜆𝑎  (%) - - - - 0.16 - 

𝜆𝑏 (%) - - - - - 0.16 

𝐹𝑏
′ 𝐹𝑏⁄  - - - 3.35 - - 

 
with asymmetrical icing. These unstable movements 

in phase conductors may cause phase-to-phase or 

phase-to-ground faults. The solution methods for 

such problems are beyond the scope of this study. Ice 

load on the transmission line increases the stress on 

the poles and conductors and weakens the 

foundations of the poles over time. Power 

transmission lines are the lifelines of power systems; 

it is crucial to maintain the functionality of power 

systems and prevent any possible damage by 

considering the social and economic aspects of 

electrical energy. In addition to the analysis and 

calculations, the power system's operation must 

continuously and reliably access information from 

the grid and continually monitor the transmission 

line. Power flow or voltage problems may indicate 

that there is a problem in the power lines due to ice 

load. For this purpose, fixed sensors installed on the 

transmission system or mobile sensors can be used. 

While a ground-up installation for the existing power 

grid is difficult and costly, different methods exist to 

detect snow load instantaneously. For example, 

helicopters or drones with the necessary equipment 

could be helpful. In this way, solutions that are fast, 

economical, and do not require any contact with the 

existing electricity system can be developed. 

However, the weather must be clear and not too  

 

windy to carry out such operations. A drone or UAV 

(Unmanned Aerial Vehicle) would be more cost-

effective than a helicopter. UAVs equipped with 

laser scanners, cameras, and aviation security 

systems can be used for long-distance monitoring. 

Data obtained with advanced imaging techniques 

can be used for ice load analysis using image 

processing methods. 
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Abstract:  
 

Diabetes is getting more and more common around the world. People suffer from diabetes 

or live at risk associated with this disease. It is necessary to prevent health problems 

caused by diabetes, to reduce the risk of diabetes and to reduce the load of diabetes on 

the health system. Therefore, it is important to diagnose and treat diabetic patients early. 

In this study, Pima Indian Diabetes (PID) database was used to predict diabetes. The PID 

database was divided into 2/3 for the training dataset and 1/3 for the test dataset. Then, 

the test and training datasets were fed into the machine learning models using five-fold 

cross-validation. Random Forest Classifier, Extra Tree Classifier and Gaussian Process 

Classifier machine learning methods were used to predict whether individuals have 

diabetes or not. In this study, the proposed method with the highest prediction accuracy 

was determined as the Random Forest Classifier. The proposed method's accuracy was 

81.71%, precision was 88.79%, recall was 84.83%, F-score was 86.76% and ROC AUC 

was 88.03%. The proposed method was developed to assist clinicians in predicting the 

diagnosis of diabetic patients. The machine learning methods developed in this study 

were applied using Colab Notebook a Google Cloud Computing service. 

 

1. Introduction 
 

Insulin is a hormone that regulates blood sugar in the 

human body. Diabetes is a chronic disease that 

occurs when the pancreas cannot produce the 

necessary insulin, or the body cannot use the insulin 

produced effectively. Over time, diabetes causes 

serious damage to the cardiovascular system, eyes, 

kidneys, and nerves [1]. Diabetes does not only 

affect the individual who is sick. It is also a disease 

that affects the family of the sick individual and the 

whole of society. Care and treatment costs due to 

diabetes and the complications it causes increase 

rapidly and puts a load on the health system. In 

addition, the patient's quality of life decreases and 

this situation negatively affects the patient's family. 

Diabetes has become a global problem. 

Approximately 422 million people have diabetes, 

according to the World Health Organization. Most of 

these people live in low and middle-income 

countries. 1.6 million people die each year due to 

diabetes [2]. 

Predicting people with diabetes using machine 

learning methods will make the job of clinicians 

easier. Clinicians will ensure that people with 

diabetes are diagnosed and treated at an early stage. 

Thus, the load on the health system will be reduced 

and healthcare expenditures will be reduced. With 

the predetermination of diabetes, the disease will 

affect the lives of individuals less and increase the 

quality of life of individuals. Some studies in the 

literature that predict diabetes are given below. In 

these studies, the Pima Indians Diabetes database 

was used to predict diabetes. Febrian et al. used k-

Nearest Neighbor and Naive Bayes algorithms 

comparatively to predict diabetes. In the proposed 

method, the Naive Bayes algorithm produced the 

best result for the PID data set [3]. Kibria et al. 

proposed a weighted voting classifier model to 

successfully predict diabetes risk. In the proposed 

method, ensemble learning was developed by 

combining Random Forest and XGBoost machine 

learning methods [4]. Chang et al. proposed an e-

diagnosis system to detect and classify diabetes as an 

application of the Internet of Medical Things. They 

used Naive Bayes, Random Forest, and Decision 

Tree machine learning algorithms for classification 

in the proposed system [5].  Krishnamoorthi et al. 

Logistic Regression, k-Nearest Neighbor, Support 

Vector Machine and Random Forest machine 

learning algorithms were used for diabetes 

prediction. In the study, they proposed a smart 

http://dergipark.org.tr/en/pub/ijcesen
http://dergipark.ulakbim.gov.tr/ijcesen
mailto:%20onder.yakut@kocaeli.edu.tr
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diabetes mellitus prediction framework [6]. Bhoi et 

al. proposed a model to predict diabetes in females 

in the PID dataset. In the proposed model, 

Classification Tree, Support Vector Machine, k-

Nearest Neighbor, Naive Bayes, Random Forest, 

Neural Network, AdaBoost and Logistic Regression 

machine learning methods were used [7]. Guldogan 

et al. compared the prediction of the Multilayer 

Perceptron and Radial Based Function models to 

classify Type 2 Diabetes Mellitus [8]. Maulidah et 

al. proposed a method for diagnosing diabetes using 

the Naive Bayes algorithm and Particle Swarm 

Optimization technique utilization of the PID 

database [9]. Tigga et al. proposed the Random 

Forest Classifier method to predict Type 2 diabetes 

risk using the PID database [10]. Jakka et al. 

compared various machine learning methods to 

predict diabetic patients with high accuracy using the 

PID database [11]. Sisodia et al. used the Decision 

Tree, Support Vector Machine, and Naive Bayes 

machine learning classification algorithms to detect 

diabetes at an early stage [12]. Feng et al. proposed 

a variable-coded hierarchical fuzzy model for use in 

classification problems. The proposed method was 

used to diagnose diabetes. [13]. In this study, a 

machine learning method was proposed to be used in 

decision support systems for the early diagnosis of 

diabetes, which is becoming increasingly common. 

The proposed method has been thought to help 

patients start treatment early by identifying patients 

at risk for diabetes. The proposed method was 

developed to predict whether an individual had 

diabetes based on diagnostic criteria. For this 

purpose, training and test datasets were created using 

the patient data in the PID database. The PID 

database was divided into 2/3 for the training dataset 

and 1/3 for the test dataset.  Thus, the developed 

machine learning models were fed with this training 

and test data set using five-fold cross-validation. The 

machine learning models developed in the study 

gained robust characteristics through rigorous 

training and testing. When the performance criteria 

obtained as a result of the experimental studies were 

evaluated, it is suggested that the proposed method 

has been used in computer-aided diagnosis systems 

to assist clinicians in decision-making. 

The paper is structured as follows: material and 

methods are included in section 2. The experimental 

study is included in section 3. The experimental 

results are included in section 4. The discussion is 

included in section 5. The conclusions are included 

in section 6. 

 

2. Material and Methods 
 

In this section, the PID database used in the study is 

presented. Random Forest Classifier, Extra Tree 

Classifier and Gaussian Process Classifier machine 

learning methods used in the study are explained. In 

addition, it defined how the metrics that calculate the 

performance of the machine learning methods in the study 

are calculated. 

 
2.1 Data Set 
 

The data set used was obtained from the Pima Indians 

Diabetes (PID) Database of the National Institute of 

Diabetes and Digestive and Kidney Diseases. The PID 

database contains 768 records each with 9 attributes. 

 
Table 1. List of PID database’s features [14]. 

No Name Descriptions 

1 Pregnancies The number of pregnancies 

2 Glucose PGC 2 hours in an OGTT 

3 Blood Pressure Diastolic blood pressure 

4 Skin Thickness Triceps skinfold thickness 

5 Insulin 2 Hours serum insulin 

6 BMI Body mass index 

7 Diabetes 

Pedigree 

Function 

Diabetes pedigree function 

8 Age Age 

9 Outcome Class label 

 

The data set consists of two classes. The number of 

non-diabetic patients is 500 and it is labelled as 0. 

The number of patients with diabetes is 268 and is 

labelled 1. All records in the data set consist of 

women aged between 21 and 81 [14]. 

Table 1 shows the name and description of the PID 

database features in the data set. In this study, the 

PID database is divided into two a training and test 

data set. The training data set consists of 512 records 

(2/3). The training set was used to train the machine 

learning models. The test data set consists of 256 

records. The test data set was used to test the 

machine learning models that have been trained. 

 

2.2 Machine Learning Methods 

 

In this study, Random Forest Classifier, Extra Tree 

Classifier and Gaussian Process Classifier machine 

learning methods used to predict whether individuals 

have diabetes or not are explained below. 

 

2.2.1 Random Forest Classifier 

 

Random Forest is a method that aims to improve the 

classification result by using more than one decision 

tree. The number of decision trees used in the 

Random Forest is parametric. Decision trees formed 

within the scope of this parameter are formed from 

subsets chosen randomly from the data set. Training 

takes place on randomly selected subsets and 

prediction is made on each decision tree. As a result 
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of these estimates, the decision tree and estimate 

with the highest success rate are selected as the result 

[15, 16]. 

 

2.2.2. Extra Trees Classifier 

 

Extra Trees is a tree-based community learning 

algorithm proposed by Geurts et al in 2006. Extra 

Trees is an algorithm that continues its process 

through this ensemble by combining predictions 

from multiple decision trees to derive the 

classification result. While Random Forest 

calculates the best variable selection during the best 

split Extra Trees chooses a random variable and a 

random cut point instead of the calculation. Thus, the 

diversity between trees increases and the number of 

splits decreases. Since the calculation cost for the 

split process decreases, the training time of the 

model is also shortened [16, 17]. 

 

2.2.3. Gaussian Process Classifier 

 

The Gaussian Process defines various kernel 

functions on the input data and creates an output with 

the weighted sums of these functions. Radial-based 

functions are used as kernel functions. These 

functions produce a Gaussian output according to the 

distance of the input data from a point [18]. 

 

2.3 Performance Metrics 
 

These are the metrics used to evaluate the prediction 

result of the developed machine learning model. 

These metrics are calculated using the parameters 

True Positive (TP), False Negative (FN), False 

Positive (FP), and True Negative (TN). To calculate 

the prediction result of the developed model, the 

formulas for performance metrics are given below 

[19, 20]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁)
            (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
             (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
            (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙)
  (4) 

  

3. Experimental Study 
 
In this study, a method is proposed to predict whether an 

individual is diabetic or not. The block diagram of the 

proposed method is shown in Fig. 1. The proposed 

method was developed using cloud computing-based 

Google Colab [21] and Google Drive service. Users must 

have a Google account to use these services. By using this 

account, the data set is uploaded to Google Drive and 

becomes accessible via cloud storage. Through Google  

 
 

Figure 1. Block diagram of the proposed method for 

diabetes prediction. 

 

Colab, pre-processing can be done on the data set in 

Python and the prediction results can be evaluated by 

developing machine learning models. Thus users can 

meet their software and hardware needs through the 

Google Cloud Computing Platform saving time and 

money. 

In the proposed method, the PID database was 

loaded on Google Drive and made accessible via 

Google Colab. PID database features were 

normalized according to min-max normalization 

using Python programming language via Google 

Colab. Then, the PID database was divided into a 

training data set (512 records) and a test data set (256 

records). With these data sets, machine learning 

models were fed by using the cross-validation 

technique. In this study, Random Forest Classifier, 

Extra Tree Classifier and Gaussian Process 

Classifier machine learning methods were used. 

Models were created using machine learning 

methods. Thus, the created models were trained, and 

training performance results were obtained. Then, 

the final prediction results were obtained by testing 

the trained models. 
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The proposed method was developed using 

classification-based machine learning methods that 

predict diabetes. The prediction results of the models 

belonging to these methods were obtained by using 

the PID database. The prediction results of the 

models were compared with each other, and the most 

successful model was proposed for diabetes 

prediction. 

 

4. Experimental Results 
 

In this study, the machine learning methods used the 

PID database to predict whether individuals have 

diabetes or not. The prediction results of the 

developed models are shown in Table 2. The models 

in Table 2 are listed from high performance to low 

performance. When Fig. 2 is examined, it is seen that 

the training results of the machine learning models 

in the study 

 
Table 2. Prediction results of developed models trained 

and tested using PID database. 

Methods 
Accuracy 

(%) 

F1-Score 

(%) 

Precision 

(%) 

Recall 

(%) 

Random 

Forest 

Classifier 

Training 82.08 84.64 77.09 93.81 

Testing 81.17 86.76 88.79 84.82 

Extra 

Trees 

Classifier 

Training 81.43 84.17 77.09 92.66 

Testing 78.57 84.93 86.97 83.04 

Gaussian 

Process 

Classifier 

Training 80.82 85.55 88.92 82.43 

Testing 77.49 84.15 87.89 80.70 

 

In Fig. 2, the ROC AUC (Receiver Operating 

Characteristic Area Under Curve) values obtained 

from the training and test results of each model are 

shown. The diabetes prediction performance of the 

developed machine learning models in Fig. 2 has 

been compared. 

 

 
 
Figure 2. ROC AUC of the developed machine learning 

models. 

are higher than the test results. When the test results 

of the machine learning models in the study were 

analyzed, the Random Forest Classifier performance 

result was 88.18%. The Extra Trees Classifier 

achievement result was 86.43%. The Gaussian 

Process Classifier performance result was 84.43%. 

When the performance values of the machine 

learning models in the study are investigated, the 

classifier with the highest value is Random Forest 

Classifier. Extra Trees Classifier and Gaussian 

Process Classifier are classifiers with second and 

third performance values respectively. The results of 

the second and third classifiers are comparatively 

lower than Random Forest Classifier. 

 

5. Discussions 
 

In Table 2, diabetes prediction made with the PID 

database was ranked from high performance to low 

performance. Random Forest Classifier method 

results were obtained Accuracy of 81.17%, F1-Score 

of 86.76%, Precision of 88.79%, and Recall of 

84.82%. The performance results of the Extra Tree 

Classifier method were found Accuracy of 78.57%, 

F1-Score 84.93%, Precision of 86.97%, and Recall 

of 83.04%. The results of the Gaussian Process 

Classifier method achieved an Accuracy of 77.49%, 

F1- Score of 84.15%, Precision of 87.89%, and 

Recall of 80.70%. When the performances of the 

developed models were compared it was seen that 

the results were in the same range and close to each 

other. The machine learning methods in this study 

were compared with each other. So, it was concluded 

that the method with the highest performance was 

the Random Forest Classifier method. 

In this study, ROC AUC results were obtained to 

show how well the machine learning methods 

predicted. The larger the area covered by the ROC 

AUC, the more effective the model was in 

distinguishing classes within the data set [22]. The 

ROC AUC values of the machine learning models in 

this study are shown in Fig. 2. When the ROC AUC 

values of the models were analyzed performances of 

models were listed as Random Forest Classifier 

88.03%, Extra Tree Classifier 86.43% and Gaussian 

Process Classifier 84.43%. These results were 

evaluated according to the gradation of the AUC 

table [23]. Thus, it was concluded that the results 

obtained were quite close to each other and at the 

same time satisfactorily good. 

When the results of the models in Table 2 and Figure 

2 are examined, the method with the highest 

performance was the Random Forest Classifier. 

Within the scope of this study, the Random Forest 

Classifier method was proposed to estimate whether 

individuals had diabetes or not. The results of the 

Random Forest Classifier model are compared with  
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Table 3. Comparison of the proposed method with 

studies in the literature. 

Model Accuracy 

(%) 

Proposed Method (Random Forest 

Classifier) 
81.71 

Naive Bayes [3] 78.57 

Voting Classifier (XGB + RF) [4] 90.00 

Random Forest [5] 79.57 

Logistic Regression [6] 86.00 

Logistic Regression [7] 76.80 

Multilayer Perceptron [8] 78.10 

Naive Bayes + Particle Swarm 

Optimization [9] 
77.34 

Random Forest [10] 75.00 

Logistic Regression [11] 77.60 

Naive Bayes [12] 76.30 

Hierarchical Fuzzy Rule-based 

Evolutionary [13] 
79.17 

 

other studies in the literature in Table 3. In Table 3, 

the prediction accuracy of studies that predict 

diabetes using the PID database is compared with the 

prediction accuracy of the proposed method. As a 

result of the comparison, it is observed that the 

prediction degree of the proposed method is in the 

same range and close to each other with the models 

in the literature. High-performance models in the 

literature have produced better results by using the 

ensemble approach and editing the dataset. The data 

set used in our study is divided into 66% (2/3) for 

training and 34% (1/3) for testing. In such a case, the 

trained models are trained with less data. It is also 

being tested with more data. As a result, the model 

produces more durable, valid and reliable results. 

Also, the proposed method makes predictions using 

a single machine learning model. This situation 

affects the performance result of the proposed 

method. The Logistic Regression [6] model used the 

data set as 80% for training and 10% for testing. In 

this case, the Logistic Regression [6] model was 

trained with more data and tested with less data. 

Thus, the performance of the model is increased. The 

Voting Classifier (XGB + RF) [3] model used the 

data set as 70% for training and 30% for testing. 

They reduced the possibility of making mistakes in 

machine learning methods by reducing the number 

of features by making feature selections. In addition, 

they used two classifiers based on the ensemble 

learning approach in the prediction. As a result, they 

achieved a high level of accuracy. 

When the ROC AUC result of the Random Forest 

Classifier shown in Figure 2 is examined, it is 

determined that the performance of this method is 

satisfactorily high. Also, the accuracy of the Random 

Forest Classifier is given in Table 2 as 81.71%. 

Therefore, the Random Forest Classifier method was 

proposed in this study, considering it useful and 

sufficient to predict diabetes. It is concluded that the 

proposed method will help clinicians' decision-

making processes in computer-aided diagnosis 

systems. 

 

6. Conclusions 
 

In this study, a method that predicts whether 

individuals have diabetes is proposed by using 

Random Forest Classifier, Extra Tree Classifier and 

Gaussian Process Classifier methods. When the 

prediction results are analyzed, the Random Forest 

Classifier method, which has a satisfactory degree of 

success has been proposed within the scope of this 

study. The proposed method has been developed to 

assist clinicians in predicting the diagnosis of 

diabetic patients. It is thought that the proposed 

method can be useful in the decision support process 

by using computer-aided diagnosis systems. In 

future studies, a diabetes data set can be created for 

larger audiences and includes more records. The new 

data set can be analyzed using more advanced 

machine learning methods. 
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