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Bilgisayar Bilimleri ve Teknolojileri Dergisi bilim ve teknolojideki gelismelere paralel olarak bilgisayar
bilimleri ve teknolojileri alaninda yeni gelismelerle ilgili yapilan ¢alismalari yayinlayan bir dergidir.

BIBTED Dergisi,

% Bilgisayar Bilimleri ve Teknolojileri Dergisinin amaci bilgisayar alaninda yapilan 6zgiin ¢alismalar
yaymlamaktir. Yazim kurallarina uygun olarak hazirlanan eser, dergi editorliigiince degerlendirme igin
hakemlere gonderilir. Bilgisayar Bilimleri ve Teknolojileri Dergisinde KOR HAKEMLIK uygulamast
mevcuttur. Yayimlanmasina, hakemlerin goriisii dogrultusunda Dergi Editor ve Yaym Kurulu karar verir.
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tirli sorumlulugu (bilimsel, mesleki, hukuki, etik vb.) yazarlara aittir. Yaymlanan yazilarin telif hakki
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Anahtar Kelimeler: Insan yiiz ifadeleri, kisiler i¢in iletisimde ana bilgi kanallarindan biridir. Insanlar
Evrigimli Sinir Ag1 glinliik hayatlarinda psikolojik durumlar ifade etmek igin ¢ok fazla yiiz ifadesi

Optimizasyon Yontemleri
Yiiz ifadeleri
Siiflandirma

Veri Arttirma

olusturmaktadir. Bu yiiz ifadeleri temel ve karmasik duygular olarak ayrilir.
Insanlar bu duygu ifadelerini tanimlamada hala zorlanirken makineler icin de
gelismekte olan bir konudur. Bu sebeple son zamanlarda ¢ok fazla ilgi
gérmektedir. Bu calismada Ohio Eyalet Universitesine ait Compound Emotion
(CE) veri setindeki temel 7 duygu olan dogal, mutly, iizgiin, 6fkeli, sasirmis,
korkulu ve igrenme duygular1 iizerinde durulmaktadir. Veri seti 1610
gorintiiden olusmaktadir. Basarimi arttirmak icin veri cogaltma islemi
uygulanarak 5478 gortiintii elde edilmektedir. Egitilmis Evrisimli sinir ag1 (CNN)
modelleri ile smiflandirma isleminde optimizasyon yoéntemlerinin etkileri
gosterilmektedir. VGG19 ve MobileNet modelleri ile Adadelta, Adagrad ve
Stokastik gradyan inisi (SGD) optimizasyon yontemlerinin duygu siniflari
iizerindeki sonuclar1 grafikler ve degerlendirme tablolar: ile birlikte detayli
incelenmektedir.

Comparison of Optimization Methods Used in CNN Models for Classification of Facial
Expressions

ABSTRACT
Keywords: Human facial expressions are one of the main channels of communication for
Convolutional Neural people. People make too many facial expressions to express psychological states

Network
Optimization Methods
Face Expressions
Classification

Data Augmentation

in their daily lives. These facial expressions are divided into basic and complex
emotions. While humans still struggle to identify these expressions of emotion,
itis an emerging topic for machines as well. For this reason, it has attracted a lot
of attention lately. In this study, the 7 basic emotions in the Compound Emotion
(CE) dataset of Ohio State University, which are natural, happy, sad, angry,
surprised, fearful and disgusted, are emphasized. The dataset consists of 1610
images. To increase the performance, 5478 images are obtained by applying the
data duplication process. The effects of optimization methods in the
classification process are shown with trained convolutional neural network
(CNN) models. The results of VGG19 and MobileNet models and Adadelta,
Adagrad and Stochastic gradient descent (SGD) optimization methods on
emotion classes are examined in detail with graphics and evaluation tables.
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1. GiRis

Yiiz  ifadelerinin  olusturdugu duygular,
yuzyillardir psikoloji ve bilisim alaninda 6nemli
arastirma konusudur. Bir kisinin yiiz ifadelerinin
analizi ile fiziksel ve duygusal durumu ile ilgili birgok
¢ikarim yapmak miimkiindiir. Giiniimiiz teknolojik
gelismeleriyle beraber bireylerin yiiz ifadelerinden
duygu tespitinin yapilmasi medikal (Yolcu vd.,
2017), robotik (Littlewort vd., 2003), trafik (Zhang
ve Hua, 2015), pazarlama gibi farkli alanlarda
kullanimi yayginlasmistir.

Arastirmalarda duygular, temel ve karmasik
duygular olarak iki smifta incelenmektedir.
Arastirmalar iki duygu sinifi oldugunu gosterse de
calismalar genellikle temel duygularin tespiti
lizerine yogunlastig1 gorilmektedir. Temel duygular
mutlu (happy), lizgiin (sad), 6fkeli (angry), sasirmis
(surprised), igrenmis (disgusted), dogal (neutral) ve
korkulu (fearful) yiiz ifadeleridir. Yuz ifadelerinin
belirlenmesinin  temel  hedef, Dbelirli yiiz
goriiniimlerine karsilik gelen insanlarin duygu
durumunu tanimlamaktir. Bu nedenle insan
bilgisayar  etkilesimi  olan  bircok  sosyal
uygulamalarda sik¢a kullanilmaktadir (Ko, 2018).

Onceki yillarda, bircok geleneksel yéntemlerle
on islem ve ozellik ¢ikarim ile kullanilan makine
O6grenmesi yontemi Onerilmistir. Ancak bir¢ok
sebeple istenilen basarim elde edilmemektedir (Li
vd., 2020). Coklu hesaplama modellerine izin veren
yapisi, biliyiik ve karmasik verileri 6grenmesinde
verimli ~ sonuglar vermesinden dolay1 yiiz
ifadelerinden duygu analizi i¢in derin 68renme
yontemlerinin kullanimi artmaktadir ve yiiksek
basarim elde edilen bir¢ok c¢alisma yapilistir
(Voulodimos ve Doulamis, 2018).

2015 yilinda Chen ve arkadaslari, goriinti
verisinden duygu analizi icin olusturduklan
Evrisimli Sinir Ag1 (CNN) modeli geleneksel
yontemlerden daha iyi sonuglar elde etmistir (Chen
vd., 2015). Karaman ve Ozdemir, bir CNN modeli
olan Alexnet ile video karelerinden yiiz ifadeleri
tanima sistemi olusturmustur (Ozdemir ve Karaman,
2017). Jung ve arkadaslari, goriintii dizilerinden
zamansal goriiniim 6zellikleri ve zamansal geometri
ozellikleri ¢ikartan iki farklh CNN modelini
birlestirerek daha yiiksek basarim elde etmeye
¢alismislardir (Jung vd., 2015).

Videla ve Kumar arkadaslari, 10 katmanli CNN
modeli ve Adam optimizasyon ydntemi tercih
edilerek Cohn-Kanade (CK+) ve Japon Kadin Yiiz
ifadeleri (JAFFE) veri setleri iizerinde yiiz ifadeleri
tespiti lizerinde durulmustur (Videla ve Kumar,
2020).

2022 yilinda Kandhro ve arkadaslari, CK+ ve
JAFFE veri setlerini kullanarak CNN modeli lizerinde
hiperparametrelerin etkileri incelenmistir. Adamax,
Nadam ve Adam gibi optimizasyon ydntemleri test
edilmistir (Kandhro vd., 2022).

En 6nemli derin 6grenme algoritmalarindan biri
evrisimli sinir ag1 (CNN) modelidir. Derin 6grenme
modellerinin  performans ve basarimi icin

optimizasyon algoritmasi se¢imi o6nemli bir
parametredir. Yapilan ¢alisma kapsaminda VGG19
ve MobileNet modelleri SGD optimizasyon
algoritmasi, Adadelta optimizasyon algoritmasi ve
Adagrad optimizasyon algoritmalar1 kullanilarak
birbirleriyle detayli olarak karsilastirilmis ve
basarimlari incelenmistir.

Makalenin bir sonraki kismi olan ikinci kisimda
calismada kullanilan veri seti, modeller ve
optimizasyon yontemlerinden bahsedilmektedir.
Daha sonra gciinci kisim ise  kullanilan
parametreler, elde edilen grafikler ve degerlendirme
tablolar1 yer almaktadir. Son olarak doérdiincii
kisimda sonuglarin degerlendirilmesi verilmektedir.

2. YONTEM

Bu calismada, Ohio Eyalet Universitesine ait
Compound Emotion (CE) veri seti kullanilmaktadir.
Yaslar1 23 olan 130’u kadin 100’ erkek 230 denek
kisiden olusmaktadir. Kisiler bes farkli kokenden
olusmaktadir. Yiiz hatlarinin belirginligi icin sakal ile
gozlik  bulunmamaktadir. Ayrica  kaslarinin
belirginligi belli olmasi i¢in alinlarini a¢gmalari
istenmistir. Bu veri seti temel ve karmasik duygulari
kapsamaktadir. Insanlar giinliik hayatlarinda bircok
duyguyu tanisalar da ¢alismalar genellikle 7 temel
duyguyu esas almistir. Bu calismamizda veri setinde
bulunan temel duygular olan mutlu, lizgiin, 6fkeli,
sasirmis, dogal, igrenmis ve korkulu yiiz ifadeleri
kullanilmistir. Toplam 1610 goriintii bulunmaktadir
(Du vd., 2014). Veri seti %70 egitim ve %30 test
olarak ayrilmistir. Veri setinden 6rnek goriintiiler
Sekil 1’de gosterilmektedir (Du vd., 2014).

Sekil 1. Yiz ifadelerinden (a) dogal, (b) mutly, (c)
tizglin, (d) ofkeli, (e) sasirmis, (f) igrenmis, (g)
korkulu i¢in veri setinden 6rnek goriintiiler

Veri seti boyutu derin 6grenme modelleri icin
onemli bir parametredir. Probleme uygun veri
toplamak zor bir islemdir. Veri seti birlestirme ve
veri c¢ogaltma islemleri bu sorun ig¢in ¢6ziim
olabilmektedir. Veri seti birlestirme isleminde
goriintiilerde  uyumsuzluk gostermesi sorun
olabilmektedir. Bu sebeple modellerin basarimini
arttirmak ve asir1 6grenmenin O6niine ge¢cmek icin
egitim veri setine veri arttirma islemi uygulanmistir
(Alimovski ve Erdemir, 2021). Bu islem sadece veri
setinde egitim i¢in ayrilan kismina uygulanmaktadir.
Mevcut verilerden yeni goriintiiler iiretilmektedir.
Uygulanan veri arttirma yontemi, Bir derin 6grenme

Bilgisayar Bilimleri ve Teknolojileri Dergisi
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kiitiiphanesi olan Tensorflow’un a¢ik kaynak olarak
bulunan veri arttirma kodundan gelistirildi
(Tensorflow Core, 2020). Gorilintii lizerinde saga ve
sola belli agillarda déndiirme, yakinlastirma ve
Olgekleme islemleri yapildi. Bu islemler sonucunda
toplam egitim setindeki gorinti sayis1 5478
olmustur. Test veri setinde bir degisiklik
yapilmamistir. Test veri setinde alt1 duygu icin 69 ve
lizgiin smifinda 70 veri ile 483 goriinti
bulunmaktadir.

Bu ¢alismada, dnceden egitilmis Evrisimli Sinir
Aglar1 (CNN) modelleri olan VGG19 ve MobileNet
modelleri tercih edilmistir. VGG19 modeli, ¢ok
katmanli derin bir sinir agidir. VGG19 modelinde
maksimum havuzlama katmanlar1 bulunmaktadir.
4096 noérondan olusan iki tam baglanti katmani
icermektedir. 19 katman derinligine sahiptir (Zheng
vd., 2018). MobileNet modeli, mobil uygulamalarda
kullanilmak icin TensorFlow'un ilk mobil derin
6grenme  modelidir.  MobileNet = katmanlari
derinlemesine ayrilabilir evrisimlerden olusur.
Parametre sayisini 6nemli derece azaltmaktadir
(Pujara, 2020). Optimizasyon yontemleri, makine
O6grenmesi ve derin 6grenme ydntemlerinde hata
oranini en aza indirgemek i¢in oOnemlidir. Bu
calismada literatiirden farkli olarak ii¢ optimizasyon
yontemi secilmistir. Bunlar Stokastik gradyan inisi
(SGD), Adadelta ve Adagrad yontemleridir (Seyyarer
vd., 2020; Defazio, 2020).

3. BULGULAR

Calisma kapsaminda temel 7 duygu olan mutlu
(happy), tzgiin (sad), ofkeli (angry), sasirmis
(surprised), igrenmis (disgusted), dogal (neutral) ve
korkulu (fearful) yiiz ifadelerinin belirlenmesi i¢in
VGG19 ve MobileNet modelleri ile birlikte SGD,
Adadelta ve Adagrad optimizasyon yo6ntemleri
kullanilmaktadir. Modellere etki eden
hiperparametreler test edilerek  secilmistir.
Bunlardan dénem sayisi(epoch) 10, parti boyutu
(batch size) 32, 6grenme orani (learning rate) 0.001
ve girdi boyutu (224,224,3) belirlenip her model icin
sabit degerlerdir. Optimizasyon algoritmalarin ve
modellerin basarim degerlerin dogru kiyaslanmasi
icin basarim (accuracy) grafigi, hata (loss) grafigi,
karmasiklik (confusion) matrisi ve smiflarin
performans metrikleri sunulmaktadir. Test verisi
484 goriintiden olusmaktadir Sonuglar bu
goriintiiler izerinden elde edilmektedir.

3.1. VGG19 Modeli ile Elde Edilen Bulgular

VGG19 CNN modeli icin ti¢ farkli optimizasyon
yontemi ayri ayri incelenmekte ve birbirleri arasinda
kiyaslanmaktadir.

3.1.1. SGD Optimizasyon Yontemi

Stokastik Gradyan Inisi (SGD) optimizasyon
yontemi ile dogrulama ve egitim verileri icin basarim

(accuracy) ve hata (loss) grafikleri sekil 2’'de
sunulmaktadir.

a) b)

model accuracy model loss

2 a 5 8 o 2 H 6 [

Sekil 2. Vggl9 modeli ile kullanilan SGD
optimizasyon algoritmasinin a) basarim grafigi b)
hata grafigi

Accuracy Validation Loss

Sekil 2’de grafikler paralel ilerlemis olsa da
degerler arasinda farklar bulunmaktadir.

Confusion Matrix

Angry
Disgusted

Fearful

Happy

Tue label

Neutral

Sad

Surprised

&

PO P
& -y &
¥ 0{;‘ & & &

Predicted label

Sekil 3. Vggl9 modeli ile kullanilan SGD
optimizasyon algoritmasinin karmasiklik matrisi

Sekil 3 ile test verileri icin 7 duygu simifinin
dogru tahmin ettigi degerler goriilmektedir. En ¢ok
dogru tahmini mutlu duygu smifinda yapmistir. En
diisiik tahmin ise tizgiin duygu sinifinda olmustur.

Tablo 1. Vggl9 model ile SGD optimizasyon
algoritmasi i¢in performans sonugclari

PRECISION  RECALL F1- SUPPORT
SCORE
ANGRY 0.63 0.83 0.72 69
DISGUSTED 0.90 0.67 0.77 69
FEARFUL 0.68 0.77 0.72 69
HAPPY 0.91 0.91 091 69
NEUTRAL 0.81 0.78 0.79 69
SAD 0.65 0.60 0.62 70
SURPRISED 0.89 0.83 0.86 69
ACCURACY 0.77 484
MACRO AVG 0.78 0.77 0.77 484
WEIGHTED 0.78 0.77 0.77 484

AVG

Tablo 1'de test basarim (accuracy) degerinin
%77 oldugu goriilmektedir.

3.1.2. Adadelta Optimizasyon Yéntemi
Adadelta  optimizasyon algoritmasi igin

dogrulama ve egitim verileri i¢in basarim ve hata
grafikleri sekil 4 ile sunulmaktadir.

Bilgisayar Bilimleri ve Teknolojileri Dergisi
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model accuracy model loss

0 2 4 6 [ o 2 a 6 8
epoch epoch

Validation Accuracy Loss

Sekil 4. Vggl9 modeli ile kullanilan Adadelta
optimizasyon algoritmasinin a) basarim grafigi b)
hata grafigi

Accuracy Validation Loss

Sekil 4'te basarim ve dogrulama degerleri
benzer seyretmektedir.

Confusion Matrix

Angry
Disgusted
Fearful

Happy

Tue label

Neutral

Sad

Surprised

Predicted label

Sekil 5. Vggl9 modeli ile kullanilan Adadelta
optimizasyon algoritmasinin karmasiklik matrisi

Sekil 5'te test verileri i¢cin 7 duygu smifinin
dogru tahmin ettigi degerler goriilmektedir. En ¢ok
dogru tahmini mutlu duygu smifinda yapmistir. En
diisiik tahmin ise dogal duygu sinifinda olmustur.

Tablo 2. Vgg19 model ile Adadelta optimizasyon
algoritmasi i¢in performans sonugclari

PRECISION RECALL  F1- SUPPORT
SCORE
ANGRY 0.67 0.72 0.69 69
DISGUSTED 0.71 0.78 0.74 69
FEARFUL 0.63 0.83 0.72 69
HAPPY 0.90 0.93 0.91 69
NEUTRAL 0.84 0.38 0.52 69
SAD 0.51 0.57 0.54 70
SURPRISED 0.92 0.84 0.88 69
ACCURACY 0.72 484
MACRO AVG 0.74 0.72 0.72 484
WEIGHTED 0.74 0.72 0.72 484

AVG

Tablo 2’de test basarim (accuracy) degerinin
%72 oldugu goriilmektedir.

3.1.3. Adagrad Optimizasyon Yontemi
Adagrad  optimizasyon  algoritmasi  ig¢in

dogrulama ve egitim verileri i¢cin basarim ve hata
grafikleri sekil 6 ile sunulmaktadir.

model accuracy model loss

0 2 H 5 [ o 2 H 5 [
epoch epocn

Validation Accuracy Loss

Sekil 6. Vggl9 modeli ile kullanilan Adagrad
optimizasyon algoritmasinin a) basarim grafigi b)
hata grafigi

Accuracy Validation Loss

Sekil 6’da basarim ve dogrulama verileri
uyumlu ve paralel seyretmektedir.
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Sekil 7. Vggl9 modeli ile kullanilan Adagrad
optimizasyon algoritmasinin karmasiklik matrisi

Sekil 7 ile test verileri icin 7 duygu sinifinin
dogru tahmin ettigi degerler goriilmektedir. Genel
olarak iizglin duygu smifi disinda iyi sonuglar
vermistir.

Tablo 3. Vggl9 model ile Adagrad optimizasyon
algoritmasi i¢in performans sonugclari

PRECISION  RECALL F1- SUPPORT
SCORE
ANGRY 0.74 0.80 0.77 69
DISGUSTED 0.86 0.87 0.86 69
FEARFUL 0.83 0.97 0.89 69
HAPPY 0.97 0.96 0.96 69
NEUTRAL 1.00 0.80 0.89 69
SAD 0.73 0.73 0.73 70
SURPRISED 0.97 0.93 0.95 69
ACCURACY 0.86 484
MACRO AVG 0.87 0.86 0.86 484
WEIGHTED 0.87 0.86 0.86 484

AVG

Tablo 3’te test basarim (accuracy) degerinin
%86 oldugu goriilmektedir.

3.2.MobileNet Modeli ile Elde Edilen Bulgular
MobileNet modeli i¢in ti¢ farkli optimizasyon
yontemi ayr1 ayri incelenmekte ve birbiri arasinda
kiyaslanmaktadir.
3.2.1. SGD Optimizasyon Yontemi
SGD optimizasyon algoritmasi i¢in dogrulama

ve egitim verileri icin bagsarim ve hata grafikleri sekil
8 ile sunulmaktadir.
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model accuracy model loss

Sekil 8. MobileNet modeli ile kullanilan SGD
optimizasyon algoritmasinin a) basarim grafigi b)
hata grafigi

Accuracy Validation Loss Loss

Sekil 8’te egitim ve dogrulama verileri arasinda
basarim farklar gériilmektedir.
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Sekil 9. MobileNet modeli ile kullanilan SGD
optimizasyon algoritmasinin karmasiklik matrisi

&

Sekil 9’da test verileri i¢in 7 duygu sinifinin
dogru tahmin ettigi degerler goriilmektedir. 69 test
verisinden 63’linii dogru tahmin ettigi en iyi sonug
mutlu yiiz ifadesidir.

Tablo 4. MobileNet model ile SGD optimizasyon
algoritmasi i¢in performans sonugclari

PRECISION  RECALL F1- SUPPORT
SCORE
ANGRY 0.63 0.83 0.72 69
DISGUSTED 0.90 0.67 0.77 69
FEARFUL 0.68 0.77 0.72 69
HAPPY 0.91 0.91 091 69
NEUTRAL 0.81 0.78 0.79 69
SAD 0.65 0.60 0.62 70
SURPRISED 0.89 0.83 0.86 69
ACCURACY 0.77 484
MACRO AVG 0.78 0.77 0.77 484
WEIGHTED 0.78 0.77 0.77 484

AVG

Tablo 4 ile test basarim (accuracy) degerinin
%77 oldugu goriilmektedir.

3.2.2. Adadelta Optimizasyon Yéntemi
Adadelta  optimizasyon algoritmasi igin

dogrulama ve egitim verileri icin basarim ve hata
grafikleri sekil 10 ile sunulmaktadir.

model accuracy model loss
045 e 20
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Validation Accuracy Loss

Sekil 10. MobileNet modeli ile kullanilan Adadelta
optimizasyon algoritmasinin a) basarim grafigi b)
hata grafigi

Accuracy Validation Loss

Sekil 10’da basarim ve dogrulama verileri
paralel ilerlemistir. Ancak basarim  diisiik
bulunmaktadir.  Hata  degeri ise  yiiksek
bulunmaktadir.
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Predicted label
Sekil 11. MobileNet modeli ile kullanilan Adadelta
optimizasyon algoritmasinin karmasiklik matrisi

o

Sekil 11 ile gosterilen matriste test verileri i¢in
7 duygu smifinin dogru tahmin ettigi degerler
goriilmektedir. 69 test verisinden 47’sini dogru
tahmin ettigi en iyi sonu¢ mutlu ytz ifadesidir. 45
dogru tahmin ile sasirmis duygu sinifi gelmektedir.

Tablo 5. MobileNet model ile Adadelta optimizasyon
algoritmasi i¢in performans sonugclari

PRECISION  RECALL F1- SUPPORT
SCORE
ANGRY 0.55 0.57 0.56 69
DISGUSTED 0.47 0.49 0.48 69
FEARFUL 0.34 0.51 0.41 69
HAPPY 0.67 0.68 0.68 69
NEUTRAL 0.30 0.26 0.28 69
SAD 0.27 0.14 0.19 70
SURPRISED 0.63 0.65 0.64 69
ACCURACY 0.47 484
MACRO AVG 0.46 0.47 0.46 484
WEIGHTED 0.46 0.47 0.46 484

AVG

Tablo 5 ile test basarim (accuracy) degerinin
%47 oldugu goriilmektedir.

3.2.3. Adagrad Optimizasyon Yontemi
Adagrad  optimizasyon  algoritmasi  ig¢in

dogrulama ve egitim verileri i¢in basarim ve hata
grafikleri Sekil 12 ile sunulmaktadir.
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model accuracy model loss
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Validation Accuracy Loss

Sekil 12. MobileNet modeli ile kullanilan Adagrad
optimizasyon algoritmasinin a) basarim grafigi b)
hata grafigi

Accuracy Validation Loss

Sekil 12’de egitim ve dogrulama verilerinde
basarim degerleri arasinda fark goriilmektedir.
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Sekil 13. MobileNet modeli ile kullanilan Adagrad
optimizasyon algoritmasinin karmasiklik matrisi

Sekil 13 ile gosterilen matriste test verileri icin
7 duygu smifinin dogru tahmin ettigi degerler
goriilmektedir. 69 test verisinden 65’ini dogru
tahmin ettigi en iyi sonu¢ mutlu yiiz ifadesidir.

Tablo 6. MobileNet model ile Adagrad optimizasyon
algoritmasi i¢in performans sonuglari

PRECISION RECALL  F1- SUPPORT
SCORE
ANGRY 0.64 0.78 0.70 69
DISGUSTED 0.74 0.71 0.73 69
FEARFUL 0.77 0.80 0.79 69
HAPPY 0.97 0.94 0.96 69
NEUTRAL 0.88 0.72 0.79 69
SAD 0.65 0.63 0.64 70
SURPRISED 0.87 0.88 0.88 69
ACCURACY 0.78 484
MACRO AVG 0.79 0.78 0.78 484
WEIGHTED 0.79 0.78 0.78 484

AVG

Tablo 6 ile test basarim (accuracy) degerinin
%78 oldugu goriilmektedir.

4. SONUCLAR

Yapilan c¢alismada, yiiz ifadelerinden olusan
goriintll veri seti kullanarak VGG19 ve MobileNet
modellerine uygulanan SGD, Adadelta ve Adagrad
optimizasyon yontemlerinin kiyaslanmasi
yapilmistir. Bulgular sonucunda VGG19 modelinin
en iyi sonucu %86 oranla Adagrad optimizasyon
algoritmasi ile elde edilmistir. En diistik sonuglar ise
%72 oranla Adadelta optimizasyon algoritmasi
tarafindan elde edilmistir. Tim optimizasyon

algoritmalar1 i¢in en iyi sonucu mutlu duygu
sinifinda elde etmistir. MobileNet modeli en iyi
sonuclart %78 ile Adagrad ve %77 ile SGD
optimizasyon algoritmalarinda elde etmistir.
MobileNet ile kullanilan Adadelta optimizasyon
yontemi %47 oranla en diisiik sonu¢ olmustur.

Tum sonuglar degerlendirildiginde iki model
icin Adagrad optimizasyon algoritmasi basarili
sonu¢ verirken en diisik degerler Adadelta
optimizasyon algoritmasi ile elde edilmektedir. Tiim
modellerde en iyi sonucu ve en ¢ok dogru tahmini
mutlu duygu sinifi ile elde edilmektedir
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ABSTRACT

MD-Advisor is the abbreviation of “Medical Doctor-Advisor", a novel artificial
intelligence-based (AI) recommendation system in healthcare. Moreover, the
health-based recommender system is a decision-making tool that recommends
appropriate healthcare information to patients and clinicians. It aims to
minimize human error in the clinic and enhance patient safety by
utilizing Natural Language Processing (NLP) methods and AI to diagnose
certain cases that may otherwise be overlooked. In the fast-paced world of
healthcare, it is essential for physicians to quickly and accurately diagnose
patients to provide effective treatment. The MD-Advisor was developed to help
healthcare professionals achieve this goal by speeding up the diagnostic process
and presenting all possible conditions based on patient complaints. With this
project, the methods of diagnosing the patient and then recommending the
examination are completed quickly. Based on the data obtained from patient
complaints that indicates the current health status of the patient; data
preprocessing, labeling, and deep learning modeling techniques are used. The
diagnostic codes used as labels for the diagnosis recommendation were
obtained as output from the Recurrent Neural Networks (RNN) model. As a
result of the study, the diagnosis proposal for the patient's complaints was
successfully predicted with the applied RNN model approach.

Anahtar Kelimeler:
Yapay Zeka Tabanli Oneri
Sistemi, Tiirk¢e Dogal Dil
isleme, Uzun Kisa Siireli
Bellek, Yinelemeli sinir agy,
Saglik Oneri Sistemi

Dogal Dil isleme Tabanh Tiirk¢e Tam1 Oneri Sistemi

0z

MD-Advisor, saglik hizmetlerinde yapay zeka tabanl bir 6neri sistemi olan “tip doktoru
- danisman” ifadesinin kisaltmasidir. Ayrica saglik temelli dneri sistemi, hastalara ve
klinisyenlere uygun saglik hizmeti bilgileri icin Onerilerde bulunan bir karar alma
aracidir. MD-Advisor Projesi, doktorlarin hastalara teshis koyarken izledikleri
prosediirleri hizlandirmak ve olasi tiim durumlari kisa stirede doktora sunmak amaciyla
gelistirilmistir. Bu proje ile hastaya teshis konulmasi ve sonrasinda tetkik énerilmesi
stirecleri ¢ok hizli bir sekilde tamamlanmaktadir. Boylece hasta dogrudan tedavi
asamasina ge¢mektedir. Hastanin mevcut saghk durumunu gosteren hasta
sikayetlerinden elde edilen verilere dayanarak; veri 6n isleme, etiketleme ve derin
6grenme modelleme teknikleri kullanilmaktadir. Teshis Onerisi icin etiket olarak
kullanilan teshis kodlari, Tekrarlayan Sinir Aglar1 (TSA) modelinden ¢ikti olarak elde
edildi. Calisma sonucunda uygulanan TSA modeli yaklasimi ile hastanin sikayetlerine
yonelik tani 6nerisi basarili bir sekilde tahmin edilmistir.
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1. INTRODUCTION

When a patient applied to a physician,
approximately 100 thousand diseases are likely. The
physician attempts to reduce these possibilities by
taking patient's history, asking questions about their
complaints, examining them, and ordering tests as
required. After this process, clinicians make their
decisions for diagnosis. Al-based recommendation
systems, such as the MD-Advisor, aims to mimic this
process by processing patient's complaints and
reducing the number of potential diagnoses. These
systems provide the physician with one or more of
the most accurate diagnoses based on the patient's
symptoms. The ultimate goal is to arrive at an
accurate diagnosis in a timely and efficient manner.

These predictive technologies create an online
model by integrating disease-related text and
ontology features into intelligent algorithms. The use
of recommendation systems has several advantages,
such as reducing the workload for physicians and
facilitating the inference of diagnoses made by other
physicians based on patient complaints. The system
trains itself with the past decisions of physicians
through its learning process, offering the
opportunity to compare its current
recommendations with the physician's diagnosis.
Furthermore, the system acts as an assistant to
physicians, providing them with the control to make
decisions independently.

The goal of the planned system is to minimize
clinical decision error rates by presenting a
diagnosis plan to the physician by integrating each
phase of the program into the Electronic Healthcare
Records (EHR) developed within the company.
Aclinical decision support system will be
established that operates in harmony with the
system and continuously trains itself based on
physician feedback. This system will assist
physicians in making critical decisions.

The data for the study was obtained from the
Acibadem Healthcare Group (AHG) hospitals. AHG is
a healthcare institution offering services through
various hospitals and medical centers in Turkey and
all around the world.

It is widely recognized that oversights in the
clinical field can result in serious problems that pose
a significant risk to patient safety. Malpractices
within the clinical process can lead to morbidity and
even mortality. The MD-Advisor program aims to
minimize human error rates in the clinic and
enhance patient safety by utilizing Natural Language
Processing (NLP) methods and Al todiagnose
certain cases that may otherwise be overlooked.

To determine the data to be used in the project,
data analysis was performed to determine the
suitability of the data to be taken from the Hospital
Information Management System (HIMS) screens for
NLP. The EHR of the internal medicine department
were used due to their comprehensive nature. The
existing medical ontologies were evaluated, and the
relevant classes, subclasses, and relations were

identified for use in the ontology. Entities were
detected with the help of Python. Many tools and
libraries, such as NLTK, SpaCy, and Scikit Learn,
which were created to apply NLP techniques and
solve problems, were used in the text preprocessing
stage.

The patient complaint data was preprocessed to
make it usable for the project. During the
preprocessing stage, the text was divided into
tokens, and meaningless words and unnecessary
characters were removed to obtain clean,
understandable data. An RNN algorithm was created
as a deep learning model for diagnosis prediction. As
the output of this algorithm, a diagnosis
recommendation is made based on the patient's
situation. The study consists of three parts:
introduction, methodology, and results. In the
introduction, diagnostic methods and
recommendation systems are described. In the
methodology section, the project workflow is
outlined, including data preprocessing, modeling,
ontology, and Named Entity Recognition (NER)
model. The results of the project were presented and
analyzed in the last part, and the study is concluded.

2. BACKGROUND

Diagnosis in medicine refers to the process of
determining the nature and circumstances of a
medical condition through examinations and
investigations. Furthermore, it refers to the decision
reached from these processesas stated in the
dictionary (“Definition of Diagnosis,” n.d.). In this
context, diagnosis can be considered as a decision-
making process under uncertainty, as stated in the
article "How doctors diagnose diseases and
prescribe treatments: an fMRI study of diagnostic
salience" (Melo et al., 2017).

In the diagnostic process, physicians start by
asking questions related to the patient's symptoms
and complaints such as “What brings you here ?” and
“What are your complaints ?”. Based on the patient's
responses, the physician forms an initial impression
of the potential disease. Subsequently, they start
examination using medical tools according to the
patient’s complaints and the area that causes the
problem. If the problem is in the heart or lungs, they
use a stethoscope; if the problem is in the ears of the
patient, they use an otoscope, etc. Nevertheless, all
the diagnostic tools cannot be mobile so they cannot
be found in the doctor’s office. If the area causing the
problem is not easily accessible, imaging tests such
as Magnetic Resonance Imaging (MRI) or Computed
Tomography (CT) scans may be ordered. Despite
advancements in investigation techniques, the
process of gathering information through history
taking still remains an important aspect of diagnosis.
Nowadays, investigation techniques are improved,
and doctors can detect diseases easier than ever.
However, the part where doctors ask questions to
their patients about the disease remains the same.
Therefore, in this project, the focus is on utilizing
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EHR to suggest possible diagnoses to physicians.
EHRs capture the information recorded by
physicians during patient interviews and are a
valuable resource for diagnosis decision-making.

Recommender systems are designed to support
medical care providers, particularly physicians, in
the selection of appropriate diagnoses, treatments,
medications, and other recommendations they may
require. (Stark, Knahl, Aydin, & Elish, 2019) In recent
decades, substantial amounts of data have been
accumulated in clinical databases, including patients'
health information, laboratory results, medical
reports, treatment plans, and physicians' notes. As a
result, the availability of digital information for
patient-oriented decision-making applications has
significantly increased. (Wiesner & Pfeifer, 2014).
These systems are created to utilize patients' health
information, such as EHR, to provide suggestions to
healthcare providers, including doctors. It is
important to note that these decision-making tools
are not intended to replace healthcare providers but
rather to enhance their diagnostic accuracy by
automatically considering all possible diseases with
the aid of machine learning and AIl. Recommender
systems can be beneficialin numerous areas
of healthcare. For instance, the machine learning
algorithm behind the system could be trained
using images and patterns to make suggestions for
imaging results such as MRI or CT scans.
Additionally, the algorithm could be fed by
physicians' written reports to incorporate verbal
and written information from patients. Ultimately,
recommender systems are tools to facilitate
decision-making  for  healthcare  providers,
regardless of the type of data they are provided.

3. METHODS

Within the scope of the MD-Advisor Project, the
workflow is divided into two primary categories:
data preprocessing and modeling. The project also
included ontology studies to implement the NER
model for future use. Once the raw data was
obtained, it was pre-suitable for the use and training
of the model. To be used as input, two sections
related to patients’ complaints are taken. The system
requires the disease data to be coded using the
International Classification of Diseases (ICD-10)
codes as the output for diagnosis estimation. The
workflow of the project is illustrated in Figure 1.
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Figure 1. MD-Advisor Project Workflow

The model was selected as an RNN among deep
learning models due to its recurrent structure. The
deep learning model underwent training and was
exported for clinical use after it successfully passed
the testing and validation phases. A user interface
was developed using the RNN model, based on the
data from the hospital information system, to
provide physicians with suggested diagnoses.

3.1. Data Source

The data set consists of three different
columns. These three columns are respectively
"COMPLAINTITLE", "COMPLAINTEXT" and
"DIAGNOSIS". The first column usually contains a
summary of the complaint in a single sentence. The
second column is a paragraph containing details
about the patient's complaint and history. The third
column contains diagnoses in the form of ICD-10
codes.

The first column is filled when the doctors enter
the patient's general complaints into the system
while listening to the patient. More detailed
information, such as the patient's past medical
history, the medications they regularly use, his
current illnesses, the details of their complaint, and
family history, are included in the second
column. The last column consists of diagnoses made
by the physician considering the patient's
complaints and history.

3.2. Data Preprocessing

The raw data was obtained from the Relational
Database Management System (RDBMS) of
Acibadem Hospitals.

All Aabadem:
Huospitals

Active
Patients

Internal
Disease

Outpatient
Treatment

167.737 Visitations

Figure 2. MD-Advisor Dataset Characteristic

Therefore, the raw data was converted to JSON
format for improved efficiency and ease of
processing. Subsequently, the preprocessing of the
data in the JSON format was initiated. Preprocessing
was essential for the modeling and could impact the
overall results of the project. This was due to the
presence of various issues in the raw data, such as
misspellings, empty rows, and special characters.
The preprocessing steps involved the elimination of
empty rows, conversion of all words to lowercase,
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tokenization of the dataset into individual words,
and removal of special characters such as asterisks,
symbols, and the 'less than' and 'greater than'
symbols. Furthermore, all the abbreviations were
detected and replaced with their meanings. Spell
checking was also performed to correct misspelled,
improperly joined, or separated words.
Furthermore, the use of Regular Expressions
(RegEx) was employed to locate units that had
numbers before them, as these statements hold
significance in the field of medicine. From the
preprocessed data, specific columns that contain
patients’ complaints regarding their medical
conditions and diseases were separated for further
processing.

“Sample Complaint Title = dm htn cad gis
copd patient followed for iron deficiency and sleep
apnea.”

“Sample Examination Notes = util13 wk
ago, had e.coligrown in urine culture. Have used
cipro for five days, complaining of burning while
urinating, frequent urination, occasional sneezing,
urinary incontinence, used vasoxen 1*1 because of htn.
seen in mother & aunt. heavy mens. bleeding with FE
deficiency gis symptoms has flank pain, operation was
not considered necessary. 12.04.2021 crp 0.23, hgb
12.7, het <38, alb 6, pmnl 4610"

CLEANED TITLE: diabetes mellitus hipertansiyon korone
r arter hastaligi gastro intestinal sistem kronik obstriktif akciger hastal
181 demir eksikligi uyku apnesi nedeniyle takip edilen hasta

CLEANED TEXT: 13 hafta once idrar yolu enfeksiyonu g
ecirmis idrar kiiltiiriinde e - coli Uremis 5 giin cipro kullanmis idrar yapark

en yanma sikayeti ara ara hapsirma idrar kacirma oluyor ht nedeniyle vasoxe
n 1x1 kullanmis anne teyzede goriilmis sik idrara ¢ikma var demir eksikligi

saptanmis mensturasyon kanamalari fazla oluyor yan agrisi oluyor operasyon

gerekli gorilmedi 12.04.2021 c reaktif protein @.23 hemoglobin 12.7 hemotok
rit < 38 albumin 6 polimorfoniikleer ldkosit 4610

Figure 3. Results of the Text After Being
Preprocessed

“CLEANED TITLE: Patient followed up for
diabetes mellitus, hypertension, coronary artery
disease, gastrointestinal system disorders, chronic
obstructive pulmonary disease, iron deficiency
and obstructive sleep apnea.”

“CLEANED TEXT: Patient had urinary tract
infection 13 weeks ago, E.coli was grown in urine
culture and used ciprofloxacin for
five days. Complained of burning while
urinating, frequent urination and occasional urinary
incontinance when sneezing. Patient used to take
vasoxen once a day for hypertension. Family history
reveals that hypertension is also present in her
mother and aunt. Patient has heavy menstrual
bleeding and iron deficiency. Pain located in the
flank. Operation wasnot considered necessary.
Blood sample analysisin 12.04.2021 show; C-
reactive protein: 0.23, hemoglobin: 12.7, hematocrit
< 38,albumin: 6, polymorphonuclear leukocytes
4610”
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3.3. Modeling

The MD-Advisor Program followed a structured
approach in the modeling stage, comprising six steps.
These steps were: tokenization, label encoding, the
building of Multinomial Naive Bayes Classifiers
(MultinomialNB), the building of a Support Vector
Classifier (SVC), the building of an RNN model, and
evaluation of the model with different techniques
through training, testing, and validation.

3.3.1. Tokenization

Tokenization is widely considered as the initial
step in any NLP workflow and has a significant
impact on the subsequent stages. A tokenizer divides
unstructured data and text into discrete elements,
referred to as tokens. Since machines cannot process
words directly, tokenization converts words into
numerical data structures, enabling the computer or
machine learning pipeline to make complex
decisions or perform actions (Menzli, 2022).

The MD-Advisor Program employs tokenization
techniques for generating a large dataset for training
the machine learning model. The tokenization
process involves applying basic techniques to
separate individual words, resulting in the creation
of tokens. These tokens are then transformed into
word vectors, allowing for effective training of the
machine learning model, as machines are unable to
comprehend words in their raw form.

3.3.2. Label encoding

Label Encoding is a method imported from the
Scikit Learn library for normalizing labels in a
dataset. This is a function that converts categorical
data into numerical values and can be compared
with each other. The label encoder technique assigns
numerical values to categorical labels within an
interval ranging from O to -1 and it assigns a unique
value for each label type. In the process of label
encoding, if a categorical label repeats, it will
consistently be assigned the same numerical value as
was previously assigned.

In the MD-Advisor Program, the target labels for
the machine learning models were ICD-10 codes. To
make analysis and comparison easier, the Label
Encoder method was used to change these codes into
numerical values. This step made it possible to use
these numerical labels in the machine learning
process and provide a standard way to analyze and
model the data.

3.3.3. Multinomial Naive Bayes Classifiers
Naive Bayes is a method for classifying data

based on probability. It is commonly used to
categorize texts, based on the analysis of the words
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it contains. Unlike more complex Al-based
approaches, Naive Bayes offers a simpler solution for
text classification.

The multinomial model is used for classifying
non-numeric data. One of its benefits is that it is less
complex than other models and can be trained with
a smaller set of data, making it more efficient.

The goal of text classification is to sort the text
into relevant categories. It evaluates the probability
that a piece of text belongs to a particular group of
similar texts. Each text is composed of multiple
words that help to determine its meaning. A class is
a label assigned to one or more texts that pertain to
a similar subject.

The process of classifying a text involves
analyzing the terms it contains and checking if they
are found in other texts within the same class. This
increases the likelihood that the text belongs to the
same class as the previously classified texts.

The Naive Bayes algorithm uses the Bayes
theorem to categorize a text by assigning it a label. It
calculates the probability of each label for a given
text and assigns the class with the highest
probability to that text.

The Naive Bayes classifier is a group of
algorithms that share a common assumption: that
each feature being classified is independent of all
other features. In other words, the presence or
absence of a particular feature does not influence
any other features.

Bayes theorem, named after Thomas Bayes, is a
formula that calculates the probability of an event
happening, taking into account prior knowledge of
related conditions. It is calculated by the following
formula:

where:

P(A): probability of case A

P(B): probability of case B

P(B[A): probability of A occurring when the
estimator B is given

Default parameters are the preset variables of
models. These variables are usually adjusted so that
the models perform best. For this reason, these
values have not been changed, and the context
information of the MultinomialNB Classifiers model
has been chosen as the default values. These values
of the parameters are as follows:

Table 1. Parameters of MultinomialNB

Parameters Default Values
alpha 1.0
force_alpha False
fit_prior True

class_prior None

3.3.4. Support Vector Classifier

SVC is a machine learning method used for
categorizing data into different classes. It's a
supervised learning approach that transforms the
input data into a higher dimensional space and then
locates the best dividing line between the classes,
called a hyperplane.

The hyperplane is picked in a way that
maximizes the gap between the closest data points of
each class, which are known as support vectors. This
leads to a clear distinction between the classes and
makes it possible to predict new data based on these
classifications.

SVC is widely used in machine learning due to
its capability to manage complex, non-linearly
separable data and its reliability in providing
accurate classifications even with limited training
data. The Scikit Learn Library provides an
implementation of SVC known as Sklearn SVC.

wex+b=0

WX +h=-1

Hyperplane  #

o

i

L J

Figure 4. [llustration of the Support Vector
Classifier

Since the default parameter values are
determined as the best values for the performance of
the model, they were not changed. Context
information of the SVC model is selected as default
values. These values of the parameters are as
follows:

Table 2. Parameters of SVC

Parameters Default Values
C 1.0
kernel 'rbf’
degree 3
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gamma 'scale’
coef0 0.0
shrinking True
probability False
tol le-3
cache_size 200
class_weight None
verbose False
max_iter -1
‘ovr’
decision_function_shape
break ties False
random_state None

3.3.5. Recurrent Neural Network

RNNs are a type of system that uses their
previous output as an input in the next step, making
them different from feedforward networks. This
method allows them to have a “memory” and be
useful when the input must be considered in a
specific context to produce meaningful output. They
are used to analyze and understand data in a specific
order, such as texts, time-sensitive sensor data, and
statistical data, which can not be effectively
processed by feedforward networks.

In the MD-Advisor Program, the complaints
indicating the patient's current state are the inputs
for the model, and they are directly related to the
diagnosis to be made for the patient. As a result,
complaints are the most crucial factor in the
diagnosis process. To accurately reflect this, the RNN
model, which has a memory capability, was selected
for use in the Project.

While creating the RNN model, embedding,
which is a mapping method, was used. The use of
embedding was chosen because it can reduce the
complexity of categorical variables, allowing them to
be effectively represented in the transformed space.
The embedding size was chosen as 300. This helps to
provide a meaningful representation of the
categories.

In addition to embedding, the Long Short-Term
Memory (LSTM) model was also used. LSTM is a type
of RNN that has an extended memory capacity. It is
commonly used for time series forecasting and
serves as a building block for the layers of the RNN
model. The LSTM assigns "weights" to data, allowing
the RNN to effectively process new information,
forget irrelevant information and give appropriate
importance to data that affects the output.
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The input length was chosen as 900, and the
embeddings were set as trainable since there was no
use of pre-trained embeddings.

In convolutional layers, Conv1D class is used to
generate the output by creating a single spatial
dimension from the inputs. The activation functions
of these layers were selected as Rectified Linear Unit
(ReLU).

A bidirectional class was used in the LSTM layer
and the number of units was determined as 64.

Different length vectors temporally generated
by LSTM cells were transformed into a single latent
vector using the GlobalAveragePoolinglD class.
Then the output of the pooling layer is transmitted to
the Dense layer.

The dense layer consists of 100 units and the
number of units is chosen as 100.

By choosing the dropout value of 0.5, it was
aimed to prevent the model from being overfit. With
this method, some neurons are skipped and their
weights are left unimportant.

Sparse Categorical Crossentropy is used to
calculate the loss between labels and predictions.
This loss function is chosen because the model will
make multiclass classification and labels are
encoded with Label Encoder.

Adam Optimizer, a stochastic gradient descent
method, was chosen as the optimization method.

3.3.6. Model Evaluation

Model evaluation is an important process in
which different statistical and mathematical
methods are used to evaluate the performance and
accuracy of the model. In this process, the model's
predictions are compared with the actual results.
The strengths and weaknesses of the classifications
are determined. Based on these results, necessary
changes and improvements are determined. Various
criteria such as accuracy, precision, and recall are
utilized to evaluate the model, depending on the
particular problem and evaluation criteria.

3.3.6.1. Train/Test Split

The dataset used for the training and testing
phases was obtained from AHG Hospitals. To
evaluate the model correctly, 168184 rows of data
were used for training. The validation set was
determined as %25 of the training set. The test set
was chosen as 55176 rows. Therefore, while 75.3%
of the total data constituted the training and
validation sets, 24.7% constituted the test set. It is
important to provide the test set as well as the
training data to determine whether the model is
overfitting to the data set.

New patient entries are made every day in
Acibadem Hospitals and added to the database. Thus,
new data is generated that the model has not been
tested before. With this regular data flow, the model
has the opportunity to go through new testing stages.
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Furthermore, since the training/test split will
be insufficient, the best parameters of the model can
be found by wusing other model evaluation
techniques.

3.3.6.2. Classification Metrics

There are four classification outcomes in which
the model's predictions can be placed.

® True Positives: The examined sample belongs
to the class in question and its estimation is made as
"belongs".

® True Negatives: The examined sample does
not belong to the class in question and is estimated
as "does not belong".

@ False Positives: The examined sample does
not belong to the class in question and its estimation
is made as "belongs".

@® False Negatives: The examined instance
belongs to the class in question and its estimated as
"does not belong".

Table 3. Confusion Matrix

Actual Actual
True False
Predicted True False
True Positives Positives
Predicted False True
False Negatives Negatives

The model was evaluated with four different
proportional equations created using the specified
outcomes.

@ Accuracy: The ratio of correct classifications
to all classifications. Accuracy is a measure of how
well the model is doing in its predictions in general.
A high accuracy value represents that the model has
mostly correctly set up parameter selections and
relationships.

True Positives + True Negatives
All Predictions

Accuracy =

@ Precision: The ratio of true positive values to
all predicted positive values. Precision can be
considered as a quality determining
factor. Examines how much of the predictions are
relevant. When higher precision is achieved,
instances are predicted in a more relevant manner.

True Positives

Precision = — —
True Positives + False Positives
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@ Recall: The ratio of true positive values to all
actual positive values. Recall can be considered as a
quantitative determinant. It examines how much of
the instances return as relevant in reality. Obtaining
a high recall value indicates that the most relevant
instance values have been estimated.

True Positives
Recall =

True Positives + False Negatives

® The F1 score: It is a tool used to assess the
accuracy of a classification model on a specific
dataset. It combines the precision and recall metrics
into one single measure and is particularly useful for
evaluating performance on imbalanced datasets. The
F1 score is calculated as the harmonic mean of
precision and recall, which involves taking the
average of these two metrics.

Precision X Recall
F1 Score =2 X

Precision + Recall

The F1 score is high when both of these metrics
are high and the score is low when the metrics are
low. When a metric is high and the other is low, the
F1 score is medium.

3.4. Ontology

An ontology is a model that defines concepts
and relationships between them in a specific field. It
provides a structured way to access and understand
information and ensures accuracy in retrieving
meaning from that information. The underlying logic
behind ontologies is that in any field, the terms used
are interconnected. In the medical field, for example,
an ontology would connect diseases, medications,
and treatment procedures. (Adelkhah, Shamsfard, &
Naderian, 2019).

In the context of the MD-Advisor Program, an
ontology is used to develop an NER model to assist
doctors in finding relevant information about
medical terms and their relationships. Having such a
huge ontology in the medical field helps healthcare
providers to approach diseases, medications,
treatments, etc. professionally.
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Figure 5. Ontology

3.4.1 Named Entity Recognition

Furthermore, NER is widely used in NLP to
categorize words into predefined categories. (Li,
2018).

In the MD-Advisor Program, NER is used to
identify the medical entities in patient notes when
they are being recorded in the system. When the NER
model is activated, it highlights any detected medical
entities and identifies their predefined category,
such as diagnosis, medication, treatment method,
time expression, etc.

Hasta diyare HASTALIK b12 jtA¢ d vitamin TIBBLTERIM eksikligi var vegan 2

biontech iLAG asisisonra 2 haftadir  g6g0s VOCUT_BOLGESI-ANATOMI adri BULGU

var dispne yok

Figure 6. Named Entity Recognition Original
Turkish Text

‘ The patient has [iEINCENDINGNOSIS

vitamin MEDICINE_TERM d deficiency vegan
2 weeks after [JlelddNO[€ vaccine has chest
BODY_REGION_ANATOMY no
dyspnea”

4. RESULTS

For the MD-Advisor Program, 168184 lines of
internal medicine data were used as the training set
for the RNN model with LSTM cells. This set
contained the examination data of 167916 patients.

25% of the validation data was separated from
the training set. The model was trained with 150
epochs and patient complaints were used as input.
First of all, the results obtained here were examined.
Accuracy was achieved as 0.8020 and the loss of
accuracy after testing was 0.7500.

Owing to the regular data flow from hospitals, a
test set was created with new data that the model
never encountered. The test set included internal
medicine data from 01.11.2022 to 01.01.2023. This
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set corresponded to 32.8% of the training set and
24.7% of the total dataset.

Then, this newly created test set of 55176 lines
was given to the RNN model and the outputs were
examined. Accuracy 0.6145, precision 0.3163, recall
0.4460 and F1 score 0.3487 were obtained.

To compare the performance of the model and
make a selection, two more models were trained and
their outputs were examined, apart from the RNN
model.

According to the results obtained from
MultinomialNB Classifiers, accuracy was 0.2894,
precision 0.0812, recall 0.1353, and F1 score 0.0916.

After the SVC model was tested with the
specified test data, its accuracy value was recorded
as 0.2547, precision 0.1487, recall 0.2401, and F1
Score 0.1651.

Table 4. Comparison of the Results of the Models

RNN Naive Bayes SvC
Accuracy 0.6145 0.2894 0.2547
Precision 0.3163 0.0812 0.1487
Recall 0.4460 0.1353 0.2401
F1 Score 0.3487 0.0916 0.1651

5. DISCUSSION

As in every field, applications of machine
learning and deep learning models are increasing in
order to create clinical decision support and
prediction systems in the field of healthcare. Based
on patient complaints, MD-Advisor makes diagnostic
recommendations coded with ICD-10.

Diagnostic recommendations provide full code
estimates. The full code estimate gives an output of
five characters. The first three characters denote the
category of the disease, and the last two characters
give more specific details about the disease. In such
a clinical classification problem, a person may have
one of several disease classes or may have several
diseases at the same time. For this reason, the
categorization made is both multiclass and
multilabel classification.

Various models and methods have been used in
the MD-Advisor Program, from machine learning
and deep learning algorithms to evaluation metrics.

Two machine learning and one deep learning
model were built to select the best-performing
model that MD-Advisor will use.

5.1. Machine Learning
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Among the machine learning algorithms,
MultinomialNB Classifiers and SVC models were
developed.

According to the results obtained, it was
observed that the performance of the SVC model was
better than the MultinomialNB, except for the
Accuracy value. The accuracy of the SVC model was
0.2547, lower than the MultinomialNB with 0.2894
accuracies.

The difference between precision, recall, and F1
score values of SVC and MultinomialNB models is
greater than the difference between accuracy values.
Therefore, the low accuracy of SVC can be ignored
and it can be said that it performs better than
MultinomialNB.

In prediction systems in the field of health, it is
important to what extent the diseases of individuals
can be predicted correctly. The Recall value gives the
rate of how many of the patients with the disease are
diagnosed with the specified disease. For this reason,
the Recall value is among the important metrics to be
considered. The fact that the Recall value of the SVC
model is about twotimes the value of the
MultinomialNB shows that the performance of the
SVCis better.

5.2. Deep Learning

RNN, which contain LSTM layers, have been
chosen as the deep learning algorithm. This model
with memory makes it possible to perceive and
process the concept of the complaints entered.

The accuracy, precision, recall, and F1 score
values of the RNN model were obtained as 0.6145,
0.3163, 0.4460, and 0.3487, respectively. It has been
observed that these values obtained from the RNN
model are better than the values of SVC and
MultinomialNB machine learning models.

The accuracy of the RNN model is about
two times the accuracy of MultinomialNB and 2.5
times the accuracy of the SVC model. In clinical
systems, the recall value, which shows the rate of a
correct positive diagnosis, is also crucial. This value
is approximately threetimes the recall of
MultinomialNB and two times the recall of the SVC
model. These results led to the selection of the RNN
model for the MD-Advisor Program.

As the MD-Advisor RNN model is used by
physicians, it will continue to train itself and provide
better performance. These initial results from
evaluation metrics will increase as usage increases
and continues.

Some diagnoses entered by physicians may
differ from the actual diagnosis of the patient, or the
patient's complaints may be very brief. For some
reports, such as military service reports, a random
diagnosis can be entered. Since there is no routine
control head for assesments such as check-ups,
upper respiratory tract infection (J06.9, ICD-10) is
usually entered. All these factors negatively affect
the performance of the model. If the stated
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conditions are improved, an increase in performance
is also expected.

6. CONCLUSION

The MD-Advisor Program aims to enhance the
accuracy and quality of diagnosis and treatment
within the AHG. MD-Advisor, which is supported by
Al, will assist physicians in making accurate
diagnoses by addressing their needs and providing
diagnostic support.

The higher precision in predictions made by the
Al system among the pool of diagnoses will result in
more accurate patient treatments by providing more
accurate diagnoses.

MD-Advisor, which currently offers 80%
accuracy on diagnosis recommendations, will
provide physicians with more accurate results over
time thanks to the continuous learning feature of its
Al-supported systems. It is expected to effectively
recognize difficult-to-detect cases, particularly in
rare diseases, resulting in improved accuracy of
diagnosis selection. Not only the practices of a single
physician but the treatment protocols of all
Acibadem physicians will be examined and
presented to physicians in the form of appropriate
treatment protocols. In this way, a good practice
among Acibadem physicians will be developed and
disseminated through MD-Advisor supported by Al

MD-Advisor, an Al-powered clinical decision
support system, has been acquired by AHG to meet
its specific needs and demands, reflecting the global
acceptance and utilization of such systems in
healthcare. With the implementation of the MD-
Advisor, there will be a dynamic process for the
system to develop and become widespread, along
with more demands and needs that will arise as a
result of the use of Al-supported systems.

The successful use of MD-Advisor, developed by
AHG's in-house resources, will be the first step for
the organization to play a pioneering role in
healthcare technologies and Al
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ABSTRACT
Keywords: The rapid growth of technology has led to an increase in the amount of data available in
Text Summarization the digital realm. This situation makes it difficult for users to find the information they
Extended Abstract are looking for within this vast dataset, making it time-consuming. To alleviate this
Medical paper difficulty, automatic text summarization systems have been developed as a more efficient
COVID-19 way to access relevant information in texts compared to traditional summarization

techniques. This study aims to extract extended summaries of Turkish medical papers
written about COVID-19. Although scientific papers already have abstracts, more
comprehensive summaries are still needed. To the best of our knowledge, automatic
summarization of academic studies related to COVID-19 in the Turkish language has not
been done before. A dataset was created by collecting 84 Turkish papers from DergiPark.
Extended summaries of 2455 and 1708 characters were obtained using widely used
extractive methods such as Term Frequency and LexRank algorithms, respectively. The
performance of the text summarization model was evaluated based on Recall, Precision,
and F-score criteria, and the algorithms were shown to be effective for Turkish. The
results of the study showed similar accuracy rates to previous studies in the literature.

Tip Makalelerinin Genisletilmis Ozetlerini Olusturmak i¢in Cikarimsal Bir Tiirkce
Metin Ozetleme Modeli
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Anahtar Kelimeler: Teknolojinin giderek biiytimesi, dijital ortamdaki mevcut veri miktarimin artmasina
Metin Ozetleme neden olmustur. Bu durum, kullanicilarin bu genis veri kiimesi icinde aradiklar1 bilgiyi
Genisletilmis Ozet bulmalarini zorlastirmakta ve zaman alic1 hale getirmektedir. Bu zorlugu hafifletmek icin,
Tip makalesi klasik dzetleme tekniklerine kiyasla daha verimli bir sekilde metinlerdeki ilgili bilgiye
COVID-19 erismenin bir yolu olarak otomatik metin 6zetleme sistemleri gelistirilmistir. Bu ¢alisma,

COVID-19 hakkinda yazilmis Tiirk¢e tip makalelerinin genisletilmis dzetlerini ¢ikarmayi
amaglamaktadir. Bilimsel makalelerin hali hazirda 6zetleri olmasina ragmen, daha
kapsaml 6zetlere de ihtiya¢ duyulmaktadir. Tiirkge dilinde COVID-19 ile ilgili akademik
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1. INTRODUCTION

Natural Language Processing (NLP) is a
subfield of Artificial Intelligence (AI) and computer
science that deals with the interaction between
computers and human languages (Jurafsky and
Martin, 2008). The goal of NLP is to enable
computers to understand, interpret, and generate
human language in a way that is both natural and
useful. This is a challenging task, as human language
is complex, ambiguous, and context-dependent. To
achieve this goal, NLP relies on various techniques
from linguistics, computer science, and machine
learning.

With the advancement of technology, the
quantity of data in the digital area is continually
expanding. As the volume of data continues to grow,
it becomes increasingly difficult and tedious for
users to locate the information they need.
Automatic Text Summarization (ATS) systems have
been designed to efficiently extract the relevant
information from text documents in a more time-
effective manner than manual text summarization
(Bal and Gunal, 2021).

ATS has a wide range of applications, from
news and information extraction to customer
feedback analysis, and text-based question
answering. As more and more data is generated
every day, the need for ATS is becoming
increasingly important, and researchers are
constantly working to develop new and improved
methods for generating accurate and coherent
summaries (Bird, Klein and Loper, 2009)

ATS is the process of generating a shorter
version of one or more documents while retaining
the main idea and key information. It is one of the
NLP that deals with the task of condensing a given
text to a shorter version while still preserving its
essential information. The goal of ATS is to generate
a summary that is concise and coherent, yet still
conveys the most important information from the
original text.

There are two main approaches to ATS:
extractive and abstractive. Extractive
summarization involves identifying the most
important sentences or phrases in the original text
and including them in the summary. This is done by
using techniques such as keyword extraction,
sentence scoring, and clustering. A summary is
created by selecting the sentences from the
document that best represents that document in the
extractive approach. In this type of summarization,
the structure of the sentences remains unchanged
and the positions of the words are not altered (
Kemaloglu Alagéz, 2022). On the other hand,
abstractive summarization involves generating new
text that is not present in the original document.
This is done using techniques such as text
generation and natural language generation.
Abstractive methods are more complex and require
a deeper understanding of the content and context
of the original text. But they can generate a more
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human-like summary, including a paraphrase of the
original text. Abstractive summarization is a
complex process that involves shortening and
rephrasing the original text through the use of
linguistic features, making it more difficult to
implement than  extractive summarization.
However, despite ongoing research efforts, it has
not yet reached a fully mature level. (Bal and Gunal,
2021).

Both summarization approaches have their
advantages and limitations. Extractive methods are
generally considered to be more reliable and
accurate, but they can be limited by the quality and
specificity of the original text. On the other hand,
abstractive methods can generate more fluent and
natural-sounding summaries, but they are more
challenging to implement and can be prone to
errors and inaccuracies (Bird, Klein & Loper, 2009).

The research on ATS in the Turkish language
commenced during the 1990s, with the study
conducted by Oflazer and Kuruoz (Akulker, 2019).
Turkish is among the most commonly used 20
languages in the world. The Turkish language has
distinctive characteristics compared to well-studied
languages in the literature, such as English, Spanish,
and German (Safaya et al, 2022). It has
agglutinative morphology which means that various
new words can be derived by adding suffixes to a
root of a word. Working with an agglutinative
language such as Turkish is a real and important
research issue in the context of ATS. In contrast to
the other languages, there are not enough studies
done on ATS in the Turkish language (Akulker,
2019). Recently, the number of studies on the
Turkish language has started to increase due to its
importance. One of the frequently carried out
studies is the summarization of Turkish news texts.
However, the studies on the summarization of
academic papers are very limited. Reading scientific
articles is considered to be very important in the
healthcare industry and research. Successful
summaries can save a significant amount of time for
the reader. Although scientific papers already have
abstracts, it is also necessary to have more
comprehensive summaries. For researchers, it is a
requirement to keep track of articles that fall within
their area of interest. The challenge today is to be
able to select documents that are truly relevant to
their research topic from the vast amounts of
information that are easily accessible within a short
amount of time and to allocate sufficient time to
actually read the selected documents (Celik, 2021).

The motivation of this study is to summarize
scientific medical papers in Turkish about COVID-
19 Pandemic using ATS methods, which have rarely
worked in previous studies so far. 84 papers have
been collected as the dataset from Dergipark (URL-
1). The Term Frequency (TF) and LexRank
algorithms, which include extractive methods and
are widely used, were selected for summarization.
The obtained results show an F-score of 0.52 for the
TF method and 0.51 for the LexRank approach
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which means that we have achieved an average
level of success compared to Turkish ATS studies in
the literature.

The rest of the paper is organized as follows: In
Section 2, previous studies on ATS are explained.
The ATS models are given in detail in Section 3. In
Section 4, the results are given. Section 5 concludes
the paper.

2. RELATED STUDIES
In this section, a literature review was
conducted on papers published in the last seven

years on ATS in Turkish is presented.

Table 1. Summary of the previous studies on
extractive text summarization

Author Year Metric Accuracy
.. BertScore+

Kemaloglu Alag6z 2022 ROUGE 0.88

Bal and Gunal 2021 | Accuracy 0.78

Akulker 2019 ROUGE 0.86

Torun and Inner 2018 Human 0.68

Test

Kaynar, Isik and 2017 ROUGE 045

Gormez

Demirci, Karabudak, 2017 ROUGE 043

and llgen

Hatipoglu and 2016 | ROUGE 0.60

Omurca

Kemaloglu Alag6z developed an ATS study that
was conducted on Turkish studies in the field of
computer science. In addition to pre-processing
techniques prevalent in literature, a novel, format-
specific pre-processing function was developed.
Deep Belief Networks (DBN) were used for
summarization. To assess the performance of the
developed system, a customized variant of the pre-
trained NLP model Bidirectional Encoder
Representations from Transformers (BERT) was
employed. After summarization with BERT
Extractive Summarizer and DBN, the generated
summaries were compared using a specialized
comparison metric of BERT called BERTScore.
Results showed that the system achieved an F-score
of 88% in generating the summary of an article
(Kemaloglu Alagdz, 2022).

Bal and Gunal developed a new extractive ATS
model. In order to evaluate the efficiency of
commonly utilized attributes for ATS in Turkish,
sequential attribute selection methods are
employed. The study was carried out using three
different sets of data. The first dataset consists of
100 texts in the categories of economy, art, and
sports. The second dataset consists of 20 texts from
various categories. Eight different features were
utilized, represented numerically using 0 and 1.
These features can be described as similarity to the
first sentence, similarity to the last sentence,
location, length, frequency of usage, usage of
question marks and exclamation marks, number of
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numerical characters, and number of proper nouns.
A decision tree was employed for classification,
with sentences in the dataset labeled as "in
summary" or "not in summary." If the majority of
evaluators had decided the sentence would be a
summary, the sentence was labeled as "in
summary" and otherwise labeled as "not in
summary. It is concluded that the accuracy of the
model reached %80,84, and the presented model is
considered to be efficient in ATS for the future (Bal
and Gunal, 2021).

Akulker proposed an extractive ATS system
that was specifically developed for the Turkish
language. The system employs a statistical-based
TF-IDF algorithm, as well as a hybrid approach that
combines TF-IDF with the graph-based PageRank
algorithm. The study primarily aims to assess the
feasibility and efficacy of these algorithms for
processing Turkish documents. In addition, the TF-
IDF and the TF-IDF with PageRank (Hybrid)
systems have been evaluated and compared against
each other using ROUGE metrics during the co-
selection evaluation process. According to the
evaluation results, the performance of the system is
dependent on both the threshold and the specific
summarization algorithms employed. It was
hypothesized that the precision, recall, and F-score
values would improve with higher thresholds for
both the TF-IDF and Hybrid systems, as human
evaluators were not constrained in their selection of
sentences during the summarization process, and
thus, It was anticipated that summaries generated
by humans would encompass a greater number of
sentences than those produced using a lower
threshold. The findings show that the average F-
score values of the Hybrid system are better than
those of the TF-IDF system, even at lower
thresholds. Additionally, both systems tend to
exhibit improved average F-score values with
higher threshold summarization (Akulker, 2019).

Torun and Inner developed a dataset of 12,000
Turkish news articles in order to utilize the ATS
system. The extraction method was employed for
summarization and the texts were broken down
into sentences, with abbreviations excluded from
evaluation. The resulting summaries were
condensed to a maximum of 5 sentences. News
items that were shorter than the 5 sentences
captured by the news collection tool, as well as
those containing only visual content, were not
considered in the evaluation. For the detection of
similarity, a similar approach was proposed to the
traditional methods used in ATS processes. The
frequency information of words was consulted for
the identification of keywords from the summarized
texts (Torun and Inner, 2018).

Kaynar, Isik, and Gormez proposed a genetic
algorithm-based sentence extraction method for
ATS. The dataset used in the study consists of 120
Turkish news texts and their summaries. 80
documents were trained with the help of a genetic
algorithm, the best weight values for the features
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were determined, and then these weights were used
to summarize 40 test documents, and the results
were compared with the original summaries. In the
study, the following steps were applied in sequence:
cleaning from unnecessary words, tokenization,
determining title and content, and selecting
summary sentences. In this direction, 8 different
features were extracted. After calculating the
features of the sentences, these features were
combined using a specific function to obtain the
sentence score. When these scores were compared,
the highest score was used in the summary
sentence. Of the 120 Turkish news included in the
dataset, 80 were used for training and 40 for
testing. After testing, accuracy rates of 84% were
reached. The system, which determined the weights
through the Genetic Algorithm, has shown success
with a serious accuracy rate (Kaynar, Isik, and
Gormez, 2017).

Demirci, Karabudak, and Ilgen developed a
summarization system for long documents in
Turkish. To cluster articles based on their topics,
they utilized the cosine similarity method after
collecting newspaper articles dynamically from web
pages via Real Simple Syndication. The Latent
semantic analysis algorithm was employed for
sentence scoring. To assess the performance of the
system,3four news domains were utilized, each
consisting of 20, 30, 20, and 36 documents. The
researchers used the ROUGE evaluation metric to
compare their system's performance with manually
generated summaries. The summaries were created
with the assistance of 15 human evaluators. The
system achieved an average recall and precision
rate of 43%. The authors reported that the system's
performance decreased when summarizing long
papers and increased when the summarization rate
was increased (Demirci, Karabudak, and Ilgen,
2017).

Hatipoglu and Omurca designed a mobile text
summarization system that utilized Turkish articles
from Wikipedia sources for summarization
purposes. The system incorporated an Analytical
Hierarchical Process (AHP) algorithm to combine
structural and semantic features scores and
calculate an overall score for sentences. To assess
its effectiveness, the automated summaries were
compared with the ones created by humans using
precision and recall metrics. The study concluded
that the proposed summarization method held a lot
of potential in generating an understandable
summary of Turkish Wikipedia articles (Hatipoglu
and Omurca, 2016).

In this study, when the obtained ROUGE results
are compared with the previous studies, it was
observed that average success was achieved. BERT,
TF-IDF, and PageRank (hybrid) algorithms were
applied as an extra to the ATS models in studies that
achieved more successful results in the literature.
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3. MATERIAL AND METHOD

In this section, we present the details of the
dataset and the algorithms utilized for ATS.

3.1 The Dataset

Since there are numerous studies, especially in
the field of health, it takes a lot of time for the
readers, and it is seen as a need to summarize in
this field. During the COVID-19 pandemic, it was
crucial to research to find a solution to the disease.
Based on this, 84 papers about the pandemic which
obtained from the most popular academic journals
in Turkish and published on DergiPark. The
journals used in the dataset are considered to be
pioneers in this field such as the Journal of Istanbul
Faculty of Medicine, Hacettepe University Faculty of
Health Sciences Journal, Aegean Journal of Medical
Sciences, and Cukurova Medical Journal.

Table 2. Paper distribution according to journals in
the dataset

Journal Name # of papers
Suleyman Demirel University Journal of 6
Health Sciences Institute

Journal of Samsun Health Sciences 10
Journal Of Health Sciences 5
Health Care Academician Journal 11
Online Turkish Journal of Health Sciences 9
Mgrsin University Journal of Health 9
Sciences

]otllrnal of Anatolia Nursing and Health 5
Sciences

Journal of Istanbul Faculty of Medicine 2
Ha.cettepe University Faculty of Health 8
Sciences Journal

Gazi Journal of Health Sciences 4
Aegean Journal of Medical Sciences 3
Cukurova Medical Journal 12

3.2 Pre-processing

Preprocessing is a critical step that should be
done after the normalization stage when
summarizing the text. During the data acquisition
process, it is not uncommon to encounter unwanted
characters or incorrect data ordering, which can
lead to unacceptable issues (Horasan and Bilen,
2020).

The sections of the dataset in this study were
examined in the preprocessing according to
whether they were active in the abstract or not. As a
result of this review, first of all, the papers were
divided into two sections. The sections (i.e.
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bibliography, abstract in English, author and journal
information) that will not be included in the
summary have been removed from the dataset. The
second one is the original abstracts (i.e. abstract in
Turkish) which are used to evaluate results and
compare them to the ATS’s results.

The preprocessing steps used in this study are
given as follows:

Data cleaning: For NLP applications, certain
characters such as numeric characters, punctuation
marks, etc. are generally considered non-essential
and may be removed or ignored during the pre-
processing stage. However, directly removing them
might not be enough for the data-cleaning step
(Karayigit, Aci and Akdagli, 2021).

Tokenization: This step involves dividing a
text corpus or sentence into smaller elements, such
as words, phrases, or n-grams. The dataset became
more manageable, modifiable, and analyzable. It is
significant for enhancing the precision of NLP
modeling and analysis by making the linguistic and
semantic structures of the data more discernible.

Stop-words removal: Stop-words removal is a
common preprocessing step in NLP that involves
removing high-frequency, function words from a
text corpus. In the Turkish language, these words,
such as "ve", "veya", "fakat", "yani" etc, are
considered irrelevant for certain NLP tasks. In our
study, Natural Language Toolkit (NLTK) was used
to remove all stop-words.

Normalization: All texts were converted to
lowercase, converted words to their root form and
removed characters such as whitespaces, short
lines, etc. which are not useful.

3.3 Term Frequency (TF)

TF is one of the main concepts of the extractive
summarization method. In this method, firstly we
need separate all the words according to their roots
and put them in tables where they occur throughout
the text. The second step is to calculate all word
frequencies by eliminating the stopwords. Then,
word frequency scores will be divided by maximum
frequency which represents the total score of the
paper. The result shows the rate of the words. Some
keywords such as “COVID-19”, “pandemics” or
“Corona” are multiplied by 5 due to an increase in
word frequency and selection of these words. After
that, sentence scores are calculated by determining
sentence lengths. And the words which have high
scores will be included in the sentences of the
summarization part. In the experiments, it was seen
that a summary of a maximum of 30 sentences had
the highest ROUGE value.

TF(t) = (Number of times term t appears in a
document) / (Total number of terms in the
document) (D

Upon examination of the most successful
summary generated using the TF method, it can be
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seen that the original paper consists of 33,369
characters, while the summary generated by the
system is 2,460 characters long and the original
abstract is 2,493 characters long. Therefore, it can
be said that the summary generated using the TF
method is almost as long as the original abstract.
The F-score of the summarized text was found to as
0.52.

In the study, the studies published on
coronavirus are summarized and the ten
publications with the highest ROUGE value are as in
table 3.

Table 3. Precision, Recall, and F-score of summaries
that have top 10 scores using the TF method.

# Recall Precision F-score
1 0.46 0.61 0.52
2 0.46 0.44 0.45
3 0.40 0.49 0.44
4 0.51 0.38 0.44
5 0.55 0.36 0.44
6 0.40 0.47 0.43
7 0.53 0.35 0.42
8 0.63 0.31 0.42
9 0.36 0.48 0.41
10 0.49 0.34 0.40
3.4 LexRank

LexRank is a graph-based algorithm for ATS.
The algorithm creates a graph structure to
represent the semantic similarity among sentences
in the text and then performs a PageRank analysis
on the graph to identify the most important
sentences or paragraphs in the text. The PageRank
algorithm is commonly used to measure the
importance of a website in search engine results. By
using the LexRank algorithm, the summary
generated will be more meaningful and accurate, as
it takes into account the semantic similarity
between sentences. The algorithm is widely used
for ATS and generally produces good results.

Mathematically, the LexRank algorithm works
by representing sentences in a text as nodes in a
graph and then using similarity measures such as
cosine similarity to determine the edges between
the nodes. Cosine similarity is the fundamental
measure utilized for evaluating content similarity. It
is widely preferred as one of the most common
methods for determining the similarity between
two texts by comparing them (Celik, 2021). The
similarity measure between two sentences is
calculated as the dot product of their vector
representations. Once the graph is constructed, the
LexRank algorithm uses the PageRank algorithm,
which is based on a random walk model, to assign a
score to each sentence. The PageRank algorithm
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works by iteratively updating the score of each
sentence in the graph based on the scores of the
sentences that are linked to it. The final scores
assigned to each sentence by the algorithm
represent the importance of that sentence in the
text. The highest-scored sentences are then selected
to create the summary of the text.

In this study, the LexRank algorithm was
applied with sentence weighting, and the parameter
for sorting the highest-scoring sentences was set to
a minimum of 10. A commonly used threshold value
of 0.1-0.2 was chosen to determine the similarity
measure, which has led to variations in obtaining
broader summaries. When weighing the words
based on their frequency, specifically those
considered as keywords, they were multiplied by a
coefficient of 2 or 3 depending on the context.

The original text consists of 24,492 characters,
while the system generated a summary of 962
characters in summaries generated by the LexRank
algorithm. The original summary length in this
study is 1,567 characters. The performance of the
generated summary was calculated as 0.51 F-score.

In Table 4, the ROUGE results of the summaries
of the papers are given with the LexRank algorithm.

Table 4. Precision, recall, and F-score of summaries
that have top 10 scores using the LexRank
algorithm.

# Recall Precision F-score
0.43 0.62 0.51
2 0.47 0.52 0.49
3 0.38 0.54 0.45
4 0.41 0.46 0.43
5 0.42 0.42 0.42
6 0.44 0.41 0.42
7 0.53 0.35 0.42
8 0.37 0.48 0.42
9 0.38 0.44 0.41
10 0.38 0.43 0.40

3.5 Design and Implementation

This section provides a detailed account of the
technical  specifications  involved in  the
development process of the ATS model, along with
an explanation of the working principles of the
model which utilizes the extracting method with TF
and LexRank systems. The subsequent sections will
elaborate on each module developed for the
summarization process, detailing each step
comprehensively.

The ATS model was created by leveraging the
Python programming language in the Anaconda
Integrated Development Environment, utilizing the
Spyder Framework. The hardware setup that was
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employed throughout the development phase
comprised an Intel Core i5-7200 CPU with a
processor speed of 2.50 GHZ, 8192 MB of RAM, and
500 GB of Hard Disk space.

Figure 1 illustrates a comprehensive overview
of the ATS model architecture that we developed
along with a step-by-step demonstration.

Source

Summarization
Documents

A

A 4

Sentences

Normalization
Scores

A

v

Term -
Pre- N Keywords

> Frequency
Processing s Scores
Calculation

Fig.1. The architecture of the ATS model with
TF and keyword scores

4 RESULTS AND DISCUSSIONS

Evaluating the performance of ATS systems is a
crucial step in the development and improvement
of these systems. The evaluation of ATS systems is a
challenging task as it is difficult to quantify the
quality of a summary, as it is a subjective task.

Different evaluation measures can be applied
to assess the performance of ATS systems. Some of
the most commonly used evaluation measures
include Recall-Oriented Understudy for Gisting
Evaluation (ROUGE), Metric for Evaluation of
Translation with Explicit Ordering (METEOR), and
Consensus-Based Image Description Evaluation
(CIDEr). It includes measures to automatically
determine the quality of a summary by comparing it
to other (ideal) summaries created by humans. It is
observed that the evaluation using ROUGE is the
most popular in studies conducted in this field. In
our study, the ROUGE value was also used for
summary evaluations.

To assess the performance of our ATS study,
we utilized the most frequently employed
evaluation metrics in the field, which are recall,
precision, and the F-score derived from these
values.

The four components of the confusion matrix
serve as the foundation for evaluating the
performance of a classifier. True Positive (TP), False
Negative (FN), False Positive (FP), and True
Negative (TN) (Karayigit, Aci and Akdagli, 2021). TP
refers to the number of sentences in the generated
summary that are also present in the reference
summary. FN refers to the number of sentences in
the reference summary that are not present in the
generated summary. FP refers to the number of
sentences in the generated summary that are not
present in the reference summary. TN refers to the
number of sentences in the original text that are not
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present in either the reference summary or the
generated summary.

Based on these definitions, precision, recall,
and F-score can be calculated using the following
formulas:

Precision (P) = TP / (TP + FP) (2)
Recall (RC) =TP / (TP + FN) (3)
F-score=2*(P*RC) / (P + RC) (4)

Regarding the TF method and LexRank, we can
see that the success of the summarization scores is
similar, but LexRank provides shorter summaries.
Figure 2 shows the most successful summaries
acquired with these methods.

F-score Results

ETF mLexRank
8 L2
Sl 9 g S e AN A
oo | NS5 <r:_ S 9% 9 o8 oS :rg <<
o o2 0o | Oog | oo oo oo B s
1 2 3 4 5 6 7 8 9 10

Fig.2. F-score results of two methods

When comparing the two methods, the
lengths of the top 10 summaries with the highest F-
score are as follows:

e The TF method produces summaries with an
average length of 2,455 characters.

e The LexRank algorithm produces summaries with
an average length of 1,708 characters.

Based on this result, it can be said that LexRank
achieves the same level of performance with
shorter summaries. However, the shortness of the
summaries does not necessarily mean that they are
semantically successful. This comparison is based
on the similarity to the original text.

The ranking or frequency values in the
BOW (Bag-of-Words) representations obtained
from the two methods have shown similarity. The
reason for the differences is attributed to the fact
that the TF method operates on word-level weights,
while the LexRank method operates on sentence-
level weights. However, both approaches share
similarities in terms of applying normalization and
pre-processing steps, as well as extracting
summaries based on frequency.

The reason for the similar performance of
the summaries obtained using LexRank and TF
methods is believed to be due to several factors.
Firstly, both methods are based on word frequency,
making them frequency-based approaches.
Secondly, both LexRank and TF methods fall into
the category of extractive summarization
techniques. Instead of generating new sentences,
they extract important information directly from
the original text. Furthermore, both LexRank and TF
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methods prioritize the original text content. They
aim to capture and highlight important information
present in the original text.

5 CONCLUSION

This paper presents the performance analysis
of the Turkish ATS system that applies two different
methods. Increasing keywords scores with the TF
method is more successful and its results are
promising. To the best of current academic
knowledge, there is no study available in the
literature that systematically collates and
summarizes the existing papers on the subject of
COVID-19. In the field of health, it is widely
recognized that a comprehensive summary of
existing studies would be extremely valuable for
professionals working in this field, as it would
provide them with a comprehensive understanding
of the current state of knowledge on the subject and
aid them in their work.

In this study, a system was designed to
automatically collect and summarize texts written
about the coronavirus. The system was used to
summarize 84 different papers. Similarity detection
was performed on the summarized texts. The
similarity between the original abstracts and the
summaries generated by the system was calculated
using the ROUGE value.

According to the results, it was observed that
the summaries generated by the system were
similar to the original texts. Furthermore, the length
of the summaries in terms of character count was
also analyzed. It was determined that in the TF
method, as the length of the summary increased, the
success of the summary also increased. In contrast,
in the LexRank method, shorter summaries were
found to be more successful compared to the TF
method.

In the respect to the experiments, we can
explain that the most frequent words and keywords
do not always reflect the subject of the document
correctly. It has been observed that the titles or
keywords increase the results and reflect the
documents more properly. In addition, since there
is not enough study on Turkish ATS, the dataset will
contribute to researchers who study the Turkish
language.

In future work, we plan to apply other
summarization methods, especially abstractive
methods using machine learning and deep learning
algorithms. We believe that in order to reach more
reliable results preprocessing steps must be done
carefully. To ensure the effectiveness of
summarized texts, they should be compared to a
more dependable standard. Although human
evaluation may require more resources, it is widely
considered to provide a more accurate assessment
than comparing the summarized text to the original
abstract.
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