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Abstract 

In this study, we examine the tube surfaces formed by normal curves in Galilean 3-

space, and we give Clairaut’s theorem on the tube surfaces using geodesic normal 

curves. Also, we attempted to explain why the specific kinetic energy and angular 

momentum of particles may be on tube surfaces.  

 

 
1. Introduction 

 

The development of partial differential equations 

plays an important role in mathematics. A geodesic is 

a locally length-minimizing curve. The geodesic 

equation is expressed by establishing a one of the 

necessary theoretical foundations of relativity. 

 A Lagrangian formulation of the geodesic 

deviation equations is constructed for particle 

interpretations of quantum. The constants of motion 

that are of course constant along a geodesic are 

expressed by the geodesic equations. This constant is 

the result of one-parameter group of symmetries on 

the surface, and the surface is invariant under any one-

parameter group of symmetries. In mathematical 

language, this quantity is a constant obtained by 

Clairaut for geodesic movement on a surface defined 

in a coordinate system adapted to this one-parameter 

group of symmetries [19].  

Many studies of tube surfaces, including 

rectifying curves, the Darboux frame, the geodesic 

curve, the Mean curvature, the Gaussian curvature, 

have received much attention from our researchers. 

Among them, we can cite our work [2], in which we 

described the rotational surfaces using curves and 

matrices in Galilean 4-space. We examined the tube 

surfaces generated by special curves in G3 and gave 

certain conditions describing the geodesics on the 

surfaces [3,5]. We studied Weingarten, 𝐻𝐾-quadric, 

harmonic tubular surfaces, the conditions of geodesic 

on this surface using the help of Clairaut’s theorem in 

G3 [4]. We expressed the specific kinetic energy, the 

 

*Corresponding author: fb_fat_almaz@hotmail.com                             Received: 13.01.2022, Accepted: 24.02.2023 

specific angular momentum, and the conditions of 

being geodesic on a rotational surface generated by a 

magnetic curve with the Killing magnetic field [6]. 

The tubular surface and the characterizations 

of the parameter curves of this surface have been 

investigated in Euclidean space, see [1,10-11]. In [8], 

the author defined the tubular surfaces in Galilean 

space and the differential features of tubular surfaces. 

In [12], they analyzed the problem of constructing a 

family of surfaces from a given space-like (or time-

like) geodesic curve using the Frenet frame of the 
curve in Minkowski space and they expressed the 

family of surfaces as a linear combination of the 

components of this frame and the necessary and 

sufficient conditions for the coefficients to satisfy 

both the geodesic and the isoparametric requirements 

were given by the authors. In [6], the authors 

investigated some curves on a plane and in space and 

they stated the position vectors and gave some 

theorems about such curves in the Galilean plane 𝐺2. 

Furthermore, the slant helices were given in 𝐺3. In 

[20], the theory of the curves in Galilean space was 

studied. Also, some results were studied on surfaces 

in 𝐺3 [9,13,18,22,25]. 

According to references [23, 24], the specific 

energy of the particle is constant because of its motion 

in space, which is very important in terms of its 

specific energy and angular momentum.  

In this paper, the speed being constant along 

a geodesic is shown on the tube surface using 

Clairaut’s  

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1057385
https://orcid.org/0000-0002-1060-7813
https://orcid.org/0000-0002-8621-5779
mailto:fb_fat_almaz@
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theorem. Furthermore, the geodesic formulae are  

given using some parameters. Also, the energy and 

angular momentum on these surfaces that generated 

normal curves in G3 are expressed. 

momentum on these surfaces generated normal 

curves in G3 are expressed. 

2. Preliminaries 

 

The classical context of Euclidean space is the origin 

of results that could be transferred to some other 

geometries. One way of defining new geometries is 

through Cayley-Klein spaces. They are expressed as 

projective spaces 𝑃𝑛𝑅 with an absolute figure, a 

subset of 𝑃𝑛𝑅 originating of a sequence of quadrics 

and planes 1. By means of the absolute figure, metric 

connections are also well defined, and they are 

invariant under the group of movements. 

The scalar product and cross product of the vectors  

𝑈 = (𝑢1, 𝑢2, 𝑢3), 𝑉 = (𝑣1, 𝑣2, 𝑣3) in 𝐺3 is defined as  

⟨𝑈, 𝑉⟩ = {
𝑢1𝑣1, 𝑖𝑓  𝑢1   ≠ 0 or 𝑣1   ≠ 0
𝑢2𝑣2 + 𝑢3𝑣3, 𝑖𝑓  𝑢1   = 0, 𝑣1   = 0

         (1)  

 and  

𝑈 × 𝑉 =

{
 
 

 
 (

0,
𝑣1𝑢3 − 𝑣3𝑢1,
𝑣2𝑢1 − 𝑣1𝑢2

) , if 𝑢1 ≠ 0 or 𝑣1   ≠ 0

(

𝑣3𝑢2 − 𝑣2𝑢3,
0,
0

) , if 𝑢1   = 0, 𝑣1 = 0

      (2)                                           

[14]. 

Let 𝜚: 𝐼 ⊂ ℝ → 𝐺3 be a curve given by  

𝜚(𝑠) = (𝑠, 𝑦(𝑠), 𝑧(𝑠)). 

The vectors of the Frenet-Serret frame are defined by 

𝑡(𝑠) = (1, 𝑦′(𝑠), 𝑧′(𝑠));  𝑛(𝑠) =
𝑡′(𝑠)

𝜅(𝑠)
; 𝑏(𝑠) =

𝑛′(𝑠)

𝜏(𝑠)
, 

where the real valued functions 𝜅(𝑠) =∥ 𝑡′(𝑠) ∥ is 

defined as the first curvature the curve and               

𝜏(𝑠) =∥ 𝑛′(𝑠) ∥  is said to be as the second curvature 

function. Frenet-Serret equations are given by 

𝑡′ = 𝜅𝑛, 𝑛′ = 𝜏𝑏, 𝑏′ = −𝜏𝑛. (3)                                                      

Let the equation of a surface Γ = Γ(𝑠, 𝑣) in 𝐺3 be 

given by  

Γ(𝑠, 𝑣) = (𝑥(𝑠, 𝑣), 𝑦(𝑠, 𝑣), 𝑧(𝑠, 𝑣)),           (4)                                                 

and the unit normal vector field 𝜂 on Γ(𝑠, 𝑣) is given 

by  

𝜂 =
Γ,1×Γ,2

‖Γ,1×Γ,2‖
,    (5)                                                                   

and the partial differentiations according to 𝑠 and 𝑣 

are expressed by  

Γ,1 =
𝜕Γ(𝑠,𝑣)

𝜕𝑠
; Γ,2 =

𝜕Γ(𝑠,𝑣)

𝜕𝑣
. (6)                                                       

Also, 𝛿 is written as 

𝛿 =
𝑥,2Γ,1−𝑥,1Γ,2

𝑤
, (7)                                                                 

where 𝑥,1 =
𝜕𝑥(𝑠,𝑣)

𝜕𝑠
, 𝑥,2 =

𝜕𝑥(𝑠,𝑣)

𝜕𝑣
 and 𝑤 = ‖Γ,1 × Γ,2‖. 

Let us define  

𝑔1 = 𝑥,1, 𝑔2 = 𝑥,2, 𝑔𝑖𝑗 = 𝑔𝑖𝑔𝑗; 𝑔
 1 =

𝑥,2

𝑤
, 

𝑔 2 =
𝑥,1

𝑤
, 𝑔𝑖𝑗 = 𝑔𝑖𝑔𝑗; 𝑖, 𝑗 = 1,2;  (8)                                              

ℎ11 = ⟨Γ,1
∗ , Γ,1

∗ ⟩; ℎ12 = ⟨Γ,1
∗ , Γ,2

∗⟩;   ℎ22 = ⟨Γ,2
∗ , Γ,2

∗ ⟩,  (9)                                       

where Γ,1
∗  and Γ,2

∗  are the projections of the vectors Γ,1 

and Γ,2 on the 𝑦𝑧-plane, respectively, and the 

corresponding matrix of the first fundamental form 

𝑑𝑠2 of the surface Γ(𝑠, 𝑣) is given by  

𝑑𝑠2 = 𝑑𝑠1
2 + 𝑑𝑠2

2 = (𝑔1𝑑𝑠 + 𝑔2𝑑𝑣)2 +    𝜀(ℎ11𝑑𝑠2 +

2ℎ12𝑑𝑠𝑑𝑣 + ℎ22𝑑𝑣2)                                              (10) 

where  

𝜀 = {
0, 𝑑𝑤: 𝑑𝑣1non − isotropic
1, 𝑑𝑤: 𝑑𝑣1isotropic

,    [19]. (11)                                          

In this case, the coefficients of 𝑑𝑠2 are defined as 𝑔𝑖𝑗
∗ . 

That is, it can be given in terms of 𝑔𝑖 and ℎ𝑖𝑗 by  

𝑤2 = 𝑔1
2ℎ22 − 2𝑔1𝑔2ℎ12 + 𝑔2

2ℎ11. 

The Gaussian and mean curvatures are expressed by 

means of the coefficients of  𝐿𝑖𝑗, they are the normal 

components of Γ,𝑖,𝑗(𝑖, 𝑗 = 1,2). That is,  

Γ,𝑖,𝑗 = ∑
2

Γ𝑖𝑗
𝑘Γ,𝑘 + 𝐿𝑖𝑗𝜂, (12)                                                            

where 𝐿𝑖𝑗 are written by  

𝐿𝑖𝑗 =
1

𝑔1
⟨𝑔1Γ

 ,𝑖,𝑗
∗ − 𝑔𝑖,𝑗Γ,1

∗ , 𝜂⟩   

     =  
1

𝑔2
⟨𝑔2Γ,𝑖,𝑗

∗ − 𝑔𝑖,𝑗Γ,2
∗ , 𝜂⟩,  (13) 

and the curvatures 𝐾 and 𝐻 of the surface are wtitten 

as follows 

𝐾 =
𝐿11𝐿22−𝐿12

2

𝑤2 , 𝐻 =
𝑔2

2𝐿11−2𝑔1𝑔2𝐿12+𝑔1
2𝐿22

2

𝑤2 ,    (14)  

[21].                            
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Definition 1. A surface generated by the rotation of a 

regular parametrized plane curve  𝜚(𝑠) =

(ℎ(𝑠), 0, ℎ(𝑠))  around an z-axis in its plane. Then, the 

position vector of the rotational surface is 

𝜎(𝑠, 𝑣𝑖) = (𝜌(𝑠)cos𝑣𝑖 , 𝜌(𝑠)sin𝑣𝑖 , ℎ(𝑠)); (15) 

𝑠 ∈ 𝐼, 0 ≤ 𝑣𝑖 ≤ 2𝜋, 𝑥 = 𝜌(𝑠) > 0, 𝑧 = ℎ(𝑠), 

where 𝜌 is the distance between a point on the surface 

and the z-axis  of rotation and 𝑣𝑖 is the angle of 

rotation, [14, 19].  

Definition 2. Let 𝜚: 𝐼 ⊂ ℝ → 𝑀 be a curve given as  

𝜚(𝑠) = (𝑥(𝑤(𝑠), 𝑣𝑖(𝑠)), 𝑦(𝑤(𝑠), 𝑣𝑖(𝑠)), 𝑧(𝑤(𝑠), 𝑣𝑖(𝑠))), 

which is an arc-length parametrized geodesic on an 

rotational surface for differential equations given by 
(𝑤(𝑠), 𝑣𝑖(𝑠)). By using the Lagrangian, the line 

element of the rotational surface is: 

𝐿 = 𝑤
.

2 + 𝜌2𝑣𝑖

. 2
, 

and 

𝜕

𝜕𝑠
(

𝜕𝐿

𝜕𝑤
𝜕𝑠

) =
𝜕𝐿

𝜕𝑤
;   

𝜕

𝜕𝑠
(

𝜕𝐿

𝜕𝑣𝑖

𝜕𝑠

) =
𝜕𝐿

𝜕𝑣𝑖

; 

𝑤
..

= 𝜌𝜌′𝑣
.

𝑖
2;

𝑑

𝑑𝑠
(𝜌𝑣

.

𝑖
2) = 0 (16)                                                    

so that is a constant of the motion and the previous 

equations are said to be as Euler-Lagrange equations, 

[14,19].  

Definition 3. A vector 𝑥 = (𝑥1, 𝑥2, 𝑥3) is called a 

non-isotropic if 𝑥1 ≠ 0. All unit isotropic vectors are 

of the form 𝑥 = (1, 𝑥2, 𝑥3). For isotropic vectors 𝑥1 =
0 hold, [14].  

Theorem 1. (Clairaut’s Theorem)Let M be a surface 

of rotation and let 𝜚 be a geodesic in M. Also, let 𝜌 be 

the distance from the curve to axis of rotation and let 

𝜃 express the angle between 𝜚′ and the longitudinal 

curve through 𝜚. Then, if  𝜚 is a geodesic 𝜌𝑠𝑖𝑛𝜃 is 

constant along the curve. On the contrary, if  𝜌𝑠𝑖𝑛𝜃 is 

a constant, then the curve 𝜚 is a geodesic, [19].  

Definition 4. A one-parameter group of 

diffeomorphisms of a manifold 𝑀 is a smooth map                

𝜓: 𝑀 × ℝ → 𝑀, such that 𝜓𝑡(𝑥) = 𝜓(𝑥, 𝑡), where 

1) 𝜓𝑡: 𝑀 → 𝑀 is a diffeomorphism, 

2) 𝜓𝑜 = 𝑖𝑑. 
3) 𝜓𝑠+𝑡 = 𝜓𝑠𝑜𝜓𝑡 .  

This group is associated with a vector field 𝑊 given 

by  
𝑑

𝑑𝑡
𝜓𝑡(𝑥) = 𝑊(𝑥). 

If a one-parameter group of isometries is formed by a 

vector field 𝑊 and this vector is said to be as Killing 

vector field, [15]. 

3. Some Characteristics of Normal Curves in 𝑮𝟑 

In this section, normal curves in 𝐺3 are described 

using the components of their position vectors. 

Theorem 2. Let 𝜚𝑖 : 𝐼 ⊂ ℝ → 𝐺3 be a regular isotropic 

normal curve with curvatures 𝜅(𝑤) ≥ 0, 𝜏 in 𝐺3, 𝑖 =

1,2. Then, the position vectors of 𝜚𝑖 hold following 

equalities: 

1) If 𝜏(𝑤) =constant, the normal curve is given by  

𝜚1(𝑤) = (2𝜂1𝑐𝑜𝑠𝜏𝑤)�⃖� − (2𝜂1𝑠𝑖𝑛𝜏𝑤)�⃖� ;  𝜂𝑖 ∈ ℝ, 𝑖 ∈ {1,2}. 

2) If 𝜏(𝑤) ≠constant, the normal curve is given by 

𝜚2(𝑤)

= 𝛾3𝑒
−𝜏

.

2𝜏
𝑤(𝑐𝑜𝑠ℎ(√(

𝜏
.

2𝜏
)

2

− 𝜏2𝑤))�⃖� 

+
𝛾3𝑒

−𝜏
.

2𝜏
𝑤

𝜏

(

 
 
 (

−𝜏
.

2𝜏
𝑤)𝑤𝑐𝑜𝑠ℎ(√(

𝜏
.

2𝜏
)

2

− 𝜏2𝑤)

+(√(
𝜏
.

2𝜏
)

2

− 𝜏2𝑤)𝑤𝑠𝑖𝑛ℎ(√(
𝜏
.

2𝜏
)

2

− 𝜏2𝑤)
)

 
 
 

�⃖� , 

where 𝛾3, 𝜂1, 𝜂2 ∈ ℝ0.  

Proof. Assume that 𝜚(𝑤) is an normal curve with the 

curvature functions 𝜅(𝑤), 𝜏(𝑤) in 𝐺3 as follows  

𝜚(𝑤) = Σ0�⃖� + Σ1�⃖� , (17)                                                              

for some differentiable functions Σ0(𝑤), Σ1(𝑤). Thus, 

differentiating (17) with respect to 𝑤 and using (3), 

we get 

𝑡 = (Σ
.

0 − 𝜏Σ1)�⃖� + (𝜏Σ0 + Σ
.

1)�⃖� , (18)                                                  

by multipling both sides of (3.2) by 𝑡, 𝑛, 𝑏, we have 

Σ
.

0 − 𝜏Σ1 = 0; 𝜏Σ0 + Σ
.

1 = 0, (19)                                                    

respectively and using (19) and making necessary 

calculations, we can write 

1) if 𝜏(𝑤) ≠constant, we get 
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Σ0 = 𝑒
−𝜏

.

2𝜏
𝑤

(

 
 𝛾1𝑒

√(
𝜏
.

2𝜏
)
2

−𝜏2𝑤

+𝛾2𝑒
−√(

𝜏
.

2𝜏
)
2

−𝜏2𝑤

)

 
 

,  (20)                                                    

and taking 𝛾1 = 𝛾2 =
𝛾3

2
, we get  

Σ0 = 𝛾3𝑒
−𝜏

.

2𝜏
𝑤(cosh(√(

𝜏
.

2𝜏
)

2

− 𝜏2𝑤)) (21)                                                   

and using the equation Σ0

.
= 𝜏Σ1, we obtain 

Σ1 =
𝛾3

𝜏
𝑒

−𝜏
.

2𝜏
𝑤

(

 
(

−𝜏
.

2𝜏
𝑤)𝑤cosh(√(

𝜏
.

2𝜏
)

2

− 𝜏2𝑤)

+(√(
𝜏
.

2𝜏
)

2

− 𝜏2𝑤)𝑤sinh(√(
𝜏
.

2𝜏
)

2

− 𝜏2𝑤))

 .        (22)    

Hence, from (21) and (22), the position vector is 

obtained. 

2) if 𝜏(𝑤) =constant, we get 

Σ0 = (𝜂1 + 𝜂2)cos𝜏𝑤 + 𝑖(𝜂1 − 𝜂2)sin𝜏𝑤;      (23)                                      

Σ1 = 𝑖((𝜂1 − 𝜂2)cos𝜏𝑤 + 𝑖(𝜂1 + 𝜂2)sin𝜏𝑤) (24)                                     

and taking 𝜂1 = 𝜂2, we have 

𝜚1(𝑤) = (2𝜂1cos𝜏𝑤)�⃖� − (2𝜂1sin𝜏𝑤)�⃖� , 

where 𝜂𝑖, 𝛾𝑖 ∈ ℝ, 𝑖 ∈ {1,2,3}.  

4. The Special Tube Surfaces Formed by Normal 

Curves in Galilean 3-space 

In this part, special tube surfaces formed by a normal 

curve have been examined mathematically. 

A canal surface is defined as a one-parameter 

set of spheres whose centres are described by a radius 

function 𝜌 and the orbit 𝜚𝑖(𝑤)(spine curve), in 

addition to parametrizing the spine curve via the 

Frenet frame. If the radius function 𝜌 is constant, the 

canal surface is said to be the tube or pipe surface [9]. 

Let us denote by 𝜌 the vector connecting the 

point from the parametrized curve 𝜚𝑖(𝑤) with the 

point from the surface. Afterwards, we have the 

position vector 𝑅 of a point on the surface as  

𝑅 = 𝜚𝑖(𝑤) + 𝜌 = 𝜚𝑖(𝑤) + 𝐴 (cos𝑣𝑛
→

+ 𝑠in𝑣𝑏
→

),          (25)       

where 𝐴 is a constant radius of Euclidean circle of 

Frenet frame in G3, 𝑣 is the angle between  𝑛 and 𝜌 

that 𝜌 lies in the Euclidean normal plane of the curve 

𝜚𝑖(𝑤). 

4.1 The Clairaut’s Theorem on Special Tube 

Surface Formed by Normal Curve in G3 

In this subsection, using the Clairaut’s theorem, the 

specific tube surfaces with normal curve are 

characterized. Also, the general equation of geodesics 

on the tube surfaces is given in 𝐺3. 

Theorem 3.  Let 𝜚𝑖: 𝐼 ⊂ ℝ → 𝐺3 be a regular isotropic 

curve for 𝜅(𝑤) ≥ 0, 𝜏 in 𝐺3, 𝑖 = 1,2 and let 𝛤𝑖(𝑤, 𝑣) be 

the tube surface formed by the normal curve. Then, 

the following statements hold:  

𝑎) If 𝜏(𝑤) =constant, there is no the tube surface 

generated by the normal curve. 

𝑏) If 𝜏(𝑤) ≠constant, the tube surface generated by 

the normal curve is given by 

Γ2(𝑤, 𝑣) = (𝛾3𝑒𝑓cosh𝑔 + 𝐴𝑐𝑜𝑠𝑣)�⃖�   

+ {
𝛾3𝑒𝑓

𝜏
(𝑓𝑤cosh𝑔 + 𝑔𝑤sinh𝑔) + 𝐴𝑠𝑖𝑛𝑣 } �⃖�  

and 𝐴 =
−𝛾3𝜌(𝑤)cos𝑣

𝜏(𝑤)
, where 𝛾3 ∈ ℝ and for isotropic 

vectors, the first fundamental form is given by  

𝐼 = (
𝜏2(𝑤)𝐴2 + 𝛾3

2𝜌2(𝑤)

+2𝛾3𝜏(𝑤)𝜌(𝑤)𝐴cos𝑣
) 𝑤

. 2 + 𝐴2𝑣
.
2. 

𝑏1) For the equation 2 ∫ 𝐸(𝑤, 𝑣)𝜕𝑤 = 𝑐2𝑠 + 𝑐3, 𝜚2(𝑤) 

is a geodesic on Γ2(𝑤, 𝑣) necessary and sufficient 

condition the following equations satisfied 

𝐴2𝑣
..

+ 𝐴2𝜏(𝑤)𝛾3sin𝑣𝑤
.

2 = 0; 

𝑣 = arccos (
𝜏𝜏𝑤𝐴2 + 𝜌𝜌𝑤

𝐴𝛾3(𝜏𝑤𝜌 + 𝜏𝜌𝑤)
) ; 𝑤 = ∫ cos𝜃𝑑𝑠, 

where  

𝜉1 = 𝑒𝑓cosh𝑔, 𝜉2 = 𝑓𝑤cosh𝑔 + 𝑔𝑤sinh𝑔, 

𝜉3 = 𝑒𝑓𝜉2 = 𝜉𝑤
1 ; ℎ(𝑤) =

𝑑

𝑑𝑤
(
𝜉3

𝜏
) ; 

𝜌(𝑤) = 𝜏(𝑤)𝜉1(𝑤) + ℎ(𝑤); 

𝑓 =
−𝜏

.

2𝜏
𝑤, 𝑔 = cosh(√(

𝜏
.

2𝜏
)2 − 𝜏2𝑤). 

Proof. The specific tube surface generated by normal 

curve 𝜚2(𝑤) is parametrized by 
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Γ2(𝑤, 𝑣) = 𝜚2(𝑤) + 𝐴(cos𝑣�⃖� + sin𝑣�⃖� ). (26) 

𝑖) For 𝜏(𝑤) ≠constant, by using the following 

equation  

𝜚2(𝑤) = (𝛾3𝑒𝑓(𝑤)cosh𝑔(𝑤))�⃖� +

         +
𝛾3𝑒𝑓(𝑤)

𝜏
(𝑓𝑤cosh𝑔(𝑤) + 𝑔𝑤sinh𝑔(𝑤))�⃖� ,          (27) 

where 

𝑓(𝑤) = −
𝜏
.

2𝜏
𝑤; 𝑔(𝑤) = √(

𝜏
.

2𝜏
)

2

− 𝜏2𝑤, 

we can write the tube surface as  

Γ2(𝑤, 𝑣) =

{𝛾3𝑒𝑓(𝑤)cosh𝑔(𝑤) + 𝐴cos𝑣}�⃖� 

+ {
𝛾3𝑒𝑓(𝑤)

𝜏
(

𝑓𝑤cosh𝑔(𝑤)

+𝑔𝑤sinh𝑔(𝑤)
)

+𝐴sin𝑣

} �⃖� ,
 (28)                                 

where 𝑣 is the angle between �⃖�  and �⃖�, we can write 

the equation  

𝐴 =
−𝛾3𝜌(𝑤)cos𝑣

𝜏(𝑤)
,  (29)                                             

where  

𝜉1 = 𝑒𝑓cosh𝑔, 𝜉2 = 𝑓𝑤cosh𝑔 + 𝑔𝑤sinh𝑔, 

𝜉3 = 𝑒𝑓𝜉2 = 𝜉𝑤
1 ; 

ℎ(𝑤) =

𝑑 (
𝑒𝑓

𝜏
(𝑓𝑤cosh𝑔 + 𝑔𝑤sinh𝑔))

𝑑𝑤
=

𝑑 (
𝜉3

𝜏
)

𝑑𝑤
; 

𝜌(𝑤) = 𝜏(𝑤)𝜉1(𝑤) + ℎ(𝑤). 

Recall, since 𝜏 ≠ 0, we can write 

Γ𝑤
2 = (−𝜏𝐴sin𝑣)�⃖� + {𝛾3𝜌(𝑤) + 𝜏𝐴cos𝑣}�⃖� ) = 𝑁𝑤; 

Γ𝑣
2 = 𝐴(−sin𝑣�⃖� + cos𝑣�⃖� ) = 𝐴𝑁𝑣 , 

it follows that the vector cross product of these 

vectors is found out by 

Γ𝑤
2 × Γ𝑣

2 = 𝐴𝛾3𝜌(𝑤)sin𝑣𝑡 (30) 

and from (30) , the unit normal vector 𝜂 of Γ2(𝑤, 𝑣) is 

found as follows  

𝜂 = 𝑡. (31)                                       

Furthermore, from (7), we get  

𝛿 =
−Γ𝑣

2

𝐴
= sin𝑣�⃖� − cos𝑣�⃖� . 

For the isotropic vectors �⃖�  and �⃖�  and by using the 

Frenet frame in  Galilean space, we can find 

𝑥(𝑤, 𝑣) = 0; 𝑥𝑤 = 𝑔1 = 0, 𝑥𝑣2
= 𝑔2 = 0;       

𝑔11 = 𝑔12 = 𝑔22 = 0; 𝑔1 = 0, 𝑔2 = 0; (32) 

ℎ11 = 𝐸(𝑤, 𝑣) = 𝜏2(𝑤)𝐴2 + 𝛾3
2𝜌2(𝑤) +

                               2𝛾3𝜏(𝑤)𝜌(𝑤)𝐴cos𝑣; (33) 

ℎ12 = 0, ℎ22 = 𝐴2. (34)                                        

Then, we substitute (33) and (34), (32) into the 

equation (10). Hence, the first fundamental form of 

the tube surface by generated normal curve in 

Galilean space can be written as  

 𝐼 = 𝐸(𝑤, 𝑣)𝑑𝑤2 + 𝐴2𝑑𝑣2 . (35) 

Furthermore, since 𝜏 ≠ 0, we obtain the first 

fundamental form with two variable parameter. 

Hence, we write  orthogonal coordinates of 

parametrization. So, by considering the first 

fundamental form, the Lagrangian can be written as 

𝐸(𝑤, 𝑣)𝑤
. 2 + 𝐴2𝑣

.
2 = 𝐿 (36) 

and we know that a geodesic on the surface Γ2(𝑤, 𝑣) 

can be found by using the Euler-Lagrangian equations 

𝜕

𝜕𝑠
(

𝜕𝐿
𝜕𝑤

𝜕𝑠

) =
𝜕𝐿

𝜕𝑤
;

𝜕

𝜕𝑠
(

𝜕𝐿
𝜕𝑣

𝜕𝑠

) =
𝜕𝐿

𝜕𝑣
. (37)                                      

𝑎) If 𝜏(𝑤) ≠constant, for the equation given by  

𝐴2𝑣
..

+ 2𝜏(𝑤)𝐴𝛾3sin𝑣𝑤
.

2 = 0,  (38)                                     

the second Lagrangian equation is given by 

𝜕

𝜕𝑠
(

𝜕𝐿
𝜕𝑣

𝜕𝑠

) =
𝜕𝐿

𝜕𝑣
≠ 0 and for the equation  

 𝑣 = arccos (
𝜏𝜏𝑤𝐴2+𝜌𝜌𝑤

𝐴𝛾3(𝜏𝑤𝜌+𝜏𝜌𝑤)
), 

the equation 
𝜕

𝜕𝑠
(

𝜕𝐿
𝜕𝑤

𝜕𝑠

) =
𝜕𝐿

𝜕𝑤
= 0 holds. Thus, we can 

write 
𝜕𝐿
𝜕𝑤

𝜕𝑠

= 2𝐸(𝑤, 𝑣)𝑤
.
 = constant and which means  

2 ∫ 𝐸(𝑤, 𝑣)𝜕𝑤 = 𝑐2𝑠 + 𝑐3 (39)                                          
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and let 𝜚2(𝑤) be a geodesic on the surface of Γ2(𝑤, 𝑣), 

so it is given by (𝑤(𝑠), 𝑣(𝑠)). Also, let 𝜃 be the angle 

between 𝜚
.

2 and a meridian and 𝑁𝑤 is the vector 

pointing along meridians of Γ2; 𝑁𝑣 is the vector 

pointing along parallels of Γ2. Hence, we can say that 

orthonormal basis {𝑁𝑤, 𝑁𝑣} and  𝜚
.

2 is found out as 

𝜚
.

2 = 𝑁𝑤cos𝜃 + 𝑁𝑣sin𝜃 = 𝑤
.
Γ𝑤

2 + 𝑣
.
Γ𝑣

2 = 𝑤
.
𝑁𝑤 + 𝑣

.
𝐴𝑁𝑣 . 

We see that 𝑤
.

= cos𝜃, so we can write as 2𝐸(𝑤, 𝑣)𝑤
.

=

2𝐸(𝑤, 𝑣)cos𝜃=constant along 𝜚2(𝑤). Conversely, 

𝜚2(𝑤) is the normal curve with 2𝐸(𝑤, 𝑣)cos𝜃 = 

constant. Hence, the second Euler Lagrange equation 

is held. If the differential of the 𝐿 value is taken and 

added to the first equation we have 

𝑤 = ∫ cos𝜃𝑑𝑠.    (40)                                              

𝑏) For 𝜏 =constant, the tube surface generated by the 

curve 𝜚1 is parametrized by  

Γ1(𝑤, 𝑣) = 𝜚1(𝑤) + 𝐴1(cos𝑣�⃖� + sin𝑣�⃖� ),   (41)                                      

where 𝑣 is angle between the isotropic vectors �⃖�  and 

𝐴1
 ⃖   . Clearly, 

Γ1(𝑤, 𝑣) = (2𝜂cos𝜏𝑤 + 𝐴1cos𝑣)�⃖�  

                   +(−2𝜂sin𝜏𝑤 + 𝐴1sin𝑣)�⃖� . (42) 

Recall, we can write 

Γ𝑤
1 = (−𝜏𝐴1sin𝑣)�⃖� + 𝜏𝐴1cos𝑣�⃖� = 𝜏𝐴1𝑁𝑤; 

Γ𝑣
1 = 𝐴1(−sin𝑣�⃖� + cos𝑣�⃖� ) = 𝐴1𝑁𝑣 . 

Therefore, we have Γ𝑤
1 × Γ𝑣1

1 = 0, that means there is 

no such surface in 𝐺3.  

Theorem 4. The general equations of geodesics on 

the tube surface 𝛤2 formed by the normal curve in G3, 

for the special parameters 𝑤 = ∫ 𝑐𝑜𝑠𝜃𝑑𝑠(or 

2 ∫ 𝐸(𝑤, 𝑣)𝜕𝑤 = 𝑐2𝑠 + 𝑐3) and 𝑣 = 𝑎𝑟𝑐𝑐𝑜𝑠 (
𝜏𝜏𝑤𝐴2+𝜌𝜌𝑤

𝐴𝛾3(𝜏𝑤𝜌+𝜏𝜌𝑤)
), 

are given by  

𝑑𝑣

𝑑𝑤
=

𝑐11𝐸(𝑤, 𝑣)

𝐴
√𝐿 −

𝑐10

𝐸(𝑤, 𝑣)
; 

𝑑𝑣

𝑑𝑤
=

1

𝐴cos𝜃
√𝐿 − 𝐸(𝑤, 𝑣)cos2𝜃, (43) 

where 𝑐𝑖 ∈ ℝ0.  

Proof. We consider the Euler-Lagrange equations in 

(4.13) for the general equation of geodesics.  For 𝑤 =

∫ cos𝜃𝑑𝑠 or 2 ∫ 𝐸(𝑤, 𝑣)𝜕𝑤 = 𝑐2𝑠 + 𝑐3, we explain the 

equation of geodesic, solving the  equation in  

𝜕

𝜕𝑠
(

𝜕𝐿
𝜕𝑤

𝜕𝑠

) =
𝜕𝐿

𝜕𝑤
= 0, we obtain 

𝑤
.

=
𝑐2

2𝐸(𝑤, 𝑣)
; 𝑤

.
= cos𝜃. 

If we put the value of 𝑤
.
 at the Lagrange equation, 

𝐸(𝑤, 𝑣) (
𝑑𝑤

𝑑𝑠
)

2

+ 𝐴2 (
𝑑𝑣

𝑑𝑤

𝑑𝑤

𝑑𝑠
)

2

= 𝐿. 

Hence, we obtain the general equation of geodesics 

on Γ2 as    

𝑑𝑣

𝑑𝑤
=

𝑐11𝐸(𝑤, 𝑣)

𝐴
√𝐿 −

𝑐10

𝐸(𝑤, 𝑣)
. 

Furthermore, according to the parameters  

𝑤 = ∫ cos𝜃𝑑𝑠, 𝑣 = arccos (
𝜏𝜏𝑤𝐴2 + 𝜌𝜌𝑤

𝐴𝛾3(𝜏𝑤𝜌 + 𝜏𝜌𝑤)
), 

the geodesic equation on 𝐺3 is given as 

𝑑𝑣

𝑑𝑤
=

1

𝐴cos𝜃
√𝐿 − 𝐸(𝑤, 𝑣)cos2𝜃, 

where 𝑐𝑖 ∈ ℝ.  

5. A Physical Study on the Special Tube Surface 

with Normal Curve in G3 

In this article, we have carried out experiments to 

explain why the specific kinetic energy and angular 

momentum of particles, following a path called the 

trajectory of the particle. 

Let Γ2(𝑤(𝑠), 𝑣(𝑠)) be a curve on the surface 

and we can write the position vector of this curve as  

Γ2(𝑤(𝑠), 𝑣(𝑠) = (𝛾3𝜉1(𝑤(𝑠)) + 𝐴cos𝑣(𝑠))�⃖�  

              +(
𝛾3

𝜏(𝑤(𝑠))
𝜉3(𝑤(𝑠)) + 𝐴sin𝑣(𝑠))�⃖� . 

Calculating the derivative of this tangent vector along 

the curve on Γ2 and using the product and chain rules. 

Thus, the tangent vector is obtained by  

𝑑Γ2(𝑤(𝑠),𝑣(𝑠))

𝑑𝑠
=

𝑑𝑤(𝑠)

𝑑𝑠
Γ𝑤

2 +
𝑑𝑣(𝑠)

𝑑𝑠
Γ𝑣

2;  (44)                                                  

𝜚
.

2 = 𝑁𝑤cos𝜃 + 𝑁𝑣sin𝜃 

     = 𝑤
.
Γ𝑤

2 + 𝑣
.
Γ𝑣

2 = 𝑤
.
𝑁𝑤 + 𝑣

.
𝐴𝑁𝑣 . (45) 
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The tangent vector of the geodesic curve is said to be 

as the velocity given as 

�⃖�   =
𝑑Γ2(𝑤(𝑠),𝑣(𝑠))

𝑑𝑠
= 𝑊𝑤Γ𝑤

2 + 𝑊𝑣Γ𝑣
2     (46) 

and the norm of 𝑊 is called as the speed. Take into 

account that 𝑊𝑤∗
= √𝐸(𝑤, 𝑣) . 𝑊𝑤 = 𝑊cos𝜃 is the 

radial velocity and 𝑊𝑣 is the horizontal angular 

velocity. Hence, 𝑊𝑣∗
= 𝐴𝑊𝑣 = 𝑊sin𝜃 is the 

horizontal component of the velocity vector.  

Physically, the role of the radial variable in 

this velocity plane can be explained by the speed: the 

angle 𝜃 is expressed the side of the velocity in 

accordance with  Γ𝑤∗
2 , and the physical properties such 

as energy and momentum that have the mass as a 

proportional element can be taken instead of the 

specific statements obtained by partitioning out the 

mass. So, we can write the specific kinetic energy 

𝐸𝑒𝑛𝑒𝑟𝑔𝑦 as 

𝐸𝑒𝑛𝑒𝑟𝑔𝑦 =

(√2𝐸𝑒𝑛𝑒𝑟𝑔𝑦cos𝜃)
2

+(√2𝐸𝑒𝑛𝑒𝑟𝑔𝑦sin𝜃)
2

2
=

𝑊2

2

=
1

2
(𝑊2cos2𝜃 + 𝑊2sin2𝜃) 

            =
1

2
𝐸(𝑤, 𝑣) (

𝑑𝑤

𝑑𝑠
)

2

+
1

2
𝐴2 (

𝑑𝑣

𝑑𝑠
)

2

, (47)        

from the right side of equ. (5.4) the specific energy 

and speed are constant along geodesic. Physically, the 

specific energy is constant on account of attribute of 

its motion, it is thought perpendicular to the surface. 

Therefore, the specific energy 𝐸𝑒𝑛𝑒𝑟𝑔𝑦  and the speed 

𝑊 = √2𝐸𝑒𝑛𝑒𝑟𝑔𝑦 have to be constant along a geodesic. 

Therefore, we can give following theorems in respect 

to previous expressions that we explain. 

Theorem 5. Let 𝛤2(𝑤, 𝑣) be the tube surface 

generated by the normal curve. Then, for the 

parameters  

𝑣 = arccos (
𝜏𝜏𝑤𝐴2 + 𝜌𝜌𝑤

𝐴𝛾3(𝜏𝑤𝜌 + 𝜏𝜌𝑤)
), 

𝑤 = ∫ cos𝜃𝑑𝑠(𝑜𝑟 ∫ 𝐸(𝑤, 𝑣)𝜕𝑤 = 𝑐2𝑠 + 𝑐3) 

and the equation 𝐴2𝑣
..

+ 2𝜏(𝑤)𝐴𝛾3sin𝑣𝑤
. 2 = 0, the 

specific angular momentum ℓ is given by  

ℓ = √𝜏2𝐴2 + 𝛾3
2𝜌2 + 2𝛾3𝜏𝜌𝐴cos𝑣𝑊cos𝜃, 

where 𝜌 = 𝜏(𝑒𝑓cosh𝑔) +
𝑑

𝑑𝑤
(

(𝑒𝑓cosh𝑔)
𝑤

𝜏
) and the 

specific energy 𝐸𝑒𝑛𝑒𝑟𝑔𝑦 is given by 

𝐸𝑒𝑛𝑒𝑟𝑔𝑦 =
1

2
(

ℓ2

𝜏2𝐴2 + 𝛾3
2𝜌2 + 2𝛾3𝜏𝜌𝐴cos𝑣

 

+
𝛾3

2𝜌2cos2𝑣

𝜏2 (
𝑑𝑣

𝑑𝑠
)

2

), 

𝐸𝑒𝑛𝑒𝑟𝑔𝑦 =
ℓ

√2cos𝜃
, 

where the curve 𝜚2(𝑤) is a geodesic on the surface Γ2.  

Proof. For the equations  

𝑣 = arccos (
𝜏𝜏𝑤𝐴2+𝜌𝜌𝑤

𝐴𝛾3(𝜏𝑤𝜌+𝜏𝜌𝑤)
),  

𝑤 = ∫ cos𝜃𝑑𝑠 (or 2 ∫ 𝐸(𝑤, 𝑣)𝜕𝑤 = 𝑐2𝑠 + 𝑐3) 

and 

𝐴2𝑣
..

+ 2𝜏(𝑤)𝐴𝛾3sin𝑣𝑤
. 2 = 0, 

we can write  

2√𝐸(𝑤, 𝑣)𝑤
.

= 2√𝐸(𝑤, 𝑣)cos𝜃 (48)                                                 

being constant along 𝜚2(𝑤) . Also, we may consider as 

in the case of circular movement round an axis with 

radius ‖�⃖� ‖ = √𝐸(𝑤, 𝑣) or �⃖� = −√𝐸(𝑤, 𝑣)𝑒2 ⃖  ,  and the 

velocity 𝑊𝑤∗
= √𝐸(𝑤, 𝑣)𝑊𝑤 = 𝑊cos𝜃 = 

√𝐸(𝑤, 𝑣)
𝑑𝑤

𝑑𝑠
  = √2𝐸𝑒𝑛𝑒𝑟𝑔𝑦cos𝜃 in the angular 

direction multiplied by the radius √𝐸(𝑤, 𝑣) of the 

circle. From the first geodesic equation ℓ is constant 

along geodesic and the specific angular momentum ℓ 

can be taken down as following equation  

ℓ = 𝑒3 ⃖  . (�⃖� ×𝐺3
�⃖�   ) = √𝐸(𝑤, 𝑣)𝑊cos𝜃,  (49)                                           

where 𝐸(𝑤, 𝑣) = 𝜏2𝐴2 + 𝛾3
2𝜌2 + 2𝛾3𝜏𝜌𝐴cos𝑣 and 𝜌 =

𝜏(𝑒𝑓cosh𝑔) +
𝑑

𝑑𝑤
(

(𝑒𝑓cosh𝑔)
𝑤

𝜏
) and since √𝐸(𝑤, 𝑣)

𝑑𝑤

𝑑𝑠
=

𝑊cos𝜃, we can write 𝐸(𝑤, 𝑣)
𝑑𝑤

𝑑𝑠
= √𝐸(𝑤, 𝑣)𝑊cos𝜃, 

and ℓ is constant along geodesic. Hence, one gets 

 ℓ = 𝐸(𝑤, 𝑣)
𝑑𝑤

𝑑𝑠
⇒

𝑑𝑤

𝑑𝑠
=

ℓ

𝐸(𝑤,𝑣)
  

  or ℓ = √𝐸(𝑤, 𝑣)√2𝐸𝑒𝑛𝑒𝑟𝑔𝑦cos𝜃. (50) 

Hence, using (50)  from the radial motion and another 

constant of the motion the specific energy 𝐸𝑒𝑛𝑒𝑟𝑔𝑦  

can be written  by 
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𝐸𝑒𝑛𝑒𝑟𝑔𝑦 =
1

2
(𝐸(𝑤, 𝑣) (

𝑑𝑤

𝑑𝑠
)

2

+ 𝐴2 (
𝑑𝑣

𝑑𝑠
)

2

); 

𝐸𝑒𝑛𝑒𝑟𝑔𝑦 =   
1

2
(

ℓ2

𝜏2(𝑤)𝐴2+𝛾3
2𝜌2(𝑤)+2𝛾3𝜏(𝑤)𝜌(𝑤)𝐴cos𝑣

+
𝛾3

2𝜌2(𝑤)cos2𝑣2

𝜏2(𝑤)
(

𝑑𝑣

𝑑𝑠
)

2 ) (51) 

and from ℓ = √𝐸(𝑤, 𝑣) √2𝐸𝑒𝑛𝑒𝑟𝑔𝑦cos𝜃, we find  

ℓ2

2𝐸(𝑤, 𝑣)cos2𝜃
= 𝐸𝑒𝑛𝑒𝑟𝑔𝑦 . 

 

6. Conclusion 

 

In this study, the special tube surface formed by a 

normal curve is investigated, and certain results of 

describing geodesics on the tube surface are 

expressed. One important conclusion of our analysis 

is that the specific energy and the specific angular 

momentum on free particles of the tube surfaces can 

be considered in Galilean 3-space. We have carried 

out to research  explain the conditions of being a 

geodesic normal curve. 
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Abstract 

Amino acids which are organic compounds directly affect gene expression and 

control of the function of proteins. Their enthalpy values and molecular mechanical 

energies of them profoundly influence the protein folding mechanism. Molecular 

modeling simulations are one of the methods used to obtain their properties. In this 

study, the enthalpy values and molecular mechanics parameters of 17 amino acids 

have been investigated by the classical molecular dynamics simulation based on the 

force-field potential approach. Enthalpy values obtained from the simulation study 

for ALA, ASN, ASP, CYS, LYS, and PHE are in good agreement with the 

experimental data. In addition, molecular mechanics parameters such as Coulomb, 

bond, angle, dihedral, and Van der Waals have been calculated for all amino acids. 

It is represented that the Coulomb energy is quite low compared to the rest of the 

molecular mechanical energies.  Their enthalpy and molecular energy values are 

crucial for molecular biology studies such as electronic interaction in protein-lipid 

modification, ligand binding to the cell surface, and correct protein localization. 
 

 
1. Introduction 

 

Amino acids are organic compounds that are 

consisted of Amino (COOH) (-COOH) which is basic 

and Carboxyl (COOH) (-COOH) which is possessed 

an acidic character. They have directly affected gene 

expression and control of the function of proteins 

[1].Proteins are linear polymers that fold into specific 

and ordered three-dimensional conformations based 

on their amino acid sequences[2], [3]. Their folding is 

a vital parameter that determines protein effectiveness 

in biological processes and this folding process is 

driven by thermodynamic stability. It is directly 

related to the enthalpy value that is dependent on the 

thermodynamic properties of both individual amino 

acids and their interactions among them[4], [5]. These 

enthalpy values can be obtained by both experimental 

methods and theoretical approaches[5]–[7]. Using 

this thermodynamic parameter, their probable folding 

concerning the protein sequence that is consist of 

amino acids can be predicted by approaches such as 

deep learning[8]. However, for these predictions to be 

 
*Corresponding author:levent.songur@saglik.gov.tr   Received: 21.07.2022, Accepted:.12.2022 

accurate and reliable, it is necessary to find the 

enthalpy values of the amino acids. 

To understand the effects of amino acids on 

biological activity, studies investigating 

thermochemical data are carried out 

extensively.Considering the literature, there are 

experimental studies on the thermodynamic 

properties of amino acids. For instance, Cole et al. 

have determined the enthalpy of the solid formation 

of alanine as -134.5 Kcal/mole experimentally [9]. 

Nguon (1977) et al., [10]have calculated it as -133.72 

Kcal/mole, and Contineanu and Marchidan[11]have 

found out it as -134±0.41. This has also been studied 

by Petrauskas et al. using isothermal titration 

calorimetry to determine the average standard values 

of the thermodynamic parameters (Gibbs free energy, 

enthalpy, entropy, and heat capacity) of the 

interaction between positively charged amino acid 

homopolymers[12]. Hossian and colleagues have 

examined the current solubility of amino acids in 

different binary solvent systems and their 

thermodynamic behavior with different salt and 

organic solvent concentrations [13]. Pandit and De 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1146682
https://orcid.org/0000-0001-6393-5207
https://orcid.org/0000-0003-2049-053X
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have investigated the trends in thermodynamic 

properties in the interaction of amino acids and 

graphene oxide and conducted a study showing the 

correlation between enthalpy-entropy compensation 

analysis and flexibility [14]. Gheorghe et al. have 

calculated the enthalpy value of tryptophan by the 

calorimetric method [15].  

The application of computer-based models 

using analytical potential energy functions within the 

framework of classical and quantum mechanics has 

proven its power to used in biochemistry and organic 

chemistry studies. Classical MD,ab-initio MD, and 

Monte Carlo methods are used for energy 

minimization on analytical potential energy surfaces 

in molecular mechanics applications[16]. These 

methods have been used to study a wide variety of 

phenomena, including the internal tension of organic 

molecules, the structure and dynamics of simple and 

complex liquids, the thermodynamics of ligand 

binding to proteins, and conformational transitions in 

nucleic acids [18]. Physical events in biological 

systems occur on a wide time scale, from 10-12 

seconds to 10-18 seconds. For instance, in fully 

folded protein structures, bond vibrations take place 

in the femtosecond, while their side-chain rotamers 

occur in nanoseconds.Gas formation enthalpy of 

amino acids has been investigated by Dorofeeva and 

Ryzhova via the ab-initio study [17]. It has been 

exhibited that the calculated enthalpies of 10 out of 14 

corresponded with experimental. In addition, Nie et 

al. theoretically have computed the evaporation 

enthalpies of 20 amino acids with Molecular 

Dynamics (MD) simulation[18]. 

In this study, the thermodynamic parameters 

of 17 amino acids have been obtained by the MD 

Simulation method. Force field approach, which is 

frequently used for biomolecules and allows us to 

produce the parameters very close to the experimental 

results, has been employed in this study. Finally, MD 

results have been compared with the experimental 

data. It is concluded that they are in agreement. 

 

2. Material and Method 

 
In this study, the classical MD method is employed to 

obtain the enthalpy values and molecular mechanical 

energies of amino acids[16]. The interactions of the 

atoms constituting amino acids have been described 

by the force-field potential. The equation of 

molecular mechanical force field potential and its 

parameters are given in equation 1. It consists of 

bond, angle, improper, torsion  among the atoms of 

molecules, as well as, Lennard-Jones (LJ) and 

Coulomb energy coming from its electrical charge 

[19]. 

 

⋃ = ∑ ki
bound

bounds (ri − r0)2 +

∑ ki
angle

angles (θi − θ0)2 + ∑ kφ(φ −improper

φ0)2 +    ∑ ki
torsion[1 + cos(nii

+ δi)]  +torsions

∑ ∑ 4εijj≠ii [(
σij

rij
)

12

− (
σij

rij
)

6

] +  ∑ ∑
qiqj

εrij
j≠ii     (1) 

 

20 essential amino acids structure information in 

cartesian coordinates has been obtained from the 

Protein Data Bank (PDB) [20]. All simulations carry 

out via LAMMPS [21] software since it can calculate 

physical properties more efficiently than other 

counterparts. Their potential files have been 

generated by applying CHARMM topology 

(CHARMM36) to the Visual Molecular Dynamics 

(VMD) program [22]–[25]. However, 3 amino acids 

(Glutamine, Glutamate, and Glycine) have been not 

included in this study since potential parameters 

generated for them via CHARMM36 are problematic. 

To avoid surface interactions, the periodic boundary 

condition has been applied in all simulations. The 

Nosé-Hoover thermostat [26], [27], and Parrinello-

Rahman [28]barostathave been employed to control 

both temperature and pressure. In the study, 

simulations have been made for each of the amino 

acids separately and no solvent was employed in 

them. System temperatures have been set to 298 K. 

Also, all models have been run for 0.5 nanoseconds to 

reach thermal equilibrium and 1 nanosecond to obtain 

the thermodynamics parameter with 0.2 

femtoseconds time steps. 

 

3. Results and Discussion 

 

Protein chains can self-organize and transform into 

their natural structures in the appropriate 

environment. Thermodynamic investigations are 

excellent tools to explain these biological processes 

macroscopically [5]. Although thermodynamic 

control is widely accepted as the default behavior for 

correct folding, it is still difficult to understand in 

detail how the forces and atomic interactions involved 

in thermodynamic control relate the amino acid 

sequence to the folding and stability of the native 

structure [29]. Spectroscopic and calorimetric 

experiments have revealed that the increase in 

stability in protein folding, which is directly depend 

on amino acids, is mainly driven by enthalpy [30]. 

Enthalpy values are significant parameters for 

chemical reactions. The solid-state enthalpy of 

formation, calculated by MD simulation, is relational 
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energy, i.e. internal energy, based on the force field 

term [31]. The enthalpy values derived from the 

simulations and the measured values in the literature 

[32] are comparatively represented in Table 1. All 

enthalpies obtained from simulations have been 

averaged over the total simulation time that is 1 

nanosecond. Although temperatures of the systems 

have fluctuated between 297K and 299K, the average 

temperature is around 298 K. It is concluded that the 

fluctuation of temperature results of potential energy 

functions. As it can be demonstrated in Table 1, the 

enthalpy of cysteine resulting from MD calculation is 

-124.37 Kcal/mole and the experimental value is -

127.65 Kcal/mole[32]. The discrepancy between 

them is approximately 2.57%. While the enthalpy 

value obtained for alanine is -128.88 Kcal/mole, the 

value measured by the experimental method is -

134.45 and the difference between them is 4.14%. In 

addition, the MD simulation and experimental 

enthalpy values for Phenylanin are -103.03 

Kcal/mole, and -110.09 Kcal/mole, respectively. The 

enthalpy data of all amino acids included in the study 

are given in Table 1. Less than 10% difference 

between simulation results and experimental 

measurements supports the accuracy of simulation 

results. Weiss et al.[33] found that, with the 

thermochemical experimental approach, the enthalpy 

of solid-state formation is -127.63 Kcal/mole for 

Cysteine, -232.55 Kcal/mole for Aspartate, -188.58 

Kcal/mol for Arginine, -148.9 Kcal/mole for 

Arginine, for Histidine, -111.62. However, for 

Prolinethere is quite a difference between the 

experimental and the simulation values. It is 

considered that below 10% difference between 

simulation results and experimental measurements 

can be acceptable. The difference between simulation 

and experimental results greater than %10 will be due 

to the potential energy parameters (CHARMM36) 

which cannot be acceptable. 

Recent studies in cell biology and biophysics have 

created a new paradigm in protein targeting and 

function. The electrostatic charge on the surface of a 

biological membrane is emerging as a key 

determinant of signal protein localization and activity 

[34]. Therefore, electronic interaction is important for 

protein-lipid modification studies for ligand binding 

and accurate protein localization to the cell surface. 

Moreover, molecular mechanical energy directly 

influences the enthalpy and structural properties of 

amino acids. These energies are bond strain, angular, 

and torsional energies, which are the parameters of 

intramolecular interactions. Coulomb and Van der 

Waals energies are effective in intermolecular 

interaction. Van der Waals energy represents the long 

and short-distance electronic effect and is known as 

the electrodynamic energy used to explain bonding. 

Van der Waals terms utilizing theoretical protein-

ligand binding calculations are defined by Lennard-

Jones's potential approach [38]. Figure 1 indicates 

Van der Waals interaction. Thermodynamic 

parameters given in Table 2 are important parameters 

manipulated in protein design, bioengineering, and 

drug-vaccine studies. The molecular energy value is 

between the bonding atoms of the molecule, and it 

describes the energies required to bind related 

molecules in computational studies. Figure 1 shows 

the Coulomb interaction energy that allows proteins 

to approach the ligand or membrane surface.  

The molecular mechanical energy values of 

the amino acids obtained in this study are presented in 

Table 2.It is concluded that the tertiary structures of 

proteins are affected by hydrophobic and Van der 

Waals interactions. Long-range Coulomb 

interactions, short-range Van der Waals interactions, 

and quantum mechanical repulsion between charged 

amino and carboxyl groups produce functional 

potential energy of proteins [35]. Protein folding will 

continue until the minimum energy level is reached 

[36], [37]. Moreover, the study of the time-dependent 

variation of these energy parameters is critical for 

determining the conformations of these molecules. It 

isdemonstrated that the molecular mechanical energy 

values of Alanine, Cysteine, Phenylalanine, and 

Lysine are compatible with the experimental results 

presented in Figure 1. It is exhibited that the 

molecular mechanical energies of ALA, CYS, LYS, 

and PHE fluctuate around the results given in Table 2 

throughout the simulation. In addition, the Coulomb 

energy is quite low compared to the bond, angle, 

dihedral, and Van der Waals energies. Therefore, it is 

concluded that the remarkable negative energy in 

Coulomb energy is critical in preserving the natural 

structure of amino acids.  
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Table 1.Comparison of enthalpy as a result of MD simulations at 298 K temperature with experimental values [32]. 

Amino Acid MD Result 

(Kcal/mole) 

Experimental 

(Kcal/mole) 

Error (%) 

Alanine -128.88 -134.45 4.14 

Arginine -167.89 -149.04 12.65 

Asparagine -205.72 -188.58 9.09 

Aspartate -237.66 -262.63 9.51 

Cysteine -124.37 -127.65 2.57 

Histidine -92.90 -105.60 12.03 

Isoleucine -100.17 -153.12 34.58 

Leucine -124.45 -154.60 19.50 

Lysine -175.97 -162.20 8.49 

Methionine -112.08 -138.0 18.78 

Phenylalanine -103.03 -110.09 6.41 

Proline -62.62 -121.30 48.38 

Serine -126.40 -175.13 27.83 

Threonine -124.90 -185.54 32.68 

Tryptophan -76.51 -97.18* 21.27 

Tyrosine -120.88 -163.86 26.23 

Valine -107.45 -150.30 28.51 

*for Tryptophan [14]  

 

Table 2.Molecular mechanical average energy values (Kcal/mol) were obtained as a result of the simulation of amino 

acids at 298K temperature. EK, kinetic energy, EP, potential energy, H, enthalpy, ED, dihedral energy, EA, angular energy, 

EB, bond energy, EVDW, Van der Waals energy, EC, Coulomb energy, EM, molecular energy 

Amino Acid EK EP H ED EA EB EVDW EC EM 

Alanine 10.65 -139.19 -128.88 2.66 23.83 4.89 7.97 -116.52 31.80 

Arginine 23.09 -191.30 -167.89 8.43 19.77 11.30 11.00 -242.43 40.13 

Asparagine 14.23 -219.51 -205.28 9.33 25.71 5.28 6.12 -156.50 41.58 

Aspartate 12.45 -249.29 -237.66 7.21 10.29 4.55 14.49 -95.17 22.84 

Cysteine 11.59 -135.27 -124.37 3.18 8.01 5.37 8.73 -94.61 16.83 

Histidine 16.89 -110.14 -92.90 12.03 20.67 7.37 5.18 -155.68 40.36 

Isoleucine 18.55 -117.10 -100.17 9.99 23.04 7.24 9.11 -77.12 41.69 

Leucine 18.65 -142.39 -124.45 10.63 24.66 7.26 4.59 -99.78 43.81 

Lysine 21.24 -196.07 -175.97 6.34 15.62 7.09 8.82 -94.43 29.35 

Methionine 16.91 -128.26 -112.08 4.83 15.28 7.03 5.71 -74.93 28.11 

Phenylalanine 19.53 -122.27 -103.03 12.42 21.85 9.11 17.04 -96.19 44.27 

Proline 14.26 -76.73 -62.62 7.50 11.63 4.82 1.12 -31.79 24.31 

Serine 11.57 -138.67 -126.40 2.94 10.05 5.86 13.22 -54.50 19.13 

Threonine 14.19 -138.53 -124.90 7.16 11.73 5.24 11.31 -51.41 24.43 

Tryptophan 23.07 -99.04 -76.51 6.19 16.70 10.89 15.22 -29.55 34.06 

Tyrosine 20.42 -140.93 -120.88 8.71 13.13 9.72 11.62 -75.49 31.86 

Valine 16.05 -122.97 -107.45 2.73 13.07 6.06 8.54 -60.64 22.12 
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4. Conclusions and Suggestions 

 

In this study, the enthalpy of solid formation for 17 

amino acids and their molecular mechanical energies 

were calculated using the classical force-field 

approach. It has been observed that there is less than 

10% error between the solid formation enthalpy 

calculated for ALA, ASN, ASP, CYS, LYS, and PHE 

and their corresponding experimental enthalpies. The 

improvement of models with a high error rate 

(referring to the experimental solid formation 

enthalpy) will be possible by improving the force 

field parameters.  

These calculated enthalpy values will 

contribute to the determination of the thermodynamic 

stability of protein folding. Besides, it has been 

investigated that long-range interaction is more 

dominant than short-range interaction in amino acids. 

Since protein sequences are composed of amino 

acids, it is considered that long-range interaction is 

critical in the formation of these sequences and in 

preserving their natural structure. Furthermore, the 

obtained molecular mechanical energy values can be 

used in protein-lipid modification studies for 

electronic interaction, ligand binding to the cell 

surface, and accurate protein localization. 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 1. Molecular mechanical energy changes for amino acids (a) ALA, (b) CYS, (c) LYS, and (d) PHE, whose enthalpy 

values are close to the experimental measurements. 
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Abstract 

For investors and people who want to own a property, real estate is a crucial industry. 

Real estate includes land and any enduring construction, whether natural or artificial, 

such as houses, residences, apartments, and commercial structures. In Turkey, it is 

common to believe that owning property makes you live comfortably. Therefore, 

house ownership is a common aspiration among Turkish families. However, a variety 

of factors, such as a country's economic structure, inflation, world events, politics, 

etc., have an impact on the real estate market. In addition, the location, neighborhood, 

size, and number of rooms of a house can all affect how much it costs to live there. 

Gaziantep city is considered for analysis in the proposed study. The goal of this study 

is to predict which neighborhood, given a prospective buyer's financial status and 

specific property attributes, someone can afford to live in. As a result, web scraping 

is used to collect real estate data from the website. Once the data has been gathered, 

forecasting the neighborhood of a house is done using machine learning algorithms 

including decision trees, random forest, and extra trees. The results demonstrate that 

all algorithms produce good results with a performance accuracy of over 80%. 

However, among these algorithms, decision tree classification offers the best 

performance. 
 

 

1.Introduction 

 

Gaziantep city is located in South-Eastern 

Anatolian Region in Turkey. The province's 6554 

km2 territorial area represents about 1% of 

Turkey's total land area and there are about 

2130432 people living there2. It has nine districts. 

Gaziantep is also one of the Turkey’s most 

expensive cities. One of the most important 

investments in most people's portfolios is real 

estate.  Real estate includes land and any enduring 

construction, whether natural or artificial, such as 

houses, apartments, commercial structures, and 

fences [1]. In 2021, there were 1491856 housing 

sales in Turkey, a 0.5 percent decline from the 

 

* Corresponding author: nazmiye.eliguzel@gibtu.edu.tr                    Received: 04.08.2022, Accepted: 01.03.2023 

2 http://www.gaziantep.gov.tr/ 

3https://data.tuik.gov.tr 

previous year. With 276223 homes and 18.5 

percent of the market, Istanbul had the biggest 

percentage of house sales. Ankara, with 144104 

house sales and a 9.7 percent market share, and 

Izmir, with 86722 house sales and a 5.8 percent 

market share, followed Istanbul in that order. The 

provinces with the lowest number of house sales 

were Hakkari (267), Ardahan (377), and Bayburt 

(871), in that order. Gaziantep, on the other hand, 

ranked 10th with 35610 houses 3. Figure 1 

provides information regarding 2021 housing 

sales data. House prices in Gaziantep have 

increased significantly, from just 145661TL/m2 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1155725
https://orcid.org/0000-0002-8089-2285
https://orcid.org/0000-0001-6354-8215
mailto:nazmiye.eliguzel@gibtu.edu.tr
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in 2014 to over 721839 TL/m2 in 20224. In Figure 

2, the trend of change in house prices is given.  

 

 

Figure 1. Housing sales in 2021 by provinces (TÜİK) 

 

One of the biggest cities in Turkey, 

Gaziantep, has experienced  significant housing 

inflation in recent years. Despite this, it has a high 

rank in terms of housing sales. Housing serves as 

a place to live as well as a significant investment 

that has an impact on life quality. The 

neighborhood of a house is very important to its 

stakeholders (investors, homeowners, developers, 

appraisers, and others) [2]. Therefore, it's critical 

for people to choose the neighborhood in which 

they can buy the house that has the features they 

want for their budget. 

 

 

Figure 2. Change of house prices per square meter in 

Gaziantep by years 

 

A rise in housing costs can be attributed 

to numerous things. The price of housing can alter 

due to a variety of factors, including a nation's 

economic structure, inflation, global events, 

politics, etc. These are the external variables. 

Other aspects of houses, such as the area, 

neighborhood, the size, and the number of rooms, 

can also have an impact on household pricing. 

The square meter of the house, the number of 

 

4 https://www.zingat.com/gaziantep-bolge-raporu 

rooms, the district, real estate type, and the price 

are taken into account in the proposed study to 

forecast a house's neighborhood. Accurate 

predictions are required for the real estate and 

housing markets. We can notice a pattern that 

appears in the purchasing and selling of 

properties: for most people, owning a house is a 

lifelong ambition [3]. For various classification 

and regression problems, methods like the 

decision tree [4], extra trees [5], and random 

forest [6] are also frequently utilized. Machine 

learning algorithms were proposed by the authors 

as a reliable way to predict real estate property 

values. To increase prediction accuracy, they also 

examined feature importance and other data 

analysis techniques. In their research, they used 

linear regression, decision trees, XGBoost, extra 

trees, and random forests [7]. 

The objective of this study is to predict 

the neighborhood that a potential home buyer can 

afford to live in given her financial situation and 

certain property characteristics. Therefore, real 

estate data is taken from the website via web 

scraping. Machine learning methods like decision 

trees (DT), random forest (RF), and extra trees 

(ET) are used to forecast a house's neighborhood 

once the data has been collected. 

The remainder of this paper is structured 

as follows: The literature review is presented in 

section 2, the research methodology is shown in 

section 3, and the findings and outcomes are 

presented in section 4. In section 5, the study is 

completed. 

 

2. Literature Review 

 

In order to assess real estate, there are some 

traditional approaches [2] in the literature such as 

cost approach [8] and income approach [9]. 

However, many machine learning-based methods 

have been utilized in recent years to forecast real 

estate values because they can identify functional 

relationships in past data.  

The hedonic model, machine learning 

model, and geographically and temporally 

weighted regression (GTWR) were combined by 

Hu et al. [10]. They illustrated a novel method for 

segmenting the housing market. They then 

applied it to analyze the dynamics of the selling 

and renting submarkets in Shanghai, China, from 

2018 to 2020. The method offered a useful and 
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effective tool for segmenting the urban housing 

market.  

Another study proposed by Xue and Yao 

[11] used a RF model to assess the significance 

and consequences of the physical environment, 

commute distance, housing costs, living area, and 

domestic socioeconomic and demographic 

factors on the housing relocation activity of 

members of the family with commuter employees 

or students. Their purpose was to offer baseline 

data for designers and real estate construction 

firms to use when planning and developing linked 

land, as well as to assist urban planners and 

directors in statistically examining the impact of 

causal factors on housing relocation activity.  

Using data gathered from 24 randomly 

chosen Turkish cities, a Bayesian network driven 

by machine learning was created through a 

constrained structural learning method by Sevinç 

[12]. The information included various 

characteristics such as sales prices, details about 

each apartment's features, including its amount of 

bedrooms, the age of the building, whether a 

balcony is there, the net area, the heating system, 

mortgageability, the amount of bathrooms, seller 

type, and floor position.  

Chou et al. [2] proposed a research that a 

brief overview of machine learning methods for 

forecasting home prices. The actual price 

registration system of Taiwan's Interior Ministry 

was used to gather information on housing 

transaction prices in Taipei City. Baseline and 

ensemble models were created using four popular 

artificial intelligence methods: Linear 

Regression, Artificial Neural Networks, 

Classification and Regression Trees, Support 

Vector Machines. Additionally, a hybrid model 

was created, and both baseline and ensemble 

methods were utilized to assess its prediction 

performance to that of the separate models.  

Louati et al. [13] developed a collection 

of machine learning algorithms to perform 

analysis that could improve the accuracy of 

estimating land prices. The DT, RF, and linear 

regression are some of the machine learning 

methods used in their work. They gathered 

information from 5946 lands located in Riyadh, 

Saudi Arabia. Modern performance criteria, such 

as mean absolute error, median squared error, and 

mean squared error were utilized to assess the 

performance of the constructed models. 

According to the experiments, the RF-based 

model performs better than the other models.  

Another research [14] that examined into 

the reasons Taiwanese home prices have risen 

steadily for the past ten years. Data relating to real 

estate gathered from publicly available websites 

was clustered employing a double-bottom map 

particle swarm optimization analytical technique. 

Population, rent and the money availability are 

three crucial elements that could impact real 

estate value trends, and they were highlighted in 

their assessment on the clustering results.  

Instead of using different machine 

learning techniques to predict the transactions or 

list cost of real estate assets without 

distinguishing the building and land costs, Kim et 

al. [15] proposed a study that estimated cost of 

land utilizing a significant amount of land-

utilization data information gathered from variety 

of building and land-related datasets. The RF and 

XGBoost algorithms were utilized to forecast 

52,900 land costs in Seoul, South Korea, from 

January 2017 through December 2020. 

Additionally, the models underwent separate 

training for various land utilization and time 

periods. The overall findings showed that 

XGBoost produces a greater forecasting 

accuracy. 

Some of the studies considered web 

scrapping technology in order to predict real 

estate [16]–[19]. Web scraping is a method for 

obtaining data from the Internet. The process of 

gathering data from websites and transferring 

them to a more convenient and more flexible form 

so that they can be examined and checked with 

ease is also referred to as web scraping, 

sometimes web crawling or data scraping, and 

sometimes data mining or text mining  [16].  

Web scraping and machine learning 

techniques are both utilized in the proposed study. 

While some studies focused solely on a few 

regions, others neglected crucial factors that 

affected real estate values, like the amount of 

rooms, neighborhood, and area. The studies' most 

typical drawback is that they estimate real estate 

prices in a limited region with few features. Even 

though the proposed study is focused on a 

particular area, it differs from prior studies in that 

it estimates neighborhood values rather than 

prices and deals with different real-estate features 

such as the square meter of real estate, the number 

of rooms, district, neighborhood, real estate type, 

and price. It is predicted where people can dwell 

based on a set of parameters and the amount of 

money they hold. 
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3. Material and Method 

 
There are two parts to the planned study. Data is 

gathered in the first step using a web scraping 

technique. Utilizing machine learning techniques, 

the result is predicted in the second stage. The 

crucial steps in the use of web scraping and 

machine learning algorithms are presented in this  

section. First of all, web scraping is conducted to 

obtain data. The sequential procedures and 

methodologies for the web scrapping are shown 

in Figure 3. 

 

Figure 3. The structure of the proposed web scraping 

 

Web scraping is a method of obtaining 

information from webpages using software. By 

utilizing low-level Hypertext Transfer Protocol 

(HTTP), this sort of software program simulates 

human browsing or investigation of the World 

Wide Web [20]. Python software is used for the 

web scraping. The steps of web scraping are given 

as follows: 

 

• First of all, “EmlakBuluyoruz.Com” is 

chosen as real estate website5.   

• Search is conducted by considering 

Gaziantep city6. Houses for sale are 

considered in this study. 

• In Python, Requests module is used to 

reach Hypertext Markup Language 

(HTML) contents of the website. 

• The BeautifulSoup module is used to 

parse the contents of the HTML 

document and then discover elements 

using the "HTML class name" in the 

subsequent phase. 

• After the mentioned processes, the data is 

obtained by utilizing the related class 

name.  

• Finally, a excel file is created and data is 

saved for the next processes.  

 

Through web scraping, a total of 548 

pieces of data were collected on June 25, 2022. In 

Table 1, a sample of data is demonstrated. In the 

proposed study, to predict an house's 

neighborhood, the square meter of the house, the 

number of rooms, the district, real estate type, and 

the price are considered. Table 2 demonstrates the 

definition and data types of the variables. Scikit-

learn supervised learning algorithms such as DT, 

RF, and ET are used to predict the neighborhood 

of a real estate. 

 

 

 

 

 

 

 

5 https://www.emlakbuluyoruz.com/ 

 

6https://www.emlakbuluyoruz.com/satilik/konut 

https://www.emlakbuluyoruz.com/
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Table 1. A sample data 

The square meter, The number of rooms, District, Neighborhood, Real estate type, Price 

170,3+1,Şehitkamil,Değirmiçem,Apartment,1275000 

155,3+1,Şahinbey,Güneykent,Apartment,955000 

195,3+1,Şehitkamil,İbrahimli,Apartment,2550000 

250,4+1,Oğuzeli,Körkün,Cottage,3500000 

120,2+1,Şahinbey,Kıbrıs,SingleHouse,400000 

200,4+1,Şehitkamil,Onbeştemmuz,Apartment,2300000 

175,3+1,Şehitkamil,İbrahimli,Apartment,1890000 

In the proposed study, the target is to classify 

neighborhood. Given that the neighborhood is  

the target class, there are 75 classes available.

 

Table 2. Definition and data types of the variables 

 Definition Data Type 

The square meter Side x side = area of a square is 

the formula for calculating a 

square's surface area. 

Integer 

The number of rooms Consists of rooms that may be 
occupied, such as bedrooms, 

kitchens, dining rooms, and 
living rooms. 

String 

District A district is a particular kind of 

administrative division that the 

local government oversees in 
some countries. 

String 

Neighborhood A neighborhood is a place where 

people reside and socialize. 

String 

Real estate type Type of buildings String 

Price Value of real estate Integer 

The collected data is processed via above 

mentioned machine learning techniques. These 

techniques are explained as follows: 

 

3.1. Decision tree 

 

DTs are one of the widely utilized techniques 

among classification algorithms. It is a non-

parametric technique. DTs have nodes that form 

a rooted tree. That is, it is a directed tree without 

incoming edges at the root node. Each of the other 

nodes has just one incoming edge. Internal or test 

nodes are the name given to outgoing edges. 

Finally, the remaining nodes are known as leaves. 

[21]. Making a model that predicts the target 

value variable based on a variety of input factors 

is the aim of DT learning [22]. It is a graphical 

representation of decisions and their probable 

outcomes.  

 

3.2 Random forest 

 

One of the classifier algorithms used in it is 

composed of a number of DTs, each of which is 

created by putting an algorithm into practice. A 

majority vote is used to estimate the RF, rather 

than individual tree estimates [23]. Each tree in 

the ensemble is built individually utilizing a 

sample taken with substitution from the training 

set. As a result, RF is used to tackle mentioned 

problem due to its randomness [24]. 

 

3.3 Extra trees 

 

ET, highly random trees based on the ensemble 

approach, lessen the weak generalization property 

and propensity for overfitting of conventional 

standalone DTs [25]. A meta-predictor that is 

fitted with several randomized DTs is utilized in 

this class. [26]. 

 

3.4. Evaluation 

 

In the proposed study, the machine learning 

classification algorithms such as DT, RF, and ET 

are utilized. The Python programming language's 

Sklearn library is used. Classification accuracy 

(ACC) and F-measure are the metrics that are 

utilized for evaluation.  
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Evaluation metrics are computed by the given 

equations [27]: 

 

ACC: Classifier accuracies are evaluated by using 

confusion matrices. 

 

 

𝐴𝐶𝐶 =
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
           (1)

 F-measure: The other frequently used method 

for assessing the effectiveness of classification 

algorithms is the F-measure. It is a classification 

algorithm's harmonic mean of precision and 

recall. Improved predictive performance is 

indicated by higher F-measure values. The 

average F-measure for all one-versus-all classes 

is employed in this study as the macro-averaged 

F-measure. 

 

 

Macro − averaged F − measure =
1

𝑛
∑

2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖∗𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑃𝑟𝑒𝑐𝑖𝑖𝑠𝑜𝑛𝑖+𝑅𝑒𝑐𝑎𝑙𝑙𝑖
𝑛
𝑖=1             (2) 

                                 

Precision =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
  (3)

                                       

              

Recall =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
        (4)        

                                                                         

             

4. Results and Discussions   

              

The results of the algorithms are given in Table 

3. 

 

Table 3. Results of the applied machine learning algorithms 

Algorithm ACC F-measure Precision Recall 

DT 0.878 0.869 0.90 0.879 

RF 0.848 0.845 0.879 0.848 

ET 0.863 0.860 0.892 0.864 

As can be shown from Table 3, all 

algorithms offer satisfactory outcomes of more 

than 84 percent when both ACC and F-measure 

are taken into account. However, DT provides 

better performance when compared with the other 

algorithms. ETs come after DT. The worst 

performance is provided by RF. The technologies 

of web scraping and machine learning are used to 

conduct this investigation. By considering DT 

algorithm, the neighborhood of a real estate can 

be predicted. Finally, the following are the 

implications of the proposed study: 

 

• Web scraping technique is used to mine 

real estate data from a real estate website. 

• Performances of various machine 

learning algorithms such as DT, RF, and 

ET are compared. 

• While all algorithms perform well, DT 

produces the best results. 

• An accurate prediction is given for 

determining a house's neighborhood. 

• The proposed study can be beneficial for 

both people, investors, and government. 

 

 

5. Conclusion 

 

Recently, utilizing machine learning models with 

publicly available data has helped research on 

predicting real estate value. Unlike studies that 

make price estimations, the proposed study aims 

to predict the neighborhood of a house by using 

machine learning techniques such as DT, RF, and 

ET. We make an estimation of the Gaziantep real 

estate market. Based on a number of criteria and 

the amount of money they own, it is estimated 

where people can live. The data is retrieved from 

a real estate website via web scraping. The 

planned study includes an investigation into the 

city of Gaziantep. The real estate market is 

impacted by a number of variables, including a 

nation's economic structure, inflation, global 

events, politics, etc. These are the external 

factors. In addition, a house's size, number of 

rooms, neighborhood, and location can all 

determine how much it costs to live there as 

internal factors. In the proposed study, internal 

factors are considered to predict the 

neighborhood of a house. Based on the study, all 

algorithms provided good performance by 

estimating the neighborhood of a house. 
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However, DT provides the best results. These 

results can help decision-makers choose the 

neighborhood they want to live in or invest in. As 

we concentrated on Gaziantep for the regional 

study, data gathering was a constraint of our 

study. Conducting an analysis of Turkey is a 

potential direction for future research. In addition, 

data from other real estate websites can be 

gathered and analyzed for the future work. 
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Abstract 

In this study, we focus on the Aminov surface with regard to its Gauss map in . 

Firstly, we write the covariant derivatives according to linear combinations of 

orthonormal vectors and separate the equalities using the Gauss and Weingarten 

formulas. Then, we get the Laplacian of the Gauss map. After giving some 

conditions, we yield the following results: Aminov surfaces can not have a harmonic 

Gauss map and can not have a pointwise one-type Gauss map of the first kind in 

. Further, we give an example of a helical cylinder which is also congruent to an 

Aminov surface. Lastly, we obtain the conditions of having a pointwise one-type 

Gauss map of the second kind. 

 

 
1. Introduction 

 

Surfaces given with Monge patch which are also 

called digital graph surfaces have many advantages 

by means of visualization. These types of surfaces can 

be covered by just a few atlas that are produced with 

Monge patches. The presentation of −3 dimensional 

form is ( ) ( ))v,u(g,v,u=v,u  where g  is a 

differentiable function [7]. 
Digital graph surfaces (Monge surfaces) in 

−4 dimensional spaces have also attracted attention 

as −3 dimensional spaces. These surfaces are given 

by ( ),v,ug=z ( )v,uh=w  where w,z,v,u  
are the 

cartezian coordinates [1,3]. Some of them are 

translation surfaces, factorable (homothetical) 

surfaces, −TF type surfaces etc.[13, 14]. In 

particular, translation surface has many applications 

in architecture. They have a quadrilateral form and 

thanks to this property, they are used for free form 

glass structures [8]. 

The idea of finite (limited) type 

submanifolds was announced by Chen in the 1970s 

and has grown into a widely used concept in studies 

of Euclidean and semi-Euclidean spaces. This 

concept has been extended to differentiable 

transformations, especially to the Gauss map of 
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submanifolds.The condition for a surface (or a 

submanifold) to have a pointwise one-type Gauss map 

is 

                         








+

→

CG=G 

                      

(1) 

where   is a differentiable function and 
→

C  is a 

constant vector in the −n dimensional Euclidean (or 

semi-Euclidean) space. If 0C =
→

, the surface is said 

to have a pointwise one-type Gauss map of the first 

kind, otherwise the second kind [6]. 

One of the popular surfaces, Aminov surface, can be 

represented by a Monge patch 

       ( ) ,vsin)u(r=)v,u(w,vcos)u(r=v,uz    (2) 

where )u(r  is a differentiable function [1, 3]. In [3, 

4], the authors handled Aminov surfaces according to 

their curvatures in −4 dimensional Euclidean and 

Minkowski spaces. The other studies about some 

surfacesin can be found in [9, 10, 11, 12]. 

In this study, we evaluate Aminov 

surfaces with regards to their Gauss maps in . In 

section 3, we obtain the covariant derivatives of 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1170647
https://orcid.org/0000-0002-1845-0822
https://orcid.org/0000-0002-1608-0354
mailto:sezgin.buyukkutuk@kocaeli.edu.tr
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orthonormal vectors on the surface and arrange them 

in accordance with the Gauss and Weingarten 

formulas. We write the shape operator matrices of the 

surface. In Section 4, we compute the Laplacian of the 

Gauss map of these surfaces. Then, we prove that 

Aminov surfaces can not have a harmonic Gauss map 

and can not have a pointwise one-type Gauss map of 

the first kind in . In an example, we get the Laplace 

transform of the Gauss map of a helical cylinder. 

Further, we present the conditions for Aminov 

surfaces to have a pointwise one-type Gauss map of 

the second kind. 

 

2. Basic Concepts 

 

Let ( )v,u:M   
denote a surface patch in Euclidean 

−4 space .  vu ,
 
spans the tangent space of M. 

The first fundamental form coefficients are calculated 

by ,,=E,,=F uuvu  .,=G vv 
 

Hence, 

M  is known as regular in case of 

0.FEG=W 22 −  

Euclidean −4 space can be considered as a 

decomposition of tangential and normal component 

of M  for each point p : 

.MTMT= pp
4 ⊥E  

Let the orthonormal tangent vectors and normal 

vector field of the surface be represented by ,1 2  

and ,  respectively. 
~

 and   denotes the Levi-

Civita connections, then the Weingarten and Gauss 

formulas are known as  

               
,DA=

~

1
1

1
  +−

              
(3) 

),,(h=
~

212
1

2
1

  +  

where A  is the shape operator, D  is the normal 

connection and h  is the second fundamental tensor 

[2, 5]. 

Assuming that 
u

=u



 ( )v,u  and 

v
=v



 ( )v,u  

are orthogonal, the orthonormal tangent vectors are 

 
G

=,
E

= v
2

u
1





  (4) 

The normal frame field  21 ,  is chosen as 

1,=,1,=, 2211  0,=, 21   and the 

quadruple  2121 ,,,   is positively oriented in 

. Thus, according to orthogonal tangent vectors 1  

and ,2  the second fundamental form is written as 

follows 

( ) ,hh=,h 2
2
111

1
1111  +  

              ( ) ,hh=,h 2
2
121

1
1221  +           

(5) 

( ) ,hh=,h 2
2
221

1
2222  +  

where k
ijh 1,2)=k,j,i(  are the coefficients of the 

second fundamental form. 

With the help of Gauss and Weingarten formulas,

( ) ( )
21

AdetAdet=K  + gives the Gauss curvature of 

M and 
2

trh
=H gives the mean curvature. Therefore, 

the surface M  is known as minimal (flat), if mean 

curvature (Gauss curvature) vanishes[5]. 

In −n dimensional Euclidean space, let 

 21 e,e  be tanget vector fields of a surface, and the 

normal vectors denoted by  3 , , ne e , for the 

orthonormal frame  n21 e,.,..e,e . Then, Gauss map 

of the surface is given by 

                        ( ) ( )( ),pee=pG 21                         
(6) 

and the Laplace of any differentiable function   on 

M  is known as 

        

.
~~~

=
i

i
ii









−−  



      

(7) 

(see, [5]). 

 

3. Aminov Surfaces in −4 dimensional Euclidean   

    Space 

 

Definition 1:  Let ( )v,u:M   be a regular surface in

. If M  is parametrized by the Monge patch 

  ( ) ( ),vsin)u(r,vcos)u(r,v,u=v,u      (8) 

where ( )ur  is a differentiable function, then this 

surface is called as Aminov surface in [1, 3]. 

Assume that M  is an Aminov surface in 

four-dimensional Euclidean space. Then, the vector 

fields 

( ),vsin)u(r,vcos)u(r0,1,=
u

  

( ),vcos)u(r,vsin)u(r1,0,=
v

−  



S. Büyükkütük, G. Öztürk / BEU Fen Bilimleri Dergisi 12 (1), 25-32, 2023 

27 
 

are tangent to .M  Thus, the coefficients of first 

fundamental form are 

                            ( ) 1,r=E
2
+

                 
(9) 

0,=F  

1.r=G 2 +  

We set ( )( )( ) 01r1r=EG=FEG=W
2222 ++− , 

i.e., it is regular. 

Since these vectors are orthogonal, the orthonormal 

tangent vectors are written as 

( )
( ),.vsin)u(r,vcos)u(r0,1,

1r

1
=

E

1
=

2
u1 

+

  

(10) 

( ).vcos)u(r,vsin)u(r1,0,

1r

1
=

G

1
=

2
v2 −

+

  

and the vectors 

            

( ),01,,vsinr,vcosr
E
~

1
=1

−

            

(11) 

            

( )E
~

,F
~

,vcosrE,vsinGr
EGE

~
1

=2 −−−  

are obtained as unit normal vector fields, where 

,vsinrvcosr1=E
~ 2222 ++  

     
( ).rrvsinvcos=F

~ 22' −  

Furthermore, with the help of Weingarten and Gauss 

formulas, we get 

,kk=
~

22111
1

 +  

,kk=
~

27162
1

 +−  

,kkk=
~

2716231
2

 +−  

           ,kkk=
~

2514132
2

 −−−
   

(12) 

,kkk=
~

2816111
1

 ++−  

,kkk=
~

2924161
2

 −+  

,kkk=
~

1827122
1

 −−−  

,kkk=
~

1925172
2

 ++−  

where the differentiable functions 
i

k ( ),9.1,..=i  

satisfy 

,
EG

rr
=k,

EGE
~

E

vsinGr
=k,

E
~

E

vcosr
=k 321


 

 

    

,
EGE

~
vsinr

=k,
EGE

~
vsinr

=k,
E
~

G

vcosr
=k 654



   

(13) 

 

        

( )

.
EGE

~
E
~

EG
=k

,
GEE

~
rEGrvsinvcosr

=k,
E
~

G

vcosr
=k

9

87

−

−

 

Thus, these relations can be decompose into    tangent 

and normal components as

    

,kk=A,k=

,kk=A0,=

,kk=A,k=

,kk=A0,=

25172
2

231
2

27121
2

2
1

24162
1

132
2

26111
1

1
1

















−

+

−−−

−

 

(14) 

and 

   

( )

( )

( )

.k=D

,k=D,kk=,h

,k=D,kk=,h

,k=D,kk=,h

192
2

291
2

251422

182
1

271621

281
1

221111

















−−−

−+−

+

  

(15) 

Moreover, with the help of (5) and (15), we obtain the 

coefficients 
k

ijh : 

,
EGE

~
E

vsinGr
=h,

E
~

E

vcosr
=h 2

11
1
11


 

                      ,
E
~

G

vcosr
=h,

EGE
~

vsinr
=h 2

12
1
12

−

    

(16) 

.
EGE

~
vsinr

=h,
E
~

G

vcosr
=h 2

22
1
22

−−
 

 

Lemma 2:Let the equality (8) respresent an Aminov   

                 surface in . Then, the shape operator  

                 matrices are given by 
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,

E
~

G

vcosr

EGE
~

vsinr

EGE
~

vsinr

E
~

E

vcosr

=A
'

'''

1





















−−

−



     

(17) 

 

.

EGE
~

vsinr

E
~

G

vcosr

E
~

G

vcosr

EGE
~

E

vsinGr

=A
'

'''

2





















−
  

 

Theorem 3:[3]Let M  be an Aminov surface in

given by the Monge patch (8). Then, the Gaussian 

curvature and the mean curvature vectors are 

                      

( )
4

2

W

ErrGr
K

−−
=                   (18) 

and 

( ) ( )
21

2 WE
~

E2

rEGrvsin

WE
~

2

rEGrvcos
H 

−
+

−
= (19) 

respectively.  

  

 

Proof. With the help of Lemma 2, and the 

Gaussian curvature of a surface in

( ) ( )( )
21

AdetAdet=K  + ; we yield 

































 −−
+













 −−

EGE
~

vcosErvsinrGr

E
~

vsinrvcosrr

EG

1
=K

222'22''

22'2''

 

( )( )
22

2222'2'''

GEE
~

vsinrvcosr1ErrGr
=

++−−
 

( )
.

W

ErrGr
=

4

2''' −−
 

In addition, with the help of the mean curvature vector 

of a surface ,
2

trh
=H 








 we compute 

2

''

1

''

EGE
~

E2

vsinrEvsinGr

E
~

EG2

vcosrEvcosGr
=H 

−
+

−
 

                                                                                                                    

( ) ( )
.

WE
~

E2

rEGrvsin

WE
~

2

rEGrvcos
= 2

''

1
2

''


−

+
−

 

It completes the proof.    

 

Corollary 4:Let the equality (8) represent an  

                    Aminov surface in . Then, it is  

                     minimal if and only if 

( )

( )

( )

( )

,e1cec
c2

1
=)u(r 1

c

2
cu

2

1
1

c

2
cu2

2

1

1

+


+


















−+

  

(20) 

where ,ic ( )1,2=i  are real constants.  

 

Proof. The surface is minimal, i.e., 0=H  in (19) if  

            and only if  

0.=GrrE ''+−  

Substituting the first fundamental form coefficients 

into (9), we get the differential equation 

( )( ) ( ) 0=r1rr1r 2''2
+++−  

which has the solution (20). It completes the proof.    

Example 5:The surface 

( ) ( )vsine,vcose,v,u=v,u:M uu  

is congruent to minimal Aminov surface with 
ue=)u(r  with the constants 1=c

i
 in (20). One can 

plot by Maple:  

 

Figure 1: Minimal Aminov surface 
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4. A characterization of Aminov Surface with 

regards to its Gauss map in 
4

E  

 

Let 2121 ,,,  denote the orthonormal frame of a 

regular surface ( )v,u:M   in . Then, the Gauss 

map of the surface is 

.=G 21    

By the use of the relation (7), the Laplacian operator 

of this Gauss map in  can be written as 

.G
~

G
~

G
~~

G
~~

=G
2

2
1

1
2211







 −−+−
 
(21) 

Theorem 6:  Let M  be an Aminov surface in

given by the Monge patch (8). Then, the Laplace of

G of M is given by 

( ) ( ) ( ) ( ) ( ) ( )( )
21

2

7

2

6

2

5

2

4

2

2

2

1 k2k2kkkk=G







−−−−−−−

   ( ) 116395874261 kk2kkkkkk  −−−−−+  

 

   ( )
217394865271

kk2kkkkkk  ++−−+
 
(22) 

 

   ( ) 12974331826211 kkkkkkkkkk  −−−++−+

   ( ) 22965332817221 kkkkkkkkkk  −−−−−−+

( ) ( )( ) 21526417 kkkkkk2  ++++  

where ]k[ ji are correspond to directional 

derivatives with respect to i  and the functions jk

( ),9.1,..=j  are given by (13).  

 

Proof. With the help of Gauss and Weingarten 

formulas and their components, the derivatives 

G
~~

ii
   and G

~

i
i


 ( )1,2=i  are yielded as 

( ) ( ) ( ) ( )( ) 21

2

7

2

6

2

2

2

1
11

kkkk=G
~~

 −−−−  

 

 ( )  ( ) 218671118761 kkkkkk  −+−−+  

 

 ( )  ( ) 228121128211 kkkkkk  −−++−+  

 ( ) ,kkkk2 216271  ++  

( ) ( ) ( ) ( )( ) 21

2

7

2

6

2

5

2

4
22

kkkk=G
~~

 −−−−  

  ( ) 11956342 kkkkk  −−−+  

  ( ) 21947352 kkkkk  ++−+  

  ( ) 12974362 kkkkk  −−+  

             
 ( ) 22965372 kkkkk  −−−+  

 ( ) ,kkkk2 216574  ++  

0,=G
~

1
F

1
F

  

( ) ( )

( ) ( ) .kkkk

kkkk=G
~

22321231

21731163
2

F
2

F





++

−
 

Then, substitute these derivatives into (21), we obtain 

the desired result.    

 

Example 7:The helical cylinder 

     ( ) ( ) ( )00,0,,uvsin,vcos,v0,=v,u:M +    (23) 

also corresponds to Aminov surface with 1=)u(r  

and the Laplace ofG of M is calculated as 

( )
11

2

3
2

2

21

vsin1

vcos221

22

vsin

4

1
=G  

















+

−
−








 

          
( )

.

vsin1

vcos221

4

vcos
21

2

3
2

2

 














+

−
+  

 

 

Figure  2: Aminov surface with r(u)=1 
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Theorem 8: Aminov surfaces can not have harmonic 

Gauss map in . 

Proof. Let M  be an Aminov surface in given by 

the Monge patch (8). The Laplacian of Gauss map can 

be written as 

( ) ( ) ( )

( ) ( ) ( ),

=G

216225124

213112211





+++

++
 

where 
i

  (i=1,…,6) are indicated in (22). If M  has 

a harmonic Gauss map, then 0,=G  i.e., 0.=
i

  

Then, we get  

( ) ( ) ( ) ( ) ( ) ( ) 0,=k2k2kkkk=
2

7
2

6
2

5
2

4
2

2
2

11 +++++  

It means that 0=)u(r  in the surface parametrization 

(8). Hence, this contradicts with the regularity of the 

surface which completes the proof.    

Theorem 9: Let M  be an Aminov surface in

given by the representation (8). Then, M  has 

pointwise one-type Gauss map of first kind if and 

only if 

( ) ( ) ( ) ( ) ( ) ( )
0,=1

k2k2kkkk
2

7

2

6

2

5

2

4

2

2

2

1 −
+++++


 

 

   
0,=

kk2kkkkkk
6395874261



 ++++
 

 

   
0,=

kk2kkkkkk
7394865271



 −−++−

      
(24) 

   
0,=

kkkkkkkkkk
974331826211



 +++−−
 

   
0,=

kkkkkkkkkk
965332817221



 +++++
 

( ) ( ) 0,=kk
k2

kk
k2

52

6

41

7 +
−

++
−


 

where   is a non-zero smooth function.  

 

Proof.  Let M  be an Aminov surface in given by  

             Monge patch (8). With the help of (1) and  

             (22), we can write 

( ) ( ) ( )

( ) ( ) ( ) ,k2k2k

kkk=,C

2

7

2

6

2

5

2

4

2

2

2

121

+++

+++ 


 

    ,kk2kkkkkk=,C
639587426111

++++ 


 

    ,kk2kkkkkk=,C
739486527121

−−++− 


 

   

,kkkkkk

kkkk=,C

974331

82621112

+++

−− 


 

   

,kkkkkk

kkkk=,C

965332

81722122

+++

++ 


 

( ) ( ),kkk2kkk2=,C
52641721

+−+−


 

where   is non-zero differentiable function. By using 

the equality (1), the constant vector C  can be 

considered as 

213112211
CCC=C  ++


 

                      

216225124
CCC  +++                  

(25) 

where 

( )
( ) ( ) ( ) ( ) ( ) ( )

1,
k2k2kkkk

=v,uC
2

7
2

6
2

5
2

4
2

2
2

1
1 −

+++++


 

( )
   

,
kk2kkkkkk

=v,uC 6395874261

2


 ++++
 

 

( )
   

,
kk2kkkkkk

=v,uC 7394865271
3



 −−++−

   
(26) 

 

( )
   

,
kkkkkkkkkk

=v,uC 974331826211

4


 +++−−
 

 

( )
   

,
kkkkkkkkkk

=v,uC 965332817221

5


 +++++
 

 

( ) ( ) ( )
52

6

41

7

6
kk

k2
kk

k2
=v,uC +

−
++

−


 

are differentiable functions. If M  has a pointwise 

one-type Gauss map of the first kind, then 0=C  in 

the equation (1). By the use of (25) and (26), we get 

the desired result.     
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Corollary 10:Aminov surfaces can not have a 

pointwise one-type Gauss map of the first kind in 

.  

Proof. Assume that an Aminov surface M  has a 

pointwise one-type Gauss map of the first kind in . 

Then, the equation system (24) is hold. By using the 

last equation in (24), we get 

( )
0.=

GE

rEGrr2
22

'



+
 

Hence, there are two cases: 0=)u(r '
 or 

0.=E)u(rG)u(r '' +  Using the first one ( .const=r ) 

in the second equation of (24), we yield 

( ) ( )
0.=

r1

vcosr
1

vsinr1

vsinr

2

3
2

22

2

3
22 
















+

−

+

−
 

Using the second one, i.e., substituting 
G

rE
=r −  into 

the second equation in (24), we obtain 

( ) ( )( )
0.=

GE

Err2Gr
22

22222
++

−  

These relations are satisfied if and only if 0,=)u(r  

but it contradicts with the regularity of the surface. 

Thus, we get the desired result.    

 

Theorem 11 Let M  be Aminov surface in  given 

by the Monge patch (8). Then, M  has a pointwise 

one-type Gauss map of the second kind if and only if 

 
  0,=kCkCkCkCC 2514736211 ++−+  

 
  0,=kCkCkCC 26836121 +−−  

 
  0,=kCkCkCC 16827131 −++

                      
(27) 

 
  0,=kCkCkCC 76851141 +−−  

 
  0,=kCkCkCC 66842151 ++−  

 
  0=kCkCkCkCC 6574132261 −−+−  

and 

  0,=kCkCkCkCC 7564534212 +−++  

  0,=kCkCkCkCC 7634934122 +−+−

  0,=kCkCkCkCC 6635925132 +−−−
          

(28) 

  0,=kCkCkCkCC 5695326142 −+++  

  0,=kCkCkCkCC 4694337152 +−+−  

  0=kCkCkCkCC 4554637262 −+−−  

are satisfied, where ]C[
ji

 are correspond to 

directional derivatives with respect to .i  

Proof.Let M  be an Aminov surface in which has 

a pointwise one-type Gauss map of second kind. It 

means that C


 is a constant in (1). With the help of the 

equation (25) and (12), the directional derivatives of 

the vector C


 are obtained as 

 ( )
212514736211

1
kCkCkCkCC=C

~
 ++−+  

 ( )
1126836121

kCkCkCC  +−−+  

 ( )
2116827131

kCkCkCC  −+++  

 ( )
1276851141

kCkCkCC  +−−+  

 ( )
2266842151

kCkCkCC  ++−+  

 ( )
216574132261

kCkCkCkCC  −−+−+  

          and 

     
 ( ) 217564534212

2
kCkCkCkCC=C

~
 +−++  

 ( )
117634934122

kCkCkCkCC  +−+−+  

 ( )
216635925132

kCkCkCkCC  +−−−+  

 ( )
125695326142

kCkCkCkCC  −++++  

 ( )
224694337152

kCkCkCkCC  +−+−+  

 ( )
214554637262

kCkCkCkCC  −+−−+  

Due to fact that the vector C


 is constant, these  

derivatives vanish and the equalities (27) and (28) 

are obtained. This completes the proof. 

Now, we will also visualize the Aminov surface with 

the following example: 

 

Example 12: Suppose that an Aminov surface is  

given by the parameterization  (8).  By taking   
uln=)u(r  , one can plot the projection of this  

surface with the help of Maple command: 
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)pi*2..pi*2v

,pi*2..pi*2u],vsinuln,vcosuln,vu([d3plot

−=

−=+
 

 

Figure  3: Aminov surface with r(u)=lnu 

 

Conclusion 

 

Aminov surfaces are the first described by Yu. A. 

Aminov in four-dimensional Euclidean space. In  

this paper, we calculate the Laplace of the Gauss  

map of these types of surfaces and examine them 

with respect to having pointwise one-type Gauss 

map.In future studies, this examination can be  

done for all surfaces given with Monge patch 

 

. 
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Abstract 

In this paper, we first introduced the steps that need to be taken to get the set-family 

that goes with a hoarded graph, as well as an example of how these steps could be 

used. Then, we explained what a topological hoarded graph is and showed when a 

set-family induced by a topological hoarded graph is a topology on a set. We also 

presented some useful facts about topological hoarded graphs. 
 

 
1. Introduction 

 

A subfamily 𝒮𝑋
(𝑛)

 (orshortly𝒮(𝑛)) of 𝑛-times-

iterated power set of a set 𝑋 is called a 𝑛-set-family 

on 𝑋. In particular, we use the convention that the 0-

set-family 𝒮(0) is a subset of 𝑋. We denote 𝑚-times 

generalized union of a family 𝒮(𝑛) by ∐ 𝒮(𝑛)𝑚 , that 

is, 

 

∐ 𝒮(𝑛)𝑚 = ⋃⋯⋃⏟  
𝑚 times

𝒮(𝑛) (1) 

 

where 1 ≤ 𝑚 ≤ 𝑛. For simplicity, we adopt 

the convention ⨆ ℱ(𝑛)0 = ℱ(𝑛). Let 𝐼 be a partially 

ordered set with the least element. An indexed family 
{𝐴𝑖|𝑖 ∈ 𝐼} whose the least-indexed element is empty, 

i.e., in which 𝐴𝑖0 = ∅ where 𝑖0 = min 𝐼 is said to be 

first-empty. We denote the set of all integers ≥ 𝑘 and 

≤ 𝑛 where 𝑘, 𝑛 ∈ ℤ by 𝐼𝑛
𝑘. 

Given a digraph 𝐺 = (𝑉, 𝐴). The sets of 

heads and tails of all arcs in 𝐺 is denoted by 𝑉ℎ(𝐺) 
and 𝑉𝑡(𝐺), respectively. Hence the set 𝑉(𝐺) of its all 

endpoints is union of 𝑉𝑡(𝐺) and 𝑉ℎ(𝐺). Furthermore, 

we denote the set of all heads of all 𝑣-tailed arcs in 𝐺 

by 𝑉ℎ(𝐺; 𝑣), or in short 𝑉ℎ(𝑣); and similarly the sets 

of all tails of all 𝑣-headed arcs in 𝐺 by 𝑉𝑡(𝐺; 𝑣), or in 

short 𝑉𝑡(𝑣). A path in 𝐺 whose the first and last 

vertices are in 𝑉′ and 𝑉′′, respectively, where 

𝑉′, 𝑉′′ ⊆ 𝑉, is denoted by 𝑝𝑉′→𝑉′′. Especially, we 

prefer to use the element of that set in the notation if 

𝑉′ or 𝑉′′ is a singleton, and the dot symbol is used 

 

*Corresponding author: kadirhanpolat@agri.edu.tr             Received: 06.10.2022, Accepted: 15.03.2023 

instead of unknown sets in the notation 𝑝𝑉′→𝑉′′. The 

set of last vertices of all directed paths 𝑝𝑣→𝑊 in 𝐺 

where 𝑊 ⊆ 𝑉 is denoted by 𝑉𝑙(𝑣 → 𝑊;𝐺), or in short 

𝑉𝑙(𝑣 → 𝑊), and similarly the set of first vertices of 

all directed paths 𝑝𝑊→𝑣 in 𝐺 by 𝑉𝑓(𝑊 → 𝑣;𝐺), or in 

short 𝑉𝑓(𝑊 → 𝑣). We prefer to use the notation 𝑉𝑙(𝑣) 

and 𝑉𝑓(𝑣) instead if 𝑊 is not particular. The length of 

a directed path in 𝐺 is the number of arcs on it. A 

directed path with length 𝑛 in 𝐺 is called a 𝑛-directed 

path. Let 𝐺[𝐺′] denote a subgraph 𝐺′ of 𝐺. Also, we 

denote a vertex-induced subgraph by 𝑉′ ⊆ 𝑉 of 𝐺 by 

𝐺[𝑉′,⋅], and denote an edge-induced subgraph by 

𝐴′ ⊆ 𝐴 of 𝐺 by 𝐺[⋅, 𝐴′] (for detailed information, see 

[1-3, 6-11]). The pair 𝑣, 𝑤 of vertices in 𝐺 is called 

semiconnected if 𝐺 contains a directed path from 𝑣 to 

𝑤 or vice versa; the pair is called non-semiconnected 

if they are not semiconnected (see [5]). 

We introduced the notion of cumulative graph as a 

subclass of acyclic digraphs [4]. We recall that a 𝑛-

cumulative graph 𝐺 = (𝒱,𝒜,ℬ) with first-empty 

indexed families 𝒱 = {𝑉𝑖}𝑖∈𝐼𝑛0, 𝒜 = {𝐴𝑖}𝑖∈𝐼𝑛1 and ℬ =

{𝐵𝑖}𝑖∈𝐼𝑛1 is an acyclic digraph 𝐺 = (⋃𝒱 ,⋃(𝒜 ∪ ℬ)) 

satisfying the following : (𝑖) 𝑉𝑛 = 𝑉(𝐺[⋅, 𝐴𝑛]) ∪
𝑉𝑡(𝐺[⋅, 𝐵𝑛]), and for every integer 1 ≤ 𝑖 < 𝑛, 𝑉𝑖 =
𝑉(𝐺[⋅, 𝐴𝑖]) ∪ 𝑉𝑡(𝐺[⋅, 𝐵𝑖]) ∪ 𝑉ℎ(𝐺[⋅, 𝐵𝑖+1]), (𝑖𝑖) for 

every 1 ≤ 𝑖 ≤ 𝑛, 𝑣𝑤 ∈ 𝐴𝑖 and 𝑤𝑠 ∈ 𝐴𝑖 ⇒ 𝑣𝑠 ∉ 𝐴𝑖, 
(𝑖𝑖𝑖) for every 1 ≤ 𝑖 ≤ 𝑛, 𝑣𝑤 ∈ 𝐴𝑖 and 𝑤𝑠 ∈ 𝐵𝑖 ⇒ 

𝑣𝑠 ∉ 𝐵𝑖. 
 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1184983
https://orcid.org/0000-0002-3460-2021
mailto:kadirhanpolat@agri.edu.tr
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2. A Set-family Corresponding to A Hoarded 

Graph 

 

We introduced the definition of a cumulative graph in 

our previous paper [4]. The main motivation for this 

definition was to specify a particular class of graphs 

that would correspond to a 𝑛-set-family. It is natural 

to ask for which class of graphs there is a set-family 

corresponding to any graph of that class. To answer 

this question, we give the following definition. 

Definition 1. A 𝑛-hoarded graph 𝐺 = (𝒱,𝒜,ℬ) with 

pairwise disjoint families 𝒱 = {𝑉𝑖}𝑖∈𝐼𝑛1, 𝒜 = {𝐴𝑖}𝑖∈𝐼𝑛2 

and ℬ = {𝐵𝑖}𝑖∈𝐼𝑛2 is an acyclic digraph G =

(⋃𝒱,⋃(𝒜 ∪ ℬ)) which satisfies the following 

conditions: 

(1) For every 𝟐 ≤ 𝒊 ≤ 𝒏, the endpoints of every 

arc in 𝑨𝒊 belong to 𝑽𝒊 while tails of every arc in 𝑩𝒊 
belong to 𝑽𝒊 and the set of heads of all arcs in 𝑩𝒊 
equals to 𝑽𝒊−𝟏. 

(2) If a vertex in 𝑽𝒊 precedes that in 𝑽𝒋 on some 

directed path in 𝑮, then 𝒊 ≥ 𝒋. 
(3) If 𝒖𝟏𝒖𝟐…𝒖𝒎 with 𝒎 ≥ 𝟑 is a directed path in 

𝑮 every arc of which belongs to 𝑨𝒊 for some 𝟐 ≤
𝒊 ≤ 𝒏, then 𝒖𝟏𝒖𝒎 ∉ 𝑨𝒊. 
(4) For every 𝟐 ≤ 𝒊 ≤ 𝒏, 𝒗𝒘 ∈ 𝑨𝒊 and 𝒘𝒔 ∈ 𝑩𝒊 ⇒ 

𝒗𝒔 ∉ 𝑩𝒊. 
For every distinct pair 𝒖, 𝒗 of vertices in some 𝑽𝒊 with 

𝟏 ≤ 𝒊 ≤ 𝒏, there exists a vertex 𝒘 such that 𝒘 is the 

last vertex of some directed path with the first vertex 

𝒖 but not that of any directed path with the first vertex 

𝒗. 

In the paper [4], we have shown the steps to obtain the 
(𝒏 + 𝟏)-cumulative graph induced by a 𝒏-set-family. 

Now we introduce the steps to be taken to get the 
(𝒏 − 𝟏)-set-family corresponding to a 𝒏-hoarded 

graph 𝑮 = (𝓥,𝓐,𝓑). 
Step 1 We set 𝓕 = 𝑽𝒏. 

Step 2 We perform the following steps from 𝒊 =
𝒏 to 𝒊 = 𝟐, 

Step 2.1 We substitute the set 𝒗 ∪ ⋃𝑽𝒉(𝑮[⋅
, 𝑨𝒊]; 𝒗) for each vertex 𝒗 occurring in 𝓕. 

Step 2.2 We substitute the set 𝑽𝒉(𝑮[⋅, 𝑩𝒊]; 𝒗) 
for each vertex 𝒗 occuring in 𝓕. 

After performing the above steps, the resulting 𝓕 is 

the set-family corresponding to the hoarded graph 𝑮. 

Example 2. Let 𝑮 = (𝓥,𝓐,𝓑) be a 𝟒-hoarded graph 

with 𝓥 = {𝑽𝒊}𝒊∈𝑰𝟒𝟏
, 𝓐 = {𝑨𝒊}𝒊∈𝑰𝟒𝟐

 and 𝓑 = {𝑩𝒊}𝒊∈𝑰𝟒𝟐
 

where 

𝑽𝟏 = {𝒗𝟏, … , 𝒗𝟔}, 𝑽𝟐 = {𝒗𝟕, … , 𝒗𝟏𝟎}, 
𝑽𝟑 = {𝒗𝟏𝟏, … , 𝒗𝟏𝟒}, 𝑽𝟒 = {𝒗𝟏𝟓, 𝒗𝟏𝟔, 𝒗𝟏𝟕}, 
𝑨𝟐 = {𝒗𝟖𝒗𝟕, 𝒗𝟗𝒗𝟕, 𝒗𝟏𝟎𝒗𝟖}, 
𝑨𝟑 = {𝒗𝟏𝟑𝒗𝟏𝟏, 𝒗𝟏𝟒𝒗𝟏𝟏, 𝒗𝟏𝟒𝒗𝟏𝟐}, 

𝑨𝟒 = {𝒗𝟏𝟔𝒗𝟏𝟓, 𝒗𝟏𝟕𝒗𝟏𝟔}, 
𝑩𝟐 = {𝒗𝟖𝒗𝟏, 𝒗𝟖𝒗𝟑, 𝒗𝟖𝒗𝟒, 𝒗𝟗𝒗𝟏, 𝒗𝟗𝒗𝟐,
       𝒗𝟗𝒗𝟑, 𝒗𝟗𝒗𝟔, 𝒗𝟏𝟎𝒗𝟓},

 

𝑩𝟑 = {𝒗𝟏𝟏𝒗𝟕, 𝒗𝟏𝟐𝒗𝟏𝟎, 𝒗𝟏𝟑𝒗𝟗, 𝒗𝟏𝟒𝒗𝟖}, 
𝑩𝟒 = {𝒗𝟏𝟔𝒗𝟏𝟏, 𝒗𝟏𝟔𝒗𝟏𝟑, 𝒗𝟏𝟕𝒗𝟏𝟐, 𝒗𝟏𝟕𝒗𝟏𝟒} 

as Figure 1. 

 

 

Figure 1. An example of a hoarded graph. 

 

We first set ℱ = 𝑉4 = {𝑣15, 𝑣16, 𝑣17}. For 𝑖 = 4, we 

write ℱ = {𝑣15, 𝑣16 ∪ 𝑣15, 𝑣17 ∪ 𝑣16 ∪ 𝑣15} since 

𝑉ℎ(𝐺[⋅, 𝐴4]; 𝑣15) = 𝑣15 ∪ ∅ = 𝑣15, 

𝑉ℎ(𝐺[⋅, 𝐴4]; 𝑣16) = 𝑣16 ∪⋃ {𝑣15} = 𝑣16 ∪ 𝑣15, 

𝑉ℎ(𝐺[⋅, 𝐴4]; 𝑣17) = 𝑣17 ∪⋃ {𝑣16}

= 𝑣17 ∪ 𝑣16 ∪ 𝑣15. 
And since 

𝑉ℎ(𝐺[⋅, 𝐵4]; 𝑣15) = ∅, 
𝑉ℎ(𝐺[⋅, 𝐵4]; 𝑣16) = {𝑣11, 𝑣13}, 
𝑉ℎ(𝐺[⋅, 𝐵4]; 𝑣17) = {𝑣12, 𝑣14}, 

we get ℱ = {∅, {𝑣11, 𝑣13}, {𝑣11, 𝑣12, 𝑣13, 𝑣14}}. Then 

by performing Step 2 for 𝑛 = 3, we get 

𝑉ℎ(𝐺[⋅, 𝐴3]; 𝑣11) = 𝑣11 ∪ ∅ = 𝑣11, 
𝑉ℎ(𝐺[⋅, 𝐴3]; 𝑣12) = 𝑣12 ∪ ∅ = 𝑣12, 

𝑉ℎ(𝐺[⋅, 𝐴3]; 𝑣13) = 𝑣13 ∪⋃ {𝑣11} = 𝑣13 ∪ 𝑣11, 

𝑉ℎ(𝐺[⋅, 𝐴3]; 𝑣14) = 𝑣14 ∪⋃ {𝑣11, 𝑣12}

= 𝑣14 ∪ 𝑣12 ∪ 𝑣11. 
So, we obtain 

ℱ = {∅, {𝑣11, 𝑣13 ∪ 𝑣11}, 
   {𝑣11, 𝑣12, 𝑣13 ∪ 𝑣11, 𝑣14 ∪ 𝑣12 ∪ 𝑣11}}. 

Then we write 

𝑉ℎ(𝐺[⋅, 𝐵3]; 𝑣11) = {𝑣7}, 
𝑉ℎ(𝐺[⋅, 𝐵3]; 𝑣12) = {𝑣10}, 
𝑉ℎ(𝐺[⋅, 𝐵3]; 𝑣13) = {𝑣9}, 
𝑉ℎ(𝐺[⋅, 𝐵3]; 𝑣14) = {𝑣8} 
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which yield 

ℱ = {∅, {{𝑣7}, {𝑣7, 𝑣9}}, 

   {{𝑣7}, {𝑣10}, {𝑣7, 𝑣9}, {𝑣7, 𝑣8, 𝑣10}}} 

Continuing Step 2, we rewrite 

ℱ = {∅, {{𝑣7}, {𝑣7, 𝑣9 ∪ 𝑣7}}, {{𝑣7}, {𝑣10 ∪ 𝑣8 ∪ 𝑣7}, 

   {𝑣7, 𝑣9 ∪ 𝑣7}, {𝑣7, 𝑣8 ∪ 𝑣7, 𝑣10 ∪ 𝑣8 ∪ 𝑣7}}} 

because 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣7) = 𝑣7 ∪ ∅ = 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣8) = 𝑣8 ∪⋃ {𝑣7} = 𝑣8 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣9) = 𝑣9 ∪⋃ {𝑣7} = 𝑣9 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣10) = 𝑣10 ∪⋃ {𝑣8} = 𝑣10 ∪ 𝑣8 ∪ 𝑣7. 

In the sequel, we find as 

𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣7) = ∅, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣8) = {𝑣1, 𝑣3, 𝑣4}, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣9) = {𝑣1, 𝑣2, 𝑣3, 𝑣6}, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣10) = {𝑣5} 

and hence we finally get 

 ℱ = {∅, {{∅}, {∅, {𝑣1, 𝑣2, 𝑣3, 𝑣6}}} , 

{{∅}, {{𝑣1, 𝑣3, 𝑣4, 𝑣5}}, {∅, {𝑣1, 𝑣2, 𝑣3, 𝑣6}}, 

{∅, {𝑣1, 𝑣3, 𝑣4}, {𝑣1, 𝑣3, 𝑣4, 𝑣5}}}}. 

 

3. Topological Hoarded Graphs 

 

We first introduce the definition of topological 

hoarded graph: 

 

Definition 3. A 2-hoarded graph 𝐺 = (𝒱,𝒜,ℬ) with 

𝒱 = {𝑉1, 𝑉2}, 𝒜 = {𝐴2} and ℬ = {𝐵2} is called a 

topological hoarded graph and denoted by 𝐺 =
(𝑉1, 𝑉2, 𝐴2, 𝐵2) if it satisfies the following conditions: 

(1) There exists a vertex in 𝑉2 that is the tail of no arc 

in 𝐺. 

(2) For every vertex 𝑣 in 𝑉1, there exists a vertex 𝑢 ∈
𝑉2 in which a directed path from itself to 𝑣 exists. 

(3) For any subset 𝑆 of mutually two non-

semiconnected vertices in 𝑉2, there exists a vertex 𝑣 

in 𝑉2 such that 𝐺 contains a dipath from 𝑣 to 𝑠 for each 

vertex 𝑠 ∈ 𝑆. 

For any non-semiconnected pair 𝑢, 𝑤 of vertices in 𝑉2, 
if 𝐺 contains pairs of directed paths with the first 

vertices 𝑢,𝑤 and the same last vertices in 𝑉1, then 

there exists a vertex 𝑣 ∈ 𝑉2 such that 𝐺 contains pairs 

of 𝑣-headed arcs with the tails 𝑢,𝑤 on these directed 

paths. 

 

Theorem 4. If 𝐺 = (𝑋, 𝑌, 𝐴, 𝐵) be a topological 

hoarded graph, then 𝑋 equipped with the 1-set-family 

𝜏 corresponding to 𝐺 is a topological space. 

Proof. Let us first show that 𝜏 contains the empty set. 

From Definition 3(3), there exists a vertex 𝑦 in 𝑌 such 

that 𝑦 is not the tail of any arc in 𝐺. When we first 

perform Step 1 to obtain 1-set-family 𝜏 corresponding 

to 𝐺, we get 𝜏 = 𝑌. In Step 2.1, we write 

𝑦 ∪⋃ 𝑉ℎ(𝐺[⋅, 𝐴]; 𝑦) = 𝑦 ∪ ∅ = 𝑦 

instead of 𝑦 in 𝜏 since 𝑦 is not the tail of any arc in 𝐺. 

In Step 2.2, since 𝑦 is not the tail of any arc in 𝐺, we 

replace 𝑦 in 𝜏 with 

𝑉ℎ(𝐺[⋅, 𝐵]; 𝑦) = ∅ 

which means that 𝜏 contains ∅. 

Now we show that 𝜏 contains the set 𝑋. Assume that 

𝑋 ∉ 𝜏. It implies that 𝑋 ≠ 𝑉ℎ(𝐺[⋅, 𝐵]; 𝑦) for every 

occurrence 𝑦 in 𝜏 obtained by applying Step 2.1. Then 

for every occurrence 𝑦 in 𝜏 obtained by applying Step 

2.1, there exists a point 𝑥 ∈ 𝑋 such that 𝑥 ∉
𝑉ℎ(𝐺[⋅, 𝐵]; 𝑦) which contradicts Definition 3(3). So 

𝑋 ∈ 𝜏. 
Given a subfamily {𝑈𝑖}𝑖∈𝐼 of 𝜏. Let’s show that 𝜏 
contains ⋃𝑖∈𝐼 𝑈𝑖. If 𝑈𝑖0 = 𝑋 for a particular 𝑖0 ∈ 𝐼, 

then ⋃𝑖∈𝐼 𝑈𝑖 = 𝑋 ∈ 𝜏. If there exists a subset 𝐽 ⊆ 𝐼 
such that there exists an index 𝑗 ∈ 𝐽 such that 𝑈𝑖 ⊆ 𝑈𝑗 

for every 𝑖 ∈ 𝐼\𝐽, then ⋃𝑖∈𝐼 𝑈𝑖 = ⋃𝑖∈𝐽 𝑈𝑖. In such a 

case, we show that ⋃𝑖∈𝐽 𝑈𝑖. In that case, {𝑈𝑖}𝑖∈𝐽 is a 

subfamily of 𝜏 such that 𝑈𝑖 is neither a subset nor a 

superset 𝑈𝑗 for every distinct indices 𝑖, 𝑗 ∈ 𝐽. For each 

𝑖 ∈ 𝐽, 𝑈𝑖 corresponding some vertex 𝑣𝑖 ∈ 𝑌 is 

obtained by performing Step 2.1 and Step 2.2. From 

Definition 3(3), there exists a vertex 𝑤 in 𝑌 such that 

𝐺 contains a dipath from 𝑤 to 𝑣𝑖 for every 𝑖 ∈ 𝐽. Just 

after applying Step 2.1 and Step 2.2, we obtain a set, 

say 𝑊, that corresponds 𝑤 ∈ 𝑌. Furthermore, 

⋃𝑖∈𝐽 𝑈𝑖 = 𝑊 ∈ 𝜏. 

Let 𝑈 and 𝑉 be members of 𝜏. Finally, if we show that 

𝑈 ∩ 𝑉 ∈ 𝜏, then we complete the proof. If 𝑈 does not 

intersect 𝑉, then 𝑈 ∩ 𝑉 = ∅ ∈ 𝜏. If 𝑈 ⊆ 𝑉 or 𝑉 ⊆ 𝑈, 

then it is clear that 𝑈 ∩ 𝑉 = 𝑈 ∈ 𝜏 or 𝑈 ∩ 𝑉 = 𝑉 ∈ 𝜏. 
In the other case, 𝑈 and 𝑉 corresponding some 

vertices 𝑢, 𝑣 ∈ 𝑌, respectively, are obtained by 

performing Step 2.1 and Step 2.2. Since 𝑈 ∩ 𝑉 ≠ ∅ 

and 𝑈 ⊆ 𝑉 and 𝑉 ⊆ 𝑈, 𝐺 contains pair of directed 

paths with the first vertices 𝑢, 𝑣 and the same last 

vertex 𝑤𝑝 in 𝑋 that corresponds to each point 𝑝 ∈ 𝑈 ∩

𝑉. From Definition 3(3), there exists a vertex 𝑤 in 𝑌 

such that 𝐺 contains pairs of 𝑤𝑝-headed arcs with the 

tails 𝑢, 𝑣 on these directed paths. Just after performing 

Step 2.1 and Step 2.2, we obtain a set, say 𝑊, that 

corresponds 𝑤 ∈ 𝑌. Furthermore, 𝑈 ∩ 𝑉 = 𝑊 ∈ 𝜏. 
 

Example 5. Let 𝐺 = (𝑋, 𝑌, 𝐴, 𝐵) be a topological 

hoarded graph where 
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𝑋 = {𝑣1, … , 𝑣6}, 𝑌 = {𝑣7, … , 𝑣19}, 
𝐴 = {𝑣8𝑣7, 𝑣9𝑣7, 𝑣10𝑣8, 𝑣10𝑣9, 𝑣11𝑣9, 𝑣12𝑣9,𝑣13𝑣10, 
   𝑣13𝑣11, 𝑣14𝑣10, 𝑣14𝑣12, 𝑣15𝑣11, 𝑣15𝑣12, 𝑣16𝑣13, 
   𝑣16𝑣14, 𝑣16𝑣15, 𝑣17𝑣14, 𝑣18𝑣16, 𝑣18𝑣17, 𝑣19𝑣18}, 
𝐵 = {𝑣8𝑣1, 𝑣9𝑣2, 𝑣11𝑣3, 𝑣12𝑣5, 𝑣17𝑣6, 𝑣19𝑣4} 
as Figure 5. 

 

 

Figure 2. An example of a topological hoarded graph. 

 

Indeed, it can be easily verified that 𝐺 satisfies the 

conditions in Definition 3. We first set ℱ = 𝑌 =
{𝑣7, … , 𝑣19}. For 𝑖 = 2, we write 

ℱ = {𝑣7, 𝑣8 ∪ 𝑣7, 𝑣9 ∪ 𝑣7, 𝑣10 ∪⋯∪ 𝑣7, 
   𝑣11 ∪ 𝑣9 ∪ 𝑣7, 𝑣12 ∪ 𝑣9 ∪ 𝑣7, 
   𝑣13 ∪ 𝑣11 ∪⋯∪ 𝑣7, 
   𝑣14 ∪ 𝑣12 ∪ 𝑣10 ∪⋯∪ 𝑣7, 
   𝑣15 ∪ 𝑣12 ∪ 𝑣11 ∪ 𝑣9 ∪ 𝑣7, 
   𝑣16 ∪⋯∪ 𝑣7, 
   𝑣17 ∪ 𝑣14 ∪ 𝑣12 ∪ 𝑣10 ∪⋯∪ 𝑣7, 
   𝑣18 ∪⋯∪ 𝑣7, 𝑣19 ∪⋯∪ 𝑣7} 

since 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣7) = 𝑣7 ∪ ∅ = 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣8) = 𝑣8 ∪⋃ {𝑣7} = 𝑣8 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣9) = 𝑣9 ∪⋃ {𝑣7} = 𝑣9 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣10) = 𝑣10 ∪⋃ {𝑣8, 𝑣9}

= 𝑣10 ∪⋯∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣11) = 𝑣11 ∪⋃ {𝑣9} = 𝑣11 ∪ 𝑣9 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣12) = 𝑣12 ∪⋃ {𝑣9} = 𝑣12 ∪ 𝑣9 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣13) = 𝑣13 ∪⋃ {𝑣10, 𝑣11}

= 𝑣13 ∪ 𝑣11 ∪ 𝑣10 ∪ 𝑣9 ∪ 𝑣8 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣14) = 𝑣14 ∪⋃ {𝑣10, 𝑣12}

= 𝑣14 ∪ 𝑣12 ∪ 𝑣10 ∪ 𝑣9 ∪ 𝑣8 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣15) = 𝑣15 ∪⋃ {𝑣11, 𝑣12}

= 𝑣15 ∪ 𝑣12 ∪ 𝑣11 ∪ 𝑣9 ∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣16) = 𝑣16 ∪⋃ {𝑣13, 𝑣14, 𝑣15}

= 𝑣16 ∪⋯∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣17) = 𝑣17 ∪⋃ {𝑣14}

= 𝑣17 ∪ 𝑣14 ∪ 𝑣12 ∪ 𝑣10 ∪ 𝑣9 ∪ 𝑣8
∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣18) = 𝑣18 ∪⋃ {𝑣16, 𝑣17}

= 𝑣18 ∪⋯∪ 𝑣7, 

𝑉ℎ(𝐺[⋅, 𝐴2]; 𝑣19) = 𝑣19 ∪⋃ {𝑣18}

= 𝑣19 ∪⋯∪ 𝑣7. 
 And since 

𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣7) = ∅, 𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣14) = ∅, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣8) = {𝑣1}, 𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣15) = ∅, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣9) = {𝑣2}, 𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣16) = ∅, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣10) = ∅,𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣17) = {𝑣6}, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣11) = {𝑣3}, 𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣18) = ∅, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣12) = {𝑣5}, 𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣19) = {𝑣4}, 
𝑉ℎ(𝐺[⋅, 𝐵2]; 𝑣13) = ∅, 

we get 

ℱ = {∅, {𝑣1}, {𝑣2}, {𝑣1, 𝑣2}, {𝑣2, 𝑣3}, {𝑣2, 𝑣5}, 
   {𝑣1, 𝑣2, 𝑣3}, {𝑣1, 𝑣2, 𝑣5}, {𝑣2, 𝑣3, 𝑣5}, 
   {𝑣1, 𝑣2, 𝑣3, 𝑣5}, {𝑣1, 𝑣2, 𝑣5, 𝑣6}, 

   {𝑣1, 𝑣2, 𝑣3, 𝑣5, 𝑣6}, {𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5, 𝑣6}} 

which can easily be proved to be a topology on 𝑋. 

 

4. Conclusion and Suggestions 

 

We first give a concept of a 𝑛-hoarded graph to which 

there exists a (𝑛 − 1)-set family corresponding. We 

present the steps to be performed to get the 

corresponding set-family, and we have shown the 

results of these steps in an example. We then 

introduced the concept of a topological hoarded 

graph. Above all, we show that 𝑋 equipped with the 

1-set-family 𝜏 corresponding to a topological hoarded 

graph 𝐺 = (𝑋, 𝑌, 𝐴, 𝐵) is a topological space. And 

finally, we have confirmed this fact with an example.
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Abstract 

Increasing energy need poses various problems in terms of energy supply security 

and environmental aspects for many countries. Therefore, energy policies are an 

important part of sustainable development plans, especially in developing countries. 

Türkiye is one of the developing countries and its need for energy is increasing day 

by day. In Türkiye, which generally meets its energy needs from fossil fuels, it is 

very important both economically and environmentally to reduce the use of these 

fuels, which are harmful to the environment and depend on foreign sources, and to 

use renewable energy sources. Considering Türkiye's potential in renewable energy 

resources, the energy production efficiency to be obtained from the investments to 

be made is quite high. In this study, a numerical map was created by determining the 

biogas and energy potentials that can be obtained depending on the agricultural and 

animal wastes of the province of Isparta, Türkiye. In determining the energy 

potential, 2018 agricultural and animal statistics of the Turkish Statistical Institute 

were used. In the calculation made for the province of Isparta, a total of 25831264.2 

m3/year of biogas can be obtained from animal wastes and the thermal value of this 

value is 586369.70 GJ/year and the total energy potential that can be obtained from 

some agricultural wastes is calculated as 3549790.42 GJ/year. 
 

 
1. Introduction 

Energy is one of the most important inputs of 

daily life and industry that determine the 

development levels of countries. Energy is 

obtained from renewable energy sources such as 

solar and wind as well as fossil-based resources. 

Biomass energy is also an important renewable 

energy source and is being developed day by day 

in terms of technology and use [1, 2, 3]. 

Population growth and industrialization in the 

world cause an increased need for energy. 

Biomass energy is one of the most important 

energy resources that are environmentally 

friendly and can meet energy needs sustainably. 

Accordingly, the European Commission sets 

some targets for the use of renewable energy to 

reduce fossil fuel consumption [4,5].  In Europe, 

it is aimed to increase renewable energy 

consumption from 5% to 20% by 2020. Türkiye 

is increasing rapidly in developing countries and 
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is one of the priority objectives in the strategic 

plan, giving priority to local resources by 

ensuring the diversification of sources and the 

share of renewable energy sources in the energy 

supply. In this context, to reduce the external 

dependency ratio, the share of renewable energy 

sources in electricity generation is aimed to be at 

least 30% in 2023 [6,7]. Türkiye has different 

climate types, topographic structure, soil 

structure, and depth and due to these 

characteristics has rich plant diversity. When 

these characteristics are taken into consideration, 

a large number of cereals, industrial plants, fruit 

trees, and forest trees are grown in Türkiye in 

terms of biomass energy sources. Although there 

are large amounts of agricultural and vegetable 

residues in the country every year, the usage rates 

of these residues are very low. Agricultural 

residues constitute an important potential for fuel 

production. The main agricultural residues are 
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sunflower, corn, cotton and grain straws, and 

pruning residues that occur in orchards If this 

potential is evaluated, an economic input can be 

provided in terms of energy, and rural 

development can be realized as a result of 

ensuring a sustainable quality environment by 

reducing harmful wastes in terms of the 

environment [8,9,10,11]. Türkiye can only 

produce an average of one-third of the energy it 

has consumed in recent years. This situation 

reveals the need for countries with high 

agricultural potential, such as Türkiye, to convert 

vegetable and animal waste into energy by using 

it more efficiently. Currently, these plant wastes 

are usually buried under the soil or burned, using 

them most inefficiently, leading to environmental 

pollution. The waste assessment is very important 

in terms of environmental pollution and energy 

needs [12]. Onurbaş and Türker (2012) calculated 

the total biogas energy potential of Türkiye as 

2.18 Gm3 using the numbers of cattle, small 

ruminants, and poultry for 2009. The study also 

stated that 68% of this potential is caused by 

cattle, 5% by small ruminants, and 27% by 

poultry, and found that Türkiye’s biogas energy 

equivalent potential is about 49PJ (1170.4 ktoe) 

[13]. Akçay (2014) identified the biomass 

potential and energy value of paddy stalk in the 

Thrace region, Türkiye. For paddy stalk samples, 

the minimum thermal value was 3.4 cal/G, the 

power production was 39.39 GWh/year and the 

power production potential was 5.29 MWe. It is 

stated that this calculated amount corresponds to 

0.019% of the total electricity consumption of 

Türkiye and 0.7% of the total electricity 

consumption of Tekirdag province [14]. Aybek et 

al (2015) determined and mapped the potential 

values of biogas and energy that can be obtained 

from total animal and grain waste based on 

agricultural regions of Türkiye for 2014. In the 

study, the amount of volatile dry matter that can 

be obtained from animal fertilizers is 33210.844 

billion tons/year, the amount of volatile dry 

matter that can be obtained from grain waste is 

7.17 billion tons/year and the biogas energy 

potential is approximately 331.87 PJ / year [15]. 

Aybek et al. (2015) calculated the biogas 

potential of animal and some plant wastes in 

Kahramanmaraş, Türkiye. In the calculation, it 

was determined that the annual total biogas 

energy potential that can be obtained from 

agricultural waste is 2.18 TJ/year [16]. Özsoy and 

Alibaş (2015) determined the biogas potential 

that can be obtained from animal waste in Bursa, 

Türkiye. The potential amount of biogas to be 

obtained from animal waste and the potential bio-

electrical energy per capita were examined. It has 

been stated that if the biogas potential is utilized, 

1.12% of the electricity consumption in Bursa can 

be met by transforming it into electricity from 

animal waste [17]. Demir et all. (2016) 

determined the equivalent potential of 

agricultural biomass energy in Erzincan, Türkiye 

between 2006 and 2015 and compared it 

proportionally with the data obtained for Türkiye 

and the eastern Anatolia region. Using the 

cultivated area values of sugar beets, cereals, 

fruits, vegetables, dry legumes, and forage crops, 

they calculated the energy potentials of average 

agricultural biomass in MW. They found that the 

9.23 MW value obtained for Erzincan province is 

equal to 0.59% of the biomass energy potential of 

Türkiye and 5.76% of the Eastern Anatolia 

Region [18]. Salihoglu et all. (2019) determined 

the amount of biogas production that can be 

obtained from cattle and small ruminant wastes in 

Balıkesir, Türkiye for 2017 and calculated the 

energy potential. Different calculation 

approaches were used according to the amount of 

waste accepted per animal, and it was stated that 

82815.60 m3 of biogas and 1879914.12 MJ of 

energy can be produced from 5955.32 tons of 

waste annually in Balıkesir [19]. Akbaş (2019) 

calculated the energy equivalent potential of 

agricultural biomass for Aydın, Türkiye in MW 

using fruit, vegetable, grain, oilseeds, and dry 

legumes data between 2009-2018. It has been 

determined that a total of 40.59 MW of 

agricultural biomass energy can be obtained [20]. 

Avcioglu et all.  (2019) developed a mathematical 

model for calculating the energy potential of 

agricultural biomass residues in Türkiye. The 

total amount of biomass residues obtained from 

field crops and garden plants in Türkiye was 

59432 kilotons and 15652 kilotons, respectively. 

Energy potentials from agricultural biomass 

residues were found to be 298955 TJ for 

agricultural field crops and 65491 TJ for garden 

plants [21]. Türkiye has a high potential in terms 

of animal and vegetable production. However, 

wastes are buried in the soil for fertilizer 

purposes, collected around the production area, 

and directly burned or left to rot or stored to 

provide grass for animals [22]. In this study, the 

biomass potential of Isparta from animal and 

agricultural production was determined by using 

the data of the Turkish Statistical Institute (TUIK) 

in 2018 [23]. Different animal species were used 

in determining the potential of animal biomass. 

Agricultural biomass resources were evaluated 
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into four groups: field crops, vegetables, fruits, 

and ornamental crops. By determining the amount 

of production area belonging to product groups, 

the average annual amount of dry biogas and the 

energy equivalent of the biogas potential were 

calculated over these areas. In the light of the 

calculated data, the energy potentials of the 

province based on livestock and agricultural 

products were also created. 

 

2. Material and Method 

 

Isparta province is located between longitudes 

30°01' and 31°33' east and latitudes 37°18' and 

38°30' North. Its area is 8933 km2 and its average 

altitude is 1050 m, located in the Mediterranean 

region. Isparta has twelve districts: Aksu, Atabey, 

Eğridir, Gelendost, Gönen, Keçiborlu, Senirkent, 

Sütçüler, Şarkikaraağaç, Uluborlu, Yalvaç and 

Yenişarbademli. The effects of the Mediterranean 

climate are observed in Sütçüler, Eğirdir, and 

partially Aksu and Merkez districts that form the 

southern part of Isparta lands. In these parts, 

winters are rainy and milder, while summers are 

hot and humid. Again, the same geography shows 

the geographical features of the Mediterranean 

Region [24]. The distribution sizes of agriculture, 

forest, meadow-pasture forest, and non-

agricultural land of Isparta province and their % 

ratio are given in Table 1. Paragraphs following 

the first paragraph should begin with the 

paragraph indentation. 

Table 1 Land distribution of Isparta [20] 

Land type Area size (ha) Percentage 

(%) 

Agricultural 

land 

210078 28.13 

Meadow - 

pasture land 

17747 1.87 

Forest land 386048 43.22 

Other lands  279434 26.78 

Total 893307 100 

 

The number of animals in the districts is given in 

Table 2. The total number of animals in Isparta 

province is 1084621. Of the total number of 

animals, 45.32% consist of sheep-goats, 39.16% 

of chickens, 7.74% of dairy cattle, 5.63% of meat 

cattle, 1.91% of turkey-goose-duck, 0.24% of 

horse-donkey-mule. Considering the distribution 

of animals by district, the number of chickens and 

turkey-goose-duck are the most in the central 

district, while other animal species are located in 

the Yalvaç district. The formulas and parameters 

given in Figure 1 were used in the theoretical 

calculation of the biogas potential resulting from 

animal waste [24, 26]. The calorific value of 

animal wastes has been accepted as 22.7 MJ /m3 

[26]. The coefficients used in the calculation 

method have been obtained from various studies 

and are given in Table 3. 

 
Table 2. Number of animals in Isparta [23] 

District 

Dairy 

Cattle 

Meat 

Cattle 

Horse-

Donkey-Mule 

Small 

ruminant 

Turkey-

Goose-Duck Chicken 

Aksu 3589 2532 273 6829 302 1950 

Atabey 3462 2985 22 18389 200 3907 

Eğirdir 8780 4720 180 59765 264 27000 

Gelendost 3865 2824 75 28036 475 16500 

Gönen 3303 2234 19 19982 785 7300 

Keçiborlu 5201 4865 70 20947 92 9300 

City center 11574 7628 224 84564 10042 294359 

Senirkent 2566 1371 36 32013 83 775 

Sütçüler 6253 4186 194 39770 265 10400 

Uluborlu 600 1227 50 15013 82 1100 

Yalvaç 17860 13177 893 98349 1700 45000 

Yenişarbademli 864 420 28 2653 133 1750 

Şarkikaraağaç 16070 12856 421 65240 6310 5500 
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Figure 1. The theoretical calculation of the biogas potential [6, 12, 19] 

 
Table 3 Parameters used in the calculation [6, 12, 19] 

Animal FM SM DMP DT TOSM AAW BAa-sm 

Dairy cattle 33.33 12.7 4.233 65 2.7515 454 202 

Meat cattle 34.68 11,6 4.023 25 1.0058 454 202 

Horse-Donkey-Mule 37.71 21 7.9191 29 2.2965 250 300 

Small ruminant 16.44 25 4.1100 13 0.5343 50 251 

Turkey-Goose-Duck 26.61 25 6.654 68 4.5247 8 300 

Chicken 25.29 25 6.323 99 6.2597 2 300 

 

Data on the production areas of field crops were 

obtained using the statistics of plant production in 

the database of the Turkish Statistical Institute. 

Considering the distribution of agricultural areas 

by districts, Yalvaç has the highest area with 

approximately 25.34%. It is followed by 

Şarkikaraağaç (14.4%) and Gelendost (11.5%) 

districts, respectively.   Approximately 60.81% of 

the cultivated areas in the province are composed 

of cereals and other herbal products, while 

20.52% of them are fruits, beverages, and spice 

plants.   Vegetables constitute 2.7% of the land 

and 0.03% of ornamental plants. Agricultural 

lands for Isparta are given in Table 4 [24, 25]. 
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Table 4 Isparta agricultural areas (decares) [24, 25] 

District 

Fruits, 

beverages, spice 

herbs 

Vegetables 
Ornamental 

Plants 

Cereals and 

other herbal 

products 

Fallow 

field 

Uncultivated 

area 

City center 27170 7110 646 71328 43112 24870 

Aksu 5811 3083 - 19882 14512 64120 

Atabey 10441 3142 - 40343 16000 14730 

Eğirdir 64627 1989 - 28352 40162 79770 

Gelendost 60019 919 - 157655 14500 18090 

Gönen 14445 1774 - 71708 48000 39810 

Keçiborlu 12496 5080 - 123835 17767 26640 

Senirkent 88563 12118 - 37328 7090 10890 

Sütçüler 2466 2385 - 20835 60600 83980 

Uluborlu 29512 44 - 5605 1475 22110 

Yalvaç 77485 8706 - 385143 42000 66790 

Yenişarbademli 5884 604 - 7385 11000 15660 

Şarkikaraağaç 16822 9049 - 262339 5400 15090 

Total 415.741 56.003 646 1.231.738 321.618 482.550 

In Isparta, 440996 tons of field products were 

produced according to 2018 TUIK data.   While 

sugar beet has the largest share in this production 

with 117986 tons, peanuts have the lowest share 

with 42 tons. Corn, barley, and wheat products 

follow sugar beet, respectively. The production 

amount of field products belonging to the Isparta 

center and districts are given in Table 5 [24, 25].  

In 2018, 872452 tons of fruit, beverage, and 

garden plants were produced in Isparta center and 

its districts. Production amounts of grape, apple, 

cherry, peach, apricot, pear, almond, and hazelnut 

are given in Table 6 [24, 25]. While the most 

produced product was the apple, the least was 

hazelnuts. Table 7 is used for the theoretical 

biomass potential from agricultural product 

wastes. The formulas for the calculation are given 

at the bottom of the table [15, 16]. 

 
Table 5. Field crops production (tons) [24, 25] 

District Wheat Barley Corn Rye Oat Bean 
Sugar 

beet 
Chickpea Potato 

City center 3088 8159 4451 100 119 454 2156 10 1130 

Aksu 771 888 2117 - - 2228 - 2 44 

Atabey 108 6897 6958 - 538 221 29844 6 121 

Eğirdir 3941 393 515 - - 151 - 35 395 

Gelendost 11634 11850 172 - - 207 - 6542 - 

Gönen 2194 9104 2669 - 53 42 4903 26 582 

Keçiborlu 6119 11809 3444 - - 226 110 45 - 

Senirkent 1257 5781 3880 - 1625 1124 22056 5 76 

Sütçüler 1437 533 59 - 13 271 - 18 57 

Uluborlu 152 355 150 - 13 13 - 34 - 

Yalvaç 32867 22222 16119 237 2100 1870 - 4971 5156 

Yenişarbademli 255 97 2746 - - 442 - - - 

Şarkikaraağaç 26326 13698 63113 336 290 1825 58917 873 14 

Total 90149 91786 106393 673 4751 9074 117986 12567 7575 
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Table 6. Horticultural crops production (tons) [24, 25] 

District Grape Apple Cherry Peach Apricot Pear Almond Hazelnut 

City center 10759 7246 3739 3438 132 183 131 2 

Aksu - 15532 65 96 - 4 - - 

Atabey 538 10793 1942 949 152 211 65 - 

Eğirdir 266 364703 920 1282 74 733 120 - 

Gelendost 529 182736 1536 819 732 71 78 - 

Gönen 1957 4508 2580 96 80 135 49 17 

Keçiborlu 6240 3225 878 140 190 207 787 - 

Senirkent 26888 75001 15850 1062 2584 197 1051 - 

Sütçüler 70 1501 292 259 - 171 22 - 

Uluborlu 275 10381 5215 14 13 178 57 19 

Yalvaç 35036 19648 1083 317 5018 1460 165 - 

Yenişarbademli 323 2527 808 61 - 8 9 6 

Şarkikaraağaç 6339 19600 1367 265 5018 463 166 - 

Total 89220 717401 36275 8798 13993 4021 2700 44 

 
Table 7. Waste type, moisture information, product waste rate, lower calorific value, and availability of selected 

field crops and horticultural crops [15, 18, 21] 

Products Waste type 

Average 

Humidity 

(H) (%) 

Product waste 

ratio (PWR) 

Lower heating 

value (LHV) 

(MJ/kg) 

Average availability 

(%) (AP) 

Wheat Straw 13 1.13 16.7 15 

Barley Straw 13 1.22 18.5 15 

Corn 

Rye 

Handle 16 1.88 17 60 

Stub 8 0.57 15.5 60 

Bean Straw 12 0.37 18.5 15 

Sugar beet Stem and leaf 5 1.45 14.7 15 

Peanut Stem and leaf 60 0.45 13.6 95 

Grape Pruning 45 0.42 18 80 

Apple Pruning 40 0.19 17.8 80 

Cherry Pruning 40 0.19 21.7 80 

Peach Pruning 40 0.40 18.2 80 

Apricot Pruning 40 0.19 20 80 

Pear Pruning 38 0.22 18.2 80 

𝑻𝑩𝑷 =  𝑨𝑨 𝒙 𝑷𝑾𝑹 𝒙 [𝟏 − 𝟎. 𝟎𝟏𝒙𝑯] 
𝑨𝑬𝑷 =  𝑻𝑩𝑷 𝒙 𝑳𝑯𝑽 𝒙 𝑨𝑷 

TBP: Theoretical biomass potential 

AEP: Available energy potential 

AA: Annual amount of products in tons 

 

Geographical Information Systems provide the 

opportunity to geographically coordinate and 

store data, query, and analyze data. In this study, 

the Kriging interpolation method in the Spatial 

Analysis module of the ArcGIS 10 program was 

used. The purpose of using this method is that 

data collection for every point in the study area is 

very costly and laborious. This method enables 

the determination of the predictive values of the 

data obtained from the sampling points in the 

study area regarding the remaining areas in the 

field. Thus, it creates a continuous surface from 

sample points within the boundaries [27]. 
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3. Results and Discussion 

 

Isparta's 2018 animal numbers with the basis of 

its districts and the usable waste potential of 

animal origin are given in Table 8. The biogas 

energy values obtained from the waste potential 

by animal type are given in Table 9. According to  

Table 8, a total of 122392.81 tons of usable 

animal waste were obtained annually. The vast 

majority of usable waste is dairy cattle with 

68.31% and meat cattle with 18.14%. The last 

usable waste was obtained from turkey-goose-

duck-chicken with 0.4%.

 

Table 8. Animal Waste Potential (ton/year) 

District Dairy Cattle 
Meat 

Cattle 

Horse-

Donkey-

Mule 

Small 

ruminant 

Turkey-Goose-

Duck 
Chicken 

Aksu 3572.6 921.3 126.0 146.7 8.8 19.6 

Atabey 3446.2 1086.1 10.2 394.9 5.8 39.3 

Eğirdir 8739.9 1717.4 83.1 1283.6 7.7 271.8 

Gelendost 3847.4 1027.6 34.6 602.2 13.8 166.1 

Gönen 3287.9 812.9 8.8 429.2 22.9 73.5 

Keçiborlu 5177.3 1770.2 32.3 449.9 2.7 93.6 

City center 11521.2 2775.6 103.4 1816.3 292.2 2962.8 

Senirkent 2554.3 498.9 16.6 687.6 2.4 7.8 

Sütçüler 6224.5 1523.1 89.5 854.2 7.7 104.7 

Uluborlu 597.3 446.5 23.1 322.5 2.4 11.1 

Yalvaç 17778.6 4794.6 412.2 2112.3 49.5 452.9 

Yenişarbademli 860.1 152.8 12.9 57.0 3.9 17.6 

Şarkikaraağaç 15996.7 4677.8 194.3 1401.2 183.6 55.4 

Total 83604.0 22204.8 1147.1 10557.5 603.4 4276.1 

According to Table 9, cattle account for 82.7% of 

the achievable biogas potential. Small ruminants 

compose 10.25% of the potential, chickens 

compose 4.9% and other species make up the rest. 

Dairy cattle make the greatest contribution to the 

biogas potential with 16888006.39 m3/year, while 

the Central District plays the greatest role in the 

formation of this value. The district where biogas 

potential is highest is Şarkikaraağac with 

4657960.83 m3/year, and the district where it is 

least is Yenişarbademli with 229227.26 m3/year 

(Table 9). 

 

According to TUIK 2018 data, 331662.45 tons of 

products (Table 10) have been obtained from field 

products used in the study in Isparta and its 

districts [23]. The biomass potentials of selected 

field crops are given in Table 11. The highest 

biomass potential available from field crops is 

obtained from barley production with 97421.66 

tons, and the lowest biomass potential is obtained 

from peanut production with 13.91 tons. About 

72% of the total biomass potential in the province 

consists of barley, wheat, corn beans, and 

chickpeas, while 28% consists of the remaining 

agricultural products. 

 
Table 9. Biogas potential from animal waste (m3/year) 

District Dairy Cattle Meat Cattle 

Horse-

Donkey-

Mule 

Small 

ruminant 

Turkey-Goose-

Duck 
Chicken 

Aksu 721671.9 186103.4 37803.7 36814.9 2636.6 5888.2 

Atabey 696134.9 219399.1 3046.5 99134.3 1746.1 11797.5 

Eğirdir 1765472.0 346922.5 24925.5 322190.6 2304.9 81528.7 

Gelendost 777169.6 207565.5 10385.7 151140.9 4147.0 49823.1 

Gönen 664163.3 164200.2 2631.0 107722.1 6853.5 22042.9 

Keçiborlu 1045810.9 357580.1 9693.3 112924.4 803.2 28082.1 

City center 2327286.2 560662.1 31018.5 455880.9 87671.9 888840.8 

Senirkent 515968.2 100769.2 4985.1 172580.7 724.6 2340.2 

Sütçüler 1257345.8 307673.2 26864.2 214398.4 2313.6 31403.6 

Uluborlu 120647.3 90185.2 6923.8 80934.4 715.9 3321.5 

Yalvaç 3591267.6 968516.6 123658.4 530195.3 14841.9 135881.1 
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Yenişarbademli 173732.1 30870.2 3877.3 14302.2 1161.2 5284.3 

Şarkikaraağaç 3231336.5 944922.9 58298.1 351706.1 55089.6 16607.7 

Total 16888006.4 4485370.2 344111.0 2649925.2 181009.8 1282841.7 

 
Table 10. Field crops biomass potential (tons) 

District Wheat Barley Stalk Corncob Rye Oat Bean 
Sugar 

beet 
Chickpea Potato 

City center 3035.8 8659,9 3514.5 1167.0 84.2 38.7 625.4 70.0 11.1 203.4 

Aksu 757.9 842.5 1671.6 555.0 - - 3069.1 - 2.2 7.9 

Atabey 106.2 7320.5 5494.0 1824.4 - 175.2 304.4 969.9 6.6 21.8 

Eğirdir 3874.4 417.1 406.6 135.0 - - 208.0 - 38.7 71.1 

Gelendost 11437.4 12577.6 135.8 45.1 - - 285.1 - 7228.9 - 

Gönen 2156.9 9662.9 2107.4 699.8 - 17.3 57.9 159.3 28.7 104.8 

Keçiborlu 6015.6 12534.1 2719.4 903.0 - - 311.3 3.6 49.7 - 

Senirkent 1235.8 6135.9 3063.6 1017.3 - 529.1 1548.3 716.8 5.5 13.7 

Sütçüler 1412.7 565.7 46.6 15.5 - 4.2 373.3 - 19.9 10.3 

Uluborlu 149.4 376.8 11844 39.3 - 4.2 17.9 - 37.6 - 

Yalvaç 32311.6 23586.4 12727.5 4226.4 199.4 683.8 2575.9 - 5492.9 928.1 

Yenişarbademli 250.7 102.9 2168.2 720.0 - - 608.9 - - - 

Şarkikaraağaç 25881.1 14539.1 49834.0 16548.2 282.7 94.4 2513.9 1914.8 904.7 2.5 

Total 88625.5 97421.6 84007.9 27896.2 566.3 1546.9 12499.4 3834.5 13886.5 1363.5 

 

Table 11 shows the biomass potential that can be 

obtained from garden products. The highest 

biomass potential originating from garden 

products is obtained from apples with 81783.71 

tons and hazelnuts with at least 88.17 tons. When 

the total biomass potential of horticultural 

products is examined, the highest biomass 

potential was obtained from apples with 81783.71 

tons and hazelnuts with at least 88.17 tons. Apple 

constitutes 70% of the total biomass potential and 

grapes 17%. When the biomass potential of 

apples is evaluated, Eğirdir is in the first place 

with 41576.14 tons, while Sütçüler is in the last 

place with 171.11 tons. When the total biomass 

potential of the grape is evaluated, Yalvaç was the 

district that made the most contribution and Aksu 

was the least.

 
Table 11. Horticultural biomass potential (tons) 

District Grape Apple Cherry Peach Apricot Pear Almond Hazelnut 

City center 2485.3 826.0 426.2 825.1 15.0 25.0 49.5 4.0 

Aksu - 1770.6 7.4 23.0 - 0.5 - - 

Atabey 124.3 1230.4 221.4 227.8 17.3 28.8 24.6 - 

Eğirdir 61.4 41576.1 104.9 307.7 8.4 99.9 45.4 - 

Gelendost 122.2 20831.9 175.1 196.6 83.4 9.7 29.5 - 

Gönen 452.1 513.9 294.1 23.0 9.1 18.4 18.5 34.1 

Keçiborlu 1441.4 367.6 100.1 33.6 21.7 28.2 297.6 - 

Senirkent 6211.1 8550.1 1806.9 254.9 294.6 26.9 397.5 - 

Sütçüler 16.2 171.1 33.3 62.2 - 23.3 8.3 - 

Uluborlu 63.5 1183.4 594.5 3.4 1.5 24.3 21.6 38.1 

Yalvaç 8093.3 2239.9 123.5 76.1 572.0 199.1 62.4 - 

Yenişarbademli 74.6 288.1 92.1 14.6 - 1.1 3.4 12.0 

Şarkikaraağaç 1464.3 2234.4 155.8 63.6 572.0 63.2 62.8 - 

Total 20609.8 81783.7 4135.4 2111.5 1595.2 548.5 1021.1 88.2 
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The Kriging method, a geostationary method, is 

widely used to predict properties in non-

measuring points or areas. In this method, weights 

are based not only on the distance between the 

measured points and the prediction location but 

also on the overall spatial arrangement of the 

measured points [27, 28]. In this study, Isparta 

provincial border was geographically coordinated 

and digitized using ArcGIS 10 program. 13 

district boundaries were created within the 

provincial borders, and the values of animals and 

agricultural products for each district (energy 

potentials calculated using Figure 1 and Table 7) 

were recorded in the attribute table created in the 

program. Using the Kriging interpolation method 

in the ArcGIS spatial analysis module, spatial 

distribution maps of the values entered in the 

province were created. In Figure 2, the maps of 

the energy potentials that can be obtained from 

dairy cattle, horse-donkey-mule, sheep-goat, and 

chicken are given according to the amount of 

biogas potential obtained in Table 9. According 

to Figure 2, while the highest energy potential 

was obtained from dairy cattle, the least energy 

was obtained from horse-donkey-mule animal 

species. High values are shown on the map in 

colors close to red, while low values are shown in 

colors close to blue. 

 

 
 

 
 

 

Figure 2. Energy potential according to animal species in Isparta  
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In Figure 3, the map of the energy potentials that 

can be obtained for wheat, barley, corn, and beans 

is given on a district basis. High values are shown 

on the map in colors close to red, while low values 

are shown in colors close to blue. When the 

energy potential of horticultural products is 

examined, it is seen that the highest energy 

potential is obtained from apples. The energy 

potential that can be obtained from all 

horticultural crops comes from apples the most 

and hazelnut the least. Rye and peanut from field  

 

 

crops could not be mapped due to the lack of 

biomass potential in each district. The energy 

potential of rye and peanuts has been calculated 

as 1478.12 GJ/year. A total of 71789.68 GJ/year, 

which can be obtained from the garden products 

cherry throughout the province, has been 

calculated (Figure 4). In figure 4, high values are 

shown on the map in colors close to red, while 

low values are shown in colors close to blue. 

 

 

 

 
 

  

 

Figure 3. Energy potential that can be obtained from field products in Isparta 
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Figure 4.. Energy potential that can be obtained from horticultural products in Isparta

 

4. Conclusion and Suggestions 

The energy competition between the countries 

has caused rapid oil consumption, global 

warming, and the deterioration of the ecosystem.  

It is necessary to turn to renewable energy sources 

to reduce oil over time, warming the world and 

not destroying ecosystems. To meet the general 

energy demand in Türkiye, it is tried to switch to 

renewable energy sources that can be used in the 

long term as much as possible. In this study, 

according to TUIK 2018 data, the biogas and 

energy potential of animal manure and 

agricultural wastes in Isparta were determined 

and digital maps were created. According to 2018 

data in the center and  

districts of Isparta, 443555.82 tons of biomass 

potential was determined from some agricultural 

(field and garden) products. The total thermal 

capacity of these wastes was determined to be 

3549790.42 GJ/year. It has been calculated that a 

total of 25831264.2 m3/year of biogas can be 

obtained from animal waste and the heating value 

of this value is 586369.70 GJ/year.  Studies on 

biomass energy potential, energy use rate, and 

environmental effects in Türkiye will enable the 

creation of databases related to the field. With this 

study, 

all the data and the results obtained were 
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mapped thematically in GIS. Thus, the data 

differences between the districts and the visual 

observation of the obtained results were provided. 

The database obtained by the study will create a 

healthy resource for future studies on different 

subjects to be made throughout the province. 
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Abstract 

Recently, the interest in 3D printers, which is one of the polymer-based material 

production methods, and the amount of production in the sector are increasing day by 

day. It is clearly seen that 3D printers, which were used as hobby devices in the 

beginning, have evolved from being hobby devices to industrial production devices. 

When current studies are examined, it is clearly observed that not only pure polymers, 

but also composite materials are used in 3D printers. In this study, Pure PP and various 

weight filling ratio CaCO3 filled PP composite filaments were produced. Wear test and 

three-point bending test specimens were produced by 3D printer. When the mechanical 

test results were examined, it was determined that the flexural strength of the composite 

samples was affected adversely. The wear test results showed that the particle 

reinforcement reduced the friction coefficient by making a lubricating effect on the 

surface. The wear volume of the composite samples decreased by approximately 40% 

compared to pure PP. As a result, it has been seen that composite samples can be 

produced with some compromise in strength in applications requiring high wear 

resistance and low friction. Especially when it is considered that there is a ratio of 

approximately 1/10 between the prices of matrix and reinforcement materials, 

composite filament gains more importance in order to reduce the cost of the final 

product. 
 

 

1. Introduction 

The method of manufacturing with 3D printing, which 

initially appeared as a fast model production and 

design method, has found a large area of use for hobby 

purposes. However, the increase in the usage area of 

the produced products necessitated the production of 

stronger end products. [1-5]. The continuous 

development of 3D printing production technology 

has resulted in a significant increase in production 

speed, quality, and production reliability. However, 

the need for the production of structural parts and the 

use of high-quality materials has emerged [6,7]. While 

the production with 3D printer technology was 

initially carried out with pure and easy to produce 

polymers, the use of engineering polymers and 

composite materials was needed over time [1]. In this 

way, it was ensured that a product with higher 

properties was obtained. When current literature 

 

*Corresponding author: alperensahin88@gmail.com                                       Received: 16.10.2022, Accepted: 29.12.2022 

studies are examined, it is noteworthy that there are 

very few studies on composite filament production 

and its production in 3D printers [8,9]. 

One of the most widely used particle for 

polymer reinforcement is Calcium carbonate 

(CaCO3). There is much more study on the effects of 

CaCO3 particle filling for polymer matrix composites, 

and they are well-known in literature [11-14]. 

Polypropylene (PP) is one of the most popular 

thermoplastic polymers, with a wide area of use in 

industrial applications due to its lower price, high 

impact resistance and ductility, resistance to water and 

chemicals. Moreover, being recyclable and easy to 

process is among the main reasons that increase the 

interest in polypropylene. Due to the above-

mentioned advantages, polypropylene is increasingly 

used in many application areas such as automotive, 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1190004
https://orcid.org/0000-0001-7313-2467
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home furniture and appliances, toy industry, storage 

tanks, food packaging, medical equipment [16-18]. 

In this study, composite filaments were 

produced by reinforcing PP polymer with CaCO3, 

which is one of the traditional particle reinforcements, 

at different weight rates (0, 1, 2, 4 wt%). The 

produced filaments were used in sample production in 

3D printer and their mechanical and tribological 

properties were characterized. Thus, composite 

sample production was carried out with the up-to-date 

3D technology and its applicability was evaluated in 

detail. It is aimed to improve the properties of the 3D 

printer filament with particle reinforcement and to 

reduce the cost of the final product. 

 

2. Material and Method 

2.1 Materials 

Moplen HP500 brand name polypropylene granule 

was supplied from LyondellBasell Company. Filler 

material CaCO3 particles were supplied from Omya 

Madencilik A.S. (Turkey). The particle used is in the 

average 100-250 micron size range and the optical 

microscope photograph is given in Figure 1. 

 

 

Figure1. Optic microscope photograph of CaCO3 particle 

2.2. Method 

2.2.1. Sample Preparation 

Before filament production, granular PP and CaCO3 

particles were kept in an oven at 80°C for 24 hours to 

dehumidify. Retsch PM100 brand name grinder was 

used for mechanical mixing of CaCO3 particle and PP 

polymer granule. Then, pure PP and different mass 

ratios (1, 2, 4 wt%) of CaCO3 reinforced composite 

filaments were produced by using the Arya Tech 

brand extruder and wrapper shown in Figure 3. 

Filament production was carried out at 200°C 

extruder temperature. T3 Dizayn brand name 3D 

printer was used for sample production and printing 

parameters are given at table 1. 10x80x4 mm and 

20x20x5 mm dimension samples were produced for 

bending and wear test respectively. Photos of 

produced samples are given at Figure 2. 

 
Table 1. 3D printing parameters 

Nozzle Temperature  210°C 

Table Temperature 100°C 

Filling density %100 

Layer thickness 0.2 mm 

Printing Speed 50 mm/s 

 

Figure 2. Produced test samples by 3D printer; a) 3 Point 

bending b) Wear 

2.2.2. Bending Test 

3-point bending tests were applied on the samples to 

characterize the mechanical properties of the samples. 

3-point bending tests were applied according to ISO 

178 with 5 mm/min cross head speed and 64 mm span 

distance by Instron brand name Universal Tester.  

 
2.2.3. Wear Test 

Nanovea T50 ball on disc test device was used to 

characterize the wear behavior of samples. ASTM 

G99 wear test standard was used for wear tests. Wear 

test parameters are given at table 2.  

 

 

 

 

 
 

 

 

 

 

 



A.E. Sahin / BEU Fen Bilimleri Dergisi 12 (1), 51-56, 2023 

53 
 

 

Figure 3. Flax brand name laboratory scale extruder and filament wrapper machine 

 

Table 2. Test Paramaeers of Adhesive Wear Test 

Normal Load 20 N 

Velocity 250 rpm 

Friction Radius 5 mm 

Material of adhesive pin (ball) Steel 

Dimension of abradant ball 6 mm 

 
The sample wear trace is given at Figure 4 

and the calculation of the wear volume of worn 

surface was made according to formula (1). Here; V: 

wear volume, R friction radius, D: wear trace width 

(distance between two red lines), r: adhesive ball 

radius 

 

V=
𝜋∗𝑅∗𝐷3

6∗𝑟
                                                                 (1) 

 

 

Figure 4. The sample wear trace 

 

3. Results and Discussion 

3.3.1. Three Point Bending Test 

Three-point bending test results are given at Figure 5. 

Bending tests results show us that the addition of 

CaCO3 particles in PP has a significantly negative 

effect on mechanical properties like bending strength 

of PP polymer. When Figure 5a is examined, it is seen 

that the strength of the composite samples is lower 

than pure PP and the increase of filling rate decreases 

the bending strength. The strength value of the 4 wt% 

particle reinforced composite decreased by 

approximately 50% compared to the pure PP. This 

situation could be explained by creating 

discontinuities in the sample due to the large size of 

the CaCO3 particle. On the other hand, as it can be 

seen in Figure 1 surface of CaCO3 is not very rough 

so the particle/matrix interface adhesion remains 

weak. As a result of this weakness particle 

reinforcement shows negative effect instead of 

positive effect. The decrease in strength with the 

increasing reinforcement ratio can be explained by 

agglomeration [20,21]. 

Although CaCO3 is a rigid particle, even the 

modulus decreased with CaCO3 particle 

reinforcement. Increasement of particle rate 

decreased the flexural modules of PP material. Finally 

flexural modules of the 4 wt% filled composite 

sample were approximately 46% worse than pure PP 

polymer. These results indicates that, particle matrix 

adhesion could not occur. In other words, it can be 

explained that the load on the matrix cannot be 

transferred to the particle, even the particles create 

discontinuity in the matrix and reduce the strength.  

Considering the unit costs, PP polymer is 10 

times more expensive than CaCO3 particle. For this 

reason, if the decrease in mechanical strength is 

tolerable degree, it is possible to obtain a cheaper 

product with CaCO3 addition. 
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Figure 5. 3-point bending test results 

 

3.3.2.  Wear Test 

Figure 6 shows the coefficient of friction values of 

pure PP and composite samples. While Figure 6a 

shows the coefficient of friction value of samples 

during sliding distance, Figure 6b shows the average 

coefficient of friction value of samples. 4 wt% CaCO3 

reinforced samples showed approximately 28% lower 

average coefficient of friction value compared to pure 

PP. It is clearly seen in the two graphs that the 

coefficient of friction value decreased by increasing 

the particle reinforcement rate. This situation could be 

explained by the reinforcement particles acting as a 

lubricant between the matrix and the abrasive tip. 
 

 

 

Figure 6. Coefficient of friction values a) during the wear 

test, b) average value 
 

The wear volume results from the sliding 

wear test are given in Figure 7 and it is clearly seen 

that the wear volume decreases with particle 

reinforcement. In other words, the wear resistance of 

the samples increased with particle reinforcement. 

The wear resistance of PP improved about 40% by 

particle reinforcement. This situation could be 

explained by the rigid and hard structure of the CaCO3 

particles, which prevents the abradant ball from 

penetrating into the sample. Wear volume results 

were also supported by the coefficient of friction 

results [21]. 

 

 
Figure 7. Wear volume results of worn samples 
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4. Conclusion and Suggestions 

• It is demonstrated that CaCO3 filled PP 

composite filament can be produced with this 

study.  

• It is clearly seen that while CaCO3 filling had 

negative effect on mechanical properties on PP, 

it positively affected the wear resistance. This 

shows that composite specimens can be used in 

applications that do not pose a problem in 

compromising mechanical strength to a certain 

extent but require low friction and wear 

resistance. 

• When we compare the unit prices of polymer and 

reinforcement particles, PP polymer is 10 times 

more expensive than CaCO3 particle. For this 

reason, the cost of the final product will be much 

more economical by CaCO3 addition. 

• The test results show that the particle-matrix 

interface adhesion is insufficient. For this reason, 

it has been seen that a compatibilizer should be 

used in future studies. 
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The number of breast cancer diagnoses is the largest among all cancers among 

women in the world. Breast cancer treatment is possible if it is diagnosed in the early 

stages. Mammography is a common imaging technique to detect breast cancer 

abnormalities. Breast cancer symptom screening is being performed by radiologists. 

In the last decade, deep learning was successfully applied to big image classification 

databases such as the ImageNet. In this study, the breast cancer pathology 

classification performances of the recent deep learning models were investigated by 

transfer learning and fine tuning. A total of 3,360 mammogram patches were used 

from the Digital Database for Screening Mammography (DDSM) and the Curated 

Breast Imaging Subset of DDSM (CBIS-DDSM) mammogram databases for deep 

learning model training, validating, and testing. Transfer learning and fine tuning 

were applied using Resnet50, Xception, NASNet, and EfficientNet-B7 network 

weights. The best classification performance was achieved by transfer learning from 

the Xception network. The computational costs of deep learning models were 

considered while selecting the best one. On the original CBIS-DDSM five-way test 

mammogram classification problem, the mean sensitivity, specificity, F1-score, and 

AUC were 0.7054, 0.9264, 0.7024, and 0.9317, respectively. The results show that 

the proposed models may be useful for the classification of breast cancer pathologies.  

 

 
1. Introduction 

 

Since the 1970s, researchers have been studying 

clinical decision support systems  [1]–[3]. Breast 

cancer is the most frequently diagnosed cancer among 

women, and the incidence of the disease has been 

increasing in recent years [4]. If breast cancer is 

detected early, treatment is possible [5]. 

Mammography is obtained by exposing breasts to 

low-energy X-rays [6] in order to detect breast cancer 

abnormalities early [7]. 

The mammogram interpretation is a multi-

step process that is still being performed by 

radiologists. Mammography screening is advised for 

women older than 50 years [8], [9]. In Türkiye, there 

were 11.15 M women at this age interval in 2021, 

which indicates the need for the number of breast 

cancer screenings per year [10]. An automated high-

performance mammogram screening system could 

 

*Corresponding author: tiryakiv@siirt.edu.tr             Received: 17.10.2022, Accepted: 01.03.2023 

reduce the workload of radiologists and the number of 

unnecessary screenings and biopsies. The first 

computer-aided mammogram interpretation model 

was proposed by Ackerman and Gose in 1972 [11], 

wherein the researchers designed a feature extraction 

followed by a nearest neighbor breast lesion 

classification system. Automatic detection of a tumor 

tissue from mammography is related to texture 

analysis, and many different approaches have been 

investigated to date by new textural feature 

definitions and classifier models [12], such as the 

spherical wavelet transform [13] and geometric and 

textural feature extraction [14]. Computer-aided 

breast cancer research has also been conducted by 

other imaging modalities, such as microwave 

applications [15]. Despite these and other successful 

results in the literature, feature extraction–based 

machine learning methods can be time-consuming, 

particularly for medical image- or video-based 
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analysis. Deep learning methods enable learning 

features from training data, and there are example 

studies in the literature related to stroke [16], carotid 

artery [17], [18], skin cancer [19], diabetes [20], 

Alzheimer's disease [21], and breast cancer [22]. 

Deep learning methods should be useful for the 

solution of problems related to other biomedical 

imaging modalities, so cross-disciplinary studies 

could possibly lead to new scientific advancements. 

Regarding the applications of deep learning 

for breast cancer research, convolutional neural 

networks (CNN) were used for benign versus 

malignant breast mass classification [23]. In another 

study based on more than one million mammograms, 

the breast cancer screening performance of 

radiologists was shown to be improved when CNN-

based diagnosis was used together with radiologists 

[24]. An end-to-end mammogram classifier based on 

a five-class mammogram patch classification like the 

one in the present study was investigated using 

Resnet50 and VGG16 [25]. Mass detection and 

classification have been performed by Momminet-V2 

using multi-view mammograms [26]. The 

computational cost of deep learning model training is 

becoming a concern, and recently breast cancer mass 

pathology was classified by implementing pre-trained 

deep neural networks without transfer learning [27]. 

NASNet is a high performing CNN for image 

classification on the ImageNet [28], [29]. Recently, 

EfficientNets were proposed by considering the 

computational expense and the classification 

performance together [30]. Among EfficientNets, the 

EfficientNet-B7 is the best performing CNN model 

on the ImageNet. 

In this study, transfer learning and fine tuning 

of recently proposed pre-trained deep neural 

networks, including Resnet50 [31], Xception [32], 

NASNetMobile [28], NASNetLarge [28], and 

EfficientNet-B7 [30] were investigated for the 

classification of normal, benign, and malignant 

masses, and benign and malignant calcification 

patches. These CNN models are among the best 

performing ones on ImageNet and the successful 

implementations of these networks for the breast 

cancer pathology classification problem are 

demonstrated in the present study. The Digital 

Database for Screening Mammography (DDSM) and 

the Curated Breast Imaging Subset of DDSM (CBIS-

DDSM) datasets were used for deep learning model 

training [33]–[35]. This study is organized as follows: 

Section 2 includes materials and methods that 

describe the mammogram dataset, preprocessing, 

deep learning model training, and performance 

evaluation. Experimental results and discussion are 

presented in section 3, and conclusions and 

suggestions are given in section 4. 

 

2. Material and Method 

 

Significant amounts of data are necessary for deep 

learning model training. This study was conducted 

using publicly available datasets. 

 

2.1. Dataset and preprocessing 

 

The CBIS-DDSM and DDSM mammograms were 

selected as data sources since these are large and 

publicly available mammogram databases. The 

CBIS-DDSM database includes mammogram patches 

with the abnormality and pathology information in the 

form of mass versus calcification and benign versus 

malignant. The mammogram patches were resampled 

to 331×331 and saved as 8-bit gray level images. The 

normal tissue patches were randomly selected from 

the DDSM dataset craniocaudal (CC) views of 

mammogram regions which does not include any 

abnormalities [36], [37]. Breast cancer abnormalities 

have a great variety of shape, texture, and intensity, 

and two representative training patches from each 

class are given in Figure 1.

 

Figure 1. Two representative training patches belong to normal (a), benign mass (b), malignant mass (c), benign 

calcification (d), and malignant calcification (e). 

 

(a) (b) (c) (d) (e)
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Mammogram patches were classified into 

normal, benign mass, malignant mass, benign 

calcification, and malignant calcification. Patches that 

have a “benign without callback” annotation were 

considered “benign.” Normal patches that do not 

include any breast cancer abnormalities were selected 

from the DDSM dataset because the CBIS-DDSM 

includes mammograms with abnormalities. Normal 

patches were extracted from the middle of the 

mammogram so that they do not include background 

pixels. Test mammograms defined in the CBIS-

DDSM database were used as test data in the present 

study, and none of them were used for training or 

validating. The dataset was balanced by deleting 

excess files. Randomly selected 20% of the CBIS-

DDSM training images were used as validation and 

rest of the mammograms were used for training. The 

percentages of the number of training, validation, and 

test patches were 65%, 16%, and 19%, respectively. 

The number of training, validation, and test patches is 

given in Table 1. 

 

Table 1. The number of training, validating, and test patches in the dataset. 

Folder Normal Benign 

mass  

Malignant 

mass  

Benign 

calcification 

Malignant 

calcification 

Total 

Train 434 434 434 434 434 2170 

Validation 109 109 109 109 109 545 

Test 129 129 129 129 129 645 

Total 672 672 672 672 672 3360 

 

2.2. Hardware configuration 

Deep learning models were trained on a workstation 

computer that has an NVIDIA RTX 3060 GPU, 

double Xeon E5-2630 2.6 GHz CPU, and a 16 GB 

RAM. 

2.3. Deep transfer learning and fine tuning  

Deep transfer learning classification models were 

implemented since they are known to reduce the 

training time, reduce the requirements for the amount 

of training data, and improve the performance [25], 

[38]. Data augmentation was applied to the patches by 

setting the width shift, height shift, zoom, and shear 

ranges to 0.2, rotation range to 90°, and enabling the 

vertical and horizontal random flips. The brightness 

range was not used since intensity is a feature that is 

used by radiologists for mass and calcification 

detection. Deep learning models were implemented 

by importing the weights of Resnet50, Xception, 

NASNetMobile, NASNetLarge, and EfficientNet-B7 

[28] networks, which have 138 M, 23 M, 5 M, 88,9 

M, and 66 M parameters, respectively. The models 

were named as backbone followed by TL (transfer 

learning). Adam optimizer was used [39]. Transfer 

learning and fine tuning were implemented by using 

the three-step approach described in Shen et al. [25]. 

First, all of the layers except the final layer were 

frozen, and the model was trained for three epochs 

with a 10-3 learning rate. Second, 33% of layers from 

the end were unfrozen and the model was trained for 

ten epochs with a 10-4 learning rate. Third, all layers 

were unfrozen and trained with a learning rate of 10-5 

until one of the stopping criteria was met. Early 

stopping criteria were: (1) the maximum number of 

epochs was 150, and (2) the maximum number of 

consecutive epochs when the loss function did not 

decrease was ten. (3) The minimum learning rate was 

10-8. The transfer learning and fine tuning codes are 

accessible at https://github.com/tiryakiv/breast-

cancer-pathology-classification. 

2.4. Performance evaluation 

Patch classification accuracy, sensitivity, specificity, 

and F-measure were defined as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
      (1) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (2) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
     (3) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
     (4) 

  
where TP, TN, FP, and FN are abbreviations 

for true positive, true negative, false positive, and 

false negative, respectively. Sensitivity, specificity, 

and F-measure of each class were calculated. The area 

under the receiver operating curve (AUC) was 

analyzed, and a confusion matrix was constructed to 

evaluate the classification performance [40]. 

Accuracy, specificity, sensitivity, and F-measure 

show the classification performance, but they depend 

on the threshold level. Sensitivity shows the ratio of 

https://github.com/tiryakiv/breast-cancer-pathology-classification
https://github.com/tiryakiv/breast-cancer-pathology-classification
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correctly selected relevant items, and specificity 

shows the ratio of negatively selected elements to the 

true negative elements. AUC shows the overall 

performance of the binary classifier by considering all 

possible thresholds. In the present study, a one-

versus-rest classifier was implemented for AUC 

calculations. 
 

3. Results and Discussion 

The classification results of normal, benign, and 

malignant masses, and benign and malignant 

calcification patches using ResNet50, Xception, 

NASNetMobile, NASNetLarge, and EfficientNet-B7 

transfer learning methods on the validation data are 

shown in Table 2. 

Table 2. The breast cancer pathology classification results 

on the validation data.  

TL backbone Accuracy AUC Train time 

Resnet50 0.7321 0.9392 37 min 

Xception 0.7193 0.9407 29 min 

NASNetMobile 0.6807 0.9183 47 min 

NASNetLarge 0.7376 0.9357 114 min 

EfficientNet-B7 0.7156 0.9407 259 min 

The Xception and EfficientNet-B7 TL 

models had the highest AUC, and the NASNetLarge 

TL model had the highest accuracy on the validation 

data. To compare the performances of all models, the 

confusion matrices on the validation data are given in 

Table 3. 

 

 

Table 3. Breast cancer pathology classification confusion matrix on validation data. BC, MC, BM, MM, and N are 

abbreviations for benign calcification, malignant calcification, benign mass, malignant mass, and normal patches, 

respectively. TL: transfer learning. The highest TP for each class is given in bold. 

R
a

d
io

lo
g

is
t BC 77 29 1 2 0  77 22 2 7 1  58 24 5 15 7 

MC 14 74 0 21 0  17 68 6 18 0  4 65 10 28 2 

BM 3 2 48 56 0  3 1 52 52 1  1 3 41 56 8 

MM 2 4 7 96 0  3 3 13 90 0  1 1 8 99 0 

N 0 1 2 2 104  2 0 1 1 105  0 0 0 1 108 

  BC MC BM MM N  BC MC BM MM N  BC MC BM MM N 

  Resnet50 TL predictions  Xception TL predictions  NASNetMobile TL 

predictions 

       

R
a

d
io

lo
g

is
t BC 79 22 2 4 2  65 39 1 3 1   

MC 22 62 4 20 1  5 85 2 16 1   

BM 2 0 58 46 3  0 2 48 56 3   

MM 0 0 10 99 0  2 7 14 86 0   

N 2 0 0 3 104  0 0 0 3 106   

  BC MC BM MM N  BC MC BM MM N   

  NASNetLarge TL 

predictions 

 EfficientNet-B7 TL 

predictions 

  

 

 

 

The confusion matrices in Table 3 showed 

that all models performed well in discriminating the 

normal patches. The highest misclassification rates 

were observed for the benign mass patches. TPs of the 

NASNet TL malignant mass were equal. 

EfficientNet-B7 TL model had the highest TP for 

malignant calcification patches. Based on overall 

accuracy and confusion matrices, the best breast 

pathology classification model was selected as 

NASNetLarge TL because it has the highest accuracy 

and the three TPs of the model were the highest 

among all of the models.  

 

 

 

3.1. Test results 

 

The performance of the NASNetLarge TL model 

trained by the breast cancer pathology patches was 

evaluated. The AUC and accuracy on the test data 

were 0.9404 and 0.7318 respectively. The 

performance difference between the validation and 

test data was close. To analyze the classification 

errors, the NASNetLarge TL model confusion matrix 

on the test data is given in Table 4. 

 

 

 

 



V.M. Tiryaki / BEU Fen Bilimleri Dergisi 12 (1), 57-65, 2023 

61 
 

Table 4. Breast cancer pathology classification confusion 

matrix on the test data 

R
a

d
io

lo
g

is
t BC 76 33 8 10 2 

MC 35 84 0 9 1 

BM 6 2 88 29 4 

MM 4 3 26 95 1 

N 0 0 0 0 129 

  BC MC BM MM N 

  NASNetLarge TL predictions 

 

The confusion matrix in Table 4 showed that 

the malignant calcification patch misclassification 

probability as benign calcification was the highest. 

The misclassification probability of benign 

calcifications as malignant calcifications and benign 

masses as malignant masses was high. These results 

showed that the model has better discrimination for 

abnormality types than the pathology type. The patch 

classification performance of mass was better than 

calcification. The NASNetLarge TL model’s 

sensitivity, specificity, and F-measure for each class 

are listed in Table 5. 

The test results in Table 5 showed that the 

highest and lowest sensitivity were obtained on 

normal and benign calcification patches, respectively. 

Among the abnormalities, including patches, the 

highest specificity was obtained for malignant masses 

and the  

 
Table 5. NASNetLarge TL model classification 

performance on the test patches. The best result for each 

metric is shown in bold. 

Class Sensitivity Specificity F-measure 

Benign calcification 0.6281 0.8989 0.6080 

Malign calcification 0.6885 0.9140 0.6693 

Benign mass 0.7213 0.9216 0.7012 

Malign mass 0.6643 0.9323 0.6985 

Normal 0.9416 1.0000 0.9699 

 

lowest specificity was obtained for benign 

calcification. The multi-class receiver operating 

characteristic (ROC) analysis of the NASNetLarge 

TL model is given in Figure 2.  

 

 
 

 

Figure 2. ROC analysis of a five-way breast cancer pathology classification. (One versus rest classifier) 
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Figure 2 showed that the mass abnormality 

classification performed better than the calcification 

abnormality classification. The performance of 

discriminating the malignant calcification patches 

was lower than benign calcification, on the other 

hand, the performance of discriminating the 

malignant mass was higher than benign mass. As 

expected, AUC of normal patches was better than the 

abnormality including patches. Computer-aided 

breast cancer diagnosis research involves a number of 

types of problems. Some studies in the literature focus 

on mass detection and classification [41], [42], and 

others focus on calcification detection and 

classification [43], [44]. A five-way classification of 

breast cancer abnormalities and the malignant 

behavior of tissues from mammograms were 

investigated in the present study. The closest work in 

the literature to the present one is Shen et al. [25], 

wherein the researchers used 2,478 CBIS-DDSM 

patches and achieved an accuracy of 0.99 on the test 

data when they applied the ResNet50 transfer learning 

method. The performance difference with the present 

study may be because of: 1) the difference in the 

number of patches (3,360 patches were used in the 

present study); 2) training, validating, and test data 

included DDSM normal mammograms in the present 

study; and 3) original CBIS-DDSM test images were 

used in the present study. The other study that is 

related to the present one is Hekal et al., where the 

researchers investigated the four-way classification 

performance of benign calcification, malignant 

calcification, benign mass, and malignant mass [45]. 

They achieved an accuracy of 0.91 using AlexNet by 

training with 2800 CBIS-DDSM mammograms. The 

relatively higher accuracy than the present study can 

be explained by the lower number of classes (n=4) 

and the performance evaluation on the validation 

data. The five-way classification of breast cancer 

pathology patches similar to the present work was 

investigated by Chun-ming et al. [46]. They achieved 

an accuracy of 0.91 using the Deep Cooperation CNN 

model on the CBIS-DDSM dataset. Their model 

performance is higher than the present study, possibly 

because they used a smaller test dataset (%10) and 

their dataset was randomly distributed. In the present 

study, the classification performance of state-of-the-

art transfer learning methods was demonstrated on the 

original CBIS-DDSM test dataset. 

 

 

 

4. Conclusion and Suggestions 

 

Transfer learning and fine tuning pre-trained deep 

neural networks have great potential for the 

classification of breast cancer abnormalities and 

pathologies. Pre-trained deep neural networks reduce 

the computational cost and yield high performance 

when they are used for different classification 

domains. In this study, successful transfer learning 

applications have been shown using the recent deep 

neural networks trained with the ImageNet. By 

applying transfer learning and fine tuning, the useful 

features learned from the ImageNet database were 

adopted for the current breast pathology classification 

problem. The best classification performance has 

been obtained by using the NASNetLarge network, 

which resulted in a 0.9404 AUC and 0.7318 accuracy. 

The NASNetLarge network can be used for the breast 

cancer pathology classification at the reported 

performance. The proposed model may be useful for 

detecting breast cancer abnormalities and classifying 

them as malignant versus benign. 

The performance ranking of CNNs on the 

ImageNet was not the same for the breast cancer 

pathology classification models. This could be due to 

the contextual difference between the ImageNet 

images and the mammograms. The sensitivity of 

benign mass and benign calcification showed that 

further performance improvement can be 

investigated. Novel machine learning techniques and 

deep ensemble models will be investigated in the 

future to increase the system performance. The CBIS-

DDSM and other databases have lesions that 

sometimes have mass and calcification abnormalities 

overlap. The classification of such tumors with 

double abnormalities will be investigated in the 

future. 
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Abstract 

In this study, the resistance of the Rhenium-Boron (Re-B) based alloys against the 

transmission of charged particles such as electrons, protons, alpha particles, carbon, 

and oxygen was investigated using the stopping power as the defining quantity. For 

this, the collision, radiative/nuclear, total stopping powers, and projected range of the 

charged particles in the Re40-B60, Re50-B50, Re58-B42, and Re60-B40 alloys were 

calculated using the ESTAR, and the Stopping and Range of Ions in Materials 

(SRIM) Monte Carlo code. It was found that the stopping powers of the heavy 

charged particles tended to decrease with increasing the rhenium concentration. 

These results suggest that the boron element is more suitable for heavy charged 

particle shielding materials compared to the rhenium element. 
 

 
1. Introduction 

 

Radiation is the emission or transfer of energy in the 

form of electromagnetic waves or particles and can be 

classified as ionizing and non-ionizing radiation. In 

this context, ionizing radiation can be evaluated in 

three categories: charged particles, photons and 

neutrons. Electrons (e), protons (p), alpha (α), and 

heavy ions (A>4) are considered as charged particles. 

The importance of radiation protection is increasing 

because the use of radiation emitting devices is very 

common in fields such as nuclear reactors, medicine, 

agriculture, and so on [1].  Developing radiation 

shielding materials and their usage is one method to 

reduce the radiation exposure risk [2]. Therefore, 

explaining the interaction of charged particles and 

matter will be important for radiation protection and 

a better understanding of radiation with various 

materials. 

It is significant to determine the radiation 

shielding attitude of a material against charged 

particles such as electrons, protons, and alpha rays, 

and elements such as carbon and oxygen. In this 

context, the stopping power of the charged particles 

passing through the material is an important shielding 

 

* Corresponding author: maygun@beu.edu.tr                                       Received: 20.10.2022, Accepted: 23.02.2023 

parameter [3]. The stopping power is the rate of 

energy loss per unit path length in the target material 

[4], and has two cases, such as collisions and 

radiative/nuclear interactions. The total stopping 

power can be calculated as the sum of these two 

states.  

Rhenium-based alloys are important 

materials evaluated in different fields of nuclear 

technology, such as nuclear fusion and atom probe 

tomography (APT) system components [5, 6]. For 

example, 186Re has been applied to clinical 

radiotherapy applications by Mastren et al. [7]. Klueh 

et al. [8] have shown that the radiation shielding 

properties of an example stainless steel have 

increased with the addition of the Re. Korkut et al. [6] 

have developed novel high-temperature-resistant 

materials with different concentrations of Re and B 

(Re40-B60, Re50-B50, Re58-B42, and Re60-B40) in 

order to determine the neutron-shielding 
performances. However, it has been seen that the 

stopping powers and ranges for charged particles have 

not been determined for these new and important 

materials when we have searched the literature. 

Therefore, we think that eliminating this deficiency 

will be important. 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1191373
https://orcid.org/%200000-0002-4276-3511
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In this study, we calculate collision, 

radiative/nuclear and total stopping powers for 

charged particles such as electron (e), proton (H), 

alpha (He), carbon (C) and oxygen (O) for Re40-B60, 

Re50-B50, Re58-B42 and Re60-B40 alloys by using 

ESTAR provided by the National Institute of 

Standards and Technology (NIST) [9] and Stopping 

and Range of Ions in Materials (SRIM)-2013 [10] 

programs. In addition, we calculate ranges for all 

alloys and compare all the results with each other. 

2. Material and Method 

 

2.1. Stopping Power and Projected Range 

 

The stopping power is the resistance of a material 

against the charged particles [11]. The stopping 

power can be evaluated as the sum of electronic 

(collisional) stopping power and nuclear stopping 

power. The electronic stopping power states the 

energy losses due to electronic interactions, while the 

nuclear stopping power expresses the energy losses 

based on the elastic collisions between the ion and the 

nuclei of atoms in the material. The stopping power 

depends on the magnitude of the radiation mass, 

charge, and kinetic energy as well as the effective 

atomic number and atomic density of the interacting 

medium [11]. In this context, the stopping power 

formula for heavy charged particles can be written as 

[12] 
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and the stopping power formula for electrons can be 

given by 
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where dE/dx is the charged particle stopping power, 

r0 is the classical electron radius, z is the charge of the 

incident particle, m0c2 is the rest energy of the 

electron, β is the relative phase velocity of the 

particle, N is the particle density in the material 

through which the charged particle travels, Z is the 

atomic number of the material and I is mean 
excitation energy. If a compound or mixture of 

elements is concerned, I  must be calculated 

according to Bethe theory as follows 
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where wj, Zj and Aj are the weight fraction, atomic 

number, and atomic weight of the jth element, 

respectively [13]. In this study, the collision, nuclear, 

and total stopping power parameters of the charged 

particles for Re40-B60, Re50-B50, Re58-B42 and 

Re60-B40 alloys are calculated. In this respect, the 

weight compositions and densities of the alloys are 
given in Table 1.  
 
Table 1. Weight compositions and densities of the alloys 

[6] 

Sample 

name 

Rhenium 

(%) 

Boron 

(%) 

ρ (g/cm3) 

Re40-B60 40 60 9.81 

Re50-B50 50 50 11.68 

Re58-B42 58 42 13.17 

Re60-B40 60 40 13.55 

 

The projected range (RP) is a significant 

parameter for determining nuclear radiation shielding 

and interactions with materials [14]. The RP is 

assumed as the distance traveled by the particle within 

the medium previous to lose all of its energy [15]. The 

RP of charged particles can be written as  

0

1
( )

E

PR E dE
dE

dx

=
 
− 
 

  (4) 

 

where E is the charged particle energy (MeV) and x is 

distance of the charged particles travel through a 

material (in m). 

 

2.2. Computer Programs 

 
The Bethe formula is generally a good approximation 

for high-energy charged particles (>0.5 MeV) 

[16,17], although it is not very valid for low-energy 
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charged particles. On the other hand, the Bethe 

formula based on Barkas-Andersen [18] and Bloch 

[19] corrections can be more suitable for the low-

energy regime [17]. 

The SRIM is a computer code containing the 

stopping and range ions in matter [10]. It can calculate 

electronic and nuclear stopping powers according to 

the ion type, its energy, and the target material type. 

Also, it uses the Köln Core and Bond (CAB) approach 

to estimate the stopping power in compounds [16]. 

There are versions such as SRIM-1998, SRIM-2003, 

SRIM-2006, SRIM-2008, and SRIM-2013 in the 

literature. In this work, the SRIM-2013 code, which 

is the latest version, is used to calculate the stopping 

power values and projected range versus particle 

energy. 

The ESTAR is a computer code that can 

calculate collision, radiative, total stopping powers, 

and range of electrons for any element, compound, or 

mixture at any set of kinetic energies between 1 keV 

and 10 GeV. The ESTAR code needs to be entered 

the information such as the atomic composition, 

density, and excitation energy of the material. In the 

program, firstly, the analyzed material is determined, 

and then the desired or default energies are entered 

[9]. 

 

Results and Discussion 

 

The total stopping power for electron interaction can 

be divided into two parts: collisional stopping power 

and radiative stopping power. The collision, radiative, 

and total stopping powers of the electrons for the 

Re40-B60, Re50-B50, Re58-B42, and Re60-B40 

alloys at energies between 0.1 and 1000 MeV were 

calculated, and shown the variation with energy in 

Fig. 1. Additionally, to make a comparison, the 

collision, radiative, and total stopping powers for 

energies up to 15 MeV were given in Table 2. The 

total stopping powers of the electrons are among 

1.334-71.40 MeV cm2/g for Re40-B60, 1.298-84.21 

MeV cm2/g for Re50-B50, 1.269-94.47 MeV cm2/ g 

for Re58-B42 and 1.262–97.03 MeV cm2/g for Re60-

B40. For the electron, the total stopping powers 

generally decrease to the maximum of kinetic energy 

at 1.00 MeV, and then increase gradually as the 

energy increases. It was observed that the stopping 

powers of electrons decreased with the increase of the 

Re element and the decrease of the B element. As a 

result, we can say that the stopping powers of 

electrons for the B element are higher than those for 

the Re element. 

 

 

Figure 1. Variations of collision, radiative and total 

stopping powers of electron as a function of kinetic 

energy for Re40-B60, Re50-B50, Re58-B42, and Re60-

B40 alloys 

The collision, nuclear, and total stopping 

powers of the proton calculated for the alloys were 

given in Table 3, and were also displayed the variation 

with energy in Fig. 2. For the proton, it was seen that 

the total stopping powers decrease with increasing 

kinetic energy and have a maximum value at a kinetic 

energy of 0.1 MeV. The highest values of the total 

stopping powers of protons are at 0.1 MeV with value 

of 153.772 MeV cm2/g, 138.356 MeV cm2/g, 129.447 

MeV cm2/g and 127.545 MeV cm2/g for Re40-B60, 

Re50-B50, Re58-B42 and Re60-B40, respectively. 

The smallest values of the total stopping powers of 

protons are at 1000 MeV, with values of 1.261 MeV 

cm2/g, 1.246 MeV cm2/g, 1.238 MeV cm2/g and 1.236 

MeV cm2/g for Re40-B60, Re50-B50, Re58-B42 and 

Re60-B40, respectively. Also, the highest stopping 

power value (153.772 MeV cm2 g-1) was found for the 

Re40-B60 alloy, and the smallest stopping power 

value (1.236 MeV cm2 g-1) for the proton particle was 

recorded for the Re60-B40 alloy. Afterward, proton 

particle total stopping power for all the alloys are 

reduced progressively with increasing kinetic energy. 

It was realized that the total proton stopping powers 

decreased with the increase of the rhenium element 

and the decrease of the boron element. Thus, we can 

say that the proton stopping power of the B element 

is higher than the Re element. 
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Figure 2.  Variations of collision, nuclear and total 

stopping powers of proton as a function of kinetic energy 

for Re40-B60, Re50-B50, Re58-B42, and Re60-B40 alloys 

 

The collision, nuclear, and total stopping 

powers of the alpha particles calculated for the alloys 

were listed in Table 4 and were presented the 

variation with energy in Fig. 3. For the alpha particles, 

it was found that the total stopping powers increase 

with increasing kinetic energy and have a maximum 

value at the kinetic energies of 0.9-1.0 MeV. The total 

stopping power parameters of alpha are among 8.611- 
478.782 MeV cm2/g for Re40-B60, 8.492-438.653 

MeV cm2/g for Re50-B50, 8.423- 416.365 MeV cm2/ 

g for Re58-B42 and 8.409- 411.662 MeV cm2/g for 

Re60-B40. It was observed that the total alpha 

stopping powers decreased with the increase of the Re 

element and the decrease of the B element. As a result, 

we can state that the alpha stopping power of the B 

element is higher than the Re element. 

 

 

Figure 3. Variations of collision, nuclear and total stopping 

powers of alpha as a function of kinetic energy for Re40-

B60, Re50-B50, Re58-B42, and Re60-B40 alloys 

 

The collision, nuclear and total stopping 

powers of the carbon for the alloys were calculated 

and given in Table 5, and were also shown the 

variation with energy in Fig. 4. For the carbon ions, it 

was found that the total stopping powers increase 

when the kinetic energy increases. The highest values 

of the total stopping powers of carbon ions are at 6.5 

MeV with a value of 2245.294 MeV cm2/g, at 7.0 

MeV with a value of 2124.955 MeV cm2/g, at 7.0 

MeV with a value of 2055.901 MeV cm2/g and at 7.0 

MeV with a value of 2040.889 MeV cm2/g for Re40-

B60, Re50-B50, Re58-B42 and Re60-B40, 

respectively. The smallest values of the total stopping 

powers of carbon are at 1000 MeV with values of 

155.257 MeV cm2/g, 152.756 MeV cm2/g, 151.355 

MeV cm2/g and 151.055 MeV cm2/g for Re40-B60, 

Re50-B50, Re58-B42 and Re60-B40, respectively. It 

was noticed that the total carbon stopping powers 

decreased with the increase of the Re element and the 

decrease of the B element. Hence, we can remark that 

the carbon stopping power of the B element is higher 

than the Re element. 
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Figure 4. Variations of collision, nuclear and total 

stopping powers of carbon as a function of kinetic energy 

for Re40-B60, Re50-B50, Re58-B42, and Re60-B40 

alloys 

The collision, nuclear, and total stopping 

powers of the oxygen calculated for the alloys were 

given in Table 6 and were displayed the variation with 

energy in Fig. 5. For the oxygen ions, it was found 

that the total stopping powers increase with increasing 

kinetic energy and have a maximum value at kinetic 

energies of 10.0-11.0 MeV. The highest values of the 

total stopping powers of oxygen are at 10.0 MeV with 

a value of 3239.727 MeV cm2/g, at 11.0 MeV with a 

value of 3074.097 MeV cm2/g, at 11.0 MeV with a 

value of 2979.019 MeV cm2/g and at 11.0 MeV with 

a value of 2959.003 MeV cm2/g for Re40-B60, Re50-

B50, Re58-B42 and Re60-B40, respectively. The 

smallest values of the total stopping powers of 

protons are at 1000 MeV with values of 345.530 MeV 

cm2/g, 339.728 MeV cm2/g, 336.427 MeV cm2/g and 

335.726 MeV cm2/g for Re40-B60, Re50-B50, Re58-

B42 and Re60-B40, respectively. It was observed that 

the total oxygen stopping power decreased with the 

increase of the Re element and the decrease of the B 

element. As a result, we can say that the oxygen 

stopping power of the B element is higher than the Re 

element. 

 

 

Figure 5. Variations of collision, nuclear and total 

stopping powers of oxygen as a function of kinetic energy 

for Re40-B60, Re50-B50, Re58-B42, and Re60-B40 

alloys 

Figure 6 shows the results of the projected 

range (RP) of charged particles for Re40-B60, Re50-

B50, Re58-B42, and Re60-B40 alloys. Obviously, the 

projected range value increases with the increase of 

the kinetic energy of the incident charged particles. 

Proton particles can move deeper than alpha, carbon, 

and oxygen particles because they have less mass than 

alpha, carbon, and oxygen particles. The charged 

particle ranges decrease with an increasing 

concentration of the Re element. Thus, the range of 

heavy charged particles changes in order of Re40-B60 

> Re50-B50 > Re58-B42 > Re60-B40. 
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Table 2. Collision, radiative and total stopping powers (MeV cm2 g-1) for electrons 

 

 

Energy 

(MeV) 

Re40–B60 Re50–B50 Re58–B42 Re60–B40 
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dE
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0.100 2.829 0.018 2.847 2.696 0.022 2.718 2.591 0.025 2.616 2.565 0.025 2.591 

0.125 2.474 0.019 2.494 2.361 0.023 2.384 2.271 0.026 2.298 2.248 0.027 2.276 

0.150 2.234 0.020 2.254 2.133 0.024 2.158 2.053 0.028 2.082 2.034 0.029 2.063 

0.175 2.061 0.021 2.082 1.969 0.025 1.995 1.897 0.029 1.926 1.879 0.030 1.909 

0.200 1.931 0.022 1.953 1.846 0.027 1.873 1.779 0.030 1.810 1.762 0.031 1.794 

0.250 1.749 0.023 1.773 1.674 0.029 1.703 1.614 0.033 1.647 1.599 0.034 1.634 

0.300 1.629 0.025 1.655 1.560 0.031 1.592 1.506 0.035 1.542 1.493 0.036 1.529 

0.350 1.546 0.027 1.573 1.482 0.033 1.515 1.431 0.038 1.469 1.418 0.039 1.457 

0.400 1.485 0.029 1.514 1.424 0.035 1.460 1.376 0.040 1.417 1.364 0.041 1.406 

0.450 1.440 0.030 1.471 1.381 0.037 1.419 1.335 0.042 1.378 1.324 0.044 1.368 

0.500 1.405 0.032 1.438 1.349 0.039 1.388 1.304 0.045 1.350 1.293 0.046 1.340 

0.550 1.378 0.034 1.412 1.323 0.041 1.365 1.280 0.047 1.328 1.269 0.049 1.319 

0.600 1.356 0.036 1.392 1.303 0.044 1.347 1.261 0.050 1.311 1.250 0.051 1.302 

0.700 1.325 0.040 1.365 1.274 0.048 1.322 1.234 0.055 1.289 1.224 0.057 1.281 

0.800 1.305 0.044 1.349 1.255 0.053 1.308 1.216 0.060 1.277 1.206 0.062 1.269 

0.900 1.291 0.048 1.339 1.243 0.058 1.301 1.205 0.066 1.271 1.195 0.068 1.264 

1.000 1.282 0.052 1.334 1.235 0.063 1.298 1.197 0.071 1.269 1.188 0.074 1.262 

1.250 1.272 0.062 1.334 1.226 0.075 1.302 1.190 0.086 1.276 1.181 0.088 1.270 
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1.500 1.270 0.073 1.344 1.226 0.088 1.314 1.191 0.101 1.292 1.182 0.104 1.286 

1.750 1.273 0.084 1.358 1.229 0.102 1.332 1.195 0.116 1.311 1.187 0.119 1.306 

2.000 1.278 0.096 1.375 1.235 0.116 1.351 1.201 0.132 1.333 1.193 0.135 1.329 

2.500 1.290 0.120 1.411 1.248 0.144 1.393 1.215 0.164 1.379 1.207 0.169 1.376 

3.000 1.303 0.145 1.448 1.261 0.174 1.435 1.228 0.197 1.426 1.220 0.203 1.424 

3.500 1.315 0.170 1.485 1.273 0.204 1.478 1.241 0.231 1.473 1.233 0.238 1.472 

4.000 1.326 0.196 1.522 1.285 0.235 1.520 1.253 0.266 1.519 1.245 0.274 1.519 

4.500 1.336 0.222 1.558 1.295 0.266 1.561 1.264 0.301 1.565 1.256 0.310 1.566 

5.000 1.345 0.248 1.594 1.305 0.298 1.603 1.274 0.337 1.611 1.266 0.347 1.613 

5.500 1.354 0.275 1.629 1.313 0.330 1.644 1.283 0.373 1.656 1.275 0.384 1.659 

6.000 1.361 0.303 1.664 1.321 0.362 1.684 1.291 0.410 1.701 1.283 0.422 1.705 

7.000 1.375 0.358 1.734 1.336 0.428 1.764 1.305 0.484 1.790 1.298 0.498 1.797 

8.000 1.387 0.415 1.802 1.348 0.495 1.844 1.318 0.560 1.879 1.311 0.576 1.887 

9.000 1.398 0.472 1.870 1.359 0.563 1.923 1.329 0.637 1.967 1.322 0.655 1.978 

10.00 1.407 0.530 1.937 1.369 0.632 2.001 1.339 0.714 2.054 1.332 0.735 2.068 

12.50 1.427 0.677 2.105 1.389 0.808 2.197 1.361 0.912 2.273 1.354 0.938 2.292 

             

15.00 1.443 0.828 2.271 1.406 0.986 2.392 1.377 1.114 2.491 1.371 1.145 2.516 
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Table 3. Collision, nuclear and total stopping powers (MeV cm2 g-1) for proton 

 
 

Energy 

(MeV) 

Re40–B60 Re50–B50 Re58–B42 Re60–B40 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

0.1 153.4 0.371 153.771 138.0 0.356 138.356 129.1 0.347 129.447 127.2 0.345 127.545 

0.2 141.1 0.230 141.330 129.7 0.222 129.922 123.1 0.217 123.317 121.7 0.216 121.916 

0.3 125.9 0.171 126.071 117.0 0.165 117.165 111.9 0.162 112.062 110.8 0.161 110.961 

0.4 113.8 0.138 113.938 106.5 0.133 106.633 102.2 0.131 102.331 101.3 0.130 101.430 

0.5 104.3 0.116 104.416 98.01 0.112 98.122 94.38 0.110 94.490 93.61 0.110 93.720 

0.6 96.69 0.101 96.791 91.16 0.098 91.258 87.98 0.096 88.076 87.31 0.096 87.406 

0.7 90.44 0.089 90.529 85.51 0.087 85.597 82.68 0.085 82.765 82.07 0.085 82.155 

0.8 85.21 0.080 85.290 80.76 0.078 80.838 78.20 0.077 78.277 77.65 0.076 77.726 

0.9 80.76 0.073 80.833 76.69 0.071 76.761 74.35 0.070 74.420 73.86 0.069 73.929 

1.00 76.92 0.067 76.987 73.17 0.065 73.235 71.02 0.064 71.084 70.56 0.064 70.624 

1.10 73.57 0.062 73.632 70.08 0.060 70.140 68.07 0.059 68.129 67.64 0.059 67.699 

1.20 70.25 0.058 70.308 67.00 0.056 67.056 65.13 0.055 65.185 64.73 0.055 64.785 

1.30 67.49 0.054 67.544 64.44 0.053 64.493 62.69 0.052 62.742 62.31 0.052 62.362 

1.40 65.04 0.051 65.091 62.16 0.050 62.210 60.51 0.049 60.559 60.16 0.049 60.209 

1.50 62.81 0.048 62.858 60.09 0.047 60.137 58.52 0.046 58.566 58.19 0.046 58.236 

1.60 60.77 0.046 60.816 58.18 0.044 58.224 56.70 0.044 56.744 56.38 0.044 56.424 

1.70 58.89 0.043 58.933 56.43 0.042 56.472 55.01 0.042 55.052 54.71 0.041 54.751 

1.80 57.15 0.041 57.191 54.80 0.040 54.840 53.45 0.040 53.490 53.16 0.040 53.200 
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2.00 54.02 0.038 54.058 51.87 0.037 51.907 50.63 0.036 50.666 50.37 0.036 50.406 

2.25 50.66 0.034 50.694 48.71 0.033 48.743 47.58 0.033 47.613 47.35 0.033 47.383 

2.50 47.77 0.031 47.801 45.98 0.031 46.011 44.96 0.030 44.990 44.74 0.030 44.770 

2.75 45.25 0.029 45.279 43.60 0.028 43.628 42.66 0.028 42.688 42.46 0.028 42.488 

3.00 43.03 0.027 43.057 41.51 0.026 41.536 40.63 0.026 40.656 40.44 0.026 40.466 

3.25 41.06 0.025 41.085 39.64 0.025 39.665 38.82 0.024 38.844 38.65 0.024 38.674 

3.50 39.29 0.024 39.314 37.96 0.023 37.983 37.20 0.023 37.223 37.03 0.023 37.053 

3.75 37.69 0.022 37.712 36.45 0.022 36.472 35.73 0.021 35.751 35.57 0.021 35.591 

4.00 36.25 0.021 36.271 35.07 0.021 35.091 34.39 0.020 34.410 34.25 0.020 34.270 

4.50 33.71 0.019 33.729 32.66 0.019 32.679 32.05 0.018 32.068 31.92 0.018 31.938 

5.00 31.57 0.017 31.587 30.61 0.017 30.627 30.05 0.017 30.067 29.94 0.017 29.957 

6.00 28.11 0.015 28.125 27.30 0.014 27.314 26.83 0.014 26.844 26.73 0.014 26.744 

7.00 25.43 0.013 25.443 24.73 0.013 24.743 24.33 0.012 24.342 24.24 0.012 24.252 

8.00 23.29 0.011 23.301 22.67 0.011 22.681 22.31 0.011 22.321 22.24 0.011 22.251 

9.00 21.52 0.010 21.530 20.97 0.010 20.980 20.65 0.010 20.660 20.58 0.010 20.590 

10.00 20.04 0.009 20.049 19.54 0.009 19.549 19.25 0.009 19.259 19.19 0.009 19.199 

11.00 18.78 0.009 18.789 18.32 0.008 18.328 18.06 0.008 18.068 18.01 0.008 18.018 

12.00 17.69 0.008 17.698 17.27 0.008 17.278 17.03 0.008 17.038 16.98 0.008 16.988 

13.00 16.74 0.007 16.747 16.35 0.007 16.357 16.12 0.007 16.127 16.08 0.007 16.087 

14.00 15.90 0.007 15.907 15.53 0.007 15.537 15.32 0.007 15.327 15.28 0.007 15.287 

15.00 15.15 0.006 15.156 14.81 0.006 14.816 14.61 0.006 14.616 14.57 0.006 14.576 
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Table 4. Collision, nuclear and total stopping powers (MeV cm2 g-1) for alpha 
 

 

Energy 

(MeV) 

Re40–B60 Re50–B50 Re58–B42 Re60–B40 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

   0.1 263.9 4.395 268.295 233.4 4.180 237.580 215.9 4.056 219.956 212.2 4.030 216.230 

   0.2 349.8 2.864 352.664 310.8 2.749 313.549 288.3 2.683 290.983 283.5 2.669 286.169 

   0.3 400.1 2.182 402.282 357.1 2.103 359.203 332.3 2.057 334.357 327.1 2.048 329.148 

   0.4 432.5 1.785 434.285 388.0 1.724 389.724 362.4 1.689 364.089 357.0 1.681 358.681 

   0.5 453.3 1.521 454.821 408.7 1.471 410.171 383.1 1.443 384.543 377.6 1.437 379.037 

   0.6 466.2 1.331 467.531 422.3 1.289 423.589 397.1 1.265 398.365 391.7 1.260 392.960 

   0.7 473.6 1.187 474.787 430.8 1.151 431.951 406.2 1.130 407.330 400.9 1.125 402.025 

   0.8 477.1 1.074 478.174 435.6 1.042 436.642 411.7 1.023 412.723 406.7 1.019 407.719 

   0.9 477.8 0.982 478.782 437.7 0.953 438.653 414.6 0.936 415.536 409.7 0.933 410.633 

   1.00 476.4 0.906 477.306 437.7 0.880 438.580 415.5 0.865 416.365 410.8 0.862 411.662 

   1.10 473.5 0.842 474.342 436.3 0.818 437.118 414.9 0.804 415.704 410.3 0.801 411.101 

   1.20 469.6 0.787 470.387 433.7 0.765 434.465 413.1 0.752 413.852 408.7 0.750 409.450 

   1.30 464.9 0.739 465.639 430.3 0.719 431.019 410.5 0.707 411.207 406.2 0.705 406.905 

   1.40 459.6 0.698 460.298 426.3 0.679 426.979 407.2 0.668 407.868 403.1 0.666 403.766 

   1.50 453.9 0.661 454.561 421.9 0.643 422.543 403.4 0.633 404.033 399.5 0.631 400.131 

   1.60 448.0 0.628 448.628 417.1 0.611 417.711 399.3 0.602 399.902 395.5 0.600 396.100 

   1.70 441.9 0.599 442.499 412.1 0.583 412.683 394.9 0.574 395.474 391.2 0.572 391.772 

   1.80 435.7 0.572 436.272 406.9 0.557 407.457 390.3 0.549 390.849 386.8 0.547 387.347 
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   2.00 423.4 0.526 423.926 396.4 0.513 396.913 380.9 0.505 381.405 377.6 0.503 378.103 

   2.25 408.1 0.479 408.579 383.2 0.467 383.667 368.9 0.460 369.360 365.8 0.458 366.258 

   2.50 393.5 0.440 393.940 370.4 0.429 370.829 357.0 0.423 357.423 354.2 0.421 354.621 

   2.75 379.6 0.407 380.007 358.0 0.397 358.397 345.6 0.391 345.991 342.9 0.390 343.290 

   3.00 366.4 0.379 366.779 346.2 0.370 346.570 334.6 0.365 334.965 332.1 0.364 332.464 

   3.25 354.1 0.355 354.455 335.1 0.347 335.447 324.2 0.342 324.542 321.9 0.341 322.241 

   3.50 342.5 0.335 342.835 324.6 0.327 324.927 314.3 0.322 314.622 312.1 0.321 312.421 

   3.75 331.6 0.316 331.916 314.7 0.309 315.009 304.9 0.304 305.204 302.9 0.303 303.203 

   4.00 321.4 0.300 321.700 305.4 0.293 305.693 296.1 0.289 296.389 294.2 0.288 294.488 

   4.50 302.8 0.272 303.072 288.3 0.266 288.566 279.9 0.262 280.162 278.1 0.261 278.361 

   5.00 286.4 0.249 286.649 273.1 0.243 273.343 265.4 0.240 265.640 263.8 0.240 264.040 

   6.00 258.6 0.214 258.814 247.2 0.209 247.409 240.7 0.206 240.906 239.3 0.206 239.506 

   7.00 236.1 0.188 236.288 226.2 0.184 226.384 220.5 0.182 220.682 219.3 0.181 219.481 

   8.00 217.5 0.168 217.668 208.8 0.164 208.964 203.7 0.162 203.862 202.7 0.162 202.862 

   9.00 205.3 0.152 205.452 197.4 0.149 197.549 192.8 0.147 192.947 191.9 0.147 192.047 

  10.00 193.5 0.139 193.639 186.3 0.136 186.436 182.2 0.134 182.334 181.3 0.134 181.434 

  11.00 183.2 0.128 183.328 176.6 0.126 176.726 172.8 0.124 172.924 172.0 0.124 172.124 

  12.00 174.1 0.119 174.219 168.0 0.117 168.117 164.5 0.115 164.615 163.7 0.115 163.815 

  13.00 166.0 0.111 166.111 160.3 0.109 160.409 157.0 0.108 157.108 156.4 0.107 156.507 

  14.00 158.8 0.104 158.904 153.5 0.102 153.602 150.4 0.101 150.501 149.7 0.101 149.801 

  15.00 152.3 0.098 152.398 147.3 0.096 147.396 144.4 0.095 144.495 143.8 0.095 143.895 
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Table 5. Collision, nuclear and total stopping powers (MeV cm2 g-1) for carbon 

 

Energy 

(MeV) 

Re40–B60 Re50–B50 Re58–B42 Re60–B40 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

0.1 410.9 62.16 473.060 359.9 58.10 418.000 330.5 55.77 386.270 324.3 55.28 379.580 

0.2 583.1 45.40 628.500 517.9 43.09 560.990 480.4 41.75 522.150 472.4 41.47 513.870 

0.3 725.1 36.63 761.730 650.9 34.99 685.890 608.1 34.05 642.150 599.1 33.85 632.950 

0.4 845.5 31.06 876.560 763.6 29.79 793.390 716.5 29.05 745.550 706.5 28.90 735.400 

0.5 949.9 27.15 977.050 861.2 26.10 887.300 810.1 25.50 835.600 799.2 25.37 824.570 

0.6 1043 24.23 1067.230 948.0 23.34 971.340 893.2 22.82 916.020 881.6 22.71 904.310 

0.7 1128 21.95 1149.950 1027 21.17 1048.170 968.8 20.72 989.520 956.4 20.63 977.030 

0.8 1206 20.10 1226.100 1100 19.42 1119.420 1038 19.02 1057.020 1025 18.94 1043.940 

0.9 1278 18.58 1296.580 1167 17.97 1184.970 1103 17.61 1120.610 1089 17.53 1106.530 

1.00 1345 17.30 1362.300 1229 16.74 1245.740 1162 16.42 1178.420 1148 16.35 1164.350 

1.10 1407 16.21 1423.210 1287 15.69 1302.690 1218 15.40 1233.400 1203 15.33 1218.330 

1.20 1464 15.26 1479.260 1341 14.79 1355.790 1269 14.51 1283.510 1254 14.45 1268.450 

1.30 1518 14.43 1532.430 1391 13.99 1404.990 1318 13.73 1331.730 1302 13.68 1315.680 

1.40 1567 13.70 1580.700 1437 13.28 1450.280 1363 13.04 1376.040 1347 12.99 1359.990 

1.50 1613 13.04 1626.040 1481 12.65 1493.650 1405 12.43 1417.430 1389 12.38 1401.380 

1.60 1656 12.45 1668.450 1522 12.09 1534.090 1444 11.87 1455.870 1428 11.83 1439.830 

1.70 1696 11.92 1707.920 1560 11.57 1571.570 1481 11.37 1492.370 1465 11.33 1476.330 

1.80 1733 11.44 1744.440 1595 11.11 1606.110 1516 10.92 1526.920 1499 10.88 1509.880 
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2.00 1800 10.59 1810.590 1660 10.29 1670.290 1579 10.12 1589.120 1562 10.08 1572.080 

2.25 1872 9.710 1881.710 1730 9.442 1739.442 1648 9.288 1657.288 1631 9.255 1640.255 

2.50 1933 8.978 1941.978 1790 8.735 1798.735 1708 8.596 1716.596 1690 8.566 1698.566 

2.75 1985 8.359 1993.359 1842 8.137 1850.137 1759 8.009 1767.009 1741 7.982 1748.982 

3.00 2029 7.828 2036.828 1886 7.623 1893.623 1803 7.505 1810.505 1786 7.479 1793.479 

3.25 2067 7.366 2074.366 1924 7.176 1931.176 1842 7.066 1849.066 1825 7.043 1832.043 

3.50 2099 6.961 2105.961 1957 6.783 1963.783 1876 6.681 1882.681 1858 6.659 1864.659 

3.75 2126 6.602 2132.602 1986 6.435 1992.435 1905 6.339 1911.339 1888 6.319 1894.319 

4.00 2149 6.282 2155.282 2010 6.125 2016.125 1930 6.034 1936.034 1913 6.015 1919.015 

4.50 2185 5.734 2190.734 2049 5.593 2054.593 1971 5.512 1976.512 1954 5.494 1959.494 

5.00 2210 5.281 2215.281 2077 5.153 2082.153 2001 5.080 2006.080 1985 5.064 1990.064 

6.00 2237 4.575 2241.575 2110 4.467 2114.467 2037 4.405 2041.405 2022 4.392 2026.392 

7.00 2241 4.048 2245.048 2121 3.955 2124.955 2052 3.901 2055.901 2037 3.889 2040.889 

8.00 2232 3.638 2235.638 2117 3.555 2120.555 2051 3.508 2054.508 2037 3.498 2040.498 

9.00 2214 3.309 2217.309 2104 3.235 2107.235 2041 3.192 2044.192 2028 3.183 2031.183 

10.00 2190 3.038 2193.038 2084 2.971 2086.971 2024 2.933 2026.933 2011 2.925 2013.925 

11.00 2161 2.812 2163.812 2060 2.751 2062.751 2001 2.715 2003.715 1989 2.708 1991.708 

12.00 2129 2.619 2131.619 2032 2.563 2034.563 1976 2.530 1978.530 1964 2.523 1966.523 

13.00 2096 2.453 2098.453 2002 2.401 2004.401 1948 2.371 1950.371 1936 2.364 1938.364 

14.00 2062 2.308 2064.308 1971 2.259 1973.259 1919 2.231 1921.231 1908 2.225 1910.225 

15.00 2027 2.181 2029.181 1939 2.135 1941.135 1888 2.109 1890.109 1878 2.103 1880.103 
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Table 6. Collision, nuclear and total stopping powers (MeV cm2 g-1) for oxygen 
 

 

Energy 

(MeV) 

Re40–B60 Re50–B50 Re58–B42 Re60–B40 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

.Col

dE

dx

 
 
 

 
.Nuc

dE

dx

 
 
 

 
 
 
 Total

dE

dx
 

0.1 401.2 117.9 519.100 350.8 109.6 460.4 321.8 104.9 426.700 315.7 103.9 419.600 

0.2 565.3 89.48 654.780 498.4 84.62 583.02 459.9 81.83 541.730 451.8 81.24 533.040 

0.3 697.9 73.68 771.580 621.8 70.20 692 578.0 68.19 646.190 568.7 67.77 636.470 

0.4 818.9 63.31 882.210 735.0 60.57 795.57 686.8 59.00 745.800 676.6 58.67 735.270 

0.5 931.6 55.86 987.460 840.4 53.61 894.01 787.9 52.31 840.210 776.7 52.03 828.730 

0.6 1038 50.21 1088.210 939.4 48.28 987.68 882.7 47.17 929.870 870.6 46.94 917.540 

0.7 1139 45.74 1184.740 1033 44.06 1077.06 972.6 43.09 1015.690 959.7 42.88 1002.580 

0.8 1236 42.10 1278.100 1123 40.61 1163.61 1059 39.75 1098.750 1045 39.56 1084.560 

0.9 1330 39.07 1369.070 1210 37.73 1247.73 1141 36.95 1177.950 1126 36.79 1162.790 

1.00 1419 36.51 1455.510 1293 35.28 1328.28 1220 34.58 1254.580 1205 34.43 1239.430 

1.10 1506 34.30 1540.300 1373 33.17 1406.17 1297 32.53 1329.530 1280 32.39 1312.390 

1.20 1588 32.38 1620.380 1450 31.34 1481.34 1370 30.74 1400.740 1353 30.61 1383.610 

1.30 1667 30.68 1697.680 1523 29.72 1552.72 1440 29.16 1469.160 1422 29.04 1451.040 

1.40 1743 29.18 1772.180 1593 28.28 1621.28 1507 27.76 1534.760 1489 27.65 1516.650 

1.50 1815 27.84 1842.840 1661 26.99 1687.99 1571 26.50 1597.500 1553 26.39 1579.390 

1.60 1884 26.63 1910.630 1725 25.83 1750.83 1633 25.36 1658.360 1614 25.27 1639.270 

1.70 1949 25.53 1974.530 1786 24.77 1810.77 1692 24.33 1716.330 1672 24.24 1696.240 

1.80 2012 24.53 2036.530 1844 23.81 1867.81 1748 23.40 1771.400 1727 23.31 1750.310 
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2.00 2127 22.77 2149.770 1953 22.12 1975.12 1853 21.74 1874.740 1831 21.66 1852.660 

2.25 2257 20.94 2277.940 2075 20.35 2095.35 1971 20.01 1991.010 1948 19.94 1967.940 

2.50 2371 19.41 2390.410 2183 18.87 2201.87 2076 18.57 2094.570 2053 18.50 2071.500 

2.75 2471 18.11 2489.110 2280 17.62 2297.62 2170 17.34 2187.340 2146 17.28 2163.280 

3.00 2560 16.99 2576.990 2365 16.54 2381.54 2253 16.28 2269.280 2230 16.22 2246.220 

3.25 2638 16.01 2654.010 2442 15.59 2457.59 2328 15.35 2343.350 2304 15.30 2319.300 

3.50 2708 15.15 2723.150 2510 14.76 2524.76 2395 14.54 2409.540 2371 14.49 2385.490 

3.75 2770 14.39 2784.390 2570 14.02 2584.02 2456 13.81 2469.810 2431 13.77 2444.770 

4.00 2824 13.71 2837.710 2625 13.36 2638.36 2510 13.16 2523.160 2486 13.12 2499.120 

4.50 2917 12.54 2929.540 2718 12.23 2730.23 2603 12.05 2615.050 2579 12.01 2591.010 

5.00 2990 11.57 3001.570 2792 11.29 2803.29 2679 11.13 2690.130 2655 11.09 2666.090 

6.00 3095 10.05 3105.050 2902 9.816 2911.816 2791 9.679 2800.679 2768 9.650 2777.650 

7.00 3161 8.917 3169.917 2974 8.710 2982.71 2867 8.591 2875.591 2844 8.566 2852.566 

8.00 3201 8.029 3209.029 3020 7.847 3027.847 2916 7.742 2923.742 2894 7.719 2901.719 

9.00 3223 7.315 3230.315 3048 7.151 3055.151 2947 7.057 2954.057 2926 7.037 2933.037 

10.00 3233 6.727 3239.727 3063 6.578 3069.578 2965 6.493 2971.493 2944 6.475 2950.475 

11.00 3232 6.233 3238.233 3068 6.097 3074.097 2973 6.019 2979.019 2953 6.003 2959.003 

12.00 3225 5.813 3230.813 3065 5.687 3070.687 2973 5.615 2978.615 2953 5.600 2958.600 

13.00 3212 5.449 3217.449 3056 5.333 3061.333 2967 5.266 2972.266 2948 5.252 2953.252 

14.00 3195 5.132 3200.132 3043 5.024 3048.024 2956 4.961 2960.961 2938 4.948 2942.948 

15.00 3175 4.853 3179.853 3027 4.751 3031.751 2942 4.692 2946.692 2924 4.680 2928.680 
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Figure 6. Variation of range (R) as a function of kinetic energy in Re40-B60, Re50-B50, Re58-B42, and Re60-B40 

alloys shown for electron, proton, alpha, carbon and oxygen. 
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4. Conclusion and Suggestions 

 

In the present research, we calculated collision, 

nuclear, and total stopping powers for charged 

particles such as electron, proton, alpha, carbon, and 

oxygen for Re60-B40, Re58-B42, Re50-B50, and 

Re40-B60 alloys by using the ESTAR and SRIM-

2013 programs. We compared all the results with each 

other. The total stopping powers of charged particles 

(protons, alpha particles, heavy carbon, and oxygen 

ions) are minimum for the Re60-B40 alloy and 

maximum for the Re40-B60 alloy. Additionally, we 

noticed that the total stopping power decreased with 

the increase of the Re element and the decrease of the 

B element. Hence, we can deduce that the heavily 

charged particles have stopping powers in the 

following order: Re40-B60 > Re50-B50 > Re58-B42 

> Re60-B40. Also, we can say that the charged 

particle ranges decrease with an increasing 

concentration of the Re element, and change in the 

order of Re40-B60 > Re50-B50 > Re58-B42 > Re60-

B40. 
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Abstract 

 

The consequences of corrosion are catastrophic. Also costs to the global economy 

reached "$2.5 trillion, or world GDP's 3.4%". Despite the magnitude of the corrosion 

cost, it can be concluded that scientific studies on corrosion prevention are quite 

limited, except for high-risk sectors such as aviation and the fuel oil industry. It is 

important to fight against corrosion to ensure the safe operation of oil-carrying 

pipelines under the sea, and to prevent accidents and environmental damage. As a 

result of developing industry conditions and increasing needs, modeling corrosion is 

a very effective method for the prevention of corrosion. Industry, research 

companies, and universities have developed many corrosion rates and prediction 

models. One of them is the NORSOK M 506 model. In this study, the NORSOK M 

506 CO2 corrosion prediction model and the experimental results conducted by 

Nešić, Solvi and Enerhaug in 1995 were compared in terms of CO2 corrosion rate. 

The results showed that the mathematical corrosion model calculated nearly six times 

higher than the experimental studies. 
 

 
1. Introduction 

 

The use of large-diameter, thin-walled pipes in 

pipeline transportation to meet the rapidly growing 

demand for oil and gas resources has also increased 

the risk of high pressure operations. However, 

undersea oil transportation poses a serious threat of 

corrosion due to the difficult operating conditions. 

The Pipeline and Hazardous Materials Safety 

Administration (PHMSA) of the United States 

Department of Transportation (USDOT) stated 18% 

of major accidents in the United States of America 

(USA) between 1988 and 2008 were due to corrosion 

of the equipment [1]. Accidents such as Flixborough, 

(the UK, 1974), Berre l'Etang (France, 1988), Kallo 

(Belgium, 2005) and Gironde (France, 2007) 

highlight the potential for serious consequences of 

serious accidents [2]. Aside from the fact that 

approximately 40% of the pipelines around the world 

have reached the end of their design life, when 

corrosion in the pipelines considered, it would be fair 

 
* Corresponding author: altinten@gazi.edu.tr                                                    Received: 19.10.2022, Accepted: 28.02.2023 

to say that it is possible to have a major accident in 

the oil industry at any time. The number of incidents 

may increase in pipelines that have reached the end 

of their design life, as internal corrosion poses an 

increasing threat over time [3]. The corrosion cost 

worldwide is $2.5 trillion, which corresponds to 

3.4% of the world's GDP [4]. Considering that Italy 

ranks eighth among the ten most developed countries 

in the world with a gross product of $2.5 trillion, the 

importance of cost reduction can be better 

understood [5]. The National Society of Corrosion 

Engineers (NACE) published a research report titled 

International Measures of Prevention, Application, 

and Economics of Corrosion Technologies 

(IMPACT). The report concluded that studies on 

corrosion prevention will reduce the cost by between 

15% and 35% [4]. This is a valuable ratio when 

dealing with an inevitable phenomenon like 

corrosion.  

When fighting against corrosion there are 

several methods such as safety in design in the 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1191507
https://orcid.org/0000-0001-5779-8322
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industry, choosing the right material, strengthening 

the material, changing the ambient conditions 

(inhibitor addition, reducing the temperature and 

speed), cathodic and anodic protection, coating, 

modeling of corrosion damage, development of 

environmentally friendly economical corrosion 

protective materials like chromium despite its toxic, 

carcinogenic health effect [6] and coatings. 

Modeling operation conditions and accelerated 

corrosion tests in the laboratory environment may 

help to predict estimation of the remaining time to 

the major repair or replacement of 

equipment/material.  

As a result of developing industry conditions 

and increasing needs, modeling prevention of 

corrosion. Despite the magnitude of  corrosion is a 

very effective method for the corrosion cost, it can 

be concluded that scientific studies on corrosion 

prevention are quite limited, except for high-risk 

sectors such as aviation and the fuel oil industry. 

European Union (EU) Major Accident Reporting 

System (eMARS) database stated that 20 percent of 

the 137 major refinery incidents, that occurred since 

1984 have been caused by corrosion [7]. When the 

accidents caused by corrosion in the oil industry are 

considered, as seen in Figure 1, pipelines take the 

first place in the equipment list covering the most 

frequent accidents [8]. 

 

 

 
 

Figure 1. The number of process safety events (Tier 1) by equipment, redrawn from reference, redrawn. 

 

Corrosion occurs both inside and outside of 

oil subsea pipelines, although the most intense 

corrosion occurs outside of the pipe, internal 

corrosion has gained importance since it is related to 

the design life. Internal corrosion involves high risk 

due to the nature of the transported materials, the 

presence of water, and dissolved gases such as CO2 

and H2S. Crude oil is not corrosive, but they cause 

corrosion when electrolytes such as water are present 

in the environment [9]. The most common types of 

corrosion are organic acid, H2S, The use of large-

diameter, thin-walled pipes in pipeline transportation 

to meet the rapidly growing demand for oil and gas 

resources has also increased the risk of high pressure 

operations. However, undersea oil transportation 

poses a serious threat of corrosion due to the difficult 

operating conditions. The Pipeline and Hazardous 

Materials Safety Administration (PHMSA) of the 

United States Department of Transportation 

(USDOT) stated 18% of major accidents in the 

United States of America (USA) between 1988 and 

2008 were due to corrosion of the equipment [1]. 

Accidents such as Flixborough, (the UK, 1974), 

Berre l'Etang (France, 1988), Kallo (Belgium, 2005) 

and Gironde (France, 2007) highlight the potential 

for serious consequences of serious accidents [2].  

Aside from the fact that approximately 40% 

of the pipelines around the world have reached the 

end of their design life, when corrosion in the 

pipelines considered, it would be fair to say that it is 

possible to have a major accident in the oil industry 

at any time. The O2-induced corrosion, and sweet 
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corrosion (CO2 corrosion) [10], [11]. As a result of 

developing industry conditions and increasing needs, 

modeling of corrosion damage emerges as a very 

effective method in the prevention of corrosion. To 

obtain a more accurate estimation rate for CO2 [11]. 

Despite all these developments, corrosion rate 

prediction still exists as a problem to be solved for 

industries with high operational risk. 

Although many papers studied NORSOK 

M506, the exact difference between experiment and 

mathematical modeling is still unknown. In this 

study, corrosion rate calculation was performed with 

the NORSOK M 506 model developed for modeling 

CO2 corrosion and compared with the data collected 

with Nešić, Solvi and Enerhaug’s (1995) 

experimental study [12]. With this approach, it is 

aimed to determine the difference between the 

experimental and mathematical corrosion rate 

estimation for high operational risk processes.  

 

2. Material and Method 

 

2.1. Nešić, Solvi and Enerhaug’s experiment  

 

In this study, the data from the experimental study 

[12] conducted by Nešić, Solvi and Enerhaug in 1995 

were used. The corrosion rate was monitored using 

corrosion polarization resistance (LPR), potentio-

dynamic scavenging and electrochemical impedance 

techniques. The research was intended to see how 

flow affected carbon dioxide corrosion in the lack of 

protective surface films. It has been trying to come 

up with solutions to the problems associated with the 

transportation of the oil and gas industry. Nešić et al., 

1995 studied temperature, pH, and velocity effect on 

corrosion, a wide range of parameters ranging from 

laminar flow to highly turbulent flow were studied in 

test sections consisting of rotating cylinders and 

pipes: Temperature T=20-80°C, pH=4.0-6.0, partial 

pressure of CO2 𝑃𝐶𝑂2
=1 bar (100 kPa) and partial 

pressure of H2S 𝑃𝐻2𝑆=0 bar, velocity v=0-13 m/s, 

[NaCl]=1%, [HAc]=0 ppm, [Fe+2]<1 ppm. The 

experiments are repeated several times, replicated 

and derived from LPR measurements confirmed by 

weight loss measurements. The test dataset used in 

theoretical calculation from the experiment was 

shown in Table 1 [12]. 

 

 

 

 

 

Table 1. Test dataset used in theoretical calculation 

from Nešić et al. 1995. 

Parameter Value 

Test solution 
Ionized water, CO2 gas 

weighted 1% NaCl 

Temperature (°C) 20, 50, 80 

pH 4, 5, 6 

CO2 partial 

pressure (bar) 
1 

Flow rate (m/s) 2-12 

 

2.2 NORSOK CO2 corrosion model  

 

The Norwegian petroleum industry created the 

standard NORSOK M 506 model to calculate the 

corrosion rate caused by CO2 in hydrocarbon 

production and processing systems. The CO2 

corrosion rate at a place with temperature T is 

calculated using the NORSOK M 506 model. To 

make an ideal and safe design in multi-phase 

turbulent flow in subsea oil pipelines, the effects of 

operating parameters on pressure gradient, water cut 

and flow model should be investigated. In most 

experimental approaches, studies that can fully 

address these issues are limited. The model was 

created from the data obtained during the calibrating 

of the De Waard model [12], [13]. It allows the 

corrosion rate to be determined at temperatures 

between 5-150°C. The model revealed that the 

corrosion rate along the pipeline always decreases.  

The model results were validated and 

verified by the experimental data. The model is made 

up of three empirical equations that calculate the 

corrosion rate in mm/year depending on the 

temperature range. Equation (1) is as the following 

[14]. 

 

𝐶𝑅𝑇 = 𝐾𝑇 × 𝑓𝐶𝑂2

0.62 × (


19
)

0.146+0.0324 𝑙𝑜𝑔(𝑓𝐶𝑂2)

x𝑓(𝑝𝐻)𝑇 
(1) 

 

CRT, rate of corrosion in mm/year; KT, the 

equilibrium constant at temperature T; 𝑓𝐶𝑂2
, fugacity 

in bar; , shear stress Pa, pH-dependent function 

𝑓(𝑝𝐻)𝑇 at temperature. KT is a linear variable and 

changes depending on the temperature, presented in 

Table 2, T is the temperature in Celsius [14]. 
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Table 2. Variation of KT with temperature. 

T (°C) KT T (°C) KT 

5 0.42 80 9.949 

15 1.59 90 6.250 

20 4.762 120 7.770 

40 8.927 150 5.203 

60 10.695   

 

The fugacity of CO2 decreases with 

increasing temperature. Since pressure drops 

throughout the pipeline and due to high dependence 

on the system pressure (P), the fugacity diminishes 

with distance while the partial pressure (PCO2) is 

assumed to be constant. The fugacity fCO2 in the 

NORSOK model, is calculated by following 

equations (2) and (3) [14]. 

 

𝑓𝐶𝑂2
= 𝑎 × 𝑃𝐶𝑂2

 (2) 

 
𝑃𝐶𝑂2

= 𝐶𝑂2% × 𝑃 (3) 

 

In equations (2) and (3), 𝑓𝐶𝑂2
 is CO2 

fugacity, a fugacity constant, and PCO2 CO2 partial 

pressure In equation (4) and (5) Tk is the temperature 

in Kelvin. The fugacity constant varies according to 

the pressure value [14]: 

 

𝑎 = 10𝑃(0.0031−1.4 𝑇𝑘⁄ ) P 250 bar (25 000 000 Pa) (4) 

 

𝑎 = 10250(0.0031−1.4 𝑇𝑘⁄ ) P>250 bar (25 000 000 Pa) 
(5) 

  

pH is critical for corrosion calculation. In 

NORSOK M 506 corrosion model, variables in 

Table 3 are used to calculate pH effect (𝑓(𝑝𝐻)𝑇) 

between temperature of 5-80°C [14]. For higher 

temperatures (90, 120, and 150°C) pH function is 

divided into three different pH ranges as shown in 

Table 4 [14]. 

 

 

Table 3. Equations for pH effect 𝑓(𝑝𝐻)𝑇 calculation. 

T                             

        pH 
3.5 ≤ 𝑝𝐻 < 4.6 4.6 ≤ 𝑝𝐻 < 6.5 

5 𝑓(𝑝𝐻) = 2.0676 − (0.2309 × 𝑝𝐻) 𝑓(𝑝𝐻) = 4.342 − (1.051 × 𝑝𝐻)(0.0708 × 𝑝𝐻2)
)
 

15 𝑓(𝑝𝐻) = 2.0676 − (0.2309 × 𝑝𝐻) 𝑓(𝑝𝐻) = 4.986 − (1.191 × 𝑝𝐻) + 0.0708 × 𝑝𝐻2) 
20 𝑓(𝑝𝐻) = 2.0676 − (0.2309 × 𝑝𝐻) 𝑓(𝑝𝐻) = 5.1885 − (1.2353 × 𝑝𝐻) + (0.0708 × 𝑝𝐻2) 
40 𝑓(𝑝𝐻) = 2.0676 − (0.2309 × 𝑝𝐻) 𝑓(𝑝𝐻) = 5.1885 − (1.2353 × 𝑝𝐻) + (0.0708 × 𝑝𝐻2) 
60 f(pH) = 1.836 − (0.1818 × pH) 𝑓(𝑝𝐻) = 15.444 − (6.1291 × 𝑝𝐻) + (0.8204 × 𝑝𝐻2) − (0.0371 × 𝑝𝐻3) 
80 𝑓(𝑝𝐻) = 2.6727 − (0.3636 × 𝑝𝐻) 𝑓(𝑝𝐻) = 331.68 × 𝑒(−1.2618×𝑝𝐻) 

 

 

                                 Table 4. pH effect function for higher temperature. 

T 𝑝𝐻 𝑓(𝑝𝐻) 

90 

90 

90 

3.5  pH < 4.57 

4.57  pH  5.62 

5.62 pH  6.5 

𝑓(𝑝𝐻) = 3.1355 − (0.4673 × 𝑝𝐻) 

𝑓(𝑝𝐻) = 21254 × 𝑒(−2.1811×𝑝𝐻) 

𝑓(𝑝𝐻) = 0.4014 − (0.0538 × 𝑝𝐻) 

120 

120 

120 

3.5 pH < 4.3 

4.3  pH < 5 

5  pH  6.5 

𝑓(𝑝𝐻) = 1.5375 − (0.125 × 𝑝𝐻) 

𝑓(𝑝𝐻) = 5.9757 − (1.157 × 𝑝𝐻) 

𝑓(𝑝𝐻) = 0.546125 − (0.071225 × 𝑝𝐻) 

150 

150 

150 

3.5  pH < 3.8 

3.8  pH < 5 

5  pH  6.5 

𝑓(𝑝𝐻) = 1 

𝑓(𝑝𝐻) = 17.634 − (7.0945 × 𝑝𝐻) + (0.715 × 𝑝𝐻2) 

𝑓(𝑝𝐻) = 0.037 

 

The model calculates the mean shear stress () on the 

walls of straight pipe sections at medium to high 

superficial velocities of either the liquid or gas 

velocities. This shear stress is used to calculate the 

corrosion rate in the pipe. If there are any obstacles 

or other geometrical changes in the flow, the shear 

stress will be higher than what is calculated by the 

computer program. Additionally, different flow 

regimes and obstacles may generate shear stress 

fluctuations where the shear stress peaks may be 

considerably higher than the average shear stress.  

 If the shear stress is high, this may cause mesa 

attacks, with corrosion rates significantly higher than 

what is estimated by the model [14]. 

 

 = 0.5 × 𝜌𝑚 × 𝑓 × 𝑈𝑚
2  (6) 
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In equations (6), 𝑓 is friction factor, 𝜌𝑚 

mixture density (kg/m3) 𝑈𝑚 mixture velocity (m/s) 

[14]. In this study only one phase used, so no need to 

calculate mixture properties. 

 

3. Results and Discussion 

 

The data obtained from the experimental study was 

based on static conditions and also the shear stress 

was found by theoretical calculation in equation (6) 

by making some assumptions. In the mathematical 

modeling, the experimental conditions presented in 

Table 5 were taken into account. 

 

Table 5. Test parameters in used NORSOK M 506 

module. 

Case PH 
T 

(°C) 

𝑃𝐶𝑂2
 

(bar) 
V (m/s) 

Case 1-8 4 20 1 2, 3, 4, 5, 6, 7, 10, 12 

Case 9-16 5 20 1 2, 3, 4, 5, 6, 7, 10, 12 

Case 17-24 6 20 1 2, 3, 4, 5, 6, 7, 10, 12 

Case 25-32 4 50 1 2, 3, 4, 5, 6, 7, 10, 12 

Case 33-40 4 80 1 2, 3, 4, 5, 6, 7, 10, 12 

 

As a result of the theoretically calculated 

CO2 corrosion rate, it is determined that 5.08 mm 

thinning would occur per year under these 

conditions. In the experiment, it is determined that 

corrosion rate would be 1.33 mm. However, 

NORSOK M 506 predicted four times higher for this 

case. Then the same calculations were repeated on 40 

cases. The effects of flow rate, pH, and temperature 

on corrosion rate are explored in this section.  

 

3.1 Effect of pH and flow rate 

 

As mentioned earlier, in the experimental study all 

40 cases were carried out with the assumption of the 

stable velocity. Then shear stresses were calculated 

according to this assumption. In this paper, the 

calculated shear stress values were used also for the 

mathematical modeling of CO2 corrosion with 

NORSOK M 506 for comparison. To show flow rate 

and pH effects on corrosion rate, the researchers 

made measurements at different pH values. In Figure 

2 the experimental study was compared with the 

mathematical model. The experimental results were 

shown in the dotted lines and the theoretical results 

were in the solid lines (Figure 2).  

 

 
Figure 2. The effect of flow rate on corrosion rate 

at different pH values, comparison of values 

calculated with NORSOK, and experimental data 

from Nešić et al., 1995. 
T=20 °C, 𝑃𝐶𝑂2

= 1 bar, Ptotal =1 bar, pH=4.0-6.0,  

v=2-12 m/s. 

 
As shown in Figure 2, the flow rate effect 

was greater in the mathematical model compared to 

the experiment. The same tendency was detected in 

the theoretical results also, the corrosion rate 

increased as the flow rate increased. This was more 

apparent at higher velocities, corrosion rate increased 

rapidly after flow rate v=7-12 m/s. However, this 

was the case when the solution pH was low. At 

higher pH values, the corrosion rate acceleration 

tendency was lower. The corrosion rate increased as 

the pH value decreased, but this increase was not 

rapid at high pH. 

At high velocity conditions a more 

significant decrease is determined with increasing 

pH. In the mathematical model, as in the experiment, 

the fastest increase was observed at pH 4. While 

corrosion progresses rapidly to the metal surface 

during low pH, the corrosion rate decreases at 

moderate pH due to the partially protective feature of 

the protective film. At higher pH values, most 

minerals are insoluble and calcium carbonates build 

up on the surface and form a protective film, 

decreasing the corrosion rate [9], [13].  

The theoretical results obtained with NORSOK 

M 506 were compared with the experimental results 

at v=2 and 4 m/s velocities for the effect of pH and 

velocity values at different temperatures (20 and 
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50°C). The results are given in Figure 3. There is no 

experimental data for pH=5 and 6 at temperatures 50 

and 80°C. For this reason, at 50°C only theoretical 

results obtained from the NORSOK model were used 

in Figure 3. As expected, the values calculated with 

the NORSOK M 506 turned out to be higher when 

compared to the experimental data, the difference 

turns to be lower at high pH values, and temperature 

effects also decreased. As seen in Figure 3, the higher 

the pH value, the more consistent the experimental 

results of the NORSOK M 506 model. As expected 

the values calculated with the NORSOK M 506 

turned out to be higher when compared to the 

experimental data, the difference turns to be lower at 

high pH values, and temperature effects also 

decreased. As seen in Figure 3, the higher the pH 

value, the more consistent the experimental results of 

the NORSOK M 506 model are. 

 

 
Figure 3. The variation of corrosion rate with pH at 

different temperatures, comparison of theoretical 

and experimental results from Nešić et al. 1995. 
T =20, 50°C, PCO2 =1 bar, Ptotal =1 bar, pH=4.0-6.0, v=2, 

4 m/s. 

 

3.2 Effect of temperature 

 
Since all physicochemical processes related to 

corrosion accelerate with temperature, the rate of 

corrosion increases with temperature [9], [13]. The 

rate of corrosion, increased as the temperature 

increased. Results are shown in Figure 4. The dots in 

solid lines are shown theoretical calculation, and the 

dots in dotted lines are shown experimental results. 

 
Figure 4. The effect of flow rate on corrosion rate, 

calculated by NORSOK, at different pH and temperature 

values. 

T =20-80°C, 𝑃𝐶𝑂2
= 1 bar, Ptotal=1 bar, pH=4.0-6.0,  

v=2-12 m/s. 

 

As it is seen in Figure 4, the increase in 

corrosion rate is remarkable at high temperatures and 

low pH values in the mathematical model. In these 

conditions the effect of flow rate is more sensitive. 

At higher pH values, the effect of the flow rate 

decreased regardless of temperature. When corrosion 

rate is considered, although the effect of temperature 

was evident, the effect of pH is more dominant. After 

a 10 m/s flow rate, for a temperature of 20 and 80°C, 

pH 4, the increase in the corrosion rate is remarkable, 

but at pH 5 the difference between 20 and 80°C 

exceeding a flow rate of 10 m/s, was almost six-fold. 

Note that at high pH 6, the corrosion rate did not 

change much with temperature, while the effect of 

temperature increased as the pH decreased, however, 

the increase in the corrosion rate after 50°C was 

remarkable. Comparison with the model and the 

experimental study is shown in Figure 5. The effect 

of temperature was compared only at pH 4 because 

of a lack of experimental data. The dots in solid lines 

showed theoretical calculations, and the dots in 

dotted lines showed experimental results.  
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Figure 5. Comparison of theoretical results from 

NORSOK and experimental results from Nešić et al. 

1995 about temperature effect on the rate of corrosion at 

various velocities. 

T=20, 50, 80°C, 𝑃𝐶𝑂2
=1 bar, Ptotal=1 bar, pH=4.0,  

v=2-12 m/s. 

 

As seen in Figure 5, contrary to a sharp 

increase in corrosion rate at low temperatures in 

experimental study corrosion rate and flow rate 

increase with increasing temperature in the 

numerical model. And also the effect of the flow 

decreases at high temperatures in experimental 

study. In the NORSOK numerical model, the 

increase in corrosion rate with temperature has a 

higher acceleration after 50°C. For the determination 

of the difference between mathematical modeling 

and experimental study on CO2 corrosion, a 

comparison was made using the cases given in Figure 

6. T = 20°C, PCO2=1 bar, Ptotal =1 bar, pH= 6.0, v=2-

12 m/s. 

 

 

Figure 6. Comparison of the modeled corrosion 

rates by NORSOK with that obtained from Nešić et 

al., 1995 experimental study. 

Although NORSOK M 506 shows a more 

conservative approach, except for extreme values the 

model has a moderately fit. At the extreme values of 

pH and temperature, there was a variance, however, 

it is acceptable because of the measurement errors in 

the experiment. As a result, the theoretical model has 

an acceptable correspondence reached and the 

differences are determined also more datasets could 

be produced in different conditions in comparison to 

the experimental study.  

 

4. Conclusion and Suggestions 

 

In this paper, the rate of CO2 corrosion calculation 

was performed with the NORSOK M 506 model and 

the results are compared with the data collected with 

Nešić, Solvi and Enerhaug’s (1995) experimental 

study and led to the following conclusions: 

1. The flow rate effect was greater in the 

mathematical model compared to the 

experiment, and the corrosion rate increased 

as the flow rate increased. This was more 

apparent at higher velocities. Corrosion rate 

increased rapidly after flow rate v=7-12 m/s. 

However, this is the case when the solution 

pH is low. At higher pH, the corrosion rate 

acceleration tendency was lower. 

2. At high velocity, a more significant decrease 

is determined with increasing pH. The fastest 

increase is observed at pH 4. While 

corrosion progresses rapidly to the metal 

surface during low pH, the corrosion rate 

decreases at moderate pH due to the partially 

protective feature of the protective film.  

3. Experimental results at v=2 and 4 m/s 

velocities for the effect of pH and velocity 

values at different temperatures (20 and 

50°C) are compared. As expected, the values 

calculated with the NORSOK M 506 turned 

out to be higher when compared to the 

experimental data. The higher the pH value, 

the more consistent the experimental results 

of the NORSOK M 506 model are. 

4. At higher pH values, the effect of the flow 

rate decreased regardless of temperature. 

When corrosion rate is considered, although 

the effect of temperature was evident, the 

effect of pH is more dominant. After a 10 m/s 

flow rate, for a temperature of 20 and 80°C, 

pH 4, the increase in corrosion rate is 

remarkable, but at pH 5 the difference 

between 20 and 80°C exceeding a flow rate 

of 10 m/s, was almost six-fold.  
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In general, the level of corrosion rate 

increased with temperature and decreased with pH. 

Heating speeds up all the physicochemical processes 

causing corrosion and a lower pH indicates a higher 

concentration of corrosive H+ ions. In extremes, like 

the lowest and highest temperature/pH combination, 

there is a certain variance. The NORSOK model is 

not tailored to suit a specific data set, but rather 

calibrated to optimum performance across a wide 

variety of operating parameters. Eliminating 

discrepancies is rather challenging. The researchers 

found that even tiny amounts of contamination 

steaming from contents are harmful and can lead to 

erroneous measurements. It was observed that there 

were contaminating metals on the sample surface at 

the experiment. It was discovered that the most 

serious contamination came from the rubber hose 

connecting the pumps to the lines, which is an active 

agent for corrosion inhibition. The performance of 

the NORSOK M 506 was therefore reasonable and 

in most cases acceptable and calculates nearly six 

times higher than experimental studies. 
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Abstract 

In this study, prime ring S, which has been accepted to have charS≠2 characteristic, 

has been supposed also to have automorphism of , , , , λ and μ. It was aimed to 

examine the derivatives and automorphisms that provide certain identities on the Lie 

ideals of prime rings. 
 

 
1. Introduction 

 

Let S be a ring, , , , , λ and μ are mappings of 

S, and Z(S) denotes the center of S. By a prime 

ring, we mean a ring S in which for every x,y∈S, 

xSy=(0) implies x=0 or y=0. The operation of xy-

yx, represented by the  [x, y] commutator, and the 

operation of xy+yx, represented by the  (x, y) 

commutator, has been selected from the elements 

of S. Morever [x, y],=x(y)-(y)x and (x, 

y]),=x(y)+(y)x for x,y∈S. For subsets M, N of 

S, let [M, N], ={[x, y], ∣x∈M and y∈N}. 

The set K that satisfies the [S, K]⊂K 

property is called a Lie ideal of S. Here, the set K 

is an additive subset of the ring S.  

If 𝑆 = {(
𝑥 𝑦
𝑧 𝑡

) |𝑥, 𝑦, 𝑧, 𝑡 ∈ ℤ } and 𝐾 =

{(
𝑥 𝑦
𝑧 𝑥

) |𝑥, 𝑦, 𝑧 ∈ ℤ }  then K is a Lie ideal of S. 

For all x,y∈S when both conditions 

F(x+y)=F(x)+F(y) and F(xy)=F(x)y+xF(y) is 

satisfied, F mapping is called as a derivation of S. 

For all x,y∈S, when the condition of d(xy)=d(x) 

(y)+ (x)d(y), d mapping is called as a (,)-

derivation of S.  

Over the years, the commutativity of the 

rings has been investigated under certain derivative 

conditions. Various generalizations have been 

made in examining the commutativity of a ring 

under these conditions.On the other hand, these 

conditions, which are considered as d ordinary 

derivations, are examined in α - derivation, (σ,τ)-

derivation. 

On the other hand, the commutativity of 

the ring was investigated by taking its ideal and (or) 

Lie ideal instead of the R ring in these conditions. 

In 1970, I. N. Herstein verified the R ring is 

commutative if the condition [d(S), d(S)]⊆ Z(S) is 

met, where S is a prime ring and its characteristic 

is different from the value of 2. d is a derivative of 

the S ring and is nonzero [5]. In the same work, I.N. 

Herstein also proved that the S ring is commutative 

if the d(S) condition is satisfied. Later, J. Bergen et 

al. proved that KZ(S) when d(K)Z(S) and K is 

the Lie ideal of  S that has a value other than 2 and 

S is a ring that is prime [6]. 

In this study, prime ring S, which has been 

accepted to have charS≠2 characteristic, has been 

supposed also to have automorphism of , , , , 

λ and μ. Z(S) will denote the centre of an 

associative ring and C,={c∈S∣c(r)=(r)c, ∀ 

r∈S}. The equations frequently used in this study 

have been given below: 

[xy,z],=x[y,z],-[x,(z)]y=x[y,(z)]+[x, 

z],y 

[x,yz],=(y)[x, z],+[x, y],(z) 

(xy,z),=x(y,z),-[x,(z)]y=x[y,(z)]+(x, 

z),y 

(x,yz),=(y)(x, z),+[x, y],(z)=(y)[x, 

z],+(x, y),(z) 
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2. Preliminary 

 

Lemma 1 [1] If the condition [[J, a],, b],=0 is 

provided for the nonzero J ideal of the S ring, then 

[(a), (b)] becomes zero. 

Lemma 2 [1] If the condition [[a, J],,b],=0 is 

provided for the nonzero J ideal of the S ring, then [a, 

⁻¹(b)], becomes zero or b∈Z(S). 

Lemma 3 [2] If the condition d(K)⊂C,(S) is 

provided for the nonzero Lie ideal K of the S ring and 

d is a nonzero (, )-derivation of S, then K⊂Z(S). 

Lemma 4 [2] If the condition d(K)⊂C,(S) is 

provided for the nonzero Lie ideal K of the S ring then 

a∈C,(S) or K⊂Z(S). 

Lemma 5 [2] Let d:S→S be a nonzero (, )-

derivation and a∈S. If J is an ideal of S that is nonzero 

such that [d(J), a],⊂C, (S) then a∈Z(S) or 

{d⁻¹(a)=0 and d⁻¹ (a)=0}. 

Lemma 6 [2] If the condition [a, d(J)],⊂Cλ,μ(S) is 

provided for the nonzero ideal J of the S ring and d is 

a nonzero (, )-derivation of S and also d=d, 

d=d then a∈C,(S) or S is commutative. 

 

3. Automorphisms with Lie İdeals  

 

Let T:S→S be a nonzero automorphism and d:S→S a 

nonzero (, )-derivation. Let K be a nonzero Lie 

ideal of S. In this note, some results on 

automorphisms and Lie ideals of prime rings have 

been proven as seen below. 

Lemma 7 Let T be an automorphism of S and a, b∈S. 

(i) a∈CT,T(S) if and only if a∈C,(S), 

(ii) T(a)∈C,(S) ⇔ a∈CT⁻¹, T⁻¹(S), 

(iii) [T(a),b],∈Cλ,μ(S) ⇔ [a, b]T⁻¹,T⁻¹∈CT⁻¹λ,T⁻¹μ(S), 

(iv) If Cλ,μ(S)=0 then CTλ,Tμ(S)=0, 

(v) (T(a), b),∈Cλ,μ(S) ⇔ (a, b)T⁻¹,T⁻¹∈ CT⁻¹λ,T⁻¹μ(S). 

 

Proof  

(i) a∈CT,T(S)⇔aT(r)-T(r)a=0,∀r∈S⇔[a, 

T(S)],=0 ⇔ [a, S],=0 ⇔ a∈C,(S). 

(ii) T(a)∈C,(S ⇔ T(a)(r)-(r)T(a)=0,∀r∈S 

⇔ T(aT⁻¹(r)-T⁻¹(r)a)=0 ,∀r∈S 

⇔ aT⁻¹(r)-T⁻¹(r)a=0,∀r∈S 

⇔ a∈CT⁻¹,T⁻¹(S) 

(iii) T(a)(b)- (b)T(a)∈Cλ,μ(S) 

⇔ T(aT⁻¹(b)-T⁻¹(b)a)∈Cλ,μ(S) 

⇔ (aT⁻¹(b)-T⁻¹(b)a)∈CT⁻¹λ,T⁻¹μ(S) by (ii) 

⇔[a, b]T⁻¹, T⁻¹∈ CT⁻¹λ, T⁻¹μ(S) . 

(iv) Let Cλ,μ(S)=0. Then for any a∈CTλT,μ(S), aTλ(r)-

Tμ(r)a=0,∀r∈S 

⇒ T⁻¹(a)λ(r)-μ(r)T⁻¹(a)=0,∀r∈S 

⇒ [T⁻¹(a), S]λ,μ=0 ⇒T⁻¹(a)∈Cλ,μ(S)=0 

⇒ T⁻¹(a)=0 

⇒ a=0 

⇒ CTλ,Tμ(S)=0. 

On the other hand let CTλT,μ(S)=0. Then we get 

b∈Cλ,μ(S) 

⇒ bλ(r)-μ(r)b=0,∀r∈S 

⇒ T(b)Tλ(r)-Tμ(r)T(b))=0,∀r∈S 

⇒ T(b)∈ CTλ,Tμ(S)=0 

⇒ T(b)=0 

⇒ b=0 

⇒ Cλ,μ(S)=0 

(v) (T(a), b),∈Cλ,μ(S) 

⇔ T(a)(b)+(b)T(a)∈Cλ,μ(S) 

⇔ T(aT⁻¹(b)+T⁻¹(b)a)∈Cλ,μ(S) 

⇔ (aT⁻¹(b)+T⁻¹(b)a)∈CT⁻¹λ,T⁻¹μ(S) by (ii) 

⇔ (a, b)T⁻¹,T⁻¹∈ CT⁻¹λ,T⁻¹μ(S) . 

 

Lemma 8 Let T:S→S be a ring automorphism and a, 

b, c∈S. The equations that have been given below are 

true.  

(i) T[a, b],=[T(a), b]T,T, 

(ii) T(C,(S))=CT,T(S), 

(iii) [a, T(b)],=[a, b]T,T, 

(iv) (a, T(b)),=(a, b)T,T, 

(v) (T(a), b),=T(a, b)T⁻¹,T⁻¹. 

 

Proof 

(i) T[a, b],=T(a(b)-(b)a)=T(a)T(b)-

T(b)T(a)=[T(a), b]T,T. 

(ii) x∈T(C,(S)) 

⇒ x=T(a), a∈C,(S) 

⇒ T⁻¹(x)=a, a∈C,(S) 

⇒T⁻¹(x)∈C,(S)  

If we use (iii), x∈CT,T(S). On the other hand if 

y∈CT,T(S) then yT(r)-T(r)y=0,∀r∈S. Since T is an 

automorphism then we get T⁻¹(y)(r)-

(r)T⁻¹(y)=0,∀r∈S. That is T⁻¹(y)∈C,(S). This 

implies that y∈T(C,(S)). 

(iii) [a, T(b)],=aT(b)- T(b)a=[a, b]T,T 

(iv) (a, T(b)),=aT(b)+T(b)a=(a, b)T,T 

(v) (T(a), 

b),=T(a)(b)+(b)T(a)=T(aT⁻¹(b)+T⁻¹(b)a)=T(a, 

b)T⁻¹,T⁻¹ 
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Theorem 1 Let T be an automorphism of a ring S. Let 

K be a Lie ideal of S. 

(i) If T(K)⊂C, (S) then K⊂Z(S). 

(ii) If [T(K), a],⊂ Cλ,μ(S) then a∈Z(S) or K⊂Z(S). 

(iii) If [a, T(K)],⊂ Cλ,μ(S) then a∈C,(S) or K⊂Z(S). 

(iv) If (T(K), a),=0 then a∈Z(S) or K⊂Z(S). 

(v) If (a, T(K)),=0 then a∈Z(S) or K⊂Z(S). 

 

Proof  

(i) Let T(K)⊂C,(S).Then K⊂Cλ,μ(S) is obtained by 

Lemma 7 (ii), where λ=T⁻¹ and μ=T⁻¹. That is [K, 

S]λ,μ=0.Here T⁻¹ and T⁻¹ are automorphisms of S 

and [[S, K], S]λ,μ=0. If we use  Lemma 1 then we 

obtain that [K, (S)]=0 and so K⊂Z(S). 

(ii) Let K is a Lie ideal of R and [T(K), a],⊂ Cλ,μ(S). 

Then we have [K, a]T⁻¹, T⁻¹⊂CT⁻¹λ,T⁻¹μ(S) by Lemma 7 

(iii). This gives that [[S, K], a]ϕ,θ⊂ Cλ,μ(S), where 

ϕ=T⁻¹ and θ=T⁻¹ and so [d(S), a]ϕ,θ⊂ Cλ,μ(S) where 

d(r)=[v, r], ∀r∈S is a derivation. If we use Lemma 5 

then we obtain that a∈Z(R) or dϕ⁻¹μ(a)=0. That is 

a∈Z(S) or [v, ϕ⁻¹μ(a)]=0. Considering same argument 

for all v∈K we get 

 

a∈Z(S) or [K,ϕ⁻¹μ(a)]=0.  

 

If [K, ϕ⁻¹μ(a)]=0 then a∈Z(S) or K⊂Z(S) by [1]. 

(iii) If [a,T(K)],⊂ Cλ,μ(S) then we have [a, 

K],⊂CλT,μT(S) by Lemma 8 (iii). This means that 

a∈C, (S) or K⊂Z(S) by Lemma 4. 

(iv) Let (T(K), a),=0. Then we have (K, a)T⁻¹,T⁻¹=0 

by Lemma 8 (v). This means that a∈Z(S) or K⊂Z(S) 

by Corollary 2. 

(v) (a,T(K)),=0 implies that (a, K)T,T=0 by Lemma 

8 (iv). Considering Corollary 2 we obtain that 

a∈CT,T(S) or K⊂Z(S). If a∈CT,T(S) then [a, 

K]T,T=0 and so a∈C,(S) or K⊂Z(S) by Lemma 4. 

 

Corollary 1 Let T:S→S be a nonzero automorphism 

and K, L nonzero Lie ideals of S. 

(i) If [T(K), K],⊂ Cλ,μ(S) then K⊂Z(S). 

(ii) If [K, T(K)],⊂Cλ,μ(S) then K⊂C,(S) or K⊂Z(S). 

(iii) If [ K, L],⊂ Cλ,μ(S) then K⊂Z(S) or L⊂Z(S). 

 

Proof 

(i) Let [T(K), K],⊂ Cλ,μ(S). Then we have T(K)⊂C, 

or K⊂Z(S) by Lemma 4. If T(K)⊂C,(S) then 

K⊂Z(S) by Theorem 1 (i). 

(ii) [K, T(K)] ,⊂ Cλ,μ(S)⇒K⊂C,(S) or K⊂Z(S) by 

Theorem 1(iii). If K⊂C,(S) then [ [S, K], S],=0. 

This implies that [K, ⁻¹(S)]=0 by Lemma 1. That is 

K⊂Z(S). 

(iii) If we use Lemma 4 then we have K⊂C,(S) or 

L⊂Z(S). Considering in the proof of the (ii) we get 

K⊂Z(S) or L⊂Z(S). 

 

Theorem 2 Let K be a nonzero Lie ideal of S. Let 

T:S→S be a nonzero automorphism and d:S→S a 

nonzero (, )-derivation. 

(i) If [T(K), d(K)],⊂Cλ,μ(S) then K⊂Z(S). 

(ii) If [d(K), T(K)],⊂Cλ,μ(S) then K⊂Z(S). 

(iii) If (T(K), d(K)),=0 then K⊂Z(S). 

(iv) If (d(K), T(K)),=0 then K⊂Z(S). 

 

Proof  

(i) Let [T(K), d(K)],⊂Cλ,μ(S). Then we have 

d(K)⊂Z(S) or K⊂Z(S) by Theorem 1 (ii). 

Considering [4] we obtain that, K⊂Z(S) finally. 

(ii) Let [d(K), T(K)] ,⊂Cλ,μ(S). Using Theorem 1 

(iii), we clearly see K⊂Z(S). 

(iii) Let (T(K), d(K)),=0. In this case, we get 

d(K)⊂Z(S) or K⊂Z(S) by Theorem 1 (ii). 

Considering [4] we obtain that, K⊂Z(S). 

(iv) Suppose that (d(K), T(K)),=0. Then we have 

K⊂Z(S) by Theorem 1(ii). 

 

4. Conclusion and Suggestions 

 

In this paper, in the section named "Automorphisms 

with Lie İdeals", algebraic identities, including 

derivations on the prime ring, discuss, and we obtain 

derivations information.  

We also examine algebraic identities 

involving derivations on the Lie ideal of the prime 

ring. We prove that the Lie ideal, which satisfies the 

identities discussed in the section, is obtained in the 

center of the prime ring.  

In future studies, the hypotheses in this study 

can examine using homoderivations or 

semiderivations of the prime ring. 
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Abstract 

Plastics, which have a wide range in terms of production methods, have replaced 

traditional materials because their chemical and physical properties can be changed 

in the desired direction. The structural changes that occur when functional filler 

additives are used during production cause improvements in many physical 

properties of the new plastic. Using boron and boron compounds as additives 

positively affects the mechanical, thermal, electrical, optical, and physical properties 

of polymer composites. As it is known, plastics, which are flammable by nature, have 

a low oxygen index and therefore pose a danger to human life and the environment 

due to the threat of fire. In this study, the effects of zinc borate, which has flame-

retardant properties, on the physical and morphological properties of polypropylene 

were investigated. In addition, the effects of aging were investigated by UV aging at 

70°C for 15 and 30 days on the polymer composites produced in the study. PP/ZnB 

polymer composites with different concentrations (5, 10, 15, and 20%) were 

produced in a twin screw extruder to provide a more homogeneous mixture. Test 

samples of polymer composites, which were granulated with the help of a grinder, 

were successfully molded in the injection machine. Limit oxygen index (LOI) to 

examine the flaming behavior of the samples, heat deflection temperature (HDT), 

Vicat softening point, melt flow index (MFI) test to examine the thermal behavior, 

moisture content, and density test to examine the physical properties of the samples 

were performed. The microstructure examination of polymer composites was made 

with a scanning electron microscope (SEM). 
 

 

1. Introduction 

 

Polymers have a wide usage area in daily life and 

industry due to their easy processing, low cost, high 

corrosion resistance, lightweight, and many other 

advantages [1]. Despite these positive features, when 

used in the industry, they often do not give the desired 

feature and do not meet expectations. In such cases, 

fillers and additives of various sizes are added to 

alleviate the limitations in their mechanical and 

physical properties and to expand the application area 

[2]. Nowadays, inorganic particle reinforcement of 

organic polymers has become an area of great interest 

to improve the properties of polymers [3], [4], [5].  

 

* Corresponding author: elif.ulutas@marmara.edu.tr                                    Received: 26.10.2022 , Accepted: 03.02.2023 

 

Although it has many application areas around the 

world, polypropylene is easily flammable due to its 

chemical composition, namely the C, H, and O 

elements it contains [6], [7]. However, they pose a 

serious threat to both the human body and the 

environment due to dripping and burning [8]. 

Polymers such as polypropylene emit toxic 

gases and smoke during their combustion, which 

causes a serious problem for the production and use 

of polymers. It is also known that aromatic polymers 

are less flammable than aliphatic polymers. Flame 

retardants are added during polymerization or 

processing to improve the burning behavior of 

polymers. Due to their low cost and ease of use, 
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additive-type flame retardants are preferred more in 

industrial applications [9], [10], [11], [12], [13]. 

Especially zinc borate is among the boron 

components in the studies carried out for flame 

prevention and flame retardant in polymers. Zinc 

borate, which has smoke and afterglow suppressant 

properties, is used for both halogenated and non-

halogenated polymers since they have a flame-

retardant mechanism [14], [15], [16]. It is used to 

improve fire performance in paints, cables, fabrics, 

carpets, interior parts of automobiles and airplanes, 

textiles, paper, and polymeric materials [17], [18], 

[19], [20]. As a flame retardant and smoke 

suppressant, zinc borate is widely used in the plastics 

and electrical industries. Feng et al. [8] study 

investigated the flame retardancy effect of zinc borate 

on polypropylene composites. When 1% zinc borate 

was added to polymer composites, the LOI value 

increased from 27.1 to 30.7%, and in this case, zinc 

borate had a positive effect on the flame retardant 

properties and combustion performance of the 

composites. Similarly, Qin et al. [20] added zinc 

borate to the blend obtained by melting LLDPE/EVA 

mixtures and investigated the flammability and 

thermal stability behavior of the new mixture. Zinc 

borate, used as a flame retardant, increased the LOI 

value of the composites and also improved the UL-94 

rating. 

In this research article, the effect of zinc 

borate, which is used as a flame retardant in polymers, 

on the mechanical, thermal, and morphological 

properties of polypropylene was investigated. In 

addition, the effect of UV aging on polymer 

composites was investigated at 70C for 0, 15, and 30-

day periods. For the production of polymer 

composites containing zinc borate in different ratios, 

the melt mixing method in the extruder and the 

injection forming technique for the production of test 

samples were successfully applied. LOI was used to 

examine the flaming behavior of the samples; MFI, 

HDT, and Vicat softening point tests were used to 

examine the thermal behavior; and density, moisture 

content, and density tests were performed to examine 

the physical behavior of the samples. In addition, the 

microstructure examination of polymer composites 

was made with SEM. Then, the properties of the UV 

applied samples and the untreated samples were 

compared.  

2. Material and Method 

The values of PP (Moplen EP 3307) used in the study 

and supplied by Lyondell Basell are given as density 

0.900 g/cm3, MFI value 15 g/10 min (230C, 2.16 kg), 

and thermal distortion temperature (0.45 MPa, 

unannealed) 95C. Zinc borate (ZnHBO3), containing 

B2O3 45.0-48.0% and ZnO 37.5-39.0% in its 

structure, was supplied by Jinan ShiChao Chemical 

Co., Ltd. (China) and had a specific gravity of 2.72 

g/cm3, particle diameter ≤ 5.0µ.  

 
Table 1. Composition of the PP/ZnB polymer composites 

formulations. 

Groups Polypropylene (wt%) ZnB (wt%) 

1 100 - 

2 95 5 

3 90 10 

4 85 15 

5 80 20 

Before polymer composite production, 

polypropylene, and zinc borate were dried in a 

vacuum oven at 105°C for 24 hours. Initial mixing of 

the solid compositions was done in an LB-5601 

liquid-solid mixer (The Patterson-Kelley Co., Inc. 

USA) for 20 minutes. The mixture, which was 

prepared according to the ratios in Table 1, was mixed 

at a temperature of 180-220C at a pressure of 15 bar 

and a rotation speed of 20 rpm using a Mikrosan brand 

twin screw extruder (Mikrosan Instrument Inc. 

Türkiye). As a result of this process of obtaining a 

homogeneous mixture, PP/ZnB polymer composites 

were produced. To remove the water from the 

structure of the composites exposed to water during 

cooling in extrusion, the drying process was carried 

out again in the vacuum oven. Then, the injection 

molding technique was successfully applied between 

180-220C temperatures, 90-100 bar pressure and 20 

rpm speed. Moisture, HDT, Vicat softening point, 

density, MFI and LOI tests were performed on the 

produced test samples. SEM was used to examine the 

microstructure of polymer composites. The 

Devotrans brand test device was used to examine the 

thermal properties of polymers and for HDT and 

Vicat softening point tests performed by ISO 75 and 

ISO 307 standards, respectively. Density 

determination according to the ISO 2781 standard 

was made by taking the average of three samples. The 

MFI test, which allows commenting on the fluidity of 

the materials, was performed on the Zwick 4100 

brand test device by the ISO 1133 standard. Moisture 

content testing of all mixtures was performed with 

Kern DBS 60-3 equipment according to the ASTM 

D6980 standard. LOI testing of all blends was 

performed with Devotrans LOI equipment according 

to the ISO 4589 standard. In the Devotrans brand 

preheated UV test cabinet was used for the UV aging 
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process, the light distance was set to 50mm and 

Osram 300W ultra-vitalux lamp type was used. 

 

Figure 1. UV aging of PP/ZnB polymer composites 

The fractured surfaces of the PP/ZnB 

polymer composites were coated to a thickness of 

20Å gold-palladium mixture to avoid electrical 

charging by Polaron SC7640 (high-resolution spray 

coater) (UK). Microstructure investigation of 

polymer composites was carried out with a FEI Sirion 

XL30 FEG brand (Netherlands) SEM device at 20kV 

acceleration voltage.  

3. Results and Discussion 

The relationship between the LOI and the percentage 

of zinc borate in polypropylene polymer composites 

is shown in Figure 2-A. The inclusion of ZnB in the 

PP matrix increases the LOI value of the composites. 

For example, the LOI of the four different samples (5, 

10, 15, and 20% wt ZnB, without UV) are measured 

as 21, 23, 24.3 and 25% respectively. The LOI of pure 

PP is 17%. In comparison with the LOI of pure PP, 

the LOI increases by 47% for the composites with a 

20% wt ZnB concentration. Similar results are found 

in the other groups. On the other hand, UV holding 

time affects the LOI as well. For example, the LOI of 

PP/ZnB (80/20, without UV), PP/ZnB (80/20, 15 days 

UV), and PP/ZnB (80/20, 30 days UV), polymer 

composites are 25, 25.7 and 27% respectively. As the 

UV holding time increases, the LOI of the composites 

increases. The relationship between the HDT and the 

percentage of zinc borate in polypropylene polymer 

composites is shown in Figure 2-B.  The inclusion of 

ZnB in the PP matrix increases HDT of the composite. 

For example, the HDT of the four different samples 

(5, 10, 15 and 20% wt ZnB, without UV) are 

measured as 101, 103, 105 and 108oC respectively. 

The HDT of pure PP is 96oC. In comparison with the 

HDT of pure PP, the HDT increases by 13% for the 

composites with a 20% wt ZnB concentration. Similar 

results are found in the other groups. On the other 

hand, UV holding time affects the HDT as well. For 

example, the HDT of PP/ZnB (80/20, without UV), 

PP/ZnB (80/20, 15 days UV), and PP/ZnB (80/20, 30 

days UV), polymer composites are 108, 124 and 

125oC respectively. As the UV holding time 

increases, the HDT of the composites also increases. 

Ersoy and Tasdemir [21] investigated the effects of 5, 

10, 15 and 20% zinc borate on the properties of 

HDPE. According to the results of the HDT test 

applied to the composites obtained by using a twin 

screw extruder it was observed that the addition of 

zinc borate decreased this value. 

 
A 

 
B 

Figure 2. LOI and HDT values of the PP/ZnB polymer 

composites. 

The relationship between the Vicat softening 

point and the percentage of zinc borate in 

polypropylene polymer composites is shown in 

Figure 3-A.  With the inclusion of ZnB in the PP 

matrix, the Vicat softening point of the composite is 

found to be increasing. For example, the Vicat 

softening points of the four different samples (5, 10, 

15 and 20% wt ZnB, without UV) are measured as 

139, 140, 141 and 141oC respectively. The Vicat 

softening point of pure PP is 138oC. In comparison 
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with the Vicat softening point of pure PP, the Vicat 

softening point increases by 2% for the composites 

with a 20% wt ZnB concentration. Similar results are 

found in the other groups. On the other hand, the UV 

holding time affects the Vicat softening point as well. 

For example, the Vicat softening point of PP/ZnB 

(80/20, without UV), PP/ZnB (80/20, 15 days UV), 

and PP/ZnB (80/20, 30 days UV), polymer 

composites are 141, 145 and 154oC respectively. The 

Vicat softening point of the composites increases by 

about 9% when the UV holding time is increased. 

Yerlesen and Tasdemir [22] investigated some 

properties of the composites obtained by adding zinc 

borate and zinc oxide at different rates to HDPE. The 

HDT and Vicat softening point tests have obtained 

similar results in their study. Depending on the 

increase in zinc oxide or zinc borate ratio, the HDT 

and Vicat softening point values of the composites 

increased. 

 

 
A 

 
B 

Figure 3. Vicat softening point and moisture content 

values of the PP/ZnB polymer composites. 

The relationship between the moisture 

content and the percentage of zinc borate in 

polypropylene polymer composites is shown in 

Figure 3-B.  With the inclusion of ZnB in the PP 

matrix, the moisture content of the composite is found 

to be increasing. For example, the moisture contents 

of the four different samples (5, 10, 15 and 20% wt 

ZnB, without UV) are measured as 0.96, 1.1, 1.1 and 

1.1% respectively. The moisture content of pure PP is 

0.95%. In comparison with the moisture content of 

pure PP, the moisture content increases by 16% for 

the composites with a 20% wt ZnB concentration. 

Similar results are found in the other groups. On the 

other hand, the UV holding time affects the moisture 

content as well. For example, the moisture contents of 

PP/ZnB (80/20, without UV), PP/ZnB (80/20, 15 days 

UV), and PP/ZnB (80/20, 30 days UV), polymer 

composites are 1.1, 0.77, and 0.75% respectively. As 

the UV holding time increases, the moisture content 

of the composites decreases by about 32%. 
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Figure 4. MFI and density values of the PP/ZnB polymer 

composites. 

The relationship between the MFI and the 

percentage of zinc borate in polypropylene polymer 

composites is shown in Figure 4.  With the inclusion 

of ZnB in the PP matrix, the MFI of the composite is 

found to be increasing. For example, the MFI of the 
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without UV) are measured as 13.7, 14.2, 14.4 and 

14.5 (g/10 min) respectively. The MFI of pure PP is 

13.6 (g/10 min). In comparison with the MFI of pure 

PP, the MFI increases by 7% for the composites with 

a 20% wt ZnB concentration. Similar results are 

found in the other groups. On the other hand, the UV 

holding time affects the MFI as well. For example, the 

MFI of PP/ZnB (80/20, without UV), PP/ZnB (80/20, 

15 days UV), and PP/ZnB (80/20, 30 days UV), 

polymer composites are 14.5, 14.3 and 14 (g/10 min) 

respectively. When the UV holding time increases the 

MFI of the composites decreases. Guldas et al. [23] 

investigated the MFI values of the materials by 

adding different ratios of zinc borate to the powdered 

PP material. In the tests performed, it was determined 

that the MFI value increased due to the increase in 

temperature and pressure, while the MFI value 

decreased with the addition of zinc borate.  The 

relationship between the density and the percentage 

of zinc borate in polypropylene polymer composites 

is shown in the Figure 4-B.  With the inclusion of ZnB 

in the PP matrix, the density of the composite is found 

to be increasing. For example, the densities of the four 

different samples (5, 10, 15 and 20% wt ZnB, without 

UV) are measured as 0.8867, 0.8980, 0.8992 and 

0.9134 g/cm3 respectively. The density of pure PP is 

0.8804 g/cm3. In comparison with the density of pure 

PP, the density increases by 4% for the composites 

with a 20% wt ZnB concentration. Similar results are 

found in the other groups. On the other hand, the UV 

holding time affects the density as well. For example, 

the densities of PP/ZnB (80/20, without UV), PP/ZnB 

(80/20, 15 days UV), and PP/ZnB (80/20, 30 days 

UV), polymer composites are 0.9134, 0.9472 and 

0.9590 g/cm3 respectively. When the UV holding 

time increases, the density of the composites 

increases. The visuals of the microstructure analysis 

performed to examine the dispersion of the 

reinforcement/filling phase in the matrix, given in 

Figure 6, clearly show the contrast and boundaries 

between pp and zinc borate. Micrographs show that 

the zinc borate particles are homogeneously dispersed 

in the polymer matrix. 

 

 

 
          Pure PP                              PP/ZnB (95/5)                            PP/ZnB (90/10) 

 
PP/ZnB (85/15)                           PP/ZnB (80/20) 

Figure 5. SEM photographs of PP/ZnB polymer composites.  

 

4. Conclusion and Suggestions 

The effects of zinc borate and UV holding time on 

some properties, such as LOI, HDT, Vicat softening 

point, moisture content, MFI, density, and 

morphology of PP/ZnB composites, were 

investigated. Zinc borate and UV holding time have 

marginal effects on some physical properties such as 

HDT, and moisture content of the composites. The 

following results were obtained: The inclusion of ZnB 

into the PP matrix has a positive effect on the LOI 

values of the composites. The LOI values of the 

composite obtained by adding 20% ZnB to pure PP 

increased by 47%. At the same time, the increase in 

UV holding time has a similar effect on LOI. With the 

inclusion of ZnB in the PP matrix, the LOI of the 

composite is found to be increasing. By adding 20% 

by weight of ZnB to pure PP, HDT and Vicat 
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softening point values increase by 13% and 2%, 

respectively. Similarly, the increase in UV holding 

time also increases the HDT and Vicat softening 

points of composites. The inclusion of ZnB in the PP 

matrix causes an increase in the moisture content and 

MFI value. The inclusion of 20% ZnB in the polymer 

matrix increases the MFI of the composite by 7%. In 

addition, moisture test results show that composites 

containing 20% ZnB have 16% more moisture 

absorption capacity compared to pure PP. On the 

other hand, the UV holding time increases the 

moisture content, and the MFI of the composites 

decreases. The micrographs indicate that the zinc 

borate particulates are homogeneously dispersed on 

the fractured surfaces of the PP matrix.  
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Abstract 

Bitlis province, located in the Eastern Anatolia of Turkey, is the region with the 

highest snowfall in the country. Due to its highland and steep structure, the region is 

at high avalanche risk. The assessment of snow avalanche risks is critical in modern 

disaster management. In this study, the avalanche risks were assessed using the 

analytical hierarchy process (AHP), which is an effective multiple criteria decision-

making method. The avalanche risk was considered to depend on many factors, such 

as temperature, slope, elevation, aspect, land use, soil, lithology, precipitation, 

distance to the fault and population. The outputs obtained from the method were 

mapped in the GIS environment, and thus the avalanche risks of the region were 

determined. According to the results, especially the highland and steep southern parts 

and the two volcanic mountain foothills in the region were evaluated as high risk. 

The study results were validated by comparing past avalanche events and some 

previous research. 
 

 
1. Introduction 

 

Avalanche events are generally seen in rough, 

mountainous, and steeply sloping lands where there is 

no vegetation. Avalanches occur as a result of the 

snow mass accumulating in layers on the valley 

slopes sliding down the slope rapidly as a result of a 

first movement that starts with the effect of internal or 

external forces [1]. Physical factors such as 

topographic structure, earthquakes, vegetation 

features, gravity, the amount of snow mass, and 

human factors are effective in avalanche formation 

[2]. The main reason for avalanche formation is that 

the weak layer under the snow cover loses its ability 

to carry the load arising from the cover. 

Pre-disaster risk assessments play an 

important role in minimizing disaster damage. For 

this reason, many methods have been presented in the 

literature for the hazard and risk assessment of natural 

disasters such as avalanches. Natural disaster risks 

depend on many factors, such as the meteorological, 
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environmental, topographical, and human 

characteristics of the region. Therefore, multiple 

decision-making methods are often used to assess 

avalanche-like risks. One of these methods is the 

Analytical Hierarchy Process (AHP). Gret-Regamey 

and Straub [3] used a combined procedure of a 

Bayesian network with GIS for avalanche risk 

assessment in their study area (Davos, Switzerland), 

performing explicit modelling of all relevant 

parameters. Nefeslioglu et al. [4] used a modified 

analytical hierarchy process to assess avalanche 

hazards. They concluded that this method is a 

powerful tool for decision support problems, 

especially in complex situations. Kumar et al. [5] 

performed an avalanche susceptibility study for 

Nubra Valley using AHP with a multi-criteria 

decision method based GIS environment. The most 

important factors affecting the avalanche were 

considered to be slope, elevation, aspect, curvature, 

terrain roughness, and ground cover. Varol [6] 

reported that meteorological, environmental, 
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topographical, and human factors should be taken into 

account in order to better evaluate and predict the 

snow avalanche, which is one of the hydrogeological 

disasters. Their effort is on the susceptibility maps of 

avalanche potential in the Uzungol in northeastern 

Turkey using some methods such as the Frequency 

Ratio (Fr), Analytical Hierarchy Process (AHP), and 

Fuzzy-AHP (FAHP). In the study, five criteria, 

namely slope, aspect, elevation, curvature, and 

vegetation, were applied to the model. Naseryu and 

Kalkan [7] performed an avalanche risk assessment 

using GIS based AHP for Van province, neighboring 

Bitlis in Turkey. In their study, they considered some 

basic parameters for avalanches, i.e., elevation, slope, 

aspect, curvature, and land cover. Elmastaş and 

Özcanli [8] determined the avalanche disaster areas of 

Bitlis using the GIS environment, and then analyzed 

the avalanche risk depending on only slope criterion. 

Göksu and Leventeli [9] obtained an avalanche 

sensitivity map of Bitlis province by combining 

elevation, gradient, aspect, curvature and land use 

maps with the help of GIS technique, and controlled 

their results by remote sensing method. However, in 

these last two studies, no multiple decision-making 

method was applied. Another study on the study area 

was conducted by Selçuk [10]. This study pointed out 

that most avalanche fatalities in Turkey have occurred 

in Bitlis Province, and within the scope of this study, 

the sensitivity and accuracy analysis for the avalanche 

hazard in Bitlis province was evaluated by using 

geographic information system (GIS) based multi-

criteria decision analysis (MCDA). Five decision 

criteria, such as elevation, slope, aspect, vegetation 

density, and land use, were taken into account in the 

study, but some other important criteria affecting 

avalanche events, such as seismicity, lithology, 

population, precipitation/snowfall, temperature, and 

soil, were not considered. Flood [11], landslide [12], 

and rockfall [13] risk analyses were also performed 

for the same region using a GIS-based AHP.  

As the brief literature review above indicates, 

multi-criteria decision making methods are a very 

powerful tool for assessing natural disaster risks such 

as avalanches when combined with GIS techniques. 

A few studies have been conducted on the avalanche 

risk assessment of the province of Bitlis, which is at 

high avalanche risk. In these previous studies, it was 

seen that either the number of criteria was not 

sufficient or any multiple decision-making technique 

was not applied. Many of these studies also failed to 

account for risk factors such as population.  In this 

study, avalanche risk assessment for Bitlis province, 

which is the place with the highest snowfall in 

Turkey, was carried out using a GIS-based AHP 

method with a large data set. 

2. Material and Method 

 

2.1. Study Area 

 

The region most exposed to avalanche events in 

Turkey is the Eastern Anatolia Region due to its 

barren and mountainous terrain with heavy snowfall 

[14]. As seen in Fig. 1, the maximum snow depth in 

Turkey is concentrated in the province of Bitlis, 

which is our study area. Also in Fig. 2, the second 

place where avalanches are most common in this 

region is Bitlis after Bingöl. The average elevation of 

Bitlis province, considered the application area in this 

study, is 1500 m above sea level, and its area is 6707 

km2. The area, which has a volcanic structure, is also 

located in a seismically active region. In terms of 

climate characteristics, Bitlis and its surroundings are 

a transition between the harsh continental climate of 

Eastern Anatolia and the Mediterranean climate. The 

region's location at the crossroads of hot and flat 

Southeastern Anatolia and cold and mountainous 

Eastern Anatolia provides a microclimatic feature. 

The humid air originating from Lake Van, which is 

the largest soda lake in the world at 1650 m elevation 

in the east, is another important factor in the heavy 

snowfall in the region. In the region, between 1959 

and 2020, the lowest temperature in the region was -

24.1 °C in January, and the highest temperature was 

34.3 °C in July. The annual average temperature is 

given as 9.0 oC. The maximum snow depth between 

these years was measured as 250 cm. The total 

precipitation falling on the area is 1047 mm on 

average. The total precipitation falling on the area is 

1047 mm on average [15]. About 50% of this 

precipitation is in the form of snowfall in winter and 

partly in spring and autumn. Fig. 3 depicts monthly 

snow covered days (a) and monthly average snow 

depths (b) observed at two measurement stations over 

many years.   According to these graphs, the region is 

covered with snow for 6 months of the year and the 

snow thickness reaches 250 cm on average in January, 

February and March. These climatic factors are the 

main reasons for the frequent avalanche events in the 

region. In addition, the mountainous and steep 

topography and tectonic structure of the region are 

other important factors that increase the avalanche 

risk.  

In the province of Bitlis, 265 avalanche 

events were reported between 1950 and 2019. Bitlis 

province is the region with the highest amount of 

snowfall in Turkey. Terzi [16] showed that Bitlis is 

the first in Turkey with a 50-year period ground snow 

load of 4.6 kN/m2 (Fig. 4). Aydin and Isık [17] 

explained the reason for this as a micro-climatic 

feature display in which climate transitions occur in 
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the region, and they reported 11.87 kN/m2 the ground 

snow loads with the 50-year return period depending 

on the meteorological measurements and their 

statistical analyses. Based on these results, they 

warned that the current standards and codes do not 

reflect the actual snow loads. According to Elmastaş 

and Özcanli [8,] approximately 50% of Bitlis 

province is at risk of avalanche. Ekinci et al. [18] 

assessed the natural disaster diversity of Bitlis 

Province using Fine-Kinney method. They found that 

the settlements, especially in the rugged southern 

parts of the area (Hizan, Mutki and Tatvan towns 

together with Bitlis center) are at high risk. According 

to Göksu and Leventeli [9], Bitlis is the province 

where avalanche disasters occur the most in Turkey. 

The numbers of avalanche events that occurred in the 

study area between 1960 and 2020 are given in Fig. 5. 

  

 

Figure 1. Map of maximum snow depth in Turkey [19] 

 

 

Figure 2. Location of application area and avalanche events in Turkey between 1950 and 2019 [20] 
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Figure 3. For long years; a) monthly number of days with snow cover, b) monthly depth of snow cover (cm) 

 

 

Figure 4. Normalized ground snow loads with the 50-year return period in the Eastern Anatolia region in Turkey [16] 

 

Figure 5. Annual avalanche event numbers between 1965 and 2010 [18] 

 

2.2. Methodology 

The Analytical Hierarchy Process (AHP) introduced 

by Saaty [21] is the most widely used method among 

Multi-Criteria Decision Making Methods (MCDM). 

In AHP, the hierarchical structure and comparison 

matrix are explained as the first step, and then the 
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comparison matrix is transformed into a priority 

vector and the fit ratio is determined according to 

random index values [22]. Fig. 6 shows a schematic 

of the three-level hierarchical structure used for a 

MCDM problem, with the high-level decision goal 

representing the lower-level criteria and, if any, the 

lower-level alternatives [23]. Here, decision options 

are at the lowest level. AHP can be used with many 

criteria according to their common characteristics, so 

the number of criteria and the correct definition of 

each criterion are important for the consistency of 

pairwise comparison. After the hierarchical structure 

is established, the importance levels of the criteria are 

discussed with the decision makers, the importance 

density of the criteria is scored between 1 and 9, and 

the bilateral relations between the criteria are 

determined [23]. 

 

Figure 6. Network of three-level hierarchical structure for 

MCDM problem [23] 

After the normalized matrix is obtained, the 

average of each row of the matrix gives the weight 

vector. The product of the weight vector and the 

comparison matrix gives the following matrix of 

priorities. 

[AWi] = [A][Wi]     (1) 

The maximum eigenvalue (λmax) is obtained 

by the following equation: 

𝜆𝑚𝑎𝑥 =
1

𝑛
∑

𝐴𝑊𝑖

𝑊𝑖

𝑛

𝑖=1

 (2) 

where, n is criteria number, A is the pairwise 

comparison matrix, and W is the weight vector. Saaty 

[21] called this method for determining the weight 

vector as the fundamental right eigenvector method 

(EM). It was suggested in the literature that the 

pairwise comparison matrix A should have an 

acceptable consistency controlled by the consistency 

ratio (CR) [23]: 

𝐶𝐼 =
(𝜆𝑚𝑎𝑥 − 𝑛) 

(𝑛 − 1)
 (3) 

 𝐶𝑅 =
𝐶𝐼

𝑅𝐼
 

(4) 

In which, the CI is the consistency index, RI is the 

random inconsistency index taken from Table 1. 

 

Table 1. RI values according to numbers of criteria (n = 1 – 15) [24] 

n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.48 1.56 1.57 1.59 

 

When CR < 0.10, the comparison matrix has reached 

acceptable consistency, otherwise, the decision-

making process must be repeated until consistency is 

achieved. CR = 0.00 means that the consistency 

reaches the best value [24], [25]. 

 

3. Results and Discussion 

 

3.1. Snow Avalanche Risk Assessment 

 

Generally, risk is evaluated as the product of hazards 

and vulnerabilities. The factors (criteria) that may 

have the potential for any damage, harm, or adverse 

health effects on property and people are described as 

hazards. The vulnerability, on the other hand, is the 

susceptibility to damage or harm to a property or 

people. In other words, while the hazard refers to the 

factors that affect the event, the vulnerability refers to 

the factors that are affected by the event. In this study, 

precipitation, temperature, slope, elevation, aspect, 

soil, lithology, and fault were considered as hazard 

factor, while land use and population as vulnerability, 

as seen in the flow chart of GIS-based AHP in Fig. 7. 

According to the AHP results, the final risk score is 

calculated as follows [26], [27] and then visualized 

using GIS. 

𝑅 = ∑ 𝑤𝑖 × 𝑐𝑖

𝑛

𝑖=1

 (5) 

where, wi and ci represent the weights and the overall 

criteria respectively.  The dataset of the criteria in Fig. 

7 were obtained from open sources of the relevant 

institutions [15], [28]-[36]. 
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Figure 7. Flow-chart of the GIS-based AHP for risk assessment of snow avalanche 

 

Table 2. Derivation of the weight vector based on the normalization matrix 

Matrix A Tem.  Slope Eleva.  Aspect  L. use Soil  Lit. Prec. Fault. Pop. 
Wi 

(%) 

Temperature 0.302 0.476 0.367 0.311 0.255 0.208 0.200 0.178 0.157 0.127 25.8 

Slope 0.101 0.159 0.245 0.233 0.191 0.208 0.200 0.178 0.157 0.127 18.0 

Elevation 0.101 0.079 0.122 0.233 0.191 0.139 0.150 0.133 0.131 0.127 14.1 

Aspect 0.076 0.053 0.041 0.078 0.191 0.139 0.150 0.133 0.131 0.109 11.0 

Land use 0.076 0.053 0.041 0.026 0.064 0.139 0.100 0.133 0.131 0.109 8.7 

Soil 0.101 0.053 0.061 0.039 0.032 0.069 0.100 0.089 0.105 0.109 7.6 

Lithology 0.076 0.040 0.041 0.026 0.032 0.035 0.050 0.089 0.079 0.091 5.6 

Precipitation 0.076 0.040 0.041 0.026 0.021 0.035 0.025 0.044 0.079 0.091 4.8 

Fault distance 0.050 0.026 0.025 0.016 0.013 0.017 0.017 0.015 0.026 0.091 3.0 

Population 0.043 0.023 0.018 0.013 0.011 0.012 0.010 0.009 0.005 0.018 1.6 
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In order to obtain the normalization matrix in Table 2, 

firstly, each criterion is scored and a pairwise 

comparison matrix is created based on expert opinion. 

Then, the score of each criterion is divided by the sum 

of its own column and the elements of the 

normalization matrix are calculated. The average of 

each row of the normalization matrix gives the weight 

of the relevant criterion. According to the relations 

given in the methodology section, the parameters of 

AHP were calculated as λmax = 10.992, RI = 1.49 from 

Table 1, CI = 0.110 and CR = 0.07. The consistency 

ratio CR = 7% < 10% which indicates the consistency 

of the comparison matrix. As a result, the weights of 

the criteria were estimated as %25.8 of the 

temperature, 18% of the slope, 14.1% of the elevation, 

11% of the aspect, %8.7 of the land use, %7.6 of the 

soil, 5.6% of the lithology, 4.8 of the precipitation, 3.0 

of the fault distance, and 1.6% of the population, as 

seen in Table 2.     

 

3.2. Spatial Analysis 

 

The hazard and vulnerability maps effective for 

avalanches were presented in Fig. 8. The raster maps 

in this figure were obtained by transferring the scores 

of each criterion used in AHP to the GIS environment. 

One of the criteria that can affect the avalanche is 

temperature. Since snow accumulations are greater in 

cold areas, local cold areas in the north of the 

temperature map in Fig. 9 were scored high, and 

warm areas in the south were scored low. The 

volcanic Mount Süphan in the north appears to be the 

coldest part due to its high elevation and the colder 

climate of the north. However, although the southern 

parts are warmer, due to the mountainous and rugged 

nature of these parts, many snowfalls occur, and in 

this case, the effect of the slope comes to the fore. As 

can be seen on the slope map, the mountainous and 

rugged southern parts are more critical in terms of 

avalanche risk. High-altitude areas are riskier areas in 

terms of avalanches as both the slope and snowfall 

increase. Therefore, higher regions on the elevation 

map are scored higher. Due to the temperature 

differences during the day, the risk is higher on the 

southern faces. For this reason, the southern surfaces 

are rated with a higher hazard score in the aspect map. 

Avalanche susceptibility is high in land use, 

particularly on high and steep slopes prone to 

avalanches. Additionally, while the hazard score is 

low in flat alluvial lands on the soil map, rough soil 

structures with hard and steep structures are 

considered as riskier places. Although the entire 

region has high snowfall, the central and southern 

regions where precipitation is concentrated are under 

higher avalanche risk, as can be seen from the 

precipitation map. On the other hand, since active 

fault zones can trigger avalanches, the hazard score of 

the regions close to the faults is considered high in the 

fault map. Another factor vulnerable to avalanche risk 

is population. The high-population residential areas 

are more vulnerable to avalanche risk than other 

areas, as seen in the population map in Fig. 8. 
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Figure 8. Raster maps of the criteria effective on avalanche risk 

 

The maps in Fig. 8 were processed in the GIS 

environment in proportion to their weights gained 

from AHP, and the resulting risk map for snow 

avalanches is presented in Fig. 9. As can be seen in 

this risk map, especially the highland and steep 

southern regions were determined to be high risk, and 

the relatively flat middle regions were determined to 

be low risk. It is seen that the regions with the highest 

avalanche risk are the foothills of Suphan Mountain 

in the north and the highlands in the east of Hizan 

district in the south. The foothills of the Nemrut 

Crater Lake, which are rising in the middle flat region, 

are also under high avalanche risk. In order to verify 

the risk map, avalanche events observed in the past 

few years and the avalanche sensitivity map obtained 

by Göksu and Leventeli [9] are given in Figs. 10a and 
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Fig. 10b respectively. Accordingly, it was observed 

that the avalanche events that occurred in the past 

generally overlap with the medium and high-risk 

regions of the risk map obtained in this study. In 

addition, the obtained map is also compatible with the 

avalanche vulnerability map presented by Göksu and 

Leventeli [9], which was only obtained by overlaying 

some of the land criteria with the GIS. The study 

results also match significantly with the risk-hazard 

map of the region presented by Selçuk [10]. The 

results indicate the verification of the risk map in this 

study. 

 

Figure 9. Final risk map of the snow avalanche 

 

 

Figure 10. a) Locations of avalanche events in Bitlis between 1965 and 2010 [18], b) The avalanche sensitivity map of 

the Bitlis [37] 

 

4. Conclusions 

 

In this study, avalanche risks in the province of Bitlis, 

which is the region with the highest snowfall in 

Turkey, were assessed using a GIS-based AHP. The 

avalanche risk of the study area was mapped based on 

the weights of temperature, slope, elevation, aspect, 

land use, soil, lithology, precipitation, distance to a 

fault, and population criteria. According to the results 

of the study, the highland and steep southern regions 

of the study area were obtained as high-risk areas, and 

the relatively flat middle regions were determined as 
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low-risk areas. The highest-risk regions are the 

foothills of Süphan Mountain in the north and the 

highlands in the east of Hizan district in the south. The 

foothills of the Nemrut Crater Lake are also under 

high avalanche risk. The obtained risk map is in 

agreement with the avalanche events of the past and 

with a previous avalanche susceptibility map in the 

literature.  

The findings obtained from the study will 

make important contributions to effective disaster 

management against avalanche events in the study 

area. Thus, it will be possible to prevent important 

losses of life and property that may occur in the 

region. An innovative interactive risk assessment of 

the region can be performed by combining the risk 

maps obtained from this study with the risk maps 

obtained for other disaster types. These risk maps are 

expected to make significant contributions to 

institutions and academics operating in this field 

today and in the future. 
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Abstract 

Today, the production of Portland cement (PC) causes a significant release of carbon 

dioxide (CO2) gas into the atmosphere. The CO2 gases released into the atmosphere 

create environmental pollution worldwide and prevent current and future generations 

from living in a cleaner environment. To minimize the harmful effect of the PC on 

the environment, it is used in concrete mixtrues by displacing it in specific 

proportions with different industrial wastes.  Using industrial wastes such as fly ash 

(FA), silica fume (SF), and marble powder (MP) in concrete mixtures by replacing 

cement in specific proportions is vital in terms of sustainability. The primary purpose 

of this study is to examine the effects of FA, SF, and MP comparatively replaced 

with cement at the rates of 10%, 20%, and 30% on the flowability, mass loss (ML), 

and residual compressive strength (RCS) of mortars before and after freeze-thaw (F-

T) cycles. According to the results, the effects of FA, SF, and MP on mortars' fresh 

and hardened properties vary considerably. However, using FA, SF, and MP instead 

of cement significantly improves the matrix's weak cement/aggregate interface 

transition zones (ITZ) by showing the filler effect. They contribute considerably to 

reducing mass losses and increasing the RCS capacities of mortars. Compared to 

room conditions, the reduction in RCS capacities of the control mortar was 21.32% 

after 200 F-T cycles, while the decrease in RCS capacities of FA-, SD-, and MP-

added mortars was between 7.86% and 19.85%. While the mass loss of the control 

sample after the 200 F-T cycle is 1.23%, the mass loss of mortars with FA, SF, and 

MP additives is lower and varies between 0.44% and 1.02%. 
 

 
1. Introduction 

 

The use of ready-mixed concrete in developing 

countries such as China, India, and Turkey is 

increasing daily due to the rapid augmentation in 

industrialization and infrastructure investments. In 

addition, the construction of new residences to meet 

the housing needs of the rapidly growing population 

in these countries quickly raises the demand for 

ready-mixed concrete. This situation leads to a 

significant increase in the use of Portland cement 

(PC), one of the main components of ready-mixed 

concrete [1]-[4]. The clinker production stage causes 

considerable carbon dioxide (CO2) emissions in PC 
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production processes. During the production of 1 ton 

of PC, approximately 0.85-1 ton of CO2 is released 

into the atmosphere [5]. As it is known, CO2 is called 

greenhouse gas, and these gases cause significant air 

pollution and global warming. Therefore, in recent 

years, studies on using some industrial wastes in 

concrete mixes instead of PC have gained momentum 

in terms of sustainability. [6], [7]. Some of the most 

commonly used industrial waste supplementary 

cementitious materials in concrete mixtures that can 

be replaced with PC are fly ash (FA), silica fume (SF), 

and marble powder (MP). FA is a waste product 

resulting from the combustion of ground coal at 1100-

1600 oC in thermal power plants. Approximately 50 
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million tons of lignite coal are used annually in 

thermal power plants in Turkey. As a result, each 

year, 12 million tons of waste FA are released into the 

environment [8]. SF is a gray-colored waste powder 

obtained from the reduction of high-purity quartzite 

with silicon or ferrosilicon alloy with coke in electric 

arc furnaces. As a result of production at Antalya 

Ferrochrome facilities in Turkey, around 500-1000 

tons of waste SF material are produced annually [9]. 

MP is formed either during the production of block 

marble in quarries or during the processing of blocks 

by cutting them in the factory so that the marble can 

be used, or during the production of slab marble. 

Turkey is among the wealthiest countries in the world 

in terms of marble, with a total of 5.2 billion m3 (13.9 

billion tons) of marble reserves, which has 

approximately 40% of the world's resources [10]. In 

Turkey, 40-60% of the 7 million tons of marble 

produced annually, which can be expressed as a 

million tons, is dumped on the roadsides or around the 

production facilities [11]. Concrete is exposed to 

many physical and chemical effects depending on the 

time during its service life, and therefore its strength 

and durability properties are significantly reduced. 

One of the most important physical effects that 

negatively affect the strength and durability 

properties of concrete is the freeze-thaw (F-T) effect. 

As is known, when water freezes, it expands in 

volume. When the water in the pores and capillary 

spaces freezes, it expands and exerts stresses on the 

walls of these gaps and pores, resulting in micro 

cracks.  As a result of the volumetric expansion and 

freezing of water after repeated F-T effects, 

deterioration, fragmentation, and ruptures occur in the 

concrete microstructure. As a result, the service life of 

concrete is shortened, maintenance costs increase, 

and it becomes uneconomical [12], [13]. One of the 

most effective ways to improve the strength and 

durability properties of concrete exposed to F-T 

cycles is to use FA, SF, and MP in concrete mixtures 

by replacing PC in specific proportions. The benefits 

of FA, SF, and MP such as strengthening the bonding 

at the aggregate interface of the cement matrix 

(paste), creating a denser structure with a higher 

composition by filling the voids in the concrete 

microstructure, preventing the formation of sweating 

and plastic shrinkage, and strengthening the concrete 

internal system against harmful chemicals by 

reducing permeability. Furthermore, due to the higher 

specific surface area of SF compared to cement, it 

accelerates the setting of concrete, creates an 

additional reaction surface for hydration, creates 

additional calcium-silicate-hydrate (C-S-H) gels due 

to its high pozzolanic activity, and fills gel voids and 

capillary voids. Thus, some researchers have strongly 

recommended using FA, SF, and MP to improve the 

strength and durability properties of concrete against 

F-T cycles [14]-[25]. 

 

2. Material and Method 

 

CEM I 42.5 R type ordinary Portland cement (OPC) 

[26], CEN standard sand as fine aggregate [27], F-

class FA, SF, MP, and superplasticizer were used in 

cement mortar mixtures. F-class FA was obtained 

from İskenderun Sugözü Thermal Power Plant. SF 

was supplied from Etibank Ferrochrome facilities in 

Antalya province. Marble slurry was obtained from 

the waste storage area of a marble factory in Van 

province and was used in cement mortar after drying 

in an oven for 24 hours at 105 oC. The chemical 

properties of OPC, FA, SF, and MP are given in Table 

1. The physical properties of OPC, FA, SF, and MP 

are given in Table 2.   

 
Table 1. Chemical properties of OPC, FA, SF, and MP  

materials 

Composition 

(%) 

OPC FA SF MP 

SiO2 18.83 61.10 92.18 0.50 

Al2O3 5.17 24.20 0.73 0.25 

Fe2O3 3.47 8.22 0.66 0.21 

CaO 64.4 1.97 0.40 55.30 

MgO 3.76 2.42 0.27 0.12 

TiO2 0.04 1.27 0.11 0.04 

K2O 0.71 0.42 0.82 0.01 

Na2O 0.46 0.11 0.17 0.24 

Loss on 

ignition 

1.25 2.48 2.26 43.26 

 
Table 2. The physical properties of   OPC, FA, SF, and MP 

Physical 

properties 

OPC FA SF MP 

Specific 

gravity  

3.17 2.24 2.20 2.70 

Blaine 

fineness 

(cm2/g) 

3984 2872 200000 3412 

 

Polycarboxylate ether-based Master Glenium SKY 

3675 superplasticizer (SP) with a density of 1.03-1.07 

kg/m3 and a pH value of 5-7 at 20 ℃ was used in the 

experiments. An automatic programmable cement 

mixer produced FA-, SF-, and MP-blended cement 

mortars. In the experimental study, 10 mortar 

mixtures were prepared, including 1 control and 9 SF, 

FA, and MP-added mixtures. Amounts of 500 g 
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cement, 225 g water, and 1350 g standard sand were 

used in the control mortar [28]. The samples' ML, 

RCS, and RFS values were obtained by averaging the 

measurements made at room temperature and at the 

ends of 50, 100, and 150 F-T cycles. The samples' 

ML, RCS, and RFS values were obtained using 150 

samples, 3 samples from each mixture. Samples of the 

same ages were tested and compared to determine the 

samples' reductions in RCS capacity. RFS values of 

all samples were carried out under 3-point loading on 

prismatic samples with dimensions of 40 x 40 x 160 

mm. The residual compressive strength (RCS) test 

was carried out at 28 days on the unbroken side 

surfaces of the specimens with dimensions of 40 x 40 

x 160 mm, divided into two parts. Therefore, six 

compressive strength values were obtained for the 

three specimens [27]. FA, SF, and MP were used by 

replacing 10, 20, and 30% of the cement weight, 

respectively. The amount of SP was used in different 

proportions for all mixtures to obtain appropriate 

workability values by considering the material 

properties of FA, SF, and MP. In the mixing phase of 

FA-, SF-, and MP-blended cement mortars, cement, 

waste materials, and distilled water were first added 

into the cement mixer and mixed for approximately 

30 s at low speed. Throughout the next 30 s, standard 

sand was automatically poured into the mixer, and the 

mixer continued to mix at high speed for another 30 

s. The mixer was stopped after 1 minute and 30 s, and 

the mortars adhering to the wall of the container were 

stripped. After fresh cement mortar experiments, 

control and FA-, SF-, and MP-blended cement 

mortars were filled into prismatic molds with 40 mm 

x 40 mm x 160 mm dimensions for hardened cement 

mortar tests. A shaking table set the cement mortar 

well in the molds. First, the mortar was filled to half 

the mold and compacted using 60 shaking processes. 

Afterward, 60 shakes were used to fill the entire 

mortar mold. The samples filled in the molds were 

kept under ambient conditions for 24 hours. After 

that, the molds were removed, and all the specimens 

were water-cured at 20 oC for 28 days. The samples 

removed from the curing pool were kept in an oven at 

105 °C for 48 hours until they reached a constant 

weight. First, the weights and the compressive and 

flexural strengths of the samples taken out of the oven 

(3 samples from each mixture) were determined at 

ambient conditions. The other samples were left in a 

plastic bucket filled with water and exposed to 50, 

100, and 200 freeze-thaw cycles in the freeze-thaw 

test cabinet. After each freeze-thaw cycle, the samples 

were dried in an oven for 48 hours, and their weights, 

compressive and flexural strengths were measured 

again. The mix-design of the control and blended 

cement mortars are given in Table 3. 

 
Table 3. Mix designs of control and blended cement 

mortars 

Mix 

cod 

 Mixes C 

(g) 

S 

(g) 

Su  

(%) 

W 

(g) 

SP 

(%) 

w/b  

P0 Control 500 1350 0 225 0.6 0.45  

P1 FA-10 450 1350 10 225 0.6 0.45  

P2 FA-20 400 1350 20 225 0.5 0.45  

P3 FA-30 350 1350 30 225 0.4 0.45  

P4 SF-10 450 1350 10 225 0.8 0.45  

P5 SF-20 400 1350 20 225 0.9 0.45  

P6 SF-30 350 1350 30 225 1.0 0.45  

P7 MP-10 450 1350 10 225 0.7 0.45  

P8 MP-20 400 1350 20 225 0.8 0.45  

P9 MP-30 350 1350 30 225 0.9 0.45  

Notation: C: Cement, Su: Supplement, S: Sand, W: Water 

 

Firstly, the fresh properties of control and blended 

cement mortars were determined [29]. For this 

purpose, a flow table test was used to determine the 

fresh cement mortars' spreading diameters. The 

spreading diameters of the mortars were obtained by 

averaging two measurements perpendicular to each 

other on the spreading table. After the properties of 

fresh mortar were determined, the specimens with 

dimensions of 40 x 40 x 160 mm after 28 days of 

curing were subjected to 50, 100, and 200 F-T cycles. 

A freely programmable freeze-thaw test cabin was 

used in freeze-thaw tests of cement mortars. 

Specimens in the freeze-thaw test cabin were 

subjected to freezing for 12 hours at -20 ℃ and 

thawing for 12 hours at 20 ℃ in accordance with the 

ASTM C 666 standard [30]. Two procedures are 

given to evaluate the resistance of concrete against the 

freeze-thaw effect in accordance with the ASTM 

C666 standard. Both of these methods employ rapid 

freeze-thaw cycles. In procedure A, freezing and 

thawing are carried out in the water. In procedure B, 

freezing is carried out in the air, and thawing is carried 

out in the water. Procedure A was followed in this 

study. The mass loss and compressive strength of the 

control and cement blended mortars were carried out 

at room temperature and after 50, 100, and 200 F-T 

cycles. Three specimens were tested, and their 

average values were used to determine the physical 

and mechanical properties of control and FA-, SF-, 

and MP-blended cement mortars under room 

conditions and after each round of F-T cycles. The 

loading rates of flexural strength and compressive 

strength tests were 50 N/s and 2400 N/s, respectively. 

The Field Emission Scanning Electron Microscope 

(FESEM) analyses were performed only for the 

control and FA-20, SF-20, and MP-20 samples to 

observe the changes in the microstructural properties 
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of the selected cement mortars at room temperature 

and after 50, 100, and 200 F-T cycles. To capture 

images with FESEM analysis, microscopic samples 

were taken from the specimens and subjected to SEM 

analysis using the Zeiss Sigma 300 FESEM brand 

device. FESEM analyses were carried out on the 

pieces with 1 x 1000 magnification. The schematic 

view of the testing stages is given in Figure 1. 

 

Figure 1.The schematic view of the testing stages 

3. Results and Discussion 

 

3.1. Flow Table  

 

The flow table test was used to determine the 

workability of fresh cement mortars, and the 

spreading diameters of all the cement mortars were 

measured. The spreading diameters of fresh cement 

mortars are given in Table 4. Primarily, many trial 

mixes were prepared to ensure that the mixtures had 

similar workability properties. For the control and 

FA-, SF-, and MP-blended cement mortars to have 

nearly the same workability properties and thus have 

close spreading diameters, SP ratios were changed, 

provided that the water/cement (w/c) ratio was kept 

constant at 0.5. Therefore, while the SP was used as 

0.6% of the control mortar's cement weight, it 

increased to 1.0% of the cement weight in the SF-30 

mixture. Furthermore, the positive contribution of FA 

to the workability of cement mortar due to its 

spherical grain structure led to SP being used at a 

lower rate (0.4, 0.5, and 0.6%) in the FA-blended 

cement mortars. In addition, it was considered that the 

angular grain structure of MP would damage the 

workability of cement mortars, so the ratio of SP in 

MP-blended cement mortars (0.7, 0.8, and 0.9%) is a 

little higher than in control mortars. As seen from 

Table 2, while the spreading diameter of the control 

cement mortar was 175 mm, the spreading diameters 

of FA-, SF-, and MP-blended cement mortars vary 

between 180-191 mm, 168-174 mm, and 178-183 

mm, respectively. It can also be said from these 

results that SF highly negatively affects the 

workability properties of concrete. The main reason is 

that fresh concrete has a higher viscosity with the 

addition of a large amount of SF, which decreases the 

workability of concrete. This situation has been stated 

by some researchers [31], [32]. However, the 

researchers could not agree on an optimum value for 

the cement-displaced SF ratio. Khedr and Abou‐Zeid 

[33] stated that the workability properties of concrete 

decrease linearly when the SF content replacing 

cement increases from 0 to 25%. However, Zhang and 

Li [34] emphasized that the workability decreased 

significantly when the ratio of SF displaced by 

cement increased from 6% to 9%. Still, the decrease 

in workability was smaller when more than 9% SF 

was used.  

 
Table 4. Spreading diameters of fresh cement mortars 

Mix cod Mixes Diameter 

(mm) 

P0 Control 175 

P1 FA-10 180 

P2 FA-20 187 

P3 FA-30 191 

P4 SF-10 174 

P5 SF-20 170 

P6 SF-30 168 

P7 MP-10 178 

P8 MP-20 183 

P9 MP-30 182 

 

3.2. Mass Loss 

 

The mass loss (ML) results after F-T cycles are given 

in Table 5 and Figure 2. It was found that all samples 

had minimal mass losses after F-T cycles (lower than 

1.5%). The pressure stresses applied by the water in 

the cavities of the concrete elements with a hollow 

structure due to the temperature drop below zero may 

cause the concrete to crumble, break up, and throw 

pieces. Such a result is due to the increased volume of 

water due to freezing. Some of the most effective 

ways to make concrete resistant to F-T cycles are 

reducing cement dosage, reducing shrinkage and heat 

of hydration, keeping the water/cement ratio low, and 
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using air-entraining admixtures [35]-[37]. Since using 

air-entraining admixtures may cause a significant 

decrease in the mechanical properties of the concrete, 

it is recommended to be used under certain limits. In 

cases where no additives are used, one of the most 

effective ways to reduce cement dosage is to replace 

waste materials with a pozzolanic character, such as 

FA, SF, and MP replaced, with cement. Using these 

pozzolanic materials reduces the shrinkage and 

hydration rate, and as a result, it can limit the 

development of cracks on the outer and inner surfaces 

of the concrete. In this study, it is seen that the mass 

losses of all samples increase in direct proportion to 

the increase in the number of F-T cycles. The ML 

values of the P0 control sample after the 50, 100, and 

200 F-T cycles were 0.48%, 0.88%, and 1.23%, 

respectively. When we look at the ML values of the 

P1 and P9 samples after 200 F-T cycles, it is seen that 

they vary between 0.44% and 1.02%. 

Figure 1 shows that the P1-P9 samples have lower 

ML values than the P0 control sample after all F-T 

cycles, except for the P6 sample's mass loss after 50 

F-T cycles. The most important reason is that FA, SF, 

and MP replaced with cement strengthen weak ITZ 

regions in the matrix and reduce the damage to the 

sample's internal structure after F-T cycles. This is to 

preserve the integrity of the samples better, 

minimizing the development of cracks in their 

internal structures. Furthermore, it can be said that P4-

P6 specimens with SF-blended cement mortars have 

slightly lower ML values compared to FA- and MP-

blended cement mortars. This is because SF showed 

higher pozzolanic activity, formed new C-S-H gels, 

and had a better filler effect in the microstructure of 

mortars [38-39]. As a result, the samples could 

maintain their integrity better. Ince et al. [25] showed 

that the mortar substituted with 20% SF instead of 

cement lost less mass than the control concrete after 

freezing and thawing. In addition, the increase in the 

number of F-T cycles caused the hydraulic pressure 

in the cement matrix and increased the formation of 

microcracks.  

 

3.2. Residual Compressive Strength 

The residual compressive strengths (RCS) of control 

and FA-, SF-, and MP-blended cement mortars are 

given in Table 6 and Figure 3. As seen in Figure 3, as 

the number of F-T cycles increased, the RCS of the 

samples decreased more. Compared to room 

conditions, the decrease in compressive strength of P0 

control cement mortar after 200 F-T cycles was 

21.32%. At the same time, the reduction in 

compressive strength of FA-, SD-, and MP-blended 

P1-P9 cement mortars was measured between 7.86 

and 19.35%. Furthermore, the decrease in 

compressive strength of all P1-P9 mortars after 200 

F-T cycles is lower than that of the P0 control mortar. 

In addition, while the proportion of MP substituted for 

cement increased from 10% to 30%, the compressive 

strength decreased proportionally for P7-P9 MP-

blended cement mortars. At the same time, a linear 

trend could not be obtained for FA- and SF-blended 

cement mortars. Also, SF-blended cement mortars 

have higher compressive strengths after 200 F-T 

cycles than FA- and MP-blended cement mortars. 

Due to its high fineness and pozzolanic properties, 

silica fume fills the voids in the mortar much better 

than MP and FA additives and supports final strength 

development. In addition, the fact that the pozzolanic 

activity of silica fume is much higher than that of MP 

and FA additives has played a very influential role in 

gaining the strength of the cement mortar. 

Accordingly, it shows higher pozzolanic activity and 

forms C-S-H bonds with greater strength. 

Furthermore, SF fills the gaps in the cement mortar 

better than FA and MP due to having a fineness 

modulus approximately 100 times higher than 

ordinary Portland cement fineness. As a result, SF 

minimizes the F-T effects in the cement 

microstructure and causes the specimens to gain more 

RCS. The contribution of SF obtained as a result of 

this study to the RCS of control cement mortar is 

highly consistent with the results of some studies [4], 

[14], [15], [18]. In addition, due to the high fineness 

of SD, it increases the density of mortar and concrete, 

allowing the capillary spaces between cement and 

aggregate to be filled with more hydration products 

[40]. Although FA-blended cement mortars do not 

reach the values of SF-blended cement mortars, they 

have a higher RCS against FT cycles than MP 

samples, thanks to the pozzolanic activity that does 

not exist in MP. Undoubtedly, it should be 

remembered that the contribution of FA after 28 days 

is more limited as it is faster to chemically react with 

water and form new C-S-H bonds at later ages. If the 

measurements were made later, it is evident that the 

microstructures of the FA-blended cement mortars 

would be more robust, and their RCS would be 

higher. The contribution of MP to the compressive 

strength of mortar after F-T cycles is due only to the 

pore-filling features. However, this contribution is 

effective up to 10%, decreasing at 20% and 30% 

replacement rates. This is because using MP at higher 

speeds has a dilution effect, limiting the impact of 

cement in forming C-S-H bonds. Substitution with 

more than 10% MP was also emphasized to reduce the 

binder content and cause dilution [41]. Ince et al. [25] 

also noted that the compressive strength loss of the 

cement and 20% SF-replaced mortar samples was 
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19%, while the compressive strength loss of the 

control mortar was 26% after 336 F-T cycles. 

 

 

 

                                             Table 5. Mass loss of control and blended cement mortars 
 

Mix code 

 

Mixes 50 F-T 

(%) 

      SD 100 F-T 

(%) 

SD 200 F-T 

(%) 

SD 

P0 Control 0.48  0.02 0.88 0.03 1.23 0.03 

P1 FA-10 0.37 0.04 0.61 0.03 0.75 0.04 

P2 FA-20 0.18 0.04 0.56 0.02 0.54 0.02 

P3 FA-30 0.41 0.03 0.68 0.02 0.89 0.02 

P4 SF-10 0.19 0.03 0.47 0.03 0.64 0.02 

P5 SF-20 0.14 0.02 0.36 0.02 0.44 0.04 

P6 SF-30 0.23 0.02 0.51 0.04 0.72 0.04 

P7 MP-10 0.35 0.02 0.72 0.04 0.87 0.03 

P8 MP-20 0.47 0.04 0.65 0.03 0.81 0.02 

P9 MP-30 0.51 0.03 0.81 0.04 1.02 0.02 

    

 

Figure 2. Variation of mass loss of control and FA, SF and MP blended cement mortar specimens 

 

Table 6. Residual compressive strength (RCS) of control and blended cement mortars  

 

Mix code 

Residual Compressive Strength  

0 F-T 

(MPa) 

SD 50 F-T 

(MPa) 

SD 100 F-T 

(MPa) 

SD 200 F-T 

(MPa) 

SD 

P0 Control 49.15 1.63 46.27 1.66 42.49 2.41 38.67 2.54 

P1 FA-10 50.65 2.23 50.32 2.00 47.08 2.05 43.76 2.16 

P2 FA-20 48.82 2.15 48.21 1.41 45.69 0.63 42.89 1.70 

P3 FA-30 50.28 2.03 48.91 0.68 44.12 1.53 42.11 2.69 

P4 SF-10 63.26 2.34 62.87 1.69 59.63 2.18 56.38 2.87 

P5 SF-20 68.14 1.82 67.76 2.55 64.98 1.57 62.36 2.51 

P6 SF-30 75.91 2.33 73.95 0.98 72.11 3.31 69.94 1.61 

P7 MP-10 49.51 2.62 48.79 2.42 45.87 1.90 42.34 2.94 

P8 MP-20 45.43 1.90 44.17 2.19 41.21 2.88 37.76 2.42 

P9 MP-30 48.52 1.66 46.52 2.76 41.87 2.67 39.13 1.66 
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Figure 3. Variation of residual compressive strength of control and FA, SF and MP blended  cement mortar specimens 

 

3.2. FESEM Analysis 

 

The FESEM images of control and FA-20, SF-20, and 

MP-20 blended cement mortars under room 

conditions, and after 50, 100, and 200 F-T cycles are 

shown in Figure 4. As seen in Figure 4, however, 

while control, FA-, SF-, and MP-blended cement 

mortars have a more robust microstructure under 

room conditions, it is seen that micro-cracks turn into 

larger macro cracks as a result of integrity 

deterioration in the microstructures after increasing F-

T cycles. It is also seen that these cracks become more 

pronounced after 100 and 200 F-T cycles compared 

to 50 F-T processes. In addition, the control mortar 

appears to have larger and deeper cracks after 100 and 

200 F-T cycles compared to FA, SF, and MP mortars. 

Although FA mortars have a more robust 

microstructure due to their high pozzolanic activity, it 

is not as much as SF mortars compared to MP 

mortars. In addition, it is observed that SF-blended 

cement mortars retain their integrity better than FA- 

and MP-blended cement mortars and have thinner and 

more minor cracks.  

 

 
Figure 4. FESEM images of control and FA, SF and MP blended  cement mortar specimens 
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One of the most important reasons is that SF has a 

high fineness modulus, so it fills the gaps between 

cement grains better and ensures that the mixtures 

have a better interfacial transition zone (ITZ) and 

impermeable microstructure [25], [42], [43], [44]. 

Another reason is that SF has high pozzolanic activity 

due to its high percentage of Si particles. Ca(OH)2 

hydrated products are known to form as a result of the 

reaction of cement with water. Ca(OH)2 is a water-

soluble phase that does not contribute to the strength 

and is responsible for the hollow structure of concrete. 

Thus, a minimum of Ca(OH)2 is preferred in cement 

mortar. Ca(OH)2 chemically reacts with SF, which 

has a very high amount of silicon (Si) in its chemical 

composition. Therefore, the new C-S-H bonds formed 

due to the chemical reaction of Si particles with 

Ca(OH)2 enabled SF mortars to better protect their 

microstructure resistance after increasing F-T cycles 

and maintain higher residual compressive strength 

[45], [46]. 

 

4. Conclusion and Suggestions 

 

This study examines the effects of fly ash (FA), silica 

fume (SF), and marble powder (MP), which are used 

at 10%, 20%, and 30% substitution for cement, on 

cement mortar’s fresh and hardened properties after 

freeze-thaw (F-T) cycles. In addition, FESEM 

analyses at ambient conditions and after F-T 

processes were performed to investigate changes in 

the microstructures of samples. As a result of this 

study, the following conclusions were obtained.  

  

•As the number of F-T cycles increases, there 

is a considerable decrease in the physical and 

mechanical properties of the samples. This decrease 

was more evident, especially after 200 F-T cycles. 

•Adding FA and MP to the comparative 

mixtures to the P0 control mixture increased the 

workability of the mixes and, therefore, the spreading 

diameters. In contrast, the spreading diameters of the 

SF-added combinations decreased. Therefore, to 

obtain good workability in SF additive mixtures, the 

SP additive ratio should be slightly higher than in 

other varieties. 

•ML values of FA, SF, and MP added to P1-P9 

samples after F-T cycles were higher than the P0 

control sample. The most important reason for this is 

that with the strengthening of the ITZ regions of FA, 

SF, and MP, the integrity of the sample is less lost 

after F-T cycles, and the cracks formed in the internal 

structures due to this are limited.   

•SF-blended cement mortars (P3-P6) are much 

more effective than FA- and MP-blended cement 

mortars in improving control mortars' physical and 

mechanical properties against F-T cycles due to their 

high fineness modulus and high pozzolanic activity. 

FA, SF, and MP significantly improve the 

microstructure of the cement matrix and contribute 

considerably to the strength and durability properties 

of the concrete against the F-T cycles. 
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Abstract 

Drought is a natural disaster generally defined as precipitations significantly below 

the precipitation recorded in actual times. Many researchers classified drought as 

meteorological, hydrological, agricultural, and socio-economic. Hydrological 

drought occurs when deficiencies in the surface and ground waters occur due to the 

long-term lack of precipitation. In this study, a hydrological drought analysis has 

been performed for Kızılırmak Basin which is the second biggest basin in Türkiye, 

using the Streamflow Drought Index (SDI) and Innovative Trend Analysis (ITA) for 

the time scales of 1, 3, 6, 9, 12-month. Monthly mean streamflow records for 7 

stations are obtained from the General Directorate of State Hydraulic Works (known 

as DSI. Drought severity and duration, which are two important drought 

characteristics, have been calculated for each time scale with their occurrence terms. 

Results show that Mild Drought and Wet (SDI≥0) have the highest percentage of 

occurrences. Using Run Theory, the longest lasted and highest drought has been 

noted in the SDI-12-time scale of E15A017 station with 149.72 and 103 months as 

severity and duration, respectively. From the highest severity and longest lasted 

droughts, it is seen that starting with 2000-year, the basin is exposed to the highest 

occurrence of droughts. The results of the ITA analysis show that in most of the SDI 

series of any time scale, a trend is existent and these trends are mostly decreasing 

trends. Therefore, these results have shown that the basin needs to be kept from the 

potential effects of droughts with an effective water resources management plan.. 
 

 
1. Introduction 

 

A drought, a natural disaster, has been defined by 

many researchers and organizations from different 

viewpoints Mishra and Singh [1] have specified 

droughts as environmental disasters. In the 

Intergovernmental Panel on Climate Change report 

(IPCC,2022) drought has been noted as one of the 

migration’s most common climatic drivers [2]. United 

Nations Office for Disaster Risk Reduction [3] has 

defined droughts as recurrent events which affect 

large areas around the world each year. Vicente 

Serrano et al. [4] have defined drought as one of the 

 

*Corresponding author:ibrahim.deger@hku.edu.tr             Received: 07.11.2022, Accepted: 01.02.2023 

biggest natural hazards that impact sectors and 

systems that have big impacts on agriculture, water 

resources, and natural ecosystems. Eşit and Yüce [5] 

have specified that drought is the destruction that has 

important environmental and economic influences 

and that it may form in any part of the world and in 

any climate, independent from forests and deserts.  

Although there are many classifications for drought, 

it has been classified into four classes by [1], [6]. 

These classifications are meteorological drought, 

hydrological drought, agricultural drought, and socio-

economic drought. Hydrological drought is 

associated with a term when surface and subsurface 
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water is insufficient for specified water uses [1],[7], 

[8], [9]. 

There are many methods to characterize the 

drought, and in addition to this, using indices is 

common [10], [11]. Considering the published 

literature, indexes such as the Palmer Hydrological 

Drought Severity Index (PHDI), Standardized 

Streamflow Index (SSFI), Standardized Reservoir 

Supply Index (SRSI), Standardized Water-level Index 

(SWI), Streamflow Drought Index (SDI), Surface 

Water Supply Index (SWSI) are used to analyze 

hydrological drought [12]. SDI, which has been used 

to analyze hydrological drought in this study, has 

been found formerly by [13]. This index whose 

application manner requires only monthly mean 

streamflow records as data is similar to the 

Standardized Precipitation Index (SPI) [9], [14], [15].  

Drought is characterized by its duration and 

severity [16]. Drought duration has been described by 

Dracup et al. [17] as the time period between the start 

and end of a drought, while drought severity has been 

defined by Wilhite [18] as the level of precipitation 

deficit or the level of influences as a result of the 

deficit. 

Analyzing droughts by trend methods such as 

Mann-Kendall, Sperman’s Rho, and Innovative Trend 

Analysis have taken a great deal of attraction to 

scientists [19]–[23]. The innovative trend analysis 

(ITA) method which has been proposed by Şen [24] 

is a method that has been used in many studies 

because it is simple and efficient [25], [26]. 

According to the literature, there have been lots of 

studies in which SDI is used to analyze hydrologic 

droughts in Türkiye. Kale [27] has made a 

hydrological drought analysis for Akarçay closed 

basin in Türkiye by benefiting from SDI and four 

river gauging stations whose data range from 1966 to 

2011 years for the periods of 3, 6, 9, and 12 months. 

In order to check the trend presence in the time series 

Mann-Kendall test has been utilized. In the relevant 

study, the author has found out that SDI values in k=1, 

2, 3, and 4 reference periods mostly belong to the mild 

drought and wet categories.  Gümüş et al. [28] have 

made a hydrological drought assessment for Murat 

River-Palu in the Euphrates Basin utilizing SDI for 1, 

3, 6, and 12-month time scales based on dry, wet, and 

normal classes. In the relevant study, the normal class 

has been found to have the highest percentages in all 

time scales.  Ozkaya and Zerberg [29] have made 

drought analyses for 47 stations of the upper Tigris 

Basin Türkiye using a data set ranging from 1972 to 

2011 data period by using SDI for the time scales of 

3, 6, and 12 months. In their study, it has been noted 

that nearly all stations have at least one severe drought 

during the study period and based on SDI-3 (October-

December) analysis, all stations experienced droughts 

between 1999-2011. Katiopoğlu et al. [21] 

investigated trend analysis of hydrological droughts 

using SDI, Mann-Kendall, Innovative Trend 

Analysis, and Thiel Shen Approach. Authors have 

used DrinC (Drought Indices Calculator) for SDI 

calculation and stated that a lot of mild droughts have 

been observed while the number of extreme droughts 

is less. They also stated that out of 2 stations 

decreasing trends were recorded in both dry and wet 

terms accepting the 0 value as a threshold in the 

assessment. Altin et al.[30]  have made a study about 

determining drought intensity by hydrological 

drought analysis in Seyhan and Ceyhan Rivers, 

Türkiye. They employed the analysis using the 

Streamflow Drought Index (SDI) and 43-year period 

data, which ranges from 1972 to 2014 in 4 stations, 

from 1973 to 2015 in 2 stations, and from 1969 to 

2011 in 2 stations for 3, 6, 9, and 12-month 

overlapping periods. The authors stated that 

hydrological drought analysis shows that drought 

years are more predominant after 2000-2001. 

Kumanlioglu [7] has made a study for the 

characterization of meteorological and hydrological 

droughts for Gediz Basin and again with this study 

using SRI (Standardized Runoff Index) for 

hydrological drought analysis and SPI and SPEI 

(standardized precipitation and evaporation index) for 

meteorological drought analysis, it has been stated 

that mild drought class has been mostly detected 

drought category in the 12-month time scale for 

Acisu, Selendi, Deliinis, and Demirci sub-basins 

Simsek [31] performed a hydrological drought study 

on 3, 6, and 12-month time scales for Mediterranean 

Basins of Türkiye using SDI and streamflow data 

from 29 gauging stations. In the relevant study, the 

author has used the Mann-Kendall test for trend 

detection, Sen’s slope method for slope values and the 

Inverse Distance Weighting (IDW) method for the 

spatial distribution of droughts. Then the author found 

out that mild drought type is the most recurring 

drought type and an important increase in drought 

severity has been detected in recent years. However, 

a few drought studies have been done for Kızılırmak 

Basin. For example, Arslan et al. [32] performed a 

meteorological drought analysis for the time scales of 

1, 3, 6, 9, 12, and 60 months using SPI. Authors have 

specified that a 60-month time scale has been used as 

the first in their study on drought analysis of 

Kızılırmak Basin based on SPI. They have found out 

that notable increases have been noted in the duration 

of the last droughts on 12 and 60-month time scales.  

Akturk et al. [33] have made a meteorological drought 

assessment using SPI for the time scales of 1, 3, 6, 12, 
and 24 months and the spatial distribution of droughts 
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has been done by  IDW. The authors have found out 

that 31 of 58 years are drought years, while 28 of them 

are mild droughts. Also, they reported that the spatial 

distribution of historical droughts has shown that the 

basin was under extreme drought influences during 

1973-2013. 

In this study, the aim is to make a 

hydrological drought analysis for the Kızılırmak 

Basin using SDI for the time scales of 1, 3, 6, 9, and 

12 months. For this purpose, 7 stations in the basin 

have been selected and monthly mean streamflow 

records have been taken from the General Directorate 

of State Hydraulic Works (known as DSI). Two 

important drought characteristics which are drought 

duration with their maximum ones have been 

calculated with their occurrence terms. The ITA 

method has been used to detect possible drought in 

two cases (SDI<0 and SDI≥0) for all time scales. The 

results of this study are expected to be beneficial for 

local authorities in water resource planning 

management plans, and drought action plans. 

 

2. Material and Method 

 

2.1. Materials 

 

Kızılırmak Basin, which is situated at 32.80°–38.35° 

East longitudes and 35°–41.75° North latitudes [33], 

has 82. 221 km2 area (almost 10.49% of Türkiye) is 

the second biggest basin in Türkiye (Figure 1). The 

basin covers all or parts of Ankara, Çankırı, Yozgat, 

Çorum, Kırıkkale, Kırşehir, Nevşehir, Kayseri, Sivas, 

Samsun, Sinop, Kastamonu, Aksaray, Niğde, Tokat, 

Erzincan, Amasya and Konya provinces of Türkiye. 

Because the basin covers a wide area, there are 

various types of climates in the basin [34]. While the 

semi-arid climate type prevails in the interior regions, 

the humid and semi-humid climate types are 

dominant in the coastal parts of the Kızılırmak Basin 

facing the Black Sea and therefore the climate 

conditions of settlements change according to their 

geographical position [34]. The Kızılırmak River 

which is the longest river in Türkiye has a length of 

1263 km and spills its water into the Black Sea.  

In this study, streamflow data from 7 

gauging stations which are in Kızılırmak Basin 

and have been taken from the (DSI) were used to 

perform hydrological drought analysis. The 

details of these stations have been given in Table 

1, and their locations have been shown in Figure 

1 

 

 

Figure 1. Kızılırmak Basin and Streamflow Gauging stations 
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Table 1. Data Stations 

Station 

Name 

Station 

Number 

Latitude 

(N) 

Longitude 

(E) 

Height 

(m) 
Data Range 

Dündarli Suyu 

Hacibeyli 
D15A015 38°7'51" 35°9'58" 1215 1961-2014 

Taretözü D. 

Yeşilyazi 
D15A095 40°13'54" 33°44'37" 684 1988-2013 

Söğütözü Deresi 

Yuva 
D15A098 40°37'3" 33°2'21" 1296 1995-2019 

Kızılırmak 

Ahmethaci 
D15A117 39°54'23" 37°49'33" 1361 1971-2019 

Karadere Ç. 

Deliler 
D15A227 41°22'52" 33°55'36" 710 1999-2019 

Akcakişla D. 

Bozkurt 
D15A236 39°30'34" 36°22'23" 1210 1988-2019 

Karanlik D. 

Şefaatli 
E15A017 39°30'11" 34°44'42" 895 1953-2019 

 

.

2.2 Method 

 

2.2.1. Streamflow Drought Index (SDI) 

 

Streamflow drought is an index that has been 

proposed by Nalbantis and Tsakiris [13] in order to 

perform hydrological drought analysis. The 

calculation process is similar to that of the Standard 

Precipitation Index (SPI) but monthly average 

streamflow records are used to calculate this index, 

instead of precipitation data [35]. To calculate the 

index, the total streamflow is denoted by Xi,j
k  in a 

given month j and year i depending on the time scale 

k (1, 3, 6, 9, 12 months) and it can be computed from 

given equations [36], [37]. 

𝑋𝑖,𝑗
𝑘 = ∑ 𝑉𝑖−1,𝑙

12

𝑙=13−𝑘+𝑗

+ ∑ 𝑉𝑖,𝑙

𝑗

𝑙=1

   𝑖𝑓 𝑗 < 𝑘          (1) 

𝑋𝑖,𝑗
𝑘 = ∑ 𝑉𝑖,𝑙

𝑗

𝑙=𝑗−𝑘+1

   𝑖𝑓 𝑗 ≥ 𝑘                                   (2) 

Where Vi-1, l, and Vi,l represent streamflow volumes in 

the years of i-1 and i, respectively. Based on the given 

information by Nalbantis and Tsakiris [13] because 

streamflow records can have skewed probability 

distribution, the Gamma distribution can be used. 

Therefore, before the computation of SDI, Gama 

distribution has been used by following steps. 

The probability distribution function of Gamma 

distribution g(x) is determined by [38]. 

𝑔(𝑥) =
1

𝛽𝑎Г(𝑎)
𝑥𝑎−1𝑒

−
𝑥
𝛽                                        (3) 

Where Г(a) is the gamma function and it is computed 

by [39]. 

Г(𝑎) = ∫ 𝑦𝑎−1𝑒−𝑦
∞

0

𝑑𝑦                                              (4) 

For maximum likelihood method estimation, the 

parameters of Gamma distribution which are shape 

(α), and scale (β) can be calculated by [38] as follows: 

𝑎 =
1

4𝐴
(1 + √1 +

4𝐴

3
)                                            (5) 

𝛽 =
�̅�

𝑎
                                                                              (6) 

And where A is determined by [16], [38] 

𝐴 = ln(�̅�) −
∑ ln(𝑥)

𝑛
                                                   (7) 

n is the number of streamflow records instead of 

rainfall records and �̅� is the mean of x. Then 

cumulative distribution function is computed by [38]. 

𝐻(𝑥) = 𝑞 + (1 − 𝑞)𝐺(𝑥)                                           (8) 

Where q denotes the probability of zero and G(x) 

is the cumulative distribution for the selected 

month and time scale. If m is accepted as showing 

the number of zeros, then q can be calculated 

from q=m/n  [38]. Then, H(x) is converted to the 

standard normal variable Z which has 0 mean and 
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1 as variance and represents the SDI value. Then 

via Table 2 [37] SDI values in a month and 

desired time scale are associated with a drought 

class based on its value 

 
Table 2. Drought classification [37] 

SDI Value Category 

SDI ≥2.00 Extremely Wet 

1.50≤ SDI <2.00 Severely Wet 

1.00≤ SDI <1.50 Moderately Wet 

0≤ SDI <1.00 Mildly Wet 

-1≤ SDI <0.00 Mild Drought 

-1.50≤ SDI <-1.00 Moderate Drought 

-2.00≤ SDI <-1.50 Severe Drought 

SDI ≤-2.00 Extreme Drought 

 
2.2.2. Estimation of Drought Severity and Drought 

Duration 

Drought severity and drought duration are two 

important drought characteristics in drought 

analysis, and they can be easily determined by 

Yevjevich’s Run Theory [40] and are calculated 

SDI values of any time scale. Using definitions in 

the literature, drought duration (D) describes a 

period which is between the beginning and end of 

drought while severity (S) is a cumulative 

summation of SDI values below the critical level 

with the unit of the month [17], [37] as it is 

demonstrated in Figure 2 

 

 

Figure 2.  Drought severity (S) and duration(D) 

2.2.3. Innovative Trend Analysis (ITA) 

Innovative Trend Analysis (ITA) was proposed 

by Şen in 2012 [24], and it is a method that, 

unlike the most common methods, avoids a set of 

assumptions such as the independent structure of 

the time series, normality of the distribution, and 

data length.  Based on the manner of application 

of the method, firstly, the data is divided into two 

equal parts, as both parts are in ascending order, 

and secondly, as it is shown in Figure 3, a 1:1 line 

(45o), that shows no trend line between 

increasing decreasing trends, is created [19], 

[24], [25], [41],[42]. As it can be seen from 

Figure 3, any point on 1:1 line indicates no trend 

case, while the points above the 1:1 line show an 

increasing trend, and the points below the line 

represent a decreasing trend.  In this study, ITA 

has been applied to determine the SDI series (1, 

3, 6, 9, 12), and trends of each series have been 

evaluated by two classifications which are SDI<0 

and SDI≥0 

 

 

Figure. 3 ITA Template by Şen [24] 

Results and Discussion 

3.1. Results 

In this study, using SDI, Yevjevich’s Run Theory, and 

ITA, a hydrological drought analysis has been 

performed for the Kızılırmak Basin of Türkiye for the 

time scales of 1, 3, 6, 9, and 12 months. Calculated 

SDI values have been classified according to Table 1 

and statistical analysis based on the percentage of 

occurrences has been given in Table 3. In all time 

scales of all stations, minimum and maximum 

percentages of occurrences of drought and Wet 

(SDI≥0) classes have been investigated, and Table 4 

has been obtained. In both tables, the Wet categories 

given in Table 1 have been combined as “Wet” which 

includes SDI≥0. The following conclusions have been 

drawn from the findings.  
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• In all time scales for all stations, as can be 

seen from Table 3, the Mild Drought and Wet 

(SDI≥0) categories have the highest percentage of 

occurrences. 

• Because Mild Drought and Wet (SDI≥0) 

classes have the highest percentage of 

occurrences, Table 4 includes the stations with the 

lowest and highest values of these categories 

among all stations. From Table 4 in all time scales, 

the E15A017 station, which is situated in almost 

the middle of the basin gives minimum values in 

the Mild Drought class, while the D15A236 

station gives minimum values in the Wet class 

except at SDI-1. However, it is not possible to 

construct a similar relationship for maximum 

values. 

• From Tables 3 and 4, Moderate Drought has 

higher minimum and maximum percentages than 

Severe and Extreme drought classes while Severe 

Drought has higher minimum and maximum 

percentages than Extreme Drought in all time 

scales. 

To make the assessment simpler and more 

understandable if all drought categories in Table 

1 are considered as “dry” (SDI<0) and all Wet 

categories are combined as “Wet” (SDI≥0), in 

SDI-1 5 stations, in SDI-3 3 stations, in SDI-6 3 

stations, in SDI-9 3 stations, in SDI-12 2 stations 

dry percentages are higher than wet percentages. 

 
Using obtained SDI values in all time scales and 

Yevjevich’s Run Theory, drought severity, and 

drought duration have been calculated. Among these 

calculations, the droughts that have the highest 

severity and the longest-lasting have been analyzed to 

search the term in which the basin may have been 

affected and are given in Table 5. Figure 4 depicts the 

time series in which the most severe and/or longest-

lasting events occurred.   The following conclusions 

have been drawn from the findings.  

• Among all time scales and all stations, both 

the longest and the highest droughts have been 

obtained in the SDI-12 time scale at the E15A017 

station with 149.72 and 103 months as severity and 

duration respectively. But it is important to note 

that the same station also produces the same 

duration, but a slightly smaller severity on the 

SDI-9 time scale. 

• From Table 5, it is clearly seen that in any 

time scale, it is possible that the highest values 

may not occur at the same time and same station. 

Unlike the time scales of SDI-6, SDI-9, and SDI-

12, in SDI-1 and SDI-3, the highest values belong 

to different stations and time intervals. 

Although there are drought events that have been 

detected before the 2000s, the basin has been 

exposed to the highest-valued droughts, which 

started in 2000 

 

Table 3. Percentage occurrences of drought and wet categories based on SDI values 

SDI TIME SCALE 

SN SDI-1 SDI-3 SDI-6 SDI-9 SDI-12 

D
1
5
A

0
1
5
 

     

D
1
5
A

0
9
5
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D
1
5
A

0
9
8
 

     

D
1
5
A

1
1
7
 

     

D
1
5
A

2
2
7

 

     

D
1
5
A

2
3
6
 

     

E
1
5
A

0
1
7

 

     

 

 
Table 4. Statistics of SDI Classes 

 Minimum Percentages (%) 

  SDI-1 SDI-3 SDI-6 SDI-9 SDI-12 

Mild Drought 30.35 28.36 26.87 24.75 23.01 

Moderate Drought 6.75 6.97 6.97 6.67 5.10 

Severe Drought 2.01 2.38 2.89 2.33 2.00 

Extreme Drought 0.26 0.52 1.82 1.24 1.37 

Wet (SDI≥0) 45.83 44.79 45.05 46.35 46.88 

Stations of Minimum Percentages 

  SDI-1 SDI-3 SDI-6 SDI-9 SDI-12 

Mild Drought E15A017 E15A017 E15A017 E15A017 E15A017 

Wet (SDI≥0) D15A015 D15A236 D15A236 D15A236 D15A236 

Maximum Percentages (%) 
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  SDI-1 SDI-3 SDI-6 SDI-9 SDI-12 

Mild Drought 41.67 40.63 39.84 37.35 39.04 

Moderate Drought 10.90 14.42 11.86 12.24 12.76 

Severe Drought 5.97 4.98 5.99 8.83 9.92 

Extreme Drought 3.06 4.25 4.67 7.00 8.33 

Wet (SDI≥0) 52.11 53.73 53.91 55.95 55.33 

Stations of Maximum Percentages 

  SDI-1 SDI-3 SDI-6 SDI-9 SDI-12 

Mild Drought D15A015 D15A236 D15A236 D15A015 D15A016 

Wet (SDI≥0) EA15017 EA15017 D15A117 D15A117 D15A098 

 

 

 

 

Figure. 4 The time Series of the Longest Lasted and Highest Drought 

 

Table 5. Drought Severity and Duration Statistics 

The Longest Lasted Droughts 

Time Scale Date Station Severity 
Duration 

(Months) 

1 2016(3)-2019(7) D15A236 30.48 41 

3 2004(5)-2008(9) D15A236 39.7 53 

6 2001(3)-2009(7) E15A017 127.7 101 

9 2001(3)-2009(9) E15A017 143.34 103 

12 2001(5)-2009(11) E15A017 149.72 103 

The Highest Droughts 

Time Scale Date Station Severity 
Duration 

(Months) 

1 2007(7)-2010(5) D15A095 37.32 35 
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3 2007(9)-2010(9) D15A095 45.57 37 

6 2001(3)-2009(7) E15A017 127.7 101 

9 2001(3)-2009(9) E15A017 143.34 103 

12 2001(5)-2009(11) E15A017 149.72 103 

 

 
ITA methodology has been applied to the SDI time 

series separately in order to control SDI values, and 

obtained trend graphs have been given in Figure 5.  In 

all analyses of both classes (SDI<0 and SDI≥0) trends 

with decreasing behavior have been presented as “↓” 

while increasing trend and no trend cases have been 

presented as “↑” and “0” respectively. The trend 

results have been given in Table 6. The following 

results have been obtained.  

• Looking at Figure 5 and Table 6, it can be said 

that in most of the cases of all-time scales, a trend 

is present. Among 70 analyses (5*7*2=70), 

78.57% of analyses have a decreasing trend, while 

percentages of increasing and no trend cases are 

12.85% and 8.57% respectively.    

• According to Table 6, D15A015, D15A098, 

and D15A236 stations have shown monotonic 
decreasing trends in both cases (SDI<0 and 

SDI≥0) of all time scales. E15A017 station also 

has decreasing trends in both cases of 3,6,9,12-

month time scales. D15A117 have shown 

decreasing trends in both cases of 6, 9, 12- month 

time scales.  

• D15A095 is the station where no trend case 

was mostly detected (5 times and 4 of them are in 

case of SDI≥0) while no trend case was detected 

only once in E15A017. 

• An increasing trend of the case has been 

detected in D15A227 station most (7 times, and 5 

of them are in SDI<0 cases). Also, in D15A117, 

increasing trends have been detected twice and 

both of them are in SDI≥0.  

Again, from Table 6, a fixed trend behavior has 

not been detected for either SDI<0 or SDI≥0 

considering all time scales of stations 

 

 

 
Table 6. ITA trend results 

  Stations 

Time Scale 

SDI 

Class D15A015 D15A095 D15A098 D15A117 D15A227 D15A236 E15A017 

1 
SDI<0 ↓ 0 ↓ ↓ ↑ ↓ ↓ 

SDI≥0 ↓ 0 ↓ ↑ ↑ ↓ 0 

3 
SDI<0 ↓ ↓ ↓ ↓ ↑ ↓ ↓ 

SDI≥0 ↓ ↓ ↓ ↑ ↑ ↓ ↓ 

6 
SDI<0 ↓ ↓ ↓ ↓ ↑ ↓ ↓ 

SDI≥0 ↓ 0 ↓ ↓ ↓ ↓ ↓ 

9 
SDI<0 ↓ ↓ ↓ ↓ ↑ ↓ ↓ 

SDI≥0 ↓ 0 ↓ ↓ ↓ ↓ ↓ 

12 
SDI<0 ↓ ↓ ↓ ↓ ↑ ↓ ↓ 

SDI≥0 ↓ 0 ↓ ↓ ↓ ↓ ↓ 

 

 

 
3.2. Discussion 

Based on the literature review, several drought 

analyses have been done for different basins in 

Türkiye and worldwide. However, a few drought 

studies have been done for hydrological drought 

analysis in Kızılırmak Basin.  The mild drought 

type was found to be the most common among all 

drought categories in this study. When it is 

compared to studies made for Kızılırmak Basin 

similar results have been detected. For example, 
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Arslan et al. [32] discovered that the occurrence 

of mild drought terms is the highest among all 

drought categories across all time scales studied 

using SPI.  As another example, in a 

meteorological drought analysis of Kızılırmak 

Basin by SPI, Akturk et al. [33] have obtained 

that 31 years of 58 years have been affected by 

droughts while 28 years of this 31 years belong 

to mild drought. When it comes to other basins, 

Simsek [31] has stated that Mild drought is the 

recurrent type of drought in the Mediterranean 

Basins.  Katipoğlu et al. [21] have found that in 

Yeşilırmak Basin which is neighbour to 

Kızılırmak Basin, there are lots of mild droughts 

in the basin between 1970-2011 water years. The 

same drought years as in this study have been 

noted in many drought analyses [7], [21], [29], 

[31], and [33].   Because a high number of 

decreasing trends have been detected with ITA in 

this study, researchers of [21], [26], [42] have 

found decreasing trends using ITA methodology 

as well. Even Simsek [31] has found decreasing 

trends for Mediterranean Basins by Mann- 

Kendall test. Therefore, the trend results of these 

studies verify the trend results of this study. 

 
4. Conclusion and Suggestions 

In this study, using the monthly mean streamflow 

records of 7 gauging stations that have been taken 

from the General Directorate of State Hydraulic 

Works (DSI), SDI, and ITA, a hydrological drought 

analysis has been performed for the time scales of 1, 

3, 6, 9, and 12-month for Kızılırmak Basin of Türkiye. 

According to the results of the study, the conclusions 

are as follows:  

• Mild drought and Wet (SDI≥0) have the 

highest percentage of occurrences in all time 

scales at all stations. To make the assessment 

simpler, when all drought categories are combined 

as “dry” (SDI<0) and all Wet categories are 

combined as “Wet” (SDI≥0) except at SDI-1, the 

Wet category is higher than dry ones at least 4 

stations. 

• Based on analysis of drought classes, it has 

been concluded that among Moderate, Severe, and 

Extreme drought classes, Moderate Drought has 

the highest minimum and maximum percentages 

while Severe Drought has higher minimum and 

maximum percentages than Extreme Drought in 

all time scales.  

• Using Run Theory, the longest lasted and 

highest drought has been noted in the SDI-12 time 

scale of E15A017 station with 149.72 and 103 

months as severity and duration respectively.  

• Considering the determined maximum values 

of drought severity and duration, the basin is 

exposed to the longest-lasting and highest 

droughts starting with the year 2000 and later.  

• ITA results show that most of the SDI series 

in any time scale has a trend, and decreasing trends 

dominate the analysis with 78.57%, while 3 

stations, which are D15A015, D15A098, and 

D15A236, have completely decreasing trends.  

 

As a result of the study's findings, it is clear that 

effective precautions must be taken to protect 

water resources and water-related sectors from 

the potential effects of drought. This is clearly 

possible by making effective water resources 

management plans and updating current analysis 

continuously. The results of this study are 

expected to be beneficial for local authorities 
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Figure. 5 ITA graphical results 
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Abstract 

In this study, the lighting design of a building in the Organized Industrial Zone, which 

was converted from a warehouse to a commercial kitchen, was designed according 

to the Human-Centered Lighting concept. Point lighting calculations were made for 

commercial kitchen environments with artificial lighting. In order to reduce the 

negative effects of lighting on human health, lighting that will not disrupt the 

circadian rhythm should be provided. By using direct lighting, without changing the 

architectural design, it has been tried to provide optimum lighting suitable for human 

biology with low-cost artificial lighting arrangements. According to WELL 

standards, an average of at least 500 lux conditions should be provided in the relevant 

work area on counters and other food preparation or production areas in Commercial 

Kitchen Lighting. This area, which was designed as a warehouse for this purpose, 

was designed as a commercial kitchen in terms of lighting. As a result of the design, 

a lighting design was made in accordance with the WELL standards according to the 

Human-Centered Lighting concept. In this way, the visual comfort of the working 

personnel is improved and optimum circadian effects are provided. 
 

 
1. Introduction 

 

Each place has different lighting needs according to 

its usage characteristics and intensity. Lighting 

designs; Direct use of elements such as geographical 

features, architectural design, general concept, 

intended use. Lighting design is one of the major costs 

of the overall architecture and the entire space. 

Because artificial lighting sources have direct effects 

on the people using the space. Just as the architecture 

of the buildings is planned according to their intended 

use, the lighting design is planned according to their 

useful life and purpose. It reveals different 

placements in lighting designs, even in the smallest 

units of the houses, in presentations used in different 

shapes and purposes such as kitchen, living room, 

bedroom. As soon as the sun begins to illuminate the 

earth, the main determinant of the day cycle is 

daylight. Daylight determines when to wake up and 

when to sleep. Daylight has a direct effect on people 

both physically and psychologically. For this reason, 

the basic element in building designs from the past to 

 

*Corresponding author: sparlakyildiz@beu.edu.tr    Received: 15.11.2022, Accepted: 07.03.2023 

the present is daylight. Facade direction and window 

width in buildings are shaped accordingly. Daylight is 

also decisive in terms of its effects on health and 

energy savings. A controlled building that can make 

maximum use of daylight provides a healthy and 

energy-efficient use. However, nowadays, the usage 

density criterion has become a priority rather than the 

use of daylight in designs. That's why there are 

offices, hospitals, and even homes that don't get any 

light. Developed as a solution to this situation, Human 

Centric Lighting brings the light intensity and color 

temperature of daylight to indoor spaces. Thus, it 

supports the correct balancing of people's biological 

rhythms even in an area completely independent of 

the outside world [1-4]. 

Human Centric Lighting (HCL) enables 

people to increase their living comfort by supporting 

them with the right artificial light with features closest 

to daylight. Acting as a simulation of the sun indoors, 

HCL primarily aims to provide a healthy light. Light 

is very important for the circadian rhythm, which 

determines people's daily hormonal patterns. The 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1205458
https://orcid.org/0000-0003-0885-023X
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biological effects of light conditions can be listed as 

the sleep-wake cycle, heart rate-blood pressure, body 

temperature, hormone release, metabolic activities, 

and concentration-motivation. 

In traditional lighting designs that do not have 

the dynamism of natural daylight, the light has a 

constant color temperature. Whereas, daylight has a 

blue wavelength in the morning and a yellow 

wavelength in the afternoon. This difference in 

daylight affects the intensity of activities and mobility 

during the day. Artificial lighting that does not adapt 

to daylight can lead to disruptions and imbalances in 

the circadian rhythm. Circadian rhythm disorder 

manifests itself as fatigue, lack of motivation, anxiety, 

and sleep disorder in humans. 

HCL supports the circadian rhythm at the 

right time, with the ideal color temperature and light 

intensity. It can be adjusted with wireless automation 

systems, making it possible to be specially designed 

for spaces or personal needs. Thus, a suitable cycle 

can be created for people working at different 

working hours [5-8]. 

 

2. Human – Centric Lighting Concept 

 

Human Centric Lighting, at the right time, with the 

right artificial light support, artificial light; It is a 

lighting concept that aims to increase the comfort of 

life by regulating its visual, biological, and 

psychological effects. The Human-Centered Lighting 

concept is aimed at using the effects of light sources 

in the most efficient way. Natural sunlight, which is 

our source of life; changes dynamically in color 

temperature, and quantity. However, due to today's 

conditions, artificial light sources are used mostly in 

indoor places where we spend our time. These 

artificial light sources usually have a fixed color 

temperature and color intensity. This situation 

adversely affects human health. 

HCL, at the right time, with the right artificial 

light support; is a lighting concept that aims to 

increase the comfort of life by regulating its visual, 

biological, and psychological effects. the human-

Centered Lighting concept, it is aimed to use the 

effects of light sources in the most efficient way. 

Natural sunlight, which is our source of life; changes 

dynamically in color temperature, and quantity. 

However, due to today's conditions, artificial light 

sources are used mostly in indoor places where we 

spend our time. These artificial light sources usually 

have a fixed color temperature and color intensity. 

This situation adversely affects human health. The 

Human Centric Lighting concept allows artificial 

light to change dynamically like natural daylight [9-

12]. With this concept, the spread, intensity, and color 

temperature of the light provided by artificial light 

sources can be managed. Thus, when designing 

lighting systems, the visual, biological, and 

psychological effects of light on people are taken into 

account. In cases where the health-related effects of 

light are not taken into account, disruptions in the 

sleep-wake cycle, low efficiency, performance, and 

concentration, and some imbalances in mood may 

occur. The Human Centric Lighting concept aims to 

increase efficiency by providing the right light 

intensity and color temperature in order to prevent 

such negative effects [11-15]. 

The use of artificial light, especially in 

corporate buildings, brings with it intense energy 

consumption. In such cases, energy efficiency is 

ensured in the long term thanks to the Human Centric 

Lighting concept. In addition, it enables the creation 

of healthy and high-productivity spaces by providing 

positive effects on people. The HCL concept, which 

includes holistic lighting and space planning, 

appropriate installation, and correct application 

processes, is dynamic and functional from start to 

finish. As the difference between artificial lights and 

sunlight increases, it becomes difficult to adapt and 

the Circadian Rhythm is disturbed. The light 

spectrum of good lighting should be similar to the 

spectrum distribution in daylight. 

The appropriate Lighting also directly affects 

the perception, aesthetics, comfort, psychology, and 

performance of people. While all these elements are 

negatively affected in a place that is not properly 

illuminated, it is possible to increase efficiency by 

creating a direct positive effect on people, thanks to 

the Human-Centered Lighting concept. The concept 

of Human-Centered Lighting, which can be applied to 

all living and working areas, has critical importance 

especially for offices that are used heavily and for 

places such as hospitals, which have great importance 

for health. In accordance with the principle of Human 

Centric Lighting, it is aimed to provide the highest 

benefit in terms of efficiency and health by 

calculating the psychological and biological effects of 

light on people. With this concept, not only energy is 

managed efficiently; but At the same time, by 

increasing the contribution and creativity of the 

employees, much more benefits than expected can be 

created. In visual lighting design, the goal is to 

support visual acuity level by setting a threshold for 

adequate light levels and by asking for lighting to be 

balanced indoors. According to the WELL standards, 

an average of at least 500 lux lighting should be 

provided on counters and other food preparation or 

production areas in Commercial Kitchen Lighting. 
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According to the Circadian Lighting Design criteria 

specified in the WELL standards, the purpose of 

Human Centric Lighting is to support circadian health 

by setting a minimum threshold for daytime light 

intensity [9-11, 16-19]. Light is one of the main 

drivers of the circadian system, which begins in the 

brain, regulating physiological rhythms throughout 

the tissues-organs of the body, influencing hormone 

levels and the sleep-wake cycle. The method should 

be given in detail and clearly in terms of the 

reproducibility of the study. According to the Human 

Centric Lighting concept, Equivalent Melanopic Lux 

is measured in the vertical plane at eye level with 

respect to the human body. According to the Human 

Centric Lighting concept, the aim of visual lighting 

design is to set a threshold for sufficient light level 

and to support balanced visual acuity. According to 

WELL standards, an average of at least 500 lux 

lighting should be provided on counters and other 

food preparation or production areas in Commercial 

Kitchen Lighting [9-11]. 

 

2.1. Lighting Criteria 
 

The lighting quality should always provide adequate 

visual performance for the task involved. Average 

illuminance level, uniform distribution, glare control, 

and color rendering are the quality parameters taken 

into account in providing visual comfort. Inadequate 

lighting makes documents or computer screens 

difficult to see due to inappropriate lighting levels, 

glare, and unwanted shadows. Insufficient lighting 

prevents the correct perception of the environment, 

objects, and colors. Artificial lighting systems can be 

useful in environments where daylight is not 

sufficiently utilized. By controlling the light intensity, 

optimum illumination can be made according to the 

hours [20-26]. 

The human-oriented lighting concept is 

measured as the vertical lighting level. Horizontal 

lighting requirements in the working plane are a 

familiar concept. However, there is no planar 

conversion method between vertical lighting and 

horizontal lighting. Since the amount of light in the 

vertical plane is a combination of direct light from a 

luminaire, light reflected from walls, light reflected 

from ceilings, and light from windows, this method, 

which depends entirely on how the light is transmitted 

to the space, is called the Equivalent Melanopic Lux 

value.  For Circadian Lighting Design, the criterion of 

providing any limit value condition of Uo value is not 

taken into consideration [9-11, 27-30].   

 

 

2.2. Illuminance Level      

 

The illuminance level, which is the ratio of the 

incident luminous flux per unit time to the surface 

area, is defined as equal to the luminous flux of the 

surface divided by the area of that surface. Its symbol 

is 'E' and its unit is lx. However, the unit used in 

America is a foot candle'. Mathematically, E 

(Illuminance Level) is called the ratio of Luminous 

Flux to Area. While the intensity of light falling on a 

given surface area does not change, the illuminance 

level in that area does not change. The 'Illumination 

quality' changes. However, although the light 

intensity remains the same, the illumination level 

depends on the change in distance. In general, when 

referring to the measured and recommended 

illuminance levels, the values reaching the horizontal 

operating plane are referred to. However, the levels 

read on different surfaces depend on the location of 

the source and the measuring instrument. They differ 

in the same environment. For example, if the 

illuminance level meter is towards light sources, from 

horizontal (close to the line of sight) ) high values will 

be read [20-26]. 

 

3. Results and Discussion 

 

In Commercial Kitchen Lighting, an average of at 

least 500 lux conditions have been tried to be 

achieved in counters and other food preparation or 

production areas. For this purpose, an area designed 

as a warehouse is designed as a commercial kitchen 

in terms of lighting. The warehouse, which has been 

transformed in terms of lighting, is seen in Figure 1. 

 

 

Figure 1. The warehouse transformed in terms of lighting. 

 

The ceiling height of the lamps is 7 m. for this reason, 

the distance between the surface to be illuminated and 

the lamp is included in the calculation as 7 m. 

According to the Human Centered Lighting concept, 

an average of 500 lux lighting should be provided in 

the Eaverage. The luminaires to be used in area lighting 
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have been selected considering the level of 

illumination, the brightness level of the area and 

walls, lighting homogeneity, and economy. 

Calculations were determined according to the point 

illuminance method.  

The lighting system for area-surface 

parameters is in a double-row suspension 

arrangement. The top view of the area for which the 

Point Lighting Calculation is made is shown in Figure 

2. 

 

 

Figure 2. The top view of the area for which the Point 

Lighting Calculation is made. 

 

As the lighting parameters, features such as the 

distance between lamps, lamp height, lamp distance 

to the surface, IP protection class, pollution rate, 

cleaning time, and maintenance factor were selected 

as the lighting parameters. For the luminaire 

parameters, variables such as the angle of the 

luminaire relative to the surface, the luminaire's 

power, its lifetime, and luminous flux were taken into 

account in the calculation. LED luminaires with a 

luminous flux value of 55000 lumens were used in the 

commercial kitchen environment. Luminaire angles 

were chosen as 0, floor reflectivity 0.10, and 

maintenance factor 0.93 (for less polluted 

environments cleaned annually). An enclosed area 

with insufficient natural lighting is chosen. The 

working area is 12 m wide and 90 m long. The area 

between the two luminaires where the point lighting 

calculation is made is divided into 90 points. The 

average illuminance level (Eaverage) was calculated for 

each rectangular area by dividing the 12 m * 11 m 

area into 90 equal parts of 1.10 m * 1.333 m 

dimensions. Eaverage should provide 500 lux and above. 

 
Table 1. Lighting parameters 

  

Height of luminaire from ground (m) 7 

Distance between luminaires  (m) 11 

Armature Angle (degree)  0° 

Type of the Lamp LED 

Lighting Arrangement  Double row 

Lamp luminous (flux) 55000 

Area Length (m) 90 

Area Width(m) 12 

Ground reflectance factor 0.10 

Maintenance Factor (once a year) 0.93 

Height of luminaire from ground (m) 7 

 

In Table 1, for the daytime, direct lighting 

scenario, the condition of having an Eaverage value of 

500 lux and above for 90 points in the selected area 

has been checked. Circadian Lighting Design was 

successfully completed with direct lighting during the 

day. Because while the current level of light is 

insufficient, it is understood that the amount of light 

that human biology will need is provided in this 

environment by increasing the amount of light. The 

illuminance values of 90 points calculated for direct 

lighting are shown in Table 2. 

 

 

Table 2. Illuminance values for 90 points calculated for direct lighting. 

  

                    Emin=100 Lux          Emax=631.96 Lux          Eavarage=500.96 Lux    

m/m 0.550 1.650 2.750 3.850 4.950 6.050 7.150 8.250 9.350 10.450 

0.667 328.808 326.709 351.947 366.130 363.079 363.109 366.222 352.103 326.931 329.099 

2.000 426.705 428.186 453.276 488.577 510.843 510.872 488.659 453.415 428.387 426.967 

3.333 504.162 502.317 520.878 581.300 627.982 628.006 581.372 521.000 502.488 504.390 

4.667 573.610 573.158 586.788 627.863 631.934 631.956 627.929 586.901 573.319 573.823 

6.000 622.362 586.300 583.452 613.171 586.355 586.378 613.238 583.565 586.462 622.576 

7.333 573.610 573.158 586.788 627.863 631.934 631.956 627.929 586.901 573.319 573.823 

8.667 504.162 502.314 520.878 581.300 627.982 628.006 581.372 521.000 502.488 504.390 

10.000 426.705 428.189 453.276 488.577 510.843 510.871 488.659 453.415 428.387 426.967 

11.333 328.808 326.709 351.947 366.130 363.079 363.109 366.222 352.103 326.931 329.099 
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4. Conclusion and Suggestions 

 

Indoor lighting should be used to support circadian 

rhythm in a variety of application areas, such as 

schools, offices, hospitals, prisons, and other 

businesses operating in confined spaces where area 

lighting is provided. In the new generation of human-

centered architectural design, lighting systems must 

not only meet the visual needs but also support the 

biological (eg sleep-wake order) and psychological 

(eg mood, mental fatigue, stress) needs of the 

individuals. In human-oriented lighting solutions, 

lighting systems that offer optimized light settings 

according to the time of day, weather (cloudy or 

sunny), and the body's metabolism status (sleepy or 

stressed) should be used. 

As a result, it is necessary to make maximum 

use of daylight for the physical and biological needs 

of human beings and for a sustainable environment. 

In addition to the use of daylight, making artificial 

light suitable for human nature positively affects 

health. Commercial Kitchen Lighting has an average 

of at least 500 lux in counters and other food 

preparation or production areas. Special lighting 

should be made by the lighting designer according to 

the needs and standards of each project. Human-

Oriented According to the lighting concept, 

architectural lighting design was made in accordance 

with the criteria of WELL standards. In this respect, 

the lighting design is successful because the Eaverage 

value was calculated as 500.96 lux in this study. 
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Abstract Methyl (4-methylpiperazin-1-yl)acetate (2) were synthesized by the 

condensation of compound (1) with ethyl bromoacetate in basic media. The synthesis 

of acid hydrazide derivatives (3) was brought about as a result of the reaction between 

compound (2) aand hydrazine hydrate. In the presence of basic conditions, the reaction 

of 2-(4-methylpiperazin-1-yl)acetohydrazide (3) with carbon disulfide resulted in the 

formation of 5-((4-methylpiperazin-1-yl)methyl)-1,3,4-oxadiazole-2-thiol (4). The 

reactions of (4) with different primary and secondary amines in the presence of 

formaldehyde ledato the formation of the corresponding Mannich bases (5a-f). 

 

 
1. Introduction 

 

In the synthesis of a broad range of bioactive 

components, the Mannich reaction is an essential 

stage in the process of synthesis. In the development 

of secondary and tertiary amine derivatives [1–3], it 

is an extremely important step in the process. The N-

Mannich bases that are synthesized from NH-

heterocycles and other compounds that are 

structurally linked to them have the potential to 

display a diverse range of pharmacological activities. 

Antimicrobial treatment is one example of these 

behaviors [4–6], antifungal [7], anti-HIV [8], 

antitubercular [9], neuroprotection [10], and 

anticancer activity. In a recent publication [11], the 

amazing biological activity associated with N-

substituted isoindolin-1,3 diones was investigated.  

 

These diones are members of an important group of 

compounds. It has been demonstrated that they are 

efficient against a number of different types of fungi 

[12], as well as inflammation and pain [13], 

convulsions [14], and bacteria [15], in addition to 

being antioxidants and hemolysers. N-Mannich bases 

of isoindolin-1,3-dione (phthalimide) and Mannich 

bases containing a phthalimide moiety have been 

 

*Corresponding author: yildizuygun41@hotmail.com                          Received: 16.11.2022, Accepted: 09.03.2023 

discovered to be highly effective antibacterial, 

anthelmintic, and insecticidal agents [16,17]. These 

compounds are significant from a synthetic as 

biologically active compound.  

Therefore, the use of the 5-((4-methylpiperazin-1-

yl)methyl)-1,3,4-oxadiazole-2-thiol 4 in the N-

Mannich process is going to be the primary focus of 

this investigation. The general schematic 

representation of the synthesis of N-Mannich Bases 

from 5-((4-methylpiperazin-1-yl)methyl)-1,3,4-oxa 

diazole-2-thiol (4) is given in the fig 1. 

 

H H

O

+ RNH2 +
R

O

R

R

O

R

R2N

     Aldehyde       Primary or sec amine       Ketone                                 Mannich Base

Fig. 1- The general schematic representation of 

Mannich reaction 

2. Experimental Section 

 

2.1. Chemistry 

All of the chemicals were obtained from Fluka 

Chemie AG Buchs, which is located in Buchs, 

Switzerland, and utilized in its original form. The 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1205608
https://orcid.org/0000-0001-7949-0329
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melting points of the synthetic compounds were 

determined using a Büchi B-540 melting point 

instrument and open capillaries. The results have not 

been adjusted for accuracy. A technique known as 

thin-layer chromatography (TLC) was performed on 

silica gel 60 F254 aluminum sheets in order to 

monitor the reactions. To locate the peaks, ultraviolet 

light was employed in conjunction with a mobile 

phase that was composed of ethyl acetate and ethyl 

ether in a ratio of 1:1. When recording FT-IR spectra, 

a spectrometer  from at he  1600  series  of  Perkin  

Elmer's FTIR was used. 1H NMR and 13C NMR 

spectra were registered in DMSO-d6 on a BRUKER 

AVENE II 400 MHz NMR Spectrometer (400.13 

MHz for 1H and 100.62 MHz for 13C) or Varian-

Mercury 200 MHz NMR Spectrometer  (200 MHz for 
1H and 50 MHz for 13C). Chemical shifts are given in 

ppm  with respect  to  Me4Si as  an internal standard. 

 

2.1.1 Ethyl 2-(4-methylpiperazin-1-yl)acetate (2) 

 

To a solution of compound 1 (10 mmol) in 

tetrahydrofuran, triethylamine (20 mmol) was added, 

and after stirring for a period at room temperature, 

ethyl bromoacetate (10 mmol) was added dropwise; 

the mixture was then stirred for 24 hours at room 

temperature. Then, the solution was evaporated until 

it was completely dry, and the resulting white solid 

was filtered out. 

Yield: % 89, m.p: 85-87°C. FT IR (υmax, cm-1): 1734 

(C=O). 1H NMR (DMSO-d6, δ ppm): 1.17-1.20 (3H, 

m, CH3), 1.99 (2H, s, CH2), 2.14 (2H, s, CH2), 2.30 

(2H, s, CH2), 3.17 (2H, s, CH2), 3,40 (2H, d, J= 4,0 

Hz, CH2), 4,08 (3H, t, J= 16,0 Hz, CH3). 13C NMR 

(DMSO-d6, δ ppm): 14.57 (CH3), 46.17 (CH3), 53.24 

(CH2), 55.06 (CH2), 58.98 (CH2), 60.20 (CH2), 63.93 

(CH2), 170.36 (C=O).  EI MS m/z (%): 173.25 

([M+1]+, 100), 195.40 ([M+Na]+, 70).  

2.1.2. 2-(4-methylpiperazin-1-yl )acetohydrazide 

(3) 

Compound 2 (10 mmol) was dissolved in ethanol, and 

then hydrazine hydrate (25 mmol) was added to the 

mixture, which was then refluxed for 15 hours. After 

a night in the fridge, the white solid was filtered off, 

and the crude product was crystallized in 

ethanol/water (2:1). 

Yield: % 85, m.p: 134-136 0C. FT IR (υmax, cm-1): 

1734 (C=O). 1H NMR (DMSO-d6, δ ppm): 2. 14 (3H, 

s, CH3), 2.30 (2H, s, CH2), 2.40 (4H, s, 2CH2), 2.88 

(4H, s, 2CH2), 3.75 (2H, brs, NH2), 8.84 (1H, s, NH). 

13C NMR (DMSO-d6, δ ppm): 46.20 (CH3), 53.21 

(2CH2), 55.01 (2CH2), 60.37 (CH2), 168.69 (C=O).  EI 

MS m/z (%): 173.89 ([M+1]+, 100), 195.75 ([M+Na]+, 

75).  

2.1.3. 5-((4-methylpiperazin-1-yl)methyl)-1,3,4-

oxadiazole-2-thiol (4) 

 

The mixture of compound 3 (10 mmol) and carbon 

disulfide (20 mmol) in absolute ethanol was refluxed 

in the presence of dried potassium hydroxide (10 

mmol) for 14 h. Then, the resulting solution was 

cooled to room temperature and acidified with acetic 

acid. The precipitate formed was filtered off, washed 

with water, and recrystallized from ethyl 

acetate:petroleum ether (1:3) Yield 72 %. M.p: 210–

2120C. FT IR (υmax, cm-1): 2755 (SH), 1596 (C=N), 

1172 (C=S). 1H NMR (DMSO-d6, δ ppm): 2.44 (3H, 

s, CH3), 2.65 (2H, s, CH2), 2.88 (2H, s, CH2), 3.10 

(2H, s, CH2), 3.48 (2H, s, CH2), 3.78 (2H, s, CH2)  

13.95 (1H, s, SH). 13C NMR (DMSO-d6, δ ppm): 

15.20 (CH3), 50.51 (CH2), 52.10 (CH2), 53.69 (CH2), 

54.12 (CH2), 55.12 (CH2), 166.20 (C), 185.36 (C=S). 

EI MS m/z (%): 215.63 ([M+1]+, 100), 189.52 (75), 

110.23 (51). 

 

2.2. General Method for the Synthesis of 

Compounds 5a-f 

 

Following adding appropriate amine (10 mmol) to a 

solution of the corresponding compound 4 (10 mmol) 

in dimethyl formamide, the mixture was stirred for 24 

hours at room temperature in the presence of 

formaldehyde (30 mmol). To obtain the required 

chemical, the solid precipitate was first filtered out, 

then washed with water, and finally recrystallized 

from a mixture of 1:1 dimethyl sulfoxide and water. 

2.2.1 5-((4-methylpiperazin-1-yl)methyl)-3-(morp 

holinomethyl)-1,3,4-oxadiazole-2(3H)-thione (5a) 

Yield 80 %. M.p: 198-2000C. FT IR (υmax, cm-1): 1585 

(C=N). 1H NMR (DMSO-d6, δ ppm): 2.28 (3H, s, 

CH3), 2.43 (2H, s, CH2), 2.45 (2H, s, CH2), 2.49 (2H, 

s, CH2), 2.60 (2H, s, CH2), 2.78 (t, J=4.45, 4H, 

CH2-N-CH2), 3.58 (t, J=4.40, 4H, CH2-O-CH2), 

5.16 ( s, 2H, N-CH2-N). 

 13C NMR (DMSO-d6, δ ppm): 46.05 (CH3), 49.24 

(CH2), 52.85 (CH2), 53.47 (2CH2), 54.48 (2CH2), 

64.86 (2CH2), 66.82 (2CH2), 156.80 (C), 183.84 

(C=S). EI MS m/z (%): 313.85 ([M+1]+, 100), 247.52 

(85), 178.12 (71), 113.65 (53). 
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2.2.2. 5-((4-methylpiperazin-1-yl)methyl)-3-(thio 

morpholinomethyl)-1,3,4-oxadiazole-2(3H)-thione 

(5b) 

 

Yield 82 %. M.p: 202-2040C. FT IR (υmax, cm-1): 1578 

(C=N). 1H NMR (DMSO-d6, δ ppm): 2.30 (3H, s, 

CH3), 2.45 (2H, s, CH2), 2.47 (2H, s, CH2), 2.52 (2H, 

s, CH2), 2.63 (2H, s, CH2), 2.67 (2H, s, CH2)  2.70 

(2H, s, CH2), 3.73 (2H, s, CH2), 3.81 (2H, s, CH2), 

4.22 (2H, s, CH2), 5.10 (2H, s, CH2). 13C NMR 

(DMSO-d6, δ ppm): 46.10 (CH3), 49.57 (CH2), 52.78 

(CH2), 53.41 (2CH2), 54.40 (2CH2), 64.78 (2CH2), 

66.80 (2CH2), 156.85 (C), 183.90 (C=S). EI MS m/z 

(%): 330.52 ([M+1]+, 100), 279.02 (85), 245.36 (70), 

198.52 (54). 

 

2.2.3. 3,5-bis((4-methylpiperazin-1-yl)methyl)-

1,3,4-oxadiazole-2(3H)-thione (5c) 

 

Yield 84 %. M.p: 189-1910C. FT IR (υmax, cm-1): 1598 

(C=N). 1H NMR (DMSO-d6, δ ppm): 2.27 (3H, s, 

CH3), 2.28 (3H, s, CH3), 2.40 (4H, s, 2CH2), 2.42 (2H, 

s, CH2), 2.50 (2H, s, CH2), 2.58 (2H, s, CH2), 2.60 

(2H, s, CH2)  2.61 (2H, s, CH2), 3.82 (2H, s, CH2), 

4.23 (2H, s, CH2), 5.07 (2H, s, CH2).13C NMR 

(DMSO-d6, δ ppm): 30.12 (CH3), 32.89 (CH3), 48.37 

(CH2), 51.70 (CH2), 53.92 (2CH2), 54.49 (2CH2), 

64.65 (2CH2), 66.89 (2CH2), 156.12 (C), 183.88 

(C=S). EI MS m/z (%): 327.90 ([M+1]+, 100), 270.19 

(73), 190.52 (59), 171.30 (48). 

 

2.2.4. 3-((furan-2-ylmethylamino)methyl)-5-((4-

methylpiperazin-1-yl)methyl)-1,3,4-oxadiazole-

2(3H)-thione (5d) 

 

Yield 86 %. M.p: 178-1800C. FT IR (υmax, cm-1): 3215 

(NH), 1581 (C=N). 1H NMR (DMSO-d6, δ ppm): 2.39 

(3H, s, CH3), 2.39 (2H, s, CH2), 2.44 (2H, s, CH2), 

2.59 (2H, s, CH2), 2.61 (2H, s, CH2), 2.67 (2H, s, CH2)  

2.75 (2H, s, CH2), 4.22 (2H, s, CH2), 4.63 (2H, s, 

CH2), 5.14 (1H, s, NH). 6.19 (1H, s, furf), 6.24 (1H, 

s, furf), 7.28 (1H, s, furf). 13C NMR (DMSO-d6, δ 

ppm): 32.12 (CH3), 47.71 (CH2), 56.63 (2CH2), 63.79 

(2CH2), 65.97 (2CH2), 119.52 (CH), 120.12 (CH), 

122.67 (CH), 155.29 ©, 157.12 ©, 181.20 (C=S). EI 

MS m/z (%): 324.63 ([M+1]+, 100), 198.30 (77), 

170.12 (51), 152.39 (43). 

2.2.5. 1-ethyl-6-fluoro-7-(4-((5-((4-methyl pipera 

zin-1-yl)methyl)-2-thioxo-1,3,4-oxadiazol-3(2H)-

yl)methyl)piperazin-1-yl)-4-oxo-1,4-dihydroquin 

oline-3-carboxylic acid (5e) 

 

Yield 91 %. M.p: 232-235 0C. FT IR (υmax, cm-1): 

3385 (OH), 1593 (C=N), 1723 (C=O), 1741 (C=O). 
1H NMR (DMSO-d6, δ ppm): 1.20 (3H, s, CH3), 1.47 

(3H, s, CH3), 2.43 (2H, s, CH2), 2.49 (2H, s, CH2), 

2.63 (2H, s, CH2), 2.80 (2H, s, CH2), 2.87 (2H, s, CH2)  

3.56 (2H, s, CH2), 3.62 (2H, s, CH2), 3.90 (2H, s, 

CH2), 4.09 (2H, s, CH2), 4.73 (2H, s, CH2), 5.31 (2H, 

s, CH2), 6.34 (1H, s, arH), 7.49 (1H, s, arH), 8.08 (1H, 

s, arH), 12.14 (1H, s, OH).13C NMR (DMSO-d6, δ 

ppm): 19.20 (CH3), 24.52 (CH3), 48.23 (CH2), 54.89 

(2CH2), 61.70 (2CH2), 63.49 (2CH2), 65.55 (CH2), 

66.10 (CH2), 67.35 (CH2), 68.43 (CH2), arC: [ 114.12 

(CH), 116.98 (CH), 126.58 (C), 127.37 (C), 128.30 

(C)] 131.89 (C), 136.89 (C), 148.73 (quinolone CH), 

175.12 (C=O), 176.52 (C=O), 181.20 (C=S). EI MS 

m/z (%): 546.52 ([M+1]+, 100), 198.12 (78), 170.36 

(55). 

2.2.6. 1-cyclopropyl-6-fluoro-7-(4-((5-((4-methyl 

piperazin-1-yl)methyl)-2-thioxo-1,3,4-oxa diazol-

3(2H)-yl)methyl)piperazin-1-yl)-4-oxo-1,4-di 

hydroquinoline-3-carboxylic acid (5f) 

 

Yield 93 %. M.p: 237-239 0C. FT IR (υmax, cm-1): 

3324 (OH), 1593 (C=N), 1713 (C=O), 1739 (C=O). 
1H NMR (DMSO-d6, δ ppm): 1.41 (3H, s, CH3), 2.38 

(2H, s, CH2), 2.45 (2H, s, CH2), 2.57 (2H, s, CH2), 

2.79 (2H, s, CH2), 2.96 (2H, s, CH2), 3.57 (2H, s, 

CH2), 3.69 (2H, s, CH2), 3.83 (2H, s, CH2), 4.12 (2H, 

s, CH2), 4.64 (2H, s, CH2), 5.26 (2H, s, CH2), 5.70 

(2H, s, CH2), 6.98 (1H, s, arH), 7.10 (1H, s, arH), 8.20 

(1H, s, CH), 9.21 (1H, s, CH), 15.03 (1H, s, OH). 13C 

NMR (DMSO-d6, δ ppm): 17.13 (CH3), 40.23 (CH2), 

51.89 (2CH2), 57.96 (2CH2), 61.10 (2CH2), 63.79 

(CH2), 64.07 (CH2), 65.10 (CH2), 66.53 (CH2), 67.27 

(CH2), 107.12 (CH), arC: [112.03 (CH), 113.79 (CH), 

124.79 (C), 126.81 (C), 129.41 (C), 145.12 (C)] 

134.10 (C), 137.90 (C), 148.12 (quinolone CH), 

177.23 (C=O), 179.15 (C=O), 181.66 (C=S). EI MS 

m/z (%): 558.10 ([M+1]+, 100), 340.12 (76), 210.12 

(63), 198.13 (40).
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Scheme 1: i. BrCH2COOEt, EtOH; ii. NH2NH2, EtOH; iii: CS2, KOH, EtOH, iv: dimethyl formamide, 

seconder amine, room temperature, 24 h.

 

3. Results and Discussion 

 

During the research process, we made an attempt to 

synthesize various new 1,3,4-oxadiazoles mannich 

derivates. The structure of the target products was 

determined by using data from 1H NMR, 13C NMR, 

FT IR, and EI-MS. The synthetic procedures that were 

applied in order to obtain the compounds of interest 

are presented in Scheme 1. 

By using a wide variety of amines in the synthesis 

process, research were able to successfully produce a 

variety of N-Mannich bases of 1,3,4-oxadiazole 4, 

with yields ranging anywhere from 80% to 93%. 

Compound (2) IR spectra showed pronounced 

absorption at 1734 cm-1 (C=O), while its 1H-NMR 

spectra displayed five singlets (-CH2) between 1.99 

and 3.39 ppm. Compound (3) 1H NMR spectra didn't 

have any signals that belonged to the -OCH2CH3 

group, hence this can be concluded. Instead, new 

signals were created from the hydrazide structure, and 

these signals indicated between 3.75 ppm (–NHNH2) 

and 8.84 ppm (–NHNH2) when integrating for two 

proton and one proton, respectively (controlled by 

changing with D2O). As seen in our previous studies, 

nh-nh2 peaks are observed in these intervals [18]. The 

infrared spectra of acid hydrazides (3) showed the 

occurrence of a novel peak at 1734 cm–1, which was 

determined by their chemical composition. 

Compound (4) was made as a result of the treatment 

of compound (3) with carbon disulfide in basic media. 

Because of this treatment, the hydrazide side chain 

was converted into the 1,3,4-thiadiazole ring, which 

led to the synthesis of compound (4). The fact that 

1,3,4-oxadiazoles can exist in their mercapto-thioxo 

tautomeric forms [19-21] is common knowledge. The 

infrared spectra of compound (4) revealed two 

stretching bands as a result of this tautomerism. 

Another of these bands, seen at 2755 cm-1, 

corresponds to the –SH group, and the other band, 

recorded at 1172 cm-1, reflects the presence of the -

C=S group. As seen in the literature studies, the -SH 

peak is observed in these intervals [22]. When these 

bands were seen, they were found to be stretching in 

directions that were diametrically opposed to one 

another. In addition, the outcomes of the NMR, mass, 

and elemental tests performed on compound (4) were 

satisfactory. Compounds (5a-f) were produced by 

carrying out the Mannich reaction on compound (4) 

with a number of different amines in the presence of 

a solution of formaldehyde. During the process of 

creating compounds (5a-f), this reaction was one of 

the steps that was carried out. In the 1H NMR and 13C 

NMR spectra of compounds, additional signals 

coming from amine moieties were observed  at  the 

attended chemical ranges. These signals were 

observed at the molecular ranges that were being 

addressed to. The spectra of the molecules revealed 

the presence of these signals. There is no evidence 

that shows the presence of the NH band on the 1H 

NMR or FT-IR spectra of any of the products (5a-f). 

On the other hand, in the spectra of the molecules' 1H 

NMR and 13C NMR, additional signals that came 

from amine moieties were found at the concerned 

chemical ranges. These signals were observed at the 

chemical ranges that were under investigation. This 

suggests that the NH band is absent from the 

spectrum. Recordings of mass spectrum data showed 

that these molecules displayed information that was 

in line with their structures. 

 

3. Conclusion  

 

In this study, methyl piperazine was first converted to 

an ester derivative and then to a hydrazide derivative. 

Then the hydrazide compound was converted to the 

N NH N N

O

OCH2CH3 N N

O

NHNH2
N N O

NHN

S

N N O

NN

S

R

5a: R= Morpholine
5b: R= Thiomorpholine
5c: R= Methylpiperazine
5d: R= Furfurylamine
5e: R= Norfloxacin
5f:  R= Ciprofloxacin

1 2 3 4

i
ii

iii

iv

 



Y. Uygun. Cebeci / BEU Fen Bilimleri Dergisi 12 (1), 146-150, 2023 

150 
 

oxadiazole derivative compound. By reacting the 

1,3,4-oxadiazole derivative compound with different 

amines, some Mannich derivative compounds were 

formed. For the characterization of all synthesized 

compounds, melting point determination, Infread 

spectrum, 1H-NMR spectrum and 13C-NMR 

measurements were made. As a result of all the 

characterization studies, the structures of the 

synthesized compounds were confirmed. 
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ethics
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Abstract 

Foreign Object Debris (FOD) at airports poses a risk to aircraft and passenger safety. 

FOD can seriously harm aircraft engines and injure personnel. Accurate and careful 

FOD detection is of great importance for a safe flight.  According to the FAA's report, 

FOD types are aircraft fasteners such as nut, safety; aircraft parts such as fuel blast, 

landing gear parts, rubber parts; construction materials such as wooden pieces, 

stones; plastic materials, natural plant and animal parts. For this purpose, in this 

study, the effect of different networks and optimizer on object detection and accuracy 

analysis were examined by using a data set of possible materials at the airport. 

AlexNet, Resnet18 and Squeezenet networks were used. Application is applied two 

stages. The first one, 3000 data were divided into two parts, 70% to 30%, training 

and test data, and the results were obtained. The second one, 3000 data were used for 

training, except for the training data, 440 data were used for validation. Also, for each 

application, both SGDM and ADAM optimizer are used. The best result is obtained 

from ADAM optimizer with Resnet18, accuracy rate is %99,56. 

 

 
1. Introduction 

 

FOD is defined as a living or inanimate object that is 

not in a suitable location that can damage employees, 

equipment or aircraft within the airport [1]. Objects 

such as tools left on the runway, fragments from the 

ground, animal remains, and pebbles carried by the 

wind, plastic, metal and tin components threaten 

flight safety and may even cause fatal accidents. Since 

FOD is critical safety hazard and effect the economic 

hazard, FOD recognition system is useful for 

reducing its damages. Aviation organizations around 

the world have detailed various FOD detection 

technologies in order to prevent debris hazard on 

runways, maintain clean and safe aircraft 

maneuvering areas, and prevent FOD damage to 

aircraft [2]. Some countries have a FOD detection 

system. FODRAD, the first and only FOD detection 

radar developed in Turkey, was established at Antalya 

Airport in 2018. FODRAD is a mm-wave radar 

system that is designed to meet the recommendation 

 

* Corresponding author: dgur@firat.edu.tr                           Received: 12.12.2022, Accepted: 23.02.2023 

criteria of Federal Aviation Administration (FAA) 

AC150/5220-24 and performs 24/7 surveillance [3]. 

Considering this application, some studies have been 

carried out in the literature. Han et al. [4] created a 

FOD dataset at runways of Shanghai Hongqiao 

International Airport and campus of their research 

institute and created a FOD recognition system based 

on both Transfer Learning and D-CNN. In [5], the 

authors used the Yolo3 algorithm for FOD detection. 

They used deep residual network to extract features 

from the data and multi-scale feature fusion for small-

scale FOD detection. In [6], a dataset named FOD-A 

was created. They used machine learning models for 

object detection. In [7] for initial dataset unmanned 

aerial system (UAS) and portable cameras are used to 

collect the data at the airport. Later these FOD video 

were split into frames and using You Only Look Once 

algorithm efficiency detection was done. In [8], 

YOLOv4 which is one of the YOLO model, is used 

with transfer learning and obtained fast results for 

FOD detection. In [9], the authors present a spatial 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1217727
mailto:dgur@firat.edu.tr
https://orcid.org/0000-0002-6453-631X
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transformer network (STN), region recommendation 

network (RPN) and convolutional neural network 

(CNN)-based method for detecting FOD. In [10], 

DenseNet and Faster R-CNN are used for small scale 

FOD detection. In [11], the authors proposed to 

collect images with drones and detect any FODs with 

an artificial intelligence-based specific trained 

algorithm. In [12], the authors propose a new random 

forest-based FOD detection framework that uses 

representative PVF to accurately segment FOD 

regions and effectively suppress background 

interference in airport images. In [13], to classify 

FOD images, an ensemble learning algorithm, namely 

KNN, Adaboost, and Random Forest Tree, is used. As 

feature extraction methods, Linear Discriminant 

Analysis (LDA) and Gray-level co-occurrence 

matrix(GLCM) are used. 

FOD is materials that can harm the airport, airport 

personnel and aircraft. Taking measures to detect and 

remove these materials with a smart system before it 

is too late will provide security and contribute to the 

prevention of serious economic losses. In the 

literature, efficient results have been obtained with 

the Yolo algorithm for deep learning-based object 

recognition. In this study, the pros and cons of 

different optimization algorithms are examined and a 

performance comparison is made between the 

selected ADAM and SGDM algorithms. Also, 

AlexNet, Resnet18 and Squeezenet pre-trained 

networks are used and the success rate of the current 

method is compared with the literature. 

2. Material and Method 

 

2.1. Dataset 

 

Created by the researchers using the runway and its 

surroundings, the dataset has three labels: metal, 

concrete, and plastic [4], [14]. The dataset consists of 

a total of 3440 images, of which 3000 are training and 

440 tests. In the training set, each class has 1000 

images, and in the validation set, concrete has 100, 

metal 105, and plastic 235 images.  In this study, two 

applications are applied. The first one, 70% of the 

3000 data was used for training and 30% for testing.  

The second one, 3000 data used for training and test, 

except for this data, 440 data were used for validation 

and performance analysis was examined. Some 

images of the dataset are available in Figure 1. The 

numbers of the FOD dataset are given in Table 1. 

Also, bar graph of data distribution is in Figure 2.  

 

   

Figure 1. Samples of dataset

Table 1. Dataset distribution 

Dataset Training Validation 

Concrete 

Metal 

Plastic 

1000 

1000 

1000 

100 

105 

235 

Total 3000 440 

 

 

 

 
Figure 2. Bar graph of data distribution 
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2.2 Methods 

 

Machine learning has long been a very popular 

field for detecting and evaluating any situation 

[15]-[17]. Machine learning requires feature 

extraction from raw data with a feature extraction 

method. However, with the use of deep learning 

approach recently, this feature extraction process is 

done with its own layers without the need for a 

separate feature extraction method has made this 

area the center of attention. Deep learning has the  

advantage of learning information by creating deep 

architectures. Also, with deep learning, the model 

automatically provides fast learning [18].  

In this study, the features of the FOD dataset with 

different networks, such as AlexNet, Resnet18 and 

Squeezenet, were extracted and the classification 

results were compared. For each application, 

SGDM and ADAM (Adaptive Moment 

Estimation) optimizers are used. The block 

diagram of the study is given in Figure 3. 

 

   

 

 

 

                                                                                                 

Figure 3. The block diagram of the used method 

 

2.2.1. Pre-Trained Networks 

 

The architectures used in the deep network are shown 

in Figure 4. AlexNet model proposed by Alex 

Krishevskyi et al. [19] is an important step in the field 

of deep learning [20], showing high performance in 

object recognition and image classification, which 

includes 1000 class labels. In this architecture, a total 

of seven layers are used, 5 of which are convolutional 

and two are fully connected, named FC6 and FC7. 

The first of the convolutional layers uses 11 * 11, the 

second 5 * 5, and the rest use 3 * 3 filters. ReLU 

activation function and maximum pooling are used in 

the architecture. ResNet-18 is a convolutional neural 

network that is 18 layers deep. The pre-trained 

network can classify images into 1000 object 

categories. As a result, the network has learned rich 

feature representations for a wide range of images. 

The network has an image input size of 224-by-224 

[21]. The feature vector is obtained from the fully 

connected layer called “fc1000” in the ResNet 

network. SqueezeNet is an architecture was 

developed by Iandola et al [22] and that is 18 layers 

deep. The network has an image input size of 227-by-

227. This architecture aims to achieve fast and 

efficient accuracy rates with the architecture they 

create with few parameters [22].

FOD 

DATASET 

 

Classification 

ADAM 

 

SGDM 

Features 
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Figure 4. The used deep networks 

2.2.2. Optimization Algorithms 

 

Optimization is used to min the difference between 

the output generated by the network and the actual 

value. SGD (Stochastic gradient descent), 

Momentum, Adagrad, RMSProp, Adadelta and 

ADAM algorithms are frequently used in Machine 

Learning. In SGD, the gradient weights of the 

randomly received training data are updated instead 

of the gradients in the whole data. Draws a zigzag 

path to the global minimum point. In case using SGD 

alone, the initial cost value may oscillate to the 

smallest point at different derivative values calculated 

at each step. This will take time to reach the minimum 

value. Therefore, by using SGD together with 

momentum, oscillations will decrease and these 

oscillations will be large horizontally and small 

vertically. Thus, it will be possible to reach a quick 

result [23]. 

Adagrad makes frequent updates for infrequent 

parameters and smaller updates for frequent 

parameters. Here, each parameter has its own learning 

rate, and according to the characteristics of the 

algorithm, this learning rate gradually decreases and 

stops learning at some point in time. Adadelta uses 

momentum summary of square difference between 

existing weights and updated weights. RMSprop 

squares momentum gradients and prevents rapid 

decline. the learning rates of each of the parameters. 

That is, it combines the positive aspects of RmsProb 

and momentum. [24] 

The ADAM algorithm is known as adaptive 

estimation. ADAM's algorithm, unlike Adadelta, 

stores learning rate and momentum changes in 

memory; that is, it combines the positive aspects of 

RMSprop and momentum. It also performs better 

than SGD in terms of speed [25]. 

3. Results and Discussion  

 

The application was made in two stages and the 

results are given in tables. In the first application, 70% 

of the 3000 data was reserved for training and 30% 

for testing. The program was run as it is and the results 

were obtained. In the other application, 3000 data 

were used for training-testing at a rate of 70% to 30%, 

and 440 data was used for validation.  

As seen in Tables 2 and Table 3 some parameter 

values are given. The mini-batch size means how 

many data the model will process simultaneously. 

While the model is being trained, the data is included 

in the training in parts. In deep learning, the first piece 

is trained, the performance of the model is tested, and 

the weights are updated according to the performance. 

Then the model is retrained with the new training set 

and the weights are updated again. Each of these 

training steps is called “epoch”. Before training the 

data, shuffling is done with Shuffle. Here, data 

shuffling is done in each epoch. Optimization 

methods are used to solve the optimum value in 

solving nonlinear problems.‘initial learn’ represents 

the learning rate. The ‘Validation Frequency’ value is 

the number of iterations between evaluations of 

validation metrics. 

In this work, Verbose, max epoch, Mini Batch size, 

validation frequency, initial learn are 

50,10,64,50,0.001, respectively. Shuffle is done every 

epoch. 

For application 1, only 3000 data used both training 

and test. Also Table 2 presents experimental results 

for this application. As seen in Table 2, the best result 

is obtained with ‘ADAM’ optimizer for Resnet18. 

But, the other results are close to each other. Figure 5 

shows accuracy comparisons both optimizers for 

application 1. 

For application 2, 3000 data were used for training-

testing at a rate of 70% to 30%, and 440 data was used 

for validation. As seen in Table 3, the best result is 

obtained with ‘ADAM’ optimizer. 

 
 

Deep 
Network

Resnet18

SqueezenetAlexNet
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Table 2. Experimental Results for Application 1 

 
Models Max 

Epoch 

MiniBatch 

Size 

Shuffle Algorithm Initial 

Learn 

Validation 

Frequency 

Accuracy 

Rate 

AlexNET 10 64 Everyepoch SGDM 0.0001 50 % 97.22 

Resnet18 10 64 Everyepoch SGDM 0.0001 50 % 98.22 

Squeezenet 

 

10 

 

64 

 

Everyepoch SGDM 

 

0.0001 

 

50 % 97.56 

AlexNET 10 64 Everyepoch ADAM 0.0001 50 % 98.44 

Resnet18 10 64 Everyepoch ADAM 0.0001 50 % 99.56 

Squeezenet 10 64 Everyepoch ADAM 0.0001 50 % 98.89 

 

 

 
Figure 5. Graphical Comparison for Application 1 

 

In second application, the performance is low due to the fact that the validation data source. Therefore, the 

obtained results were lower than the first application. But, the best result is obtained with ADAM optimizer. 

 
Table 3. Experimental Results for Application 2 

Models Max 

Epoch 

MiniBatch 

Size 

Shuffle Algorithm Initial 

Learn 

Validation 

Frequency 

Accuracy 

Rate 

AlexNET 10 64 Everyepoch SGDM 0.0001 50 % 75.91 

Resnet18 10 64 Everyepoch SGDM 0.0001 50 % 71.36 

Squeezenet 

 

10 

 

64 

 

Everyepoch SGDM 

 

0.0001 

 

50 % 75.91 

AlexNET 10 64 Everyepoch ADAM 0.0001 50 % 79.32 

Resnet18 10 64 Everyepoch ADAM 0.0001 50 % 71.36 

Squeezenet 

 

10 

 

64 

 

Everyepoch ADAM 

 

0.0001 

 

50 % 73.86 

 

 

Table 4 presents literature comparisons of different 

FOD datasets in terms of method and success 

parameters, such as accuracy, precision, recall, True 

Positive(TP), False Negative(FN), Average Precision 

(AP). As seen in Table 4, artificial intelligence-based 

methods have yielded important results.  
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Table 4. Literature Comparisons 

Author Dataset Method Performance 

[4] create a FOD dataset consisting 

of images from the runways of 
Shanghai Hongqiao International 

Airport and the campus of  

research institute. 

 

deep convolutional neural network 
(D-CNN) model. 

 

Accuracy=%78 

[5] established a picture dataset for 

airport runways 

 

YOLOv3 

mAP=%92.2 

Recall=0.931 

FPS=32 

[6] FOD-A dataset created  SSD  SSD loss=0.651 

[8]  

collected using a drone on the 
runways of an air force range.  

 

 
YOLOv4-csp 

AP=%92.13 

TP=2099 
FN=210 

Precision=0.83 

Recall=0.91 

[9]  
sampled by a vehicular imaging 

system in Tianjin Binhai 

International Airport 

CNN (RPN + FOD Detector) 
 

 

mAP=98.41% 
 

CNN(STN+FODclassification+fine-
tune) 

Recall=97.67% 
 

[10] collected on the airport 

runway by a HIKVISION 
camera 

Faster R-CNN with 

DenseNet 

Accuracy=%95.6 

[11] Collected by Drone 

at an airport runway. 

the online general model and the 

local compact model. 

Precision % Recall % mAP %  

G C G C G C  

Multi 77 96.3 72.7 5.6 77.5 40.7  

Single 85.7 88.8 90.5 37.2 94 55.4  

[12] collected by research group at 

Shahe Airport in Beijing, 

China. 

random forest-based FOD detection 

framework that uses representative 

PVF 

Precision=%94.88 

Recall=%95.43 

mAP= %93.47 

 

 

4. Conclusion and Suggestions 

Apart from preventing damage to the airport, airport 

personnel and aircraft, FOD shortens the delay time 

of the aircraft, and with a more advanced application, 

it can make an effective detection even in adverse 

weather conditions day and night. In this paper, to 

detect foreign object debris detection with different 

networks and optimizers are compared with two 

stages. In the first stage of this study, the data reserved 

for training in the data set were separated as training 

and test at certain rates and results were obtained. In 

the second step, an external dataset is used for 

validation. One of the important advantages of deep 

learning is that it has gradient descent based 

optimization algorithms that minimize the error. 

SGD, Momentum, Adagarad, RMSprop, Adadelta 

and Adam algorithms are the most well-known 

optimization algorithms. Some weights are updated 

with the frequently used SGD. 

Since momentum gradients are used to reduce the 

excess oscillation that occurs while searching for the 

optimum point in SGD, a controlled descent takes 

place and the oscillation decreases. In terms of the  

smoothness of the data used in the first application, 

the success of the first application was higher, and it 

was seen that Adam optimizer was also an efficient 

algorithm. 
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Abstract 

Oleuropein is the major phenolic component of olive leaf extract. In the present 

study, oleuropein was incorporated into chitosan films, and the physical properties 

and antioxidant activity of the films were determined. The chitosan-to-oleuropein 

ratio was arranged as 1:1, 1:0.5, 2:1, and 2:0.5. Physical properties including 

moisture content, density, solubility, water vapor permeability, color, and opacity 

were measured. The results showed that the addition of oleuropein improved the 

water vapor barrier and decreased the solubility of chitosan films. The oleuropein-

added films had the same density and moisture content as chitosan films.  Oleuropein 

incorporation resulted in higher opacity and b* values, whereas a* and L* values 

decreased. Chitosan films with oleuropein showed strong antioxidant activity. Films 

at chitosan/oleuropein ratio as 1:1 could be good candidate for active packaging 

material due to exhibiting good water vapor barrier, opacity, and antioxidant 

property. 
 

 
1. Introduction 

 

Olive leaves are a significant waste from olive oil 

production, and they can be considered a cheap and 

rich source of phenolic compounds. In general, olive 

leaves contain about 30 phenolic compounds, which 

are phenolic acids (gallic acid, coumaric acid, ferulic 

acid, syringic acid, caffeic acid, vanillic acid), 

phenolic alcohols (tyrosol, hydroxytyrosol), 

flavonoids (luteolin, apigenin, quercetin, cyanidin), 

secoiridoids (oleuropein, verbascoside, ligroside) and 

lignans [1]. Oleuropein is a heterosidic ester of β-

glucosylatedelenolic acid and hydroxytyrosol. 

C25H32O13 is the molecular formula of oleuropein, 

and its molecular weight is 540.51 g mol-1 [2]. 

Oleuropein is mainly present in olive tree leaves and 

olives. It is also present in small amounts in olive oil 

and is responsible for the bitter taste of olives and 

olive oil [3].. The studies demonstrated significant 

health benefits, including the prevention of coronary 

heart disease, neurodegenerative diseases, and cancer 

 

*Corresponding author: ayca.aydogdu@comu.edu.tr                          Received: 15.12.2022, Accepted: 23.02.2023 

[4]. Oleuropein has shown strong antimicrobial 

properties in several studies. Sudjana et al. stated that 

oleuropein, as the main component of leaf extract, 

showed antimicrobial activity against Helicobacter 

pylori, Campylobacter jejuni, and Staphylococcus 

aureus [5]. In a similar study, oleuropein was found to 

have inhibitory effect especially on Gram(+) bacteria 

[6].  

In recent years, due to health and environmental 

concerns about the use of petrochemical-based 

plastics, biopolymer-based packages have received 

great attention for replacing plastic food packaging. 

Carbohydrate polymers such as starch, pectin, 

cellulose derivatives, and chitosan could be good 

alternatives for biopolymer-based packaging 

materials [7]. Among them, chitosan, a cationic 

polysaccharide consisting of β -1,4-linked D- 

glucosamine and N-acetyl-d-glucosamine, has been 

shown to be a potential packaging material due to 

being nontoxic, biodegradable, biocompatible and 

also having antimicrobial properties [8]. Showing 

https://dergipark.org.tr/tr/pub/bitlisfen
https://orcid.org/0000-0003-3877-9200
https://orcid.org/0000-0003-4810-9585
mailto:ayca.aydogdu@comu.edu.tr
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antimicrobial properties makes chitosan as film 

matrix for active food packaging design to minimize 

food deterioration and extend the shelf life of foods. 

To enhance the antimicrobial activity of chitosan 

films, extracts of phenolic compounds such as grape 

seed extract [9], onion skin extracts [10], and rich 

cactus pear extract [11], have been commonly used. 

Moreover, essential oils like tea tree oil [12], lemon, 

thyme, and cinnamon oils [13], and basil oil [13], 

were used to increase the antimicrobial activity of 

chitosan films to be used as active packaging 

materials. On the contrary, the antioxidant activity of 

chitosan films is almost negligible, so it is needed to 

fortify the antioxidant activity of chitosan films to 

minimize oxidation of food during storage. Although 

synthetic antioxidants (butylated hydroxyanisole 

(BHA), butylated hydroxytoluene (BHT), tert-butyl 

hydroquinone (TBHQ) etc.) show high stability and 

low cost, due to safety and health concerns, 

consumers do not prefer packages having synthetic 

antioxidants [14]. Therefore, natural antioxidants 

have received great attention as a way to replace 

synthetic ones. The incorporation of phenolic 

compounds, in particular, has been found to be 

effective in providing strong antioxidant activity for 

chitosan films. In the study of Kadam et al., pine 

needle extract was incorporated into chitosan films, 

and a significant increase in the antioxidant activity of 

chitosan films was observed [15]. In a similar study, 

blueberry and blackberry pomace extracts were used 

as active agents, and phenolic compounds 

incorporated into chitosan films showed strong 

antioxidant activity [16].  

The main aim of this study is to produce oleuropein 

incorporated chitosan films to be used as 

biodegradable active packaging materials. The effects 

of different oleuropein and chitosan concentrations on 

the physical (density, moisture content, water 

solubility, water vapor permeability, opacity, and 

color) and antioxidant properties of chitosan-based 

films were evaluated. 

 

2. Material and Method 

 

2.1. Materials 

Chitosan was bought from Sigma-Aldrich Chemie 

Gmbh (Darmstadt, Germany), and oleuropein powder 

was provided by Kale Naturel Ltd. Şti. Glycerol 

(≥%99), 2,2-Diphenyl-1-picrylhydrazyl, Folin-

Ciocalteau reagent, sodium carbonate) were 

purchased from Sigma-Aldrich Chemie Gmbh 

(Darmstadt, Germany). 

2.1. Methods 

 

2.2.1 Film preparation 

 

To prepare chitosan solutions (1% and 2% (w/v)), 1 g 

and 2 g of chitosan were dissolved in 100 ml of acetic 

acid solution (1% v/v). Glycerol was added to the 

prepared solutions by arranging chitosan: glycerol 

ratio 2:1 (w/w). The solutions were stirred for 2 hours 

with a magnetic stirrer. %5 and %2.5 (w/v) oleuropein 

were dissolved in ethanol/water (80/20) solution and 

the slurry was centrifuged at 3500 rpm for 10 minutes 

to remove unsoluble parts. To obtain a 

chitosan/oleuropein ratio as 1:1, 1:0.5, 2:1, 2:0.5, 

oleuropein was added to chitosan solutions. 15 ml of 

solutions were cast over petri plates for 48 h at 25°C. 

Before physical analyses, the films were stored in a 

desiccator at 52% and 20°C for conditioning. The 

oleuropein incorporated chitosan films were named as 

Ch1Ole1, Ch1Ole0.5, Ch2Ole1, Ch2Ole0.5. 1% and 

2% chitosan films were prepared and labelled as Ch1 

and Ch2, respectively. 

 

2.2.2 Thickness of films 

 

The film thickness was measured using a digital 

micrometer (Dial thickness gauge No. 7301, 

Mitutoyo Co. Ltd., Tokyo, Japan). Six random 

readings from three films were taken. 

 

2.2.3. Density, moisture content and solubility of 

films 

 

The initial weight of films being at 2 cm × 2 cm was 

recorded (W1). Until the samples reached a constant 

weight (W2), the films were dried in an oven at 105 

°C.  The density was calculated from Eqn. [1]; 

 

𝑫𝒆𝒏𝒔𝒊𝒕𝒚 =
𝑾𝟐

𝑨𝒓𝒆𝒂×𝑻𝒉𝒊𝒄𝒌𝒏𝒆𝒔𝒔
                               (1)  

 

Moisture content (%, wet basis) was found from the 

Eqn. [2]; 

 

𝑀𝑜𝑖𝑠𝑡𝑢𝑟𝑒 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 (%) =
𝑊1−𝑊2

𝑊1
× 100         (2) 
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The dried films (W2) were put in 30 ml of distilled 

water at room temperature and waited for 24 h. Then, 

the undissolved parts were dried in an oven set at 

105°C for 24 h, and the weight of the dried 

undissolved parts was recorded (W3). Solubility was 

calculated by Eqn. [3]; 

 

𝑆𝑜𝑙𝑢𝑏𝑖𝑙𝑖𝑡𝑦 (%) =
𝑊2−𝑊3

𝑊2
× 100                           (3) 

2.2.4. Color of films 

 

The film color was determined using a Chroma Meter 

CR400 colorimeter (Konica Minolta, Inc., Japan). 

L*(lightness), a*(redness- greenness), b* 

(yellowness-blueness) were used to characterize the 

color of films, and the total color difference ∆E was 

calculated using the following Eqn. [4]; 

∆𝐸 = √(𝐿𝑂
∗ − 𝐿∗)2 + (𝑎𝑂

∗ − 𝑎∗)2 + (𝑏𝑂
∗ − 𝑏∗)2 

(4) 

where L0
*, a0

* and b0
* are the color measurements of 

BaSO4 plate.  

2.2.5. Opacity of films 

The film opacity was measured at 600 nm using a 

UV–visible spectrophotometer (UV-1800, Shimadzu, 

Kyoto, Japan). Opacity values were determined 

according to the method of Aydogdu et al. with Eqn. 

[5]; [17]; 

 

𝑂𝑝𝑎𝑐𝑖𝑡𝑦 =
𝐴600

𝑥
                                                      (5) 

where A600 is the absorbance at 600 nm and x is the 

thickness value of films (mm). Greater opacity values 

indicate lower transparency of the films. Three pieces 

were taken from each film for measurement; three 

replicates were measured for each formulation. 

2.2.6. Water vapor permeability of films (WVP) 

WVP of films was determined with the modified 

version of ASTM E-96 described by Aydogdu et al. 

[17].The custom-built test cups were used in this 

experiment.  To provide the films with 100% RH, 30 

mL of distilled water was used to fill the cups. The 

cups were placed in a desiccator at 40% RH using 

silica gel. The cups were weighed at 3 h intervals. The 

water vapor transmission rate (WVTR) was 

calculated from the slopes of weight loss data vs. 

time. Then the WVP values were calculated by using 

Eqn. [6]; 

𝑊𝑉𝑃 =
𝑊𝑉𝑇𝑅×∆𝑥

𝑆×(𝑅1−𝑅2)
                                 (6)                     

where x is the thickness of the films (m), S is the 

saturated water vapor pressure (Pa) at measured 

temperature, R1 and R2 are the relative humidity 

inside the cups and desiccator, relatively. The 

measurements were performed in duplicate. 

2.2.7. DPPH radical-scavenging activity 

The modified method described by Aydogdu et al.  

[18] was applied to determine the DPPH radical-

scavenging activity. Pieces of films (0.1 g) and 10 ml 

of ethanol/water (80/20) were mixed. 3.9 mL DPPH˙ 

radical solution was added to 100 μl sample solutions 

in the dark at room temperature. After 1 hour, the 

absorbance of mixtures was measured at 517 nm by a 

spectrophotometer (UV 1800, Shimadzu, Columbia, 

USA). The antioxidant activity (%AA) of the films 

was defined by Eqn. [7] ; 

DPPH scavenging activity (AA)(%) =
𝐴𝑐𝑜𝑛𝑡𝑟𝑜𝑙−𝐴𝑓𝑖𝑙𝑚

𝐴𝑐𝑜𝑛𝑡𝑟𝑜𝑙
× 100                                                    (7) 

where Acontrol and Afilm are the absorbance values of 

the DPPH solution without and with the presence of 

the sample solutions. 

2.2.8. Total phenolic content (TPC) of films 

The TPC of films was determined by the modified 

Folin–Ciocalteau method [19]. To extract phenolic 

compounds from the film, about 0.1-0.2 g of the film 

was put in 10 ml of ethanol water mixture (4:1 v/v). 

According to absorbance values, samples were 

diluted, and 1 ml of sample and 2.5 ml of 0.2 N Folin-

Ciocalteau reagent were mixed. Then, the mixture 

was kept in dark for 5 min. 2 ml of a 75 g/L sodium 

carbonate solution were added to the mixture. 1 hour 

in dark at room temperature was waited. The 

absorbance values of mixtures at 760 nm were 

measured by a spectrophotometer (UV 1800, 

Shimadzu, Columbia, USA), and TPC was 

determined by Eqn. [8]  ; 

TPC (mg
GAE

g
film) =

𝐶×𝑉×𝐷

𝑊𝑆
                                   (8) 

where C is the concentration corresponding to the 

measured absorbance value from the calibration curve 
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(mg/L), V is the volume of the solution (L), D is the 

dilution rate, and Ws is the weight of the film (g). 

2.2.9 Statistical analysis 

Data were analyzed by MINITAB (version 16, State 

College, PA, USA). An analysis of variance 

(ANOVA) was applied, and Tukey's Multiple 

Comparison Test was used for the identification of the 

significance of differences among values (p≤0.05). 

3. Results and Discussion 

 

3.1 Moisture Content, Thickness, Density and 

Solubility 

Table 1 represents the thickness, solubility, moisture 

content, and density of films. The thickness values 

were within the range of 0.036-0.042 mm, and no 

significant difference between the films was observed 

(p>0.05). While the density of oleuropein 

incorporated chitosan films lay within the range of 

1.21-1.34 g/cm3, the density values of chitosan films 

(1% and 2%) were 0.55 and 0.62 g/cm3. Although 

there is no significant difference in the density of 

films with varying amounts of oleuropein, the 

addition of oleuropein increased the density of 

chitosan films significantly. The moisture content of 

both chitosan and oleuropein incorporated chitosan 

films was in the range of about 16%-19% which is 

similar to phenolic acid incorporated chitosan films 

[8],[10]. The chitosan films containing oleuropein 

showed a considerable reduction (p ≤ 0.05) in water 

solubility as compared to the control chitosan films. 

The interaction between oleuropein and chitosan 

chains reduced the interaction of water with the 

chitosan. A similar trend was found by Rambabu et 

al. [20], which showed the addition of mango leaf 

extract decreased the solubility of chitosan from 27% 

to 17% (wb). 

3.2 WVP 

The WVP value of films is an indication of moisture 

transfer between food and environment, so it is a 

critical parameter that affects the shelf lives of foods. 

WVP values of films are shown in Table 1. The 

addition of oleuropein resulted in films with a lower 

WVP, which was desirable to minimize moisture 

transfer. The reason could be related to filling of the 

gaps existing in the matrix with the help of oleuropein 

[20]. This is consistent with the density results, and 

the incorporation of oleuropein into the chitosan film 

caused denser films (Table 1). Moreover, oleuropein 

as a phenolic compound interact with reactive groups 

of chitosan by hydrogen or covalent bonding and 

these interactions could decrease the amount of 

available hydrogen groups to obtain hydrophilic 

bonding with water [21]. Therefore, the affinity of 

chitosan films towards the water could be reduced by 

oleuropein addition. Similar reducing effects of 

phenolic compounds on WVP values of films were 

observed in several studies, such as propolis [22], 

blueberries [16], tea extract [8], etc. 

3.3 Color and Opacity 

The color parameters (L*, a*, b*, and ΔE*) of films 

were represented in Table 2. It is obviously seen that 

oleuropein addition decreased L* values of chitosan 

films which is an evidence of obtaining darker films. 

Oleuropein incorporation resulted in lower a* and 

higher b* values. a* value represents greenness (-) 

and redness (+) and b value represent yellowness (+) 

and blueness (-). The color of oleuropein as olive leaf 

extract is greenish yellow, so chitosan films including 

oleuropein showed a* values in the range of -3.13 and 

-4.12. Moreover, as the oleuropein amount increased, 

the b* values of chitosan films increased significantly 

(p ≤ 0.05). Although chitosan films were almost 

colorless, a significant ΔE* increase was observed by 

adding oleuropein into chitosan films. ΔE* values of 

Ch_Ole films were in the range of 23.39- 34.99. If 

ΔE* value is greater than 5, the color change of films 

can be detected by observers [23] so the color change 

of oleuropein incorporated chitosan films was easily 

visible.  

The transparency of films affects customer 

acceptance, so it is a crucial property of packaging 

material. Although transparent packaging makes it 

possible to see the product directly, it is not 

appropriate for the packaging of photo-sensitive 

foods. The opacity values of films are shown in Table 

2. Chitosan films having 1.15 and 1.52 A mm−1 

opacity were almost transparent. When oleuropein 

added to films, the opacity values reached up to 5.8 

A mm−1. The addition of oleuropein resulted in light 

scattering and yielded in higher opacity. Similar 

studies demonstrated that phenolic acid addition 

increased opacity values for green tea extract [21], 

pomegranate peel extract [24], black soybean seed 

coat extract [25], apple peel polyphenols [26] etc. 
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Table 1. Thickness, moisture content, solubility, density and water vapor permeability (WVP) values of chitosan and 

oleuropein incorporated chitosan films 

Films Thickness(mm) Moisture Content (%) Solubility (%) Density 

(g/cm³) 

WVP x 1010 

(g m−1 s−1 Pa−1) 

Ch1Ole1 0.042±0.002a 16.38±0.36a 27.43±2.33b 1.34±0.13a 1.401±0.012b 

Ch1Ole0.5 0.036±0.001a 17.05±0.06a 26.64±0.19b 1.21±0.12a 1.394±0.013b 

Ch2Ole1 0.038±0.004a 18.92±0.56a 29.13±1.74b 1.22±0.11a 1.423±0.024b 

Ch2Ole0.5 0.036±0.001a 18.43±0.74a 28.33±1.77b 1.30±0.11a 1.442±0.036b 

Ch1 0.040±0.003a 18.32±0.20a 32.87±3.31a 0.55±0.02b 2.729±0.048a 

Ch2 0.040±0.002a 17.55±0.38a 32.33±2.41a 0.62±0.02b 2.616±0.016a 

Different letter superscripts in the same line indicate a statistically significant difference (p ≤ 0.05). ± indicates standard 

error.  

 

Table 2. Color parameters and opacity values of chitosan and oleuropein incorporated chitosan films 

Films L* a* b* ∆E* Opacity ( A mm−1) 

Ch1Ole1 82.29±1.48b -4.12±0.55b 34.52±1.70a 34.99±3.41a 4.36±0.25a 

Ch1Ole0.5 83.24±1.48b -3.13±0.22b 27.17±1.63b 24.84±2.54b 5.00±0.69a 

Ch2Ole1 81.94±0.64b -3.72±0.16b 31.05±2.08a 32.03±2.09a 5.46±0.55a 

Ch2Ole0.5 84.07±1.38b -3.41±0.28b 23.79±1.20b 23.39±2.04b 5.80±0.25a 

Ch1 91.82±0.22a -0.65±0.03a 1.15±0.23c 6.00±0.57c 1.15±0.11b 

Ch2 91.89±0.42a -0.54±0.10a 0.56±0.11c 5.57±0.18c 1.52±0.12b 

Different letter superscripts in the same line indicate a statistically significant difference (p ≤ 0.05). ± indicates standard 

error

3.4 TPC and Antioxidant Activity 

 

Table 3 shows the total phenolic content and 

antioxidant activity of films. As shown in Table 3, 

oleuropein incorporation significantly increased the 

total phenolic content of chitosan films, as expected.  

Ch1Ole1 films showed the highest total phenolic 

content (35.10±1.44 mg GAE/g film) with a chitosan 

to oleuropein ratio of 1:1 w/w.  Oleuropein is one of 

the dominant phenolic acids in olive leaves and fruits 

[27]. Phenolic compounds are potential antioxidants, 

so oleuropein added chitosan films showed 

antioxidant activity between 67.21 %- 98.25. In fact, 

chitosan films showed meager antioxidant activity 

with about 17-18%. [20] stated that chitosan 

polysaccharide chain enhanced antioxidant activity. 

However, these values are not enough to suggest films 

as an active packaging material. Oleuropein, as an 

antioxidant source, enhanced the antioxidant activity 

of chitosan films. Antioxidant activity of films was 

directly correlated to their total phenolic contents. 

Therefore, due to having the highest total phenolic 

content, Ch1Ole1 films showed the strongest 

antioxidant activity at nearly 100%. Thus, Ch1Ole1 

films could be a good option for the antioxidant food 

package. 

 

 

 

 
Table 3. TPC and DPPH activity of chitosan and 

oleuropein incorporated chitosan films 

Films TPC (mg 

GAE/g 

film) 

DPPH 

activity (%) 

Ch1Ole1 35.10±1.44a 98.25±1.50a 

Ch1Ole0.5 26.02±1.31b 84.72±3.46b 

Ch2Ole1 17.84±0.95c 83.66±1.81b 

Ch2Ole0.5 12.60±1.43d 67.21±2.74c 

Ch1 1.90±0.07e 18.45±2.20d 

Ch2 2.45±0.16e 17.85±0.38d 

Different letter superscripts in the same line indicate a 

statistically significant difference (p ≤ 0.05). ± indicates 

standard error. 

 

4. Conclusion 

 

Oleuropein is one of the major phenolic compounds 

in olives and olive leaves. With the addition of 

oleuropein, the thickness and moisture content of 

films were not affected, but water solubility and water 

vapor permeability decreased significantly, 

suggesting that the water barrier property of the film 

was improved. Oleuropein incorporation reduced the 

lightness and increased the greenness and blueness of 

the chitosan films. Besides, more opaque films were 

obtained by increasing oleuropein content. The total 

phenolic content of chitosan films increased as the 
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amount of oleuropein increased, representing 

significant antioxidant activity up to nearly 100% 

when combined with the chitosan films. 

Conclusively, enhanced water vapor permeability, 

water solubility, opacity, and strong antioxidant 

activity indicate that chitosan films containing 

oleuropein can be a promising alternative to 

biodegradable active packaging materials for shelf-

life extension of foods. 
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Abstract 

Identifying protein-protein interactions is essential to predict the behavior of the virus 

and to design antiviral drugs against an infection. Like other viruses, SARS-CoV-2 

virus must interact with a host cell in order to survive. Such interaction results in an 

infection in the host organism. Knowing which human protein interacts with the 

SARS-CoV-2 protein is an essential step in preventing viral infection. In silico 

approaches provide a reference for in vitro validation to protein-protein interaction 

studies by finding interacting protein pair candidates. The representation of proteins 

is one of the key steps for protein interaction network prediction. In this study, we 

proposed an image representation of proteins based on position-specific scoring 

matrices (PSSM). PSSMs are matrices that are obtained from multiple sequence 

alignments. In each of its cells, there is information about the probability of the 

occurrence of amino acids or nucleotides. PSSM matrices were handled as gray-scale 

images and called PSSM images. The main motivation of the study is to investigate 

whether these PSSM images are a suitable protein representation method. To 

determine adequate image size, conversion to grayscale images was performed at 

different sizes. SARS-CoV-2-human protein interaction network prediction based on 

image classification with siamese neural network and Resnet50 was performed on 

PSSM image datasets of different sizes. The accuracy results obtained with 200x200 

size images and siamese neural network as 0.915, and with 400x400 size images and 

Resnet50 as 0.922 showed that PSSM images can be used for protein representation.  
 

 
1. Introduction 

 

Proteins are polymers formed by the polymerization 

of amino acids. Each protein has its own features due 

to its amino acid sequences. These sequences also 

determine the function of the protein [1]. Many 

biological events in our body occur as a result of the 

binding/dissociation of proteins with each other. 

Understanding protein-protein interactions has a 

critical role in drug and peptide design. Additionally, 

understanding the root causes of protein interactions 

is a big step towards controlling events at the 

molecular level. The proteins interact via their surface 

domains as shown in Figure 1. In order for it to 

interact, the two protein interfaces must be 

compatible with each other, both shapely and 

chemically [2]. 
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Figure 1. Protein protein interaction [8]. 

 

Detection of protein interactions is performed by in 

vitro, in vivo or in silico methods [3]. Interaction 

detection by in vitro methods is done with 
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microorganisms, cells or biological molecules other 

than living organisms [4]. In vivo methods are 

performed on living organisms or cells, as are clinical 

studies in animals. It is usually applied after in vitro 

tests [5]. Both have time, place, and cost constraints 

as they must be performed in a clinical setting. In 

silico studies are studies performed with computers or 

simulations [6]. It provides an advantage in terms of 

reducing the need for clinical research. Considering 

the existence of a large number of proteins in the 

body, it is a costly process to investigate whether they 

interact with each other in the clinical setting. Instead, 

by identifying proteins with high interaction potential, 

clinical validation of only these proteins saves time 

[7]. In this context, different approaches are applied. 

Studies on the classification of medical documents [9] 

make it easier to reach the studies presented in a 

certain field. Protein primary structures [10-12], 

association rule mining [13], protein domain profiles 

[14], gene ontology [15, 16], 3D structures of proteins 

[17], domain-domain motif interactions [18], domain 

and sequence signature [19], network topology [20], 

phylogenetic trees [21], text mining [22] are common 

methods for identifying protein-protein interactions 

(PPI). 

Virus genomes require a host cell to replicate 

themselves. The way of entry into the host cell is 

through protein interactions. That is, a protein of the 

virus and a protein of the host cell must interact with 

each other [23]. Coronaviruses are infections in which 

animal viruses such as bat and mink acquires the 

ability to infect humans [24]. In drug development for 

coronavirus outbreaks, targeting proteins involved in 

host-pathogen interactions is important to prevent the 

spread of epidemics [25]. Like other viruses, SARS-

CoV-2 must interact with host cell proteins to reach 

the host cell and replicate its genome.  

Although the SARS-CoV-2 epidemic seems 

to be under control, it continues to exist in the world. 

However, the presence of epidemic diseases such as 

MERS and SARS-CoV seen in the past is an 

indication that there may be various epidemics 

belonging to the coronavirus family in the future. 

Genome data from past coronavirus outbreaks has 

been pioneering in treatment studies developed for the 

SARS-CoV-2 virus. Therefore, it is important to 

determine the entry routes of the SARS-CoV-2 virus 

into the host cell, so that the world does not fall into a 

bottleneck, as in SARS-CoV-2, in future coronavirus 

outbreaks. In order to develop preventive and 

therapeutic drugs, researchers continue their studies 

to understand the interactions of SARS-CoV-2 and 

human proteins. So, there are a limited number of in 

silico studies presented in the literature. Lanchantin et 

al. [26], proposed a transfer learning method for 

predicting SARS-CoV-2-human protein interactions. 

The work is based on the idea that polypeptide 

sequences that occur between interacting proteins can 

be conserved in different organisms. Authors used 

transfer learning to learn these short protein motifs. 

Because known interaction data for SARS-CoV-2 is 

limited, the model was trained with pathogen-host 

interaction data of other viruses [27]. The success of 

the proposed method was also applied to predict the 

interaction of different viruses, and the obtained 

AUROC (area under receiver operating 

characteristics curve) value for SARS-CoV-2 has 

been reported as 0.753.  

According to Du et al. [27], SARS-CoV-2 can 

infect humans as well as some mammals such as cats, 

dogs, and tigers. These infected animals can infect the 

virus humans. In the study, a 2-level multi-level 

perceptron network (MLP) with 2 levels was used to 

build a protein-protein interaction network. The MLP 

network was trained with 7 human coronaviruses and 

17 hosts. In conclusion, the authors found 19 possible 

interactions between human and SARS-CoV-2 

proteins. The SARS-CoV-2 virus belongs to beta 

coronavirus family. This coronavirus family has 5 

subtypes: sarbecovirus, embecovirus, merbecovirus, 

hibecovirus and nobecovirus [28]. Since SARS-CoV 

and SARS-CoV-2 viruses belong to the sarbecovirus 

type, Khorsand et al. [29], focused on these types of 

viruses. The authors used a three-layer neural network 

in their study. The first layer contains the proteins of 

alpha influenza viruses similar to SARS-CoV-2 

viruses. The second layer includes the known alpha 

influenza virus-human protein interactions. And the 

third one contains the known SARS-CoV-2-human 

protein interactions. Of the 87894 sarbevirus-human 

interactions found, 7201 were reported to be SARS-

CoV-2-human protein-protein interactions. Khan and 

Khan [25] investigated protein-protein interactions 

for MERS, SARS-CoV, and SARS-CoV-2 and they 

identified common host targets with bioinformatics 

tools for these outbreaks. The known interactions are 

obtained from BioGrid [30] database. Dey et al. [31], 

determined SARS-CoV-2-human protein-protein 

interactions using machine learning techniques with 

sequence-based data. The algorithms were trained on 

332 interactions discovered by Gordon et al. [32] 

using affinity purification mass spectrometry method. 

In the study, three sequence-based features (amino 

acid composition, conjoint triad, pseudo amino acid 

composition) were obtained from protein amino acid 

sequences. The decisions of SVM and random forest 

learners were combined with the ensemble majority 

voting technique. The best prediction score obtained 

was reported as 72.33% accuracy rate. In addition, the 

authors presented a gene ontology term analysis of 
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predicted 1326 human proteins interactions. Pirolli et 

al. [33] aimed to find the binding receptors between 

the spike protein of SARS-CoV-2 and the human 

angiotensin converting enzyme (ACE2) protein. They 

focused their research on the ACE2 protein because 

the spike protein uses ACE2 to enter the host cell. In 

their study, the authors predicted binding receptors 

with a convolutional neural network-based 

quantitative structure activity relationship (QSAR) 

model. Lee [34] proposed a virus type-independent 

PPI estimation method. The authors obtained 80,775 

virus-human PPI from the STRING database. They 

represented the PPI network of known interactions 

with a bipartite graph. Using the nodes in the graph, 

they obtained fractional compositions of 20 amino 

acids. Then, they extracted features from these 

composition profiles with 72 different 

distance/similarity measurements. They made 

predictions with models trained with random forest 

and XGBoost. The XGBoost model achieved the best 

performance with an accuracy value of 68%. SARS-

CoV-2-human protein interaction prediction with the 

trained models was performed with an accuracy of 

58%. In the study presented at [35], Bell et al. 

presented a pipeline they call PEPPI. PEPPI is a virus 

type-independent consensus model and includes 

structure similarity, conjoint-triad-based neural 

network, sequence similarity, and functional 

association data. The modules are combined with the 

naive Bayesian consensus classifier.  The authors 

tested their model also on SARS-CoV-2-human 

protein interactions. The pipeline correctly predicted 

94 out of 128 interactions. 

A protein-protein interaction detection 

problem with computational methods can be handled 

as a binary or multi-label classification problem. The 

training data consists of host proteins interacting and 

non-interacting with a pathogen protein. There may 

be more than one known protein for a virus species. 

In the binary classification approach, it is not 

necessary to know which protein of the virus a host 

protein interacts with. That is, if a host protein 

interacts with any protein of the virus, its label will be 

1, otherwise it will be 0. In the multi-class 

classification approach, however, it is necessary to 

know which protein of the virus interacts with the host 

protein. The label of each different protein of the virus 

is different. In the dataset, each host protein is labeled 

with the label of the virus protein that interacts with 

or does not interact with that protein of the virus. 

The binary classification approach does not 

need to know which protein of the virus an interaction 

is with. It is sufficient for the virus to know that any 

protein interacts with a host protein. This approach is 

advantageous given the difficulty of obtaining 

validated interaction data in a lab setting. However, 

the trained model can only tell whether it interacts 

with the virus of interest for a given host protein. To 

train a model with a multi-class approach the model 

needs data with sufficient interactions for each protein 

of the virus. However, such a model tells not only that 

the given host protein interacts with the virus protein 

but with which protein of the virus it interacts with.  

In protein-protein interaction network 

studies, position specific scoring matrices are 

generally used for inferences such as the biological 

information they contain and some properties of 

amino acids. Within the scope of this study, it is being 

investigated whether PSSM matrices can be used as 

images to realize a protein-protein interaction 

prediction problem for SARS-CoV-2. For this 

purpose, the known interacting protein pairs were 

converted into gray-scale images of different sizes.  

Based on the lack of studies on protein interaction 

network prediction by in silico analysis for SARS-

CoV-2, a method has been proposed to identify 

possible proteins that could be targeted in treatment 

development for SARS-CoV-2.  The problem was 

handled both as a multi-class problem using siamese 

neural network and a binary-class problem using 

Resnet50. 

There are numerous approaches to extract 

features from proteins for protein interaction network 

prediction. These approaches are generally geared 

towards exploiting protein primary and secondary 

sequences and the physicochemical properties of 

proteins. The contribution of this study is to show that 

proteins can be converted into image data with PSSM 

matrices, and protein interaction network prediction 

can be made with siamese neural networks trained 

with positive and negative interactions. 

 

2. Material and Method 

 

2.1. Dataset Description 

 

Classification algorithms need samples in each class 

in the dataset for training. The positive class samples 

are taken from the study by Gordon et al. [32]. In the 

dataset, there are 332 interactions between 27 SARS-

CoV-2 proteins and 332 human proteins. The dataset 

consists of 2 columns. The first column contains the 

primary amino acid sequence of a SARS-CoV-2 

protein and the second column contains the primary 

amino acid sequence of the human protein determined 

to interact with this SARS-CoV-2 protein. The  
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Table 1. Numbers of human proteins interacted with SARS-CoV-2 proteins 

 SARS-CoV-2 

Protein  

#interacting 

human protein 

SARS-CoV-2 

Protein  

#interacting 

human protein 

SARS-CoV-2 

Protein  

#interacting 

human protein 

Envelope  6 Nsp7 32 Orf3a 8 

Membran 30 Nsp8 24 Orf3b 1 

Nucleocapside 15 Nsp9 16 Orf6 3 

Spike 2 Nsp10 5 Orf7a 2 

Nsp1 6 Nsp11 1 Orf8 47 

Nsp2 7 Nsp12 20 Orf9b 11 

Nsp4 8 Nsp13 40 Orf9c 26 

Nsp5 3 Nsp14 3 Orf10 9 

Nsp6 4 Nsp15 3   

shortest of these sequences consists of 13 amino acids 

and the longest consists of 5596 amino acids. Since 

there is more than one human protein determined to 

interact with a SARS-CoV-2 protein, information on 

how many human proteins each SARS-CoV-2 protein 

interacts with is given in Table 1. 

In the learning phase, algorithms need both 

interactive and non-interactive examples. However, 

experiments to identify interacting protein pairs are 

not focused on finding non-interacting proteins. 

Therefore there is no gold standard for saying that a 

protein is non-interacting with a specific virus [36]. 

Different approaches such as random sampling [37], 

subcellular localization [38], and sequence similarity 

[23] techniques were used in studies to determine 

negative proteins. In our study, we used the sequence 

similarity [12] approach. The basic idea underlying 

this method is that the sequence similarity of host 

proteins interacting with a virus protein can be high. 

In bioinformatics, the most similar regions of 

different gene or protein sequences can be detected by 

sequence alignment methods. Thus, information such 

as the functions of these genes or proteins and which 

organism they belong to can be determined to a large 

extent. Substitution matrices are used to calculate the 

similarity scores of proteins. Substitution matrices are 

matrices consisting of the biological significance or 

randomness scores of the occurrences of the standard 

20 amino acids. Blosum62 [39] was used as the 

substitution matrix in this process performed in the R 

environment.  

5873 human proteins not found in the positive 

dataset were obtained from Uniprot [40]. These are 

candidate negative proteins. The sequence similarity 

matrix was constructed with 332 positive proteins and 

candidate negative proteins. The sequence identity 

matrix contains similarity ratios of the proteins. Rows 

represent the positive human proteins and columns 

represent candidate negative proteins. Therefore, the 

size of this matrix was 332x5873. Each cell includes 

the similarity ratio of the corresponding positive 

protein and the candidate negative protein. 

As seen in Table 1, the number of human 

proteins that interact with each SARS-CoV-2 protein 

varies. The negative dataset was created by 

considering the protein counts in the positive dataset. 

For example, the dataset includes 6 human proteins 

identified to interact with the envelope protein of 

SARS-CoV-2 (Table 1). Of the candidate negative 

proteins, 6 proteins with the lowest sequence 

similarity to these 6 human proteins were identified. 

These were added to the negative dataset and labeled 

as human proteins non-interacting proteins with the 

envelope protein. This process was repeated for all 

SARS-CoV-2 proteins. Thus, as many non-

interacting proteins were added to the dataset as the 

number of interacting proteins for each SARS-CoV-2 

protein. As the total number of interacting proteins 

was 332, the number of non-interacting proteins 

added to the dataset was also 332.  

 

2.2. Position Specific Scoring Matrices (PSSM) 

 

Proteins are polypeptides formed by the covalent 

bonding of amino acids to each other in a certain type, 

in a certain number and in a certain sequence [41]. 

There are 20 amino acids. When amino acids come 

together in a different order, different proteins are 

formed. PSSM matrices contain the probability of 

occurrence of each amino acid and nucleotide at each 

position [42]. For proteins, the row number of the 

PSSM matrix is equal to the amino acid number, i.e. 

20. The number of columns of the matrix is equal to 

the length of the protein sequence. The value of each 

cell is the probability that the corresponding amino 

acid is in the corresponding position. These 

probabilities are derived from multiple sequence 

alignment [43] scores. In bioinformatics, PSSM 

matrices can be used for a variety of tasks such as 
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predicting the attributes of a protein [44]. Building a 

PSSM matrix is given in Figure 2.  

Protein sequences were downloaded from 

Uniprot in Fasta format. PSSM matrices of positive, 

negative and SARS-CoV-2 proteins were constructed 

separately using Blosum62 substitution matrix in R 

environment with “protr” [45] package. 

 

Figure 2. Building a PSSM matrix [44]. 

 

2.3. Convolutional Neural Networks (CNN)  

 

The convolutional neural network is a deep learning 

architecture that is generally used for image 

processing. CNN uses different processes to capture 

features in images. Then, using these features, a CNN 

network classifies the images. A CNN network 

basically consists of a convolutional layer, a pooling 

layer, and a fully connected layer. Images are matrices 

of pixels. The purpose of the convolution layer is to 

try to capture certain features in the image with a filter 

smaller than the original image size. The pooling 

layer aims to reduce dimensionality [46]. In this way, 

computational complexity is reduced and unnecessary 

features are eliminated. The fully connected layer 

transforms the pixel matrix which passes through the 

convolutional and pooling layers several times into a 

flat vector. After these processes, images can be 

classified using traditional neural networks [47]. The 

general architecture of CNN is given in Figure 3. 

 

2.4. Residual Neural Networks (RNN)  

Resnet is an enhanced version of CNNs [49]. When 

deep networks begin to converge, the problem of 

degradation arises [50]. Resnet was developed to 

 

Figure 3. General architecture of CNN [48]. 

 

solve this degradation problem of CNN. In Resnet, 

there are shortcuts between layers. Resnet includes 

residual blocks to reduce training errors. The scheme 

of residual blocks are given in Figure 4. These 

shortcut links allow one or more layers to be skipped. 

Thus, now blocks and inputs can propagate faster over 

the remaining connections between layers. In this 

way, the degradation problem is prevented as the 

network deepens [49]. Resnet also uses bottleneck 

blocks to make training faster. The general network 

architecture of Resnet is given in Figure 5. 

 

Figure 4. Residual blocks of Resnet [48]. 

 

Resnet50 [49] is a pre-trained 50-layer 

network. The authors in [49] trained the network with 

the ImageNet dataset. ImageNet [51] is a reference 

dataset created for use in object recognition research. 

Thus, researchers working on object recognition can 

perform transfer learning by applying fine-tuning on 

previously learned parameters according to their own 

datasets. In this study, we used the Resnet50 

architecture for the protein interaction network 

prediction problems. We converted the protein 

sequences to PSSM images and trained the network 

with this images. Since protein interaction network 

detection is not an object recognition problem, we did 

not use pre-trained parameters. 

 

 

Figure 5. General architecture of Resnet [49]. 
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2.5. Siamese Neural Networks (SNN)  

 

The siamese network does similarity learning using 

two identical network architectures. Two entries are 

given to the network. Siamese network contains two 

separate neural networks. Subnets share parameters. 

These shared parameters allow to distinguish between 

two entries that are the same or different. The first 

subnet encodes the first input, and the second subnet 

encodes the second input. The Siamese network 

decides that these inputs belong to the same or 

different things, based on the difference between the 

two encoding outputs [52]. The general architecture 

of the Siamese network is given in Figure 6. 

 

 

Figure 6. General architecture of SNN [53]. 

SNNs are powerful networks, especially for 

learning complex relationships between two images 

[54]. We trained SNN with interacting and non-

interacting protein pairs. For interacting protein pairs, 

the first input is the PSSM image of positive protein 

and the second is the PSSM image of SARS-CoV-2 

protein. For non-interacting protein pairs, the first 

input is the PSSM image of negative protein and the 

second is the PSSM image of SARS-CoV-2 protein. 

Convolutional layers learn the filters and are 

responsible for finding common patterns between 

proteins. Because the two subnets share parameters, 

the network is expected to find similar properties for 

interacting proteins. SNN takes a pair of images as 

input and gives the probability of similarity of these 

two images as output. In our problem, the image pairs 

supplied to the network are PSSM images of SARS-

CoV-2 and human proteins with and without 

interaction. The output of the network is the 

probability whether a pair of PSSM images given to 

it are interactive. According to the similarity value, it 

is important to determine the threshold value correctly 

in order to decide whether the proteins are interacting 

or not. According to the results obtained from the 

positive and negative samples during the training 

phase, it was decided experimentally that the value of 

0.5 was an appropriate threshold value (Eq. 1). 

𝒙𝒊

= {
𝒏𝒐𝒏 − 𝒊𝒏𝒕𝒆𝒓𝒂𝒄𝒕𝒊𝒏𝒈, 𝒊𝒇 𝒔𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 < 𝟎. 𝟓

𝒊𝒏𝒕𝒆𝒓𝒂𝒄𝒕𝒊𝒏𝒈, 𝒊𝒇 𝒔𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 ≥ 𝟎. 𝟓
 (𝟏) 

 

2.6. General Framework of the Proposed Method 

 

In this study, it was investigated whether the use of 

PSSM matrices as images is suitable for the protein-

protein interaction problem. The general framework 

for converting PSSM matrices to images is given in 

Figure 7.  Protein sequences of human and SARS-

CoV-2 proteins were obtained from Uniprot database. 

Uniprot [40] is a public and universal database. It 

contains detailed information about proteins such as 

protein sequences and functions. PSSM matrices were 

obtained using the Blosum62 substitution matrix. The 

size of the PSSM matrix is 20xL. 20 indicates the 

unique amino acid number and L indicates the length 

of the protein. All matrices were converted to 

grayscale images of different sizes (20x20, 50x50, 

100x100, 200x200, 400x400). The prediction phase 

was applied separately for each image scale.  

 

 

Figure 7. Encoding proteins as Images. 
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Figure 8. Framework of interaction prediction process. 

 

Table 2. Parameters of networks 

Network #Layers Batch size Epochs Act. func. Loss func. 

SNN 2 2D conv layers, a flatten layer, a dense layer.  16 20 Relu Contrasive loss 

Resnet50 48 conv layers, a max pool layer, an average pool 

layer. 

32 20 Relu Binary-

crossentropy 

The prediction phase of the proposed method is given 

in Figure 8. In the prediction phase, two image 

classification algorithms were applied and the results 

were compared. The dataset is divided into train and 

test sets as 70% and 30% respectively. An SNN 

network is trained with pairs of images that are related 

and unrelated to each other. This trained model 

predicts whether a new pair of images to be given are 

related to each other. In our problem, "associated" 

means that a virus and host protein pair are 

interacting. Therefore, in the training phase, we gave 

the PSSM images of interacting and non-interacting 

protein pairs to the SNN. There are 332 interacting 

protein pairs and 332 non-interacting protein pairs in 

the dataset. After the network was trained, the SNN 

learned the common features between these 

interacting protein pairs. Also, the network learned 

common features between non-interacting protein 

pairs. The architecture of Resnet50 is different from 

SNN. Resnet50 was trained with PSSM images of 

positive and negative proteins. In the dataset, there are 

332 positive proteins and 332 negative proteins. After 

the network was trained, Resnet50 learned the 

features of positive and negative proteins. 

SNN algorithm was applied as suggested in 

Chicco [42] using Python environment and Keras 

library. Resnet50 was implemented using the Matlab 

environment and Deep Learning Toolbox. Parameters 

of networks are given in Table 2. 

 

2.7. Evaluation Metrics 

To decide whether PSSM matrices are suitable data 

for detecting interacting proteins, we compared the 

performances of the algorithms and the performances 

of PSSM matrices of different sizes according to 

accuracy, positive predictive value (PPV), negative 

predictive value (NPV), sensitivity, and F-measure 

scores. All of these metrics are used to evaluate the 

classification performance of an algorithm and 

calculated from the confusion matrix [55]. Confusion 

matrix diagram is given in Table 3. Accuracy [56] is 

the ratio of the number of correctly predicted 

interacting and non-interacting proteins to the total 

number of samples. Accuracy is a metric that is 

widely used to measure the success of a model but 

does not appear to be sufficient on its own. PPV [57], 

also known as precision, shows how many of the 

proteins that the model predicts as interacting are 

actually interacting. NPV [57] shows how many of 

the proteins that the model predicts as non-interacting 

are actually non-interacting. Sensitivity [57], also 

known as recall, measures how many of the proteins 

known to interact are correctly predicted. F-Measure 

[58] is calculated by taking the harmonic average of 

precision and recall values. It is especially important 

for unevenly distributed datasets. Because it measures 

not only the error costs of false negatives or false 

positives but all error costs as well. The mathematical 

expressions of all these metrics are given in equations 

2-6. In the equations, TP, FP, TN, and FN represent 

true positives, false positives, true negatives, and false 

negatives, respectively. 
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Table 3. Confusion matrix 

  Prediction Results 

A
ct

u
al

 R
es

u
lt

s 

 Positive (PP) Negative (NP) 

Positive (P) True Positive 

(TP) 

False Negative 

(FN) 

Negative 

(N) 

False Positive 

(FP) 

True Negative 

(TN) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (2) 

𝑃𝑃𝑉/𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (3) 

𝑁𝑃𝑉 =
𝑇𝑁

𝑇𝑁+𝐹𝑁
  (4) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦/𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (5) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (6) 

 

 

3. Results and Discussion 

We investigated whether we could predict the protein-

protein interaction network for SARS-CoV-2 from 

PSSM matrices, which are considered as images 

within the scope of the study. For this purpose PSSM 

matrices were converted to grayscale images to train 

the networks. To decide, which size is appropriate, 

conversion was done in different sizes. We converted 

PSSM matrices of positive, negative, and SARS-

CoV-2 proteins into 20x20, 50x50, 100x100, 

200x200, and 400x400 images, separately. It is clear 

that big-size images can contain more features but at 

the same time, big-size images require more 

computation time. 

To compare the performances of binary and 

multi-class classification approaches, a model for 

both approaches was applied. The interaction data 

were labeled as binary classes (positive proteins 

labeled as 1 and negative proteins labeled as 0) and 

trained with Resnet50. The output of the network is 

information whether the relevant human protein 

interacts with any SARS-CoV-2 protein. SNN 

behaves like a multi-class classifier by its nature. 

Because the network receives a pair of images. In our 

problem, given to the network is PSSM images of 

SARS-CoV-2 and human proteins. The network 

output returns information about whether these 2 

proteins interacted with each other. This output also 

acts as a multi-class classifier, as it can tell which 

SARS-CoV-2 protein interacts with the relevant 

human protein. In other words, since the inputs given 

in SNNs determine the classes, there is no need to 

define multiple classes. In our solution, one of them 

is a specific protein of a virus and the other one is a 

host protein. If the output of the network is close to 1, 

it means that these two proteins are interacting and it 

also tells which protein of the virus is in interacting. 

The data set was randomly divided into train and test 

sets. The test set ratio was determined as 30%. It was 

ensured that there were equal numbers of positive and 

negative samples in the test set. As seen in Table 1, 

the number of human proteins with which SARS-

CoV-2 proteins interact in the data set varies. To 

avoid the results from being specific to a particular 

training-test set, we repeated the dividing train-test 

sets process 5 times and took into account the average 

results. In order to determine whether the PSSM 

matrices, which are considered as images, are suitable 

for detecting interacting protein pairs, image 

classification was performed with SNN and Resnet50 

and their performances were compared. In addition, 

the performances of different-sized images were also 

compared to decide on the appropriate image size.  

The Table 4 includes a comparison of the 

average accuracy, PPV, and NPV results of the test 

phase according to learners and size of PSSM images. 

Standard deviation values are also given in the Table 

4 to examine how the results vary according to 

different test sets. According to the results, both 

algorithms can detect virus-host protein interactions 

with PSSM matrices for SARS-CoV-2. While SNN 

got the best accuracy results with 200x200 PSSM 

images, Resnet50 got the best results with 400x400 

PSSM images. Although promising results are 

obtained with PSSM images smaller than 200x200, it 

can be seen from the results that images of 200x200 

and 400x400 sizes contain more distinctive features. 

PPV is an important metric because it contains 

information about how many of the proteins that the 

algorithm finds interactive are actually interactive. 

NPV on the other hand gives the accuracy rate of 

proteins labeled as non-interacting. Studies for 

protein-protein interaction network detection focus on 

finding interacted proteins rather than non-interacting 

proteins. One of the advantages of an in silico analysis 

is to reduce candidate solutions that need to be 

validated by in vitro or in vivo analyses. For all these 

reasons, a high PPV value is preferred. SNN achieved 

better results for big images (200x200 and 400x400) 

however Resnet50 achieved better results for small 

images. The standard deviation values calculated 

according to the results of the test set are generally 

low. This shows that the algorithms do not obtain very 

different results compared to the different test sets,  
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Table 4. Average results for test process 

Image Size 

SNN Resnet50 

Acc PPV NPV Acc PPV NPV 

20x20 0.805±0.097 0.821±0.122 0.802±0.11 0.844±0.02 0.866±0.044 0.834±0.055 

50x50 0.885±0.093 0.867±0.103 0.907±0.08 0.877±0.054 0.874±0.05 0.909±0.112 

100x100 0.891±0.054 0.892±0.083 0.896±0.042 0.910±0.024 0.896±0.026 0.933±0.069 

200x200 0.915±0.084 0.893±0.112 0.957±0.055 0.840±0.136 0.879±0.111 0.895±0.183 

400x400 0.903±0.059 0.937±0.075 0.888±0.087 0.922±0.02 0.896±0.024 0.960±0.063 

 

Figure 9.  Sensitivity charts according to different test sets 

 

 

Figure 10.  F-Measure charts according to different test sets 
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that is, the results obtained are not dependent on a 

specific test set. 

The sensitivity and F-measure results 

obtained from the test sets are given in Figure 9 and 

Figure 10 respectively. In the charts, the metrics are 

compared according to the results from each test set. 

It has been observed that increasing the size does not 

always increase success for the same PSSM images in 

a test set. In some test sets like Test 1 and Test 3, the 

sensitivity value is 1 and the F-Measure value is very 

close to 1 for 200x200 and 400x400 image sizes. The 

dataset contains many human proteins that have been 

confirmed to interact for one SARS-CoV-2 protein, 

while there are very few human proteins for some 

SARS-CoV-2 proteins. Because test sets were 

generated with randomly selected samples, 

interactions for some SARS-CoV-2 proteins are 

represented adequately and for others are 

underrepresented. This situation caused the 

algorithms not to learn some interaction features well. 

It is also seen that the algorithms can not obtain results 

to close each other in the same test set and the same 

PSSM image size. This is an indication that 

algorithms learn different features from the same 

dataset. Resnet's results were more affected by the 

size of the images, while SNN's results were less 

dependent on data size.  

As mentioned earlier, there are very few in 

silico studies in the literature to predict protein-

protein interaction for SARS-CoV-2. In terms of 

giving an idea, in Table 5, we compared the results of 

these studies. Lanchantin et al. [26] used transfer 

learning, Du et al. [27] used multi-layer perceptron 

and Dey et al. [31] proposed machine learning 

algorithms. In the datasets used by Lanchantin et al. 

[26] and Du et al. [27], there are protein interactions 

for different viruses as well as SARS-CoV-2. Dey et 

al. [31], on the other hand, predicted protein 

interaction network with the dataset used in this study. 

The machine learning algorithms were trained with 

sequence-based features extracted from SARS-CoV-

2 and human proteins in the dataset. Lee [34] 

performed a virus type-independent PPI estimation 

method. They extracted features based on text mining 

and network similarity from a dataset of interactions 

of different virus strains with human proteins. They 

trained the feature dataset with random forest and 

XGBoost, and performed SARS-CoV-2-human 

protein interaction prediction with the obtained 

model. SARS-CoV-2-human interactions were 

obtained from the IntAct database. The accuracy 

value of the model developed by the authors for 

SARS-CoV-2 data was given as 57%. Bell et al. [35] 

predicted the SARS-CoV-2-human protein 

interaction network with their pipeline named PEPPI. 

Estimates were made for 128 interactions obtained 

from the PSICQUIC27 database. These interactions 

are between SARS-CoV and/or SARS-CoV-2 and 

human proteins. The proposed method correctly 

predicted 94 out of 128 interactions. It can be seen 

from the results that more successful predictions were 

obtained with the proposed method. 

Table 5. Comparison with recent studies 

 F-Measure Accuracy 

Lanchantin et al. [26] 0.114 - 

Du et al. [27] 0.867 - 

Dey et al. [31] - 0.723 

Lee [34] - 0.571 

Bell et al. [35]  0.734 

Proposed Method 0.880 0.922 

 

The main motivation of this study was the 

question of whether a model for protein interaction 

network prediction can be developed with PSSM 

images. The results obtained show that PSSM images 

are suitable data for this purpose. The strength of the 

SNN network is that it can tell which protein of a virus 

a host protein is interacting with. In other words, the 

network learns the common features of the virus 

protein and the host protein with which it interacts. Its 

high success in predicting positive interactions is 

another strength of the network. The weakness of the 

network was its inability to show high performance in 

learning both negative and positive interactions. As 

can be seen from Table 4, while it learned only 

negative interactions well for 200x200 images, it 

learned positive interactions better for 400x400 

images  

In cases where experimental data are scarce, 

a binary classifier developed with a strong network 

such as Resnet50 can identify whether a host protein 

interacts with a virus. The weakness of the model 

developed with Resnet50 is that it cannot tell which 

virus protein the interaction is with. If the training 

data can be increased, this deficiency can be 

eliminated by handling the problem with a multi-class 

classification approach. However, it will take time to 

increase the data as the training data are obtained with 

in-vitro and in-vivo analyzes. 
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4. Conclusion and Suggestions 

 

The emergence of SARS-CoV-2 virus after SARs-

CoV and MERS viruses and causing a pandemic 

reveals the importance of developing rapid treatment 

for viral diseases, but it is an indication that similar 

epidemics may be repeated in the future. In order to 

understand the behavior of pathogenic viruses that 

need a host cell to copy their genome, it is necessary 

to know which protein in the host cell interacts with 

it. Protein-protein interactions are the main way 

proteins perform their functions. Therefore, analyzing 

the protein-protein interactions between the host and 

pathogenic viruses is useful for understanding the 

mechanisms of viral infections. In this way, effective 

antiviral drugs against drug resistance can be 

designed. Laboratory experiments are needed to 

definitively identify interacting protein pairs. 

However, in silico studies can shed light on in vivo 

analyzes. 

Here, an in silico-based prediction of SARS-

CoV-2-human protein interaction was performed. 

Most in silico approaches benefit learning algorithms, 

and appropriate representations of protein pairs must 

be obtained in order to make a prediction with 

learning algorithms. We proposed using PSSM 

matrices of proteins. The PSSM matrices were 

converted to grayscale images and SNN and Resnet 

algorithms were trained with these images. The 

dataset used for training consists of experimentally 

confirmed SARS-CoV-2-human protein pairs with 

which they interact. Because the size of PSSM 

matrices depends on the length of the protein, 

different proteins have different sizes of PSSM 

matrices. A standard scaling was used during the 

conversion of PSSM matrices to images to obtain 

images of the same size for all proteins. We converted 

PSSM matrices into 20x20, 50x50, 100x100, 

200x200 and 400x400 size images to decide what size 

is sufficient to perform a successful protein-protein 

interaction process. The networks were individually 

trained with groups of this image size. The randomly 

selected 30% of the data set was used as the test set. 

The dataset was divided into train-test sets 5 times 

with the same procedure. For each training set, 

models were trained separately and tested with 

corresponding test set. The average results of the test 

performances of the models were taken into account 

in the comparisons. SNN achieved the best average 

performance with 200x200 PSSM images with an 

accuracy of 0.915, while Resnet50 achieved the best 

average performance with 400x400 PSSM images 

with an accuracy of 0.922. These results showed that 

protein-protein interaction network prediction can be 

performed successfully with images obtained from 

PSSM matrices. The 2 identical subnets contained in 

the SNN can successfully learn the common 

properties of interacting and non-interacting human-

virus protein pairs. Since PSSM matrices include 

biological information and some amino acid features, 

they are used to obtain this information about protein 

pairs in protein-protein interaction problems. We 

converted PSSM matrices to images. Obtained results 

demonstrate that PSSM image approach is useful for 

predicting interacting protein pairs. It is hoped that the 

proposed method will provide reference for in vivo 

studies by applying to protein pairs with unknown 

interaction status. 
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Abstract 

During the operation of polymer electrolyte membrane fuel cells excess heat is 

generated as a result of electrochemical reactions. This heat raises the temperature of 

the polymer electrolyte membrane fuel cells, which can damage the membrane. 

Homogeneity of the temperature through the fuel cell is important in terms of 

stability and performance. Thermal management is therefore essential and is 

provided by the cooling channels formed on the bipolar plates or cooling plates. In 

this paper, a three-dimensional computational analysis of the cooling plate with 

divergent and convergent flow field designs is carried out. In this context, heat 

transfer and fluid flow performances of these two different flow fields are considered 

in terms of temperature uniformity, maximum temperature and pressure drop. 

Numerical results demonstrated that the more uniform temperature distribution along 

the fuel cell could be achieved with divergent flow field design. Furthermore, when 

a divergent design is used, the maximum surface temperature of the cooling plate and 

the pressure drop between the inlet and outlet of the channel are reduced. 
 

 
1. Introduction 

 

Due to the depletion of fossil fuels caused by its over 

consumption and increased dependence on energy, 

studies have been focused on new energy sources. In 

addition, the use of conventional fossil fuels as energy 

sources causes environmental pollution and climate 

changes. For those reasons, attentions on new energy 

sources have been increased. Hydrogen is seen as one 

of most popular environmentally friendly energy 

sources, especially when used in fuel cell 

applications. Among the fuel cell types, the PEM fuel 

cells have superior advantages such as higher power 

density, lower operating temperature, silent operation 

and rapid start up [1], [2]. Thus, these fuel cells can 

be preferred in many fields such as automobile 

industries, military applications and stationary power 

systems [3].  

The schematic of a PEM fuel cell components 

and its cooling channel are shown in Figure 1. The 

hydrogen and air/oxygen enter the cell from anode 

 

*Corresponding author: mahmutcaneracar@ohu.edu.tr          Received: 18.12.2022, Accepted: 03.03.2023 

and cathode sides, respectively. While the hydrogen 

oxidation reactions take place in anode side, Equation 

(1), oxygen reduction reactions take place in the 

cathode side, Equation (2). Only water and heat are 

produced as by product during these electrochemical 

reactions, Equation (3). 

 

 

Figure 1. PEM fuel cell components and cooling 

channel [4]. 
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Anode reaction: 𝐻2 → 2𝐻+ + 2𝑒−                      (1) 

                                                                                                             

Cathode reaction: 
1

2
𝑂2 + 2𝐻+ + 2𝑒− → 𝐻2𝑂     (2)                                                                                             

 

Total reaction: 𝐻2 +
1

2
𝑂2 → 𝐻2𝑂                        (3)                                                      

 

In addition to water, heat is also generated as 

a result of electrochemical reactions. This excess heat 

causes the cell temperature to rise excessively over 

time and damages the membrane. Therefore, it needs 

to be removed from the cell by a proper cooling 

method. Usually, the cooling plates are made of either 

graphite or metallic materials. The most commonly 

used metallic materials are stainless steel, aluminum, 

titanium and its alloys [5]–[8]. The flow channels are 

machined when graphite is used as cooling plate. 

However, in addition to machining, stamping, 

hydroforming or roll forming methods are also 

utilized in the case of metallic plates [9]–[12]. The 

cooling fluids are circulated through the flow fields 

formed on cooling plates. There are many types of 

flow field designs considered in the literature [2], 

[13]–[15]. The most practical designs are serpentine, 

parallel and parallel-serpentine [16]. Using different 

flow field designs has some advantages and 

disadvantages. For example, some of them are 

superior in terms of heat removal performance, 

however, they may lead to higher pressure drops, 

resulting in higher pumping power [17], [18]. Thus, 

both the thermal and hydraulic performances of the 

cooling plates should be evaluated together. 

Many flow channel types, including both 

conventional parallel, serpentine, parallel-serpentine 

and some other special designs, have been studied by 

researchers in the literature [19]–[23]. The effects of 

different flow field designs on thermal performance 

for a graphite cooling plate with an area of 18×18 cm2 

were computationally investigated by Baek et al. [17]. 

In this context, two conventional serpentine designs 

(Model A and Model B), two multi pass serpentine 

designs (Model C and Model D), one parallel design 

(Model E) and one spiral design (Model F) were 

considered. According to their results, the Model C 

and Model D showed better thermal performance than 

the Model A and Model B. The Model E exhibited the 

smallest pressure drop, while the worst temperature 

distribution was obtained with this design. 

Ravishankar et al. [24] performed a detailed 

numerical analysis on flow field types for one 

conventional serpentine and one conventional spiral 

design and four novel designs, including distributed 

serpentine, divided serpentine, distributed spiral and 

divided spiral. The cooling plate was made of 

aluminum. The highest and lowest pressure drop 

values were obtained with divided spiral (many turn 

regions) and conventional serpentine designs, 

respectively. The distributed serpentine design 

presented the best temperature uniformity with 25% 

progress over the serpentine type. Rahgoshay et al. 

[25] simulated a PEM fuel cell with two traditional 

serpentine parallel flow field designs. They also 

compared the results obtained from the cooling plates 

with an isothermal model (constant temperature). The 

results showed that the value of maximum 

temperature was almost the same for serpentine and 

parallel design. However, about 24% improvement 

was observed in temperature uniformity when 

serpentine design was considered as flow field. They 

also indicated that the cooling flow fields should be 

considered during the numerical analysis of a PEM 

fuel cell to obtain more accurate temperature 

distribution inside the fuel cell. In another study, 

Ghasemi et al. [26] conducted a simulation study for 

a PEM fuel cell with conventional serpentine type 

reactant flow field. The simulations were carried out 

for six different cooling channel designs: one 

traditional parallel, one traditional serpentine, one 

traditional spiral, and three different novel designs. 

Even if a largest pressure drop was obtained with 

traditional spiral flow field design, the lowest 

temperature difference of 3.38 K and lowest 

temperature uniformity index (UT) of 0.58 K were 

also achieved with this channel type. 

According to the open literature, there are 

many studies on flow field design of cooling plates in 

PEM fuel cells. Mostly, spiral, serpentine, parallel 

and parallel-serpentine flow fields were evaluated in 

those researches. In this paper, unconventional 

divergent and convergent flow field designs are 

investigated. For this purpose, a cooling plate made of 

graphite with a 10×10 cm2 area is used in the 

computational fluid dynamic (CFD) analysis. The 

CFD studies were carried out with Ansys-Fluent 

commercial program. The heat removal and fluid 

flow performances of divergent and convergent flow 

fields were compared in terms of temperature 

uniformity, maximum temperature and fluid pressure 

drop. 

 

2. Material and Method 

 

In order to build a fuel cell stack and produce the 

required output power, many fuel cell units are 

typically serially connected. A coolant circulates 

through the channels of cooling plates and absorbs the 

heat produced to prevent the fuel cell from 

overheating.  Figure 2a shows the geometry of 

cooling plates with the divergent and convergent flow 

fields used in this study. The cooling plate thickness 
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is 2 mm and it has 32 flow channels for both designs. 

The dimension of the channel is seen in Figure 2b. 

The channel width increases and decreases with an 

angle of 0.57 degrees from inlet to outlet for divergent 

and convergent flow fields, respectively. The 

divergent flow field design has an inlet width of 1 mm 

and an outlet width of 2 mm. In the case of convergent 

design, the inlet width is 2 mm, and the outlet width 

is 1 mm. The channel deep for both flow fields is 1 

mm.  

 

 

 

 

Figure 2. (a) Divergent and convergent flow fields, (b) dimension of the channel. 

 

2.2. Governing equations 

 

A comprehensive simulation of fluid flow and heat 

transfer within the cooling plates was performed 

using the commercial CFD program Ansys-Fluent. 

The finite volume discretization technique is used in 

this software to solve the mass conservation, 

momentum and energy equations. The governing 

equations for the Newtonian, laminar, steady state 

and incompressible fluid flow across the cooling 

plate are as follows: 

 
𝜕𝑢𝑗

𝜕𝑥𝑗
= 0                                                                 (4)                                                                                                                                   

 

𝝆 (𝒖𝒋
𝝏𝒖𝒊

𝝏𝒙𝒋
) =

𝝏𝒑

𝝏𝒙𝒊
+

𝝏

𝝏𝒙𝒋
(𝝁

𝝏𝒖𝒊

𝝏𝒙𝒋
)                                        (5)                                                                                                                

 

𝝆𝒄𝒑 (𝒖𝒋
𝝏𝑻

𝝏𝒙𝒋
) =

𝝏

𝝏𝒙𝒋
(𝒌

𝝏𝑻

𝝏𝒙𝒋
)                                    (6)                                                                                                                     

 

where 𝒖 is the velocity, 𝒑 is the pressure and 𝑻 is 

the temperature. In addition, 𝒌, 𝝆, 𝒄𝒑 and 𝝁 are the 

thermal conductivity, density, specific heat capacity 

and dynamic viscosity, respectively.   

 The energy equation for the solid regions is 

described with Equation (7). 

 
𝝏

𝝏𝒙𝒋
(𝒌

𝝏𝑻

𝝏𝒙𝒋
) = 𝟎                                                      (7)                                                                                                                                      

 

2.3. Operating and boundary conditions 

 

In the simulation process, water is selected as 

coolant and graphite is used as cooling plate 
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material. Table 1 shows the thermo-physical 

properties of graphite. Since the thermo-physical 

properties of water vary with temperature, the 

polynomial functions represented by Eqs. (8)-(10) 

were applied to the program [27]. However, because 

the change in Cp at the temperatures considered was 

so small (less than 1%), this property was kept 

constant during the simulations at 4179 J/kg K. The 

coolant enters the channel at a constant temperature 

of 40 ˚C. Four different mass flow rates (ṁ) of 

8.0×10-4 kg/s, 1.6×10-3 kg/s, 2.4×10-3 kg/s and 

3.2×10-3 kg/s are considered during the numerical 

analysis. The value used for the surface heat flux 

(q˝) is 5000 W/m2 which is typical for PEMFCs 

under normal operating conditions [17]. Also, 

Equation (11) can be used to determine the 

generated heat flux for each cell during the PEM 

fuel cell operation. The operating parameters for the 

simulation are seen in Table 1.  

 

𝜇 = 0.258 × 10−10𝑇4 − 0.358 × 10−7𝑇3 +
0.186 × 10−4𝑇2 − 0.432 × 10−2𝑇 + 0.378       (8)  
 
𝑘 = 0.754 × 10−9𝑇4 − 0.988 × 10−6𝑇3 +
0.474 × 10−3𝑇2 − 0.974 × 10−1𝑇 + 7.745       (9) 

 

𝜌 = −0.180 × 10−6𝑇4 + 0.248 × 10−3𝑇3 −
0.131𝑇2 + 30.824𝑇 − 1690.497                               (10) 
 

𝑸𝒊 = (𝟏. 𝟐𝟑 − 𝑽𝒊)𝒊                                               (11)           

                                                                                                                                   

where  1.23 is the value of open circuit voltage, 

𝑽𝒊 is the working voltage of the PEM fuel cell and 𝒊 

is the electrical current density.  

 

Table 1. Thermo-physical properties of graphite and operating conditions. 

Parameters Values Units 

Cooling plate properties    

   Density 2250 kg/m3 

   Specific heat capacity 690 J/kg K 

   Thermal conductivity 24 W/m K 

Operating conditions   

   Coolant inlet temperature 40 ˚C 

   Coolant mass flow rate 8.0×10-4, 1.6×10-3, 2.4×10-3 3.2×10-3 kg/s 

   Heat flux 5000 W/m2 

 

Figure 3 depicts the cooling plate's half 

domain together with symmetry boundary 

condition, heat flux boundary condition, solid and 

coolant regions. The heat flux is implemented on the 

bottom surface of the cooling plate. To reduce the 

computational time, cooling plate’s half domain is 

considered and therefore, symmetrical boundary 

condition is applied in the CFD analysis. A constant 

mass flow rate boundary condition and a constant 

pressure condition are applied at the channel inlets 

and outlets, respectively. 

2.4. Numerical procedure and model validation 

A 3D finite volume technique is used to numerically 

solve the governing equations within the 

computational domain. The pressure and velocity 

fields are linked using the well-known Coupled 

algorithm. The least squares cell-based gradient is 

considered for the spatial discretization. The second 

order upwind scheme is used for the momentum and 

energy equations, whereas the second order method 

is chosen for pressure. The computations are 

considered to have converged when the residuals of 

the continuity, momentum and energy equations fall 

below 1×10-4, 1×10-7 and 1×10-9, respectively. 

 To prove the accuracy of the numerical 

results, a grid dependence analysis is also 

conducted. For this purpose, the outputs of five 

different grid structures with element numbers of 

364,958, 839,020, 1,453,500, 1,986,264 and 

2,545,272 are compared with each other. The grid 

dependence test of the divergent and convergent 

flow fields based on the coolant outlet temperature 

is shown in Figure 4a. As can be seen from the 
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Figure 3. Boundary conditions for the cooling plate half domain. 

 

figure, the variation in outlet temperature is very 

small after element number of 1,986,264 for both 

divergent and convergent channels. Similarly, a 

small change is obtained in pressure drop between 

the inlet and outlet of the channel when the element 

number exceeds the same value (Figure 4b). 

Therefore, a grid structure with 1,986,264 elements 

is chosen in the simulation analysis. 

  To verify the numerical results obtained 

from the CFD analysis, an experimental study done 

by Raghuraman et al. was considered [28]. For this 

purpose, simulation results obtained for the coolant 

temperature at the channel outlet and pressure drop 

between the inlet and outlet of the channel were 

compared with the experiment as depicted in Figure 

5. Figure 5a shows that the simulation results and 

experimental data agree well for whole Reynolds 

number values ranging from 50 to 350, with a 

maximum deviation of 5.3%. Figure 5b displays 

that the values of pressure drop computed 

numerically for the complete Reynolds number are 

quite close to those measured experimentally. 

 

 

Figure 4. Grid dependence test for (a) coolant outlet temperature, (b) pressure drop. 
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Figure 5. Model validation study for (a) outlet temperature, (b) pressure drop. 

 

3. Results and Discussion 

 

For various mass flow rates of 8.0×10-4 kg/s, 

1.6×10-3 kg/s, 2.4×10-3 kg/s and 3.2×10-3 kg/s, the 

thermal and fluid flow performances of the cooling 

plate with divergent and convergent flow fields are 

investigated in terms of temperature uniformity, 

maximum temperature and pressure drop. 

Throughout the simulation, the coolant inlet 

temperature and heat flux imposed from the bottom 

surface of the cooling plate are kept constant at 40 

˚C and 5000 W/m2, respectively.  

 It is critical for the stability and 

performance of the PEM fuel cells to maintain as 

uniform a temperature as possible. There is a 

criterion known as the index of uniform temperature 

(IUT) [29] for analyzing the temperature 

homogeneity at a surface area. The IUT has been 

utilized in thermal applications where temperature 

distribution is essential. The difference between the 

surface temperature and the average surface 

temperature at the heat transfer surface can be 

measured quantitatively using the IUT. In other 

words, IUT equals zero when the temperature 

distribution is entirely uniform. The IUT is 

calculated by the following equation: 

 

 

𝐼𝑈𝑇 =
∫ |𝑇−𝑇𝑎𝑣𝑔|𝑑𝐴

𝐴

∫ 𝑑𝐴
𝐴

    and    𝑇𝑎𝑣𝑔=
∫ 𝑇𝑑𝐴

𝐴

∫ 𝑑𝐴
𝐴

            (12) 

 

 where 𝑇 is the surface temperature, 𝑇𝑎𝑣𝑔 is 

the average surface temperature and 𝐴 is the surface 

area. Equation (12) is only applicable on the heat 

flux boundary conditions [30].  

 Table 2 shows the simulation results of 

maximum and minimum surface temperatures (Tmax 

and Tmin), temperature difference (ΔT) between Tmax 

and Tmin, IUT and pressure drop (ΔP) at an inlet 

temperature (Tin) of 40 ̊ C, a heat flux of 5000 W/m2 

and a mass flow rate of 1.6×10-3 kg/s. Tmax and ΔT 

are lower in the divergent channels by 0.35 ˚C and 

0.63 ˚C, respectively. In addition, smaller IUT is 

obtained for divergent flow fields, which can be 

considered as an improvement in temperature 

distribution along the heat flux surface. As a result, 

using a divergent channel instead of a convergent 

one improves temperature uniformity by 11.77%. 

The divergent channel also reduces the pressure 

drop by 7.93%, indicating that less pumping power 

is required. The % Improvement is determined by 

Equation (13) as follows: 
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Table 2. Simulation results for divergent and convergent flow fields. 

Parameters Divergent channel Convergent channel % Improvement 

Tmax (˚C) 53.89 54.24 - 

Tmin (˚C) 41.54 41.27 - 

ΔT (˚C) 12.34 12.97 - 

IUT (˚C) 2.02 2.29 11.79 

ΔP (Pa) 83.01 90.17 7.94 

 

%𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 =
|𝑥𝑐−𝑥𝑑|

𝑥𝑐
× 100                           (13) 

 

where 𝑥𝑐 and 𝑥𝑑 are the calculated values obtained 

from convergent and divergent flow field designs, 

respectively. 

For convergent and divergent flow fields, 

the distribution of temperature at the bottom surface 

of cooling plate is seen in Figure 6. Here, mass flow 

rate, coolant inlet temperature and heat flux are 

1.6×10-3 kg/s, 40 ˚C and 5000 W/m2, respectively. 

The coolant temperature rises from the inlet to the 

outlet of the channels due to the continuous 

absorption of reaction heat by the coolant. Highest 

surface temperature of 54.3 ˚C and 53.9 ˚C are 

obtained in case of convergent and divergent flow 

fields, respectively. Furthermore, when a 

convergent channel is used, higher temperature 

zones are observed at the end corner regions. Figure 

7 represents the change in temperature distribution 

at the cooling plate's symmetry plane under the 

same operating conditions as in Figure 6. Similarly, 

while temperatures are lower near the inlet region, 

they are higher closer to the channel outlet. In the 

case of convergent channel design, the highest 

temperature is obtained.  

 

 

Figure 6. Distribution of temperature at the bottom surface. 

 

Figure 8 depicts the pressure drop 

distribution between the inlet and outlet of the 

cooling channels with an inlet coolant temperature 

of 40 ˚C, a mass flow rate of 1.6×10-3 kg/s, and a 

heat flux of 5000 W/m2. As illustrated in the figure, 

the pressure drops along the coolant channels are 

greater in the convergent design, indicating higher 

pumping power. 

Figure 9 shows the changes in IUT as a 

function of coolant mass flow rate at a constant 

inlet temperature and heat flux. Because increasing 

mass flow rate causes a decrease in cooling plate 

surface temperature, the IUT declines with coolant 

flow rate. Lower IUT values are observed for 

divergent flow design at all coolant flow rates. At 

high mass flow rates, the %Improvement takes 

greater values. Since the lowest IUTs are obtained 

in the case of divergent channels, it can be said that 

a more uniform temperature distribution can be 

achieved with this design.



M. C. Acar / BEU Fen Bilimleri Dergisi 12 (1), 180-191, 2023 

187 
 

 

Figure 7. Distribution of temperature at the symmetry surface. 

 

 

Figure 8. Distribution of pressure drop along the cooling channels. 

 

 

Figure 9. Variation of IUT with mass flow rate (Tin = 40 ˚C, q˝ = 5000 W/m2). 
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Figure 10 displays the variation in average 

temperature at the cooling plate's bottom surface for 

two channel designs. The average surface 

temperature decreases as the coolant mass flow rate 

increases. At low flow rates, the difference in 

average surface temperature between divergent and 

convergent channels is quite small; however, it gets 

greater values at higher mass flow rates. 

Maintaining the cooling plate's maximum 

surface temperature at a specific level is crucial for 

ensuring the thermal stability of the cell. In fact, it 

is the most crucial factor in avoiding thermal 

damage. The maximum temperature of two channel 

designs along the cooling plate bottom surface is 

presented in Figure 11. As expected, the mass flow 

rate has a negative effect on the maximum surface 

temperature, and it can cause a decrease in this 

parameter for both channel designs. The maximum 

surface temperature difference between divergent 

and convergent channels decreases very slowly with 

mass flow rate. It is 0.33 ˚C at the mass flow rate of 

8.0×10-4 kg/s and 0.23 ˚C at the mass flow rate of 

3.2×10-3 kg/s.  

 The temperature difference results between 

maximum and minimum bottom surface 

temperature are plotted in Figure 12. Again, based 

on the coolant mass flow rate, a decreasing trend in 

temperature difference can be seen. According to 

the graph, the divergent design has lower 

temperature differences at whole mass flow rate 

ranges, which may result in an improvement in IUT. 

 

 

Figure 10. Variation of average temperature with mass flow rate (Tin = 40 ˚C, q˝ = 5000 W/m2). 

 

 

Figure 11. Variation of maximum temperature with mass flow rate (Tin = 40 ˚C, q˝ = 5000 W/m2). 
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Figure 13 depicts the simulated influence of 

coolant mass flow rate on pressure drop for two 

different designs. As it is seen in the figure, lower 

pressure drop values are obtained with divergent 

flow field, indicating low pumping power 

requirements. This is due to the higher velocity 

values of the coolant in the divergent channel. It is 

clearly shown in Figure 13 that the difference 

between two designs is small at low flow rates and 

becomes larger as the mass flow rate increases. 

When using a divergent flow field design instead of 

a convergent one, pressure drop would be reduced 

by 1.00%, 7.93%, 12.89%, and 17.04% at mass flow 

rates of 8.0×10-4 kg/s, 1.6×10-3 kg/s, 2.4×10-3 kg/s, 

and 3.2×10-3 kg/s, respectively.  

 

 

Figure 12. Variation of temperature difference with mass flow rate (Tin = 40 ˚C, q˝ = 5000 W/m2). 

 

 

Figure 13. Variation of pressure drop with mass flow rate (Tin = 40 ˚C, q˝ = 5000 W/m2). 

 

4. Conclusion and Suggestions 

 

A numerical study was conducted for a graphite 

cooling plate with a 10×10 cm2 area. In this context, 

the heat transfer and fluid flow performances of 

divergent and convergent flow field designs were 

investigated and compared. The cooling performance 

of these two designs were simulated according to the 

temperature uniformity, maximum temperature on 

bottom surface and pressure drop between inlet and 

outlet of the flow channels. While the coolant inlet 

temperature (40 ˚C) and heat flux (5000 W/m2) were 

kept constant during the simulation, the coolant flow 

rates were varied from 8.0×10-4 kg/s to 3.2×10-3 kg/s.  

 Increasing coolant mass flow rates reduced 

IUT, maximum surface temperature, average surface 
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temperature and temperature difference between 

maximum and minimum surface temperatures. The 

pressure drop, on the other hand, increased as the flow 

rate increased. The uniformity of the temperature 

through the bottom surface of the cooling plate 

improved by 8.43%, 11.77%, 12.68% and 12.58% at 

the mass flow rates of 8.0×10-4, 1.6×10-3, 2.4×10-3 and 

3.2×10-3, respectively, when divergent design was 

considered instead of convergent design. Therefore, it 

can be concluded that the divergent flow field design 

provides a more uniform temperature across the 

cooling plate. Divergent design also resulted in lower 

maximum temperature values on the bottom surface 

of the cooling plate. In the case of divergent flow 

channel, the pressure drop was reduced by up to 

17.04%. 

 

 In conclusion, it was discovered that the 

divergent flow field design was the more efficient 

design for sustaining more uniform temperature 

distribution across the cooling plate or fuel cell active 

area. In addition, because divergent channel design 

produced lower pressure drops, this design would 

require less pumping power. Overall, the findings of 

this paper will be useful for designing PEM fuel cell 

cooling systems as well as other applications where 

thermal management and fluid flow are important. 
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Abstract 

This paper presents a wideband, thin, low-cost, and easy to fabricate linear 

polarization (LP) converter design utilizing metasurface (MS) for Ku-band (12-18 

GHz) applications (also in the 18-19 GHz part of the K-band (18-27 GHz)). The 

design has a topology on a 1.6 mm thick FR-4 dielectric material with copper MS on 

the front and an entirely copper slab on the back. The presented design shows a 

polarization conversion ratio (PCR) of beyond 90% within the 12-19 GHz frequency 

band and also over 99% in the 12.5-13.1 and 16.32-17.64 GHz frequency ranges. To 

further give insight into the physical structure of the suggested MS-based 

polarization converter (PC), both the u – v axes are analyzed, and the existing surface 

behaviors at resonance frequencies are investigated. We compare the performance 

outputs with other Ku-band PCs, and the efficiencies of the suggested strategy over 

current MS-based LP converters are emphasized. 
 

 
1. Introduction 

 

The polarization condition for an electromagnetic 

(EM) wave expresses the aspect of the swing of the 

electric field part at a constant point in the free space, 

taking time into account. The polarization converter 

(PC) has the competency to alter the EM wave 

direction. Manipulation of the polarization status of 

the EM wave has received great attention because of 

its popular application areas, such as communication 

and remote perception [1]. PCs among the 

polarization manipulation equipment have proven the 

importance of EM wave PC from the microwave 

frequency region to the THz frequency region with 

several applications such as radar cross field 

degradation in invisibility technology [2], [3] and 

antenna design [4], [5]. Traditionally, polarization 

conversion is achieved by the effect of birefringence 

in crystals found in nature [6]. The weak anisotropies, 

bulkiness, large power losses, and angle-dependent 

polarization responses of these crystals limit their 

practical use. In order to eliminate these 

disadvantages, metasurface (MS) structures have 

recently been used in diverse applications. Examples 

of such applications are excellent lenses [7], an 

 

*Corresponding author: ykaya@bayburt.edu.tr              Received: 19.12.2022, Accepted: 03.03.2023 

invisibility cloak [8], a superior absorber [9], and a PC 

[10]. So far, PCs relying on MS structures have been 

utilized in the microwave [10], infrared [11], and 

visible regimes [12], [13] due to their flexible and 

easy profile.  

In general, PCs may be developed to perform 

in transmission [14] and/or reflection status [15]. PCs 

with the transmission mode necessitate multi-layer 

mechanisms, making their fabrication a very difficult 

task and a time-consuming component [16]. 

Meanwhile, PCs with reflective mode may be seen in 

a single-layer with metallic material-dielectric 

substrate material-metallic material setting [17]. 

Particularly, the manageable design style of reflective 

mode PCs [13], [17]-[22] on a single-layer moving in 

a linear manner has obtained significant interest. 

Another attractive property of a reflective PC design 

is the extension of the bandwidth to be appropriate in 

practice. 

In this study, a single-layer, thin, low-cost, 

and MS-based broadband reflective linear 

polarization (LP) converter is designed specifically 

for Ku-band studies. The suggested converter 

includes an MS structure designed on the front side of 

a dielectric substrate material (FR-4) and a ground 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1220957
https://orcid.org/0000-0002-2380-5915
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plane with metallic termination on the back surface. 

The efficiency of the suggested idea was tested 

through a set of simulations in comparison to Ku-

band PCs using crescent-shaped MS [19], double 

crescent-shaped MS [20], fishbone-shaped MS [21], 

and two-corner-cut square patch MS [22]. The 

suggested converter ensures an LP conversion with a 

polarization conversion ratio (PCR) bigger than 90% 

all over the Ku-band (microwave band of frequencies 

from 12 to 18 GHz), as well as in the 18-19 GHz part 

of the K-band (microwave band of frequencies from 

18 to 27 GHz). Therefore, this design can be simply 

implemented for Ku-band microwave applications. 

 

2. Material and Method 

 

 
                         (a)                                                    (b) 

 
(c) 

Figure 1. The suggested LP converter with (a) front view, 

(b) left side view, and (c) coordinate system layout with 

three-dimensional representation. 

 

The suggested LP converter is designed on a substrate 

material with an MS on the front side and an all-metal 

termination on the back surface. Copper (with its 

electrical conductivity σ = 5.8×107 S/m) was selected 

for MS and metal finishing, respectively, located on 

the front and back surfaces of the substrate. The 

substrate in the middle part is FR-4 dielectric material 

(the relative dielectric constant (εr) is 4.3 and the loss 

tangent (tanδ) is 0.025), which is easily available on 

the market. The thickness of the copper is t = 0.035 

mm and the thickness of FR-4 material is d = 1.6 mm. 

The shape of the MS consists of two symmetrical 

nested squares (additionally, the nested square shape 

consists of one filled and the other empty square), 

with the distance between the two symmetrical shapes 

a = 0.7 mm, and the other dimensions in Figure 1 are 

L = 9 mm, b = 4 mm, c = 2 mm, and w = 0.3 mm. 

To clarify the basis of the process of the 

suggested PC, it is necessary to conduct some EM 

analysis. It is assumed that the EM wave propagates 

to the MS-based PC in the +z-direction with the y-

polarized electric field intensity (Ey) and the harmonic 

dependence ejωt in time (ω: angular frequency), the 

incident wave (Ei) in the phasor space is defined as 

follows. 

 
jkz

i y yE a E e−=   (1) 

 

Here k is the wave number. For LP 

conversion, the EM wave with an electric field 

component in the y-direction will be reflected in the 

same direction (y-direction – co-polarization) or in 

the direction normal to the incident plane (x-direction 

– cross-polarization) after hitting the MS. In this 

scenario, the reflected wave (Er) is given as follows. 

 

( ) jkz

r x rx y ryE a E a E e= +   (2) 

 

Here, Erx and Ery are the components of the 

electric field intensity of the reflected wave in the x- 

and y-directions, respectively. Likewise, Eix and Eiy 

are the components of the electric field intensity of the 

incident wave in the x- and y-directions, respectively; 

the co-reflection coefficient – Ryy and the cross-

reflection coefficient – Rxy for the wave polarized in 

the electric field intensity y-direction are denoted as 

follows. 

 

ry rx
yy xy

iy iy

E E
R  and R

E E
= =   (3) 

 

With the usage of Ryy and Rxy coefficients in 

Equation (3), the PCR value of the LP for the y-

polarized incident wave may be obtained as follows 

[18]-[22]. 

 
2

xy

2 2

xy yy

R
PCR

R R
=

+
  (4) 
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Here |*| denotes the magnitude of “*”. In 

addition, to deeply understand the physical operation 

of the LP concept for the suggested design, the y-

polarized incident wave was separated in the u – v 

axes, which is shown in Figure 2. 

 

x

y

uv

E
iv

E
i

E
iu

E
ru

E
r

E
rv

 

Figure 2. Decomposition of incident (Ei) and reflected 

wave (Er) into u- (Eiu and Eru) and v-axes (Eiv and Erv) for 

the suggested design. 

 
 In Figure 2, Eiu and Eiv represent the electric 

field intensity parts of the incident wave in the u- and 

v-directions, respectively, and similarly, Eru and Erv 

represent the electric field intensity components in the 

u- and v-directions of the reflected wave, 

respectively. Accordingly, the incident and reflected 

wave (Ei and Er, respectively) may be stated by 

decomposing into the u- and v-axes [18], [20]: 

 

iu ivjφ jφ

i u iu v ivE a E e a E e= +   (5) 

ru rvjφ jφ

r u uu ru v vv rvE a r E e a r E e= +  (6) 

 

In Equations (5) and (6), φiu and φiv denote the 

phases of the incident wave in the u- and v-directions, 

respectively, and similarly, φru and φrv, the phases of 

the reflected wave in the u- and v-directions, 

respectively. Additionally, here ruu and rvv are 

reflection coefficients in the u- and v-directions, 

respectively, and are expressed as follows. 

 

ru rv
uu vv

iu iv

E E
r  and r

E E
= =   (7) 

 

For the LP conversion, according to Figure 2, 

the components in the +u- and +v-directions must be 

reflected in the +u- and –v-directions with the same 

amplitude. So, |ruu| and |rvv| must be equal to 1. In 

addition, φuu = 0o must be since the incident wave in 

the +u-direction is reflected in the +u-direction. 

Similarly, φvv must be equal to –180o in order for the 

incident wave in the +v-direction to be reflected in the 

–v-direction. Therefore, the reflection coefficients in 

the u- and v-directions for the x-polarized reflection 

of the y-polarized wave, that is, for the LP conversion, 

|ruu| ≅ |rvv| ≅ 1 and phase difference Δφ = |φuu − φvv| = 

180o must be. 

 

3. Results and Discussion 

 

3.1. Simulation Results 

 

The suggested MS-based LP converter, whose 

geometry is given in Figure 1, was created in the CST 

Microwave Studio program as shown in Figure 1(c). 

The simulations were conducted in the frequency 

domain, in the 7-21 GHz frequency range, and by 

choosing the tetrahedral mesh type. Accordingly, the 

co- and cross-reflection coefficients for the suggested 

PC design are presented in Figures 3(a) and  3(b) in 

terms of dB and amplitude, respectively. As seen in 

Figure 3(a), MS resonates at 12.776 and 17.016 GHz, 

and the Rxy is around –1.1 dB while the Ryy is below 

–11 dB in the 12-19 GHz frequency band. From 

Figure 3(b), it is noted that the |Ryy| and |Rxy| given as 

amplitudes are below 0.28 and above 0.87, 

respectively, within the specified frequency range. 

Figure 3(d) shows the PCR data obtained using 

Equation (4). As seen in Figure 3(d), PCR is over 90% 

in the 12-19 GHz frequency band. Additionally, the 

PCR value is over 99% in the frequency ranges of 

12.5-13.1 and 16.32-17.64 GHz. 

 The reflection coefficients (|ruu| and |rvv|) and 

phases (φuu, φvv, and Δφ) in the u – v directions of the 

suggested design are given in Figures 4(a) and 4(b), 

respectively. It can be noted from Figure 4(a) that LP 

is achieved (12-19 GHz frequency range) and at other 

frequencies, the |ruu| and |rvv| in the u – v axes are 

roughly equal to 1. In addition, from Figure 4(b), 

which shows the phase differences in the u- and v-

directions, it is noted that the phase difference in the 

u – v directions is roughly 180o (Δφ = |φuu − φvv| = 

180o) in the frequency range of 12-19 GHz. 
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Figure 3. In the 7-21 GHz frequency range of the 

suggested PC; (a) reflection coefficient in dB (Ryy and 

Rxy), (b) reflection coefficient in amplitude (|Ryy| and 

|Rxy|), and (c) PCR value. 

 

 

 

 

Figure 4. (a) Reflection coefficients (|ruu| and |rvv|) and (b) 

phases (φuu, φvv, and Δφ) in the u – v directions of the 

suggested PC. 

 

 When the EM wave is sent to the MS-based 

PC, electrical and magnetic polarizations occur on the 

structure. This polarization causes the generation of 

electric and magnetic currents. In this context, surface 

current behaviors on metal parts (MS and metal 

termination) were investigated at resonance 

frequencies to know the physical mechanism of the 

suggested PC and to further examine its performance 

and effectiveness. Accordingly, Figures 5(a)- 5(d) 

show the surface currents in MS and metal 

termination at resonance frequencies, namely 12.776 

and 17.016 GHz. When Figure 5(a) and Figure 5(c) 

are examined together, it is seen that the surface 

currents at 12.776 GHz are anti-parallel, and when 

Figures 5(b) and 5(d) are examined together, the 

surface currents at 17.016 GHz are also anti-parallel. 

This shows that the suggested MS-based LP converter 

design has a magnetic resonance at both resonance 

frequencies, namely 12.776 GHz and 17.016 GHz (on 

the contrary, the parallelism of the currents would 

indicate electrical resonance at the mentioned 

frequency). 
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(a) 

 

(b) 

 

 
(c) 

 
(d) 

Figure 5. Distributions of surface currents for (a), (b) MS 

and (c), (d) metal termination for resonance frequencies of 

12.776 and 17.016 GHz, respectively. 

 

3.2. Discussion 

 

The suggested PC’s conversion performance was 

compared with other reference Ku-band LP 

converters [19]-[22] in terms of conversion 

bandwidth, substrate type, and substrate thickness, as 

shown in Table 1. The suggested design provides LP 

conversion with a wider bandgap than [19] and [20] 

in terms of conversion bandwidth. In fact, the 

suggested design provides LP conversion in the entire 

Ku-band (a microwave band of frequencies from 12 

to 18 GHz) as well as in the 18-19 GHz part of the K-

band (a microwave band of frequencies from 18 to 27 

GHz). When the studies made according to the 

thickness in terms of wavelength are examined, the 

suggested design is 36% less thick than [22]. In terms 

of substrate thickness, the suggested design is thinner 

than both [21] and [22]. Therefore, the suggested 

design can be used for applications requiring thinner 

material. In addition, FR-4 dielectric was used as the 

substrate material in the suggested design, and it is 

both cheaper and more available than the F4-B 

substrate material used in [20] and [22]. This reduces 

the manufacturing complexity of our design. 

Therefore, the suggested design can be produced 

effectively at a lower cost than [20] and [22]. Looking 

at the PCR efficiency, all reference LP converters in 

Table 1 have a PCR value of 90%. In addition, while 

the MS-based LP converter we recommend has more 

than a 90% PCR value in the 12-19 GHz frequency 

range, it has a PCR value of over 99% in the 12.5-13.1 

and 16.32-17.64 GHz frequency ranges. 

 

Table 1. Comparison of the suggested PC with reference Ku-band LP converters [19]-[22] 

Study 
Conversion Bandwidth 

[GHz] 
Substrate Thickness Substrate Type PCR Efficiency 

[19] 12-18 1.6 mm (0.064λ) FR-4 90% 

[20] 11.9-18.05 1.5 mm (0.059λ) F4-B 90% 

[21] 9.24-17.64 2 mm (0.061λ) FR-4 90% 

[22] 10-18.4 3 mm (0.100λ) F4-B 90% 

Suggested Design 12-19 1.6 mm (0.064λ) FR-4 90% 

 

4. Conclusion 

 

In this study, an LP converter operating in the 12-19 

GHz frequency range for microwave Ku-band 

applications was suggested and validated by using the 

CST Microwave Studio program. The suggested PC 

provides over 90% PCR in the 12-19 GHz frequency 

range, as well as over 99% in the 12.5-13.1 and 16.32-

17.64 GHz frequency ranges. In the suggested design, 

an easily accessible 1.6 mm thick FR-4 dielectric 

material is used as the substrate. For this reason, the 

suggested design can also be used in cases where very 

thin applications are required, with a thickness of 

0.064λ. The suggested design is a single structure. 

This reduces the production’s complexity. 
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Abstract 

The coronavirus pandemic has caused many deaths and affected societies with social 

and economic problems as a consequence of its effects. Many different measures 

were taken to stop or reduce the spread of the virus, like wearing a face mask and 

reorganizing school activities, transportation, and meetings. As an alternative to these 

measures, ventilation is a critical engineering solution that can help reduce the 

infection risk in the indoor environment. In this study, the Taguchi method was used 

to investigate the effects of ventilation parameters t (volume, inlet velocity), and 

quanta emission rates on the Wells-Riley method-based infection risk probability. 

The orthogonal array was used to create the experimental design. Then, each 

parameter was analyzed according to the performance criterion (infection risk 

probability) using signal-to-noise (S/N) ratios, and the order of importance of the 

parameters was calculated. The contribution ratio of each parameter to infection risk 

was calculated with both the Taguchi method and the ANOVA method, and these 

results confirmed each other. Consequently, these data were used to identify worst-

case and best-case scenarios to minimize the risk of infection in the indoor 

environment. 
 

 
1. Introduction 

 

The COVID-19 pandemic showed the importance of 

infection control measures, especially in indoor 

environments. The transmission of the SARS-CoV-2 

virus, which causes COVID-19, can occur through 

respiratory droplets or close contact with infected 

individuals [1]. Many measures were taken by the 

governments around the world to prevent the spread 

during the pandemic process. Regulations were made 

for organizations in closed environments, masks 

became mandatory in many areas, and most closed 

areas were rearranged depending on social distance. 

The Wells-Riley method is a method that 

quantifies the probability of infection risk and has 

been widely used to estimate the risk of infection 

transmission in indoor environments, as it considers a 

variety of factors that can influence the risk of 

infection, such as the room volume, ventilation rate, 

 

*Corresponding author: beyuce@beu.edu.tr                           Received: 22.12.2022, Accepted: 01.03.2023 

breathing rate, quanta emission rate, and exposure 

time. Many epidemic modeling studies have used the 

Wells-Riley equation as part of their mathematical 

model [2]. Some researchers modified the Wells-

Riley equation, developed dose-response models, and 

used additional numerical modeling techniques to 

provide more comprehensive risk assessments [3]–

[5]. The number of studies using the Wells-Riley 

method has increased with the Covid-19 pandemic, 

and many researchers used this method with the 

computational Fluid Dynamics (HAD) method [6]–

[8]. 

However, this method has some limitations 

because it does not consider the effect of other 

variables that may affect the transmission of 

infection, such as the level of personal protective 

equipment (PPE), gender or physiological 

differences, etc. Many researchers have proposed 

ways to improve this model. In addition, the effect of 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1222870
https://orcid.org/0000-0002-2432-964X
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each parameter used in the Wells-Riley model on 

infection risk probability is not clear. This is essential 

because it defines the strategies for decreasing 

infection risk in indoor environments. 

To address these limitations and the 

challenges posed by the COVID-19 pandemic, a 

novel approach, the Taguchi optimization method, 

was used in this study to optimize the infection risk 

calculated using the Wells-Riley method. The 

Taguchi method involves the systematic variation of 

multiple parameters in a controlled experiment by 

means of a orthogonal array and the use of statistical 

analysis to determine the optimal combination of 

these parameters that results in the desired outcome, 

which in this case is minimized infection risk [9]. The 

contribution ratio of each parameter is also calculated 

with the Taguchi method, and these results were 

confirmed with another statistical method, ANOVA. 

In this study, the levels of room volume, inlet 

velocity, and quanta emission rate values that will 

minimize the possibility of infection risk in the room 

were investigated. Each parameter was considered in 

a large range. The order of importance of the 

parameters and, accordingly, the best- and worst-case 

scenarios were obtained.  

 

2. Material and Method 

 

In this study, the effects of room volume, inlet 

velocity, and quanta emission rate on the risk of 

infection in the room were investigated using the 

Wells-Riley method. Parameters and their values are 

given in Table 1. All parameters were investigated 

over a large range. Inlet velocity values have a critical 

effect on infection risk; because of this reason a large 

range is also examined for this parameter. The quanta 

emission rates were determined as 3.1 (resting, oral 

breathing), 21 (heavy activity, oral breathing), and 42 

quanta/h  (light activity, talking) [10]. Room volume 

was also considered in the analysis, and its values 

were defined as 18, 42, and 60 m3. 

 
Table 1. Investigated parameters 

Parameters 
Levels 

1 2 3 

A Volume (m3) 18 42 60 

B Velocity (m/s) 1 2 3 

C Quanta emission 

rate (quanta/h) 
3.1 21 42 

 

 

2.1 Wells-Riley Method 

 

The Wells-Riley method is used to model the risk of 

indoor airborne transmission of infectious diseases 

such as tuberculosis and Covid-19 and is based on 

quanta. Quanta was proposed as a hypothetical unit of 

infection dose in Wells' work [11]. Quanta is defined 

as the number of airborne infectious particles required 

to infect a person. [3]. In other words, it can be 

defined as the droplet nuclei in the air that can cause 

infection in 63% of the people in the environment 

[10]. The Wells-Riley equation was defined as [12]: 

𝑃 = 1 − 𝑒−𝑛  
(1) 

In Equation 1, 𝑃 is the probability of infection 

risk and n is the inhaled quanta. The quanta 

calculation can be done according to Equation 2: 

𝑛 = 𝐶𝑎𝑣𝑔𝑄𝑏𝐷  (2) 

In Equation 2, 𝐶𝑎𝑣𝑔 (quanta/m3) represents 

the time-averaged quanta concentration, 𝑄𝑏 the 

volumetric breathing rate of an occupant, and 𝐷 (h) 

occupancy time. 

𝑑𝐶

𝑑𝑡
=

𝐸

𝑉
− 𝜆𝐶   (3) 

In Equation 3, 𝐸 (quanta/h) is the quanta 

emission rate (quanta/h), 𝑉 (m3) is the volume of the 

room, 𝜆 (1/h) is the first-order loss rate coefficient for 

quanta/h. 𝜆 is sum of deposition onto surfaces 𝜆𝑑𝑒𝑝 

(1/h), ventilation (ACH) 𝜆𝑉 (1/h), virus decay k (1/h) 

(𝜆 = 𝜆𝑑𝑒𝑝 + 𝜆𝑉 + 𝑘). The surface deposition loss rate 

was considered to be 0.3 1/h [13], [14] and virus 

decay was considered averaged value of 0.32 1/h [15], 

[16] according to literature  [10]. 

It is assumed that the quanta concentration is 

0 at the initial state, and then after the equation (3) is 

solved, the average quanta concentration can be 

calculated as below: 

 

𝐶(𝑡) =
𝐸

𝜆𝑉
(1 − 𝑒−𝜆𝐷 )    (4) 

 

In Equation 4, 𝑡 (h) is the time. 

 

𝐶𝑎𝑣𝑔 = ∫ 𝐶(𝑡)𝑑𝑡 
𝐸

𝜆𝑉

𝐷

0
[1 −

1

𝜆𝐷
(1 − 𝑒−𝜆𝐷 ) ]    (5) 
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2.2 Taguchi Method 

 

Taguchi method, which was developed by Taguchi 

[9], was successfully applied to many disciplines 

[17]–[21]. Taguchi method uses signal/noise ratios 

(S/N) to obtain the importance order of parameters, 

contribution ratios, and best- and worst-case scenarios 

[22]. 

Yuce et al. [23] discussed the solution steps 

and advantages of the Taguchi method in detail. 

Details on the methodology can be accessed from the 

related study. Three parameters (volume, inlet 

velocity, and quanta emission rate) and 3 different 

values of each parameter were examined in this study. 

As a result of this, the L9 (33) orthogonal array was 

used. Since the objective function is infection risk in 

this study, the 'smaller the better' approach was used 

according to the assumption that the smallest value is 

the best, as shown in Equation 6: 

𝑆
𝑁⁄ = −10𝑙𝑜𝑔 (

1

𝑛
∑ 𝑌𝑖

2

𝑛

𝑖=1

)  (6) 

 

In the Taguchi method, the factors 

determining the order of importance are obtained by 

the delta values. Delta values are calculated by the 

difference between the maximum and minimum S/N 

ratios for each parameter. The parameter with the 

largest delta value represents the most effective 

parameter [23]. 

Table 2 shows the L9 (33) orthogonal array 

created for this study. Nine different scenarios were 

determined for this design. Infection risk calculations 

were made for each scenario. Then, using equation 6, 

S/N ratios were calculated. 

 

Table 2. Taguchi L9 (33) orthogonal array and calculated infection risk and S/N values 

No. Volume (m3) Velocity (m/s) Quanta emission rate (quanta/h) Infection Risk (%) S/N 

1 18 1 3.1 4.35 27.33 

2 18 2 21.0 14.27 16.89 

3 18 3 42.0 18.68 14.56 

4 42 1 21.0 24.73 12.15 

5 42 2 42.0 25.83 11.77 

6 42 3 3.1 1.48 36.48 

7 60 1 42.0 42.02 7.54 

8 60 2 3.1 2.13 33.56 

9 60 3 21.0 9.50 20.45 

2.3 Analysis of Variance (ANOVA) 

ANOVA is a commonly employed statistical method 

that helps understand the impact of each variable on 

the experimental outcome. The procedure for 

ANOVA includes the following steps [23]: 

The total sum of squares (𝑆𝑆𝑇) can be 

calculated as [24]: 

 

𝑆𝑆𝑇 = ∑(𝑌𝑖 − �̅�)2

𝑁

𝑖=1

 (7) 

 

In equation 7,  N represents the number of 

cases in the orthogonal array and 𝑌𝑖 represents the 

result for the ith case, 

 

�̅� =
1

𝑁
∑ 𝑌𝑖

𝑁

𝑖=1

 (8) 

 

The overall sum of the squared deviations, 

𝑆𝑆𝑇, is made up of both the sum of the squared error, 

𝑆𝑆𝑒, and the sum of the squared deviations due to each 

process parameter, 𝑆𝑆𝑃, hence 𝑆𝑆𝑃 is defined as [24]: 

 

𝑆𝑆𝑃 = ∑
(𝑆𝑌𝑗)2

𝑡
−

1

𝑁
[∑ 𝑌𝑖

𝑁

𝑖=1

]

2𝑡

𝑗=1

 (9) 

 

In equation 9, P represents a specific 

parameter, j is the level of that parameter, t indicates 

the number of times each level of the parameter is 

repeated, 𝑆𝑌𝑗 represents the sum of the experimental 

results for the parameter P at level j, and 𝑆𝑆𝑒 

represents the sum of squares from the error 

parameters, as shown below [24]: 

 
𝑆𝑆𝑒 = 𝑆𝑆𝑇 − 𝑆𝑆𝐴 − 𝑆𝑆𝐵 − 𝑆𝑆𝐶 − 𝑆𝑆𝐷 − 𝑆𝑆𝐸  (10) 

 

The overall degree of freedom, 𝐷𝑇, is equal to 

N-1, and the degree of freedom for each evaluated 
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parameter, 𝐷𝑃, is also equal to N-1. The variance of 

the tested parameter, 𝑉𝑃, is calculated as 〖𝑆𝑆𝑃/𝐷𝑃. 

The F-value for each design parameter can be 

determined by dividing the variance of that parameter 

by the variance of the error, 𝐹𝑃 = 𝑉𝑃/𝑉𝑒. The 

percentage contribution, ρ, is calculated as [24]: 

 

𝜌𝑃 =
𝑆𝑆𝑃

𝑆𝑆𝑇
 (11) 

 

3. Results and Discussion 

 

Infection risk and, accordingly, S/N ratio values for 

nine different conditions were obtained, and they are 

shown in Table 2. These S/N ratio values were used 

to calculate the average S/N ratio values for each level 

of each parameter. Average S/N ratio values are 

shown in Table 3. Delta values were also obtained 

according to the average values. 

In Figure 1, the variation of the S/N ratios 

depending on the levels of the examined parameters 

is shown. Among the examined parameters according 

to the order of importance in Table 3 and the S/N ratio 

values in Figure 3, the most effective parameter on the 

infection risk probability is the quanta emission rate. 

Figure 1 shows that the possibility of 

infection risk is significantly reduced by a low quanta 

emission rate (3.1 quanta/h). The inlet velocity is the 

second important parameter, and as the amount of 

fresh air given to the environment increases, the risk 

of infection decreases. The lowest probability of 

infection risk according to inlet velocity is at 3 m/s. 

The parameter that has the least effect on the risk of 

infection is the room volume, and the risk of infection 

decreases as the volume increases. 

Delta values were calculated for each parameter as 

Volume0.92Inlet velocity8.16quanta emission 

rate21.17. Contribution ratios of each parameter on 

infection risk probability were obtained with the 

delta values. The volume, inlet velocity, and quanta 

emission rate have contribution ratios on infection 

risk as 3.04, 26.98, and 69.98% respectively. 

According to Figure 1, the parameter levels 

corresponding to the minimum infection risk are 60 

m3 for the volume, 2 m/s for the inlet velocity, and 3.1 

quanta/h for the breathing rate. The best case is not 

within the orthogonal array shown in Table 2. The 

infection risk probability was calculated as 1.46% 

when the infection risk was calculated in the Wells-

Riley equation according to these values and this 

result is lower than all the values in the orthogonal 

array. The closest value to this is 1.48% in the 6th 

scenario. Scenario 6 has the same values as the best-

case scenario except for volume, and the reduction in 

infection risk was also small, as the room volume had 

a low impact on infection risk. 

Figure 1 shows that the infection risk 

probability is the highest, and for the worst-case 

scenario, the volume is 18 m3, the inlet volume is 1 

m/s, and the quanta emission rate is 42 quanta/h. The 

worst case is not included in the scenarios within the 

orthogonal array as it is in the best case. The infection 

risk probability was calculated in the Wells-Riley 

equation according to these values as 45.23% and this 

result is higher than all the values in the orthogonal 

array. The closest situation to this scenario is seen in 

scenario 7 and the infection risk value is 42.02%. As 

similar to best case, the parameter that is different in 

this scenario is the volume value, and due to the small 

effect value of the volume, the difference between it 

and the highest value seen in scenario 7 is low. 

 

 

Table 3. The order of importance of parameters according to mean S/N ratios 

Level Volume (m3) Velocity (m/s) Quanta emission rate (quanta/h) 

1 19.6 15.67 32.45 

2 20.13 20.74 16.49 

3 20.51 23.83 11.29 

Delta 0.92 8.16 21.17 

Rank 3 2 1 

Contribution (%) 3.04 26.98 69.98 
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Figure 1. Variation of S/N ratios according to volume, inlet velocity, and quanta emission rate 

 

ANOVA results are shown in Table 4. The 

results of the contribution ratios for each parameter 

are similar to those of the Taguchi analysis. The main 

difference between these statistical methods is based 

on the contribution ratio of the supply velocity, which 

corresponds to a 6% difference. Results of two 

methods are compared with each other in Figure 2. 

 

 

Table 4. ANOVA results and contribution ratios of parameters on infection risk 

Parameters DOF SS MS F-Value Contribution ratio 

Volume (m3) 
2 0.005 0.003 0.94 3.74% 

Velocity (m/s) 2 0.030 0.015 5.2 20.76% 

Quanta emission rate 

(quanta/h) 

2 0.103 0.052 17.92 71.51% 

Error 2 0.006 0.003  3.99% 

Total 8 0.144     100.00% 
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Figure 2. Comparison of contribution ratios of parameters obtained from Taguchi and ANOVA analysis. 

 

 

3. Conclusion and Suggestions 

 

In the study, the effects of different room volumes, 

inlet velocity, and the quanta emission rate on the 

infection risk probability calculated with the Wells-

Riley equation were investigated by the Taguchi 

method. In the study, the best and worst-case 

scenarios were obtained, and the risk of infection was 

1.46% in the best case and 45.23% in the worst case. 

Among the parameters examined, the most 

effective parameter was found to be the quanta 

emission rate with an effect of 69.98%. Since this 

value changes depending on the person's activity 

(talking coughing, sneezing, etc.), it is possible to 

interpret that solutions such as the use of face masks 

will be effective in reducing the infection risk 

probability. The second important parameter is the 

inlet velocity. Ventilation is an important engineering 

solution that can reduce the risk of infection with its 

27% contribution ratio. These values were also 

confirmed with ANOVA analysis with small 

differences. According to ANOVA analysis, the 

effect of the quanta emission rate is 71.51%, supply 

velocity is 20.76% and volume is 3.74% on infection 

risk. 

It was seen that the room volume was the least 

effective parameter on the probability of infection risk 

and decreased the risk of infection (3%) with 

increasing values. This contribution rate is pretty low 

compared to others and this effect will be even 

smaller in real life, given that the room volume is a 

constant parameter and does not vary over a wide 

range of buildings. This situation can be interpreted 

as a positive output in the struggle against epidemics 

and allows to focus on other parameters that can be 

changed dynamically instead of fixed parameters 

such as room volume in buildings and can benefit the 

solution of the infection risk problem. In addition, 

these results carry studies that have volumetric 

differences on different room or space types, further 

than being a case study. 

The limitations of this study rely on the 

limitations of the Wells-Riley method. Uniformity, 

the steady-state approach, neglecting gender and 

physiological differences are the main weaknesses of 

the model. This study can be improved in the future 

by coupling the CFD method and improving the 

equation with the help of the literature. 
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Abstract 

With the development of industry, the rate of industrial dyes in municipal wastewater 

is increasing day by day. The use of environmentally friendly, economical and highly 

efficient adsorbents for their removal has recently gained importance. In this study, 

crystal violet (CV) in wastewater was removed by carbonizing waste coffee (wC) 

and duckweed (DW) formed on the surface of municipal wastewater treatment plant 

pools. DW and wC samples were carbonized together and separately at N2 of 100 

mL/min and 800 °C in a tubular reactor for 90 minutes. Adsorption experimental 

studies were performed at adsorbent amount of 0.5 g, 6 pH, temperature of 30 °C, 

initial concentration of 50-100 mg/L and contact time of 60 min. SEM and FTIR 

analyzes were performed for the characterization of the adsorbents. In XRD analysis, 

wC and carbonized wC (cwC) were amorphous, and co-carbonized wC and DW 

(cDW/wC) was semi-crystalline. The most effective adsorbent for CV dye removal 

from wastewater is DW/wC. Its adsorption capacity was 8.29 mg/L, and its CV 

removal was 83%.  

 

 

 

1. Introduction 

 

Activated carbons, which have a high surface area, 

can be produced from many sources such as biomass 

and waste plastics [1], [2]. They are used as 

separation/purification of gases and liquids, removal 

of toxic substances, catalyst/catalyst support, 

supercapacitor and electrode [3]-[6]. Generally, 

activated carbon is obtained from biomass/wastes in 

an inert gas (N2, etc.) environment at a temperature 

of 400-1000 °C in a process time of 30-90 minutes 

[7]-[10]. Subsequently, the resulting carbons can 

increase the physical/chemical activation process 

surface areas and surface activity [11]. After the 

carbonization process of a biomass, many micro, 

meso and macro pores are formed in its structures 

[12], [13]. If physical or chemical activation is not 

performed before/after the carbonization process, 

micropores will not form significantly [14], [15]. In 

this study, activated carbons were produced from 

duckweed (DW) which is grown on the surfaces of 

 

1Corresponding author: mikailolam@gmail.com                                      

biological treatmen1t ponds in municipal wastewater 

treatment plants and disposed as a waste, and waste 

coffee (wC) resulting from the use of filter coffee. 

DW and wC were carbonized both together and 

separately, and their effectiveness on the removal of 

crystal violet (CV) in wastewater was investigated. 

Chemical formula of CV is C25H30N3Cl, its 

molecular weight is 407.98 g mol-1. 

Duckweed (DW) is a fast-growing biomass in 

ponds and stagnant freshwater sources of municipal 

wastewater biological treatment plants [16], [17]. 

Due to the potential of this biomass source, there are 

many studies on biofuel production and activated 

carbon. It contains approximately 47% carbon (C) , 

47% oxygen (O), 6% hydrogen (H) and 1% other 

ingredient [18], [19]. Coffee, one of the most 

consumed beverages, its cone contains 55% C, 7% 

H, 35% O, 3% N+S [20], [21]. Activated carbon was 

produced from these carbon-rich wastes.  

The efficacy of the produced activated 

carbons was determined by removing crystal violet 

(CV), a cationic dye used in the paint industry [22]. 
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The cationic dyes are more harmful than anionic 

dyes as they easily interact with cell membrane 

surfaces and can be concentrated in the cytoplasm 

inside the cell [23], [24]. In addition, CV is widely 

used in applications such as medicinal solutions, 

animal feeds [25]. However, as a result of these 

applications, its discharge into the seas and lakes 

through municipal wastewater is considered a 

biological life-threatening substance, as it is a strong 

carcinogen and allows tumor growth [26], [27]. 

Therefore, the removal of CV from wastewater is 

very important in terms of environment and 

biological life. 

 

2. Material and Method 

 

DWs, which are genus lemne minor, were obtained 

from the municipal wastewater treatment plant in 

Malatya, Turkey. wCs were collected and used as a 

result of the use of Nestle brand filter coffee. DWs 

and wCs were ground to 0.1-0.25 mm after drying at 

room temperature (25 °C, 1 atm). In ultimate 

analysis of wC, it contains 48% C, 6% H, 0.3% N 

and 45.7% O. The O was calculated from difference. 

The samples were carbonized in N2 (100 mL/min) 

medium for 90 min at 800 °C in a tubular reactor. 

The resulting products were used in experimental 

studies on subjects in an airtight glass tube. In 

experimental studies, crystal violet (Carlo Erba, C.I.: 

42555, Cas No: 548-62-9, purity: 99%) was used as 

absorbate. CV solution was prepared by dissolving 

1000 mg/L in distilled water and used in adsorption 

experiments.  

The amount of CV adsorbed (adsorption 

capacity, qe) and the removal percentage of CV 

(Removal %) were calculated by applying the Eqs. 

(1) and (2), respectively. 

 

𝑞𝑒 =
𝐶𝑜−𝐶𝑒

𝑚
 x 𝑉 (1) 

 

       𝑅𝑒𝑚𝑜𝑣𝑎𝑙 (%) =
𝐶𝑜−𝐶𝑒

𝐶𝑜
 x 100 (2) 

 

Where, qe is the amount of CV adsorbed per 

gram of activated carbon (mg/g). Ce is the 

concentration (mg/L) of non-adsorbed CV in 

solution. Co is the initial concentration of CV 

(mg/L). m is the amount of activated carbon (g). V 

is the volume (L) of the CV solution. 

 

 

 

 

 

3. Results and Discussion 

 

3.1. Characterization of adsorbent 

 

Activated carbons obtained from carbonization of 

wC, DW and the DW/wC were analyzed by SEM 

(LEO-EVO 40) for natural, pre-adsorption and post-

adsorption characterization. Adsorption experiments 

were analyzed in Thermo Electron Corporation 

Evolution 500 UV device at maximum CV 

wavelength (λmax=590 nm). Quantitative 

determinations of DW before and after carbonization 

were made with FTIR (PerkinElmer Spectrum One) 

device with 128 scans, 2 cm-1 resolution and 4000-

650 cm-1 spectrum range. SEM analyzes of DW 

before and after carbonization are given in Figure 1. 

SEM analyzes of wC before and after carbonization 

are given in Figure 2. SEM analyzes of DW and wC 

after co-carbonization and after adsorption are given 

in Figure 3. As seen in Figure 1a, there were no 

porous structures in the surface morphology of DW 

before carbonization, while porous structures were 

observed after carbonization (Figure 1b). Similarly, 

as seen in Figure 2a, it was observed that wC did not 

have porous structures before carbonization, but 

these pores were formed after carbonization (Figure 

2b). As seen in Figure 3a, porous structures were 

formed in the surface morphology of DW and wC 

after carbonization together. These pores were more 

than DW (Fig. 1b) and wC (Fig. 2b). Similarly, Li et 

al. showed that more microporous, mesoporous and 

macroporous structures were formed after coal and 

poplar bark biomass co-carbonization treatment than 

alone [28]. As seen in Figure 1-3, it can be said that 

mostly meso and macropores are formed after 

carbonization. 
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a) before carbonization 

 
b) after carbonization 

Figure 1: SEM image of DW 

 

 
a) before carbonization 

 
b) after carbonization 

Figure 2: SEM image of wC 

 

 
a) after carbonization 

 
b) after adsorption 

Figure 3: SEM image of the DW/wC 

 

In the FTIR analysis of natural wC given in 

Figure 4, the main peaks occurred 3786 cm-1, 3659 

cm-1, 2917 cm-1, 2853 cm-1, 1739 cm-1 and 1025 cm-

1. They  related to O-H stretch at 3780 cm-1 and 3652 

cm-1, and C-H stretching at 2917 cm-1 and 2863 cm-

1, C-O-C stretching at 1025 cm-1, and C-H 

deformation vibration at 1376 cm-1, and C-OH band 

at 1151 cm-1 [29], [30]. The C-O-C stretch of wC at 

1025 cm-1 indicate the presence of cellulosic and 

semi-cellulosic structures [31], [32]. The presence of 

2917 cm-1 and 2853 cm-1 peaks indicates asymmetric 

and symmetrical stretching of the C-H bonds in the 

aliphatic chains of wC [33]. In other words, it shows 

the presence of methyl and methylene groups in wC 

[34]. The band of wC at 1739 cm-1 depends on the 

carbonyl (C=O) vibration associated with the ester 

group in triglycerides [35]. These bands almost all 

disappeared after carbonization (cwC). Briefly, no 

functional group was almost observed because of 

high carbon content of the cwC. Because the absence 

of bands caused by stretch and vibrations containing 

hydrogen (H) and oxygen (O) is an indication of high 

rates of carbonization, and this may result in the 

absence of FTIR spectrums [36]. When FTIR 

analysis was examined in DW and wC co-

carbonization (cDW/wC), 3786 cm-1, 3659 cm-1, 

2308 cm-1, 1376 cm-1and 1000 cm-1 peaks were 

dominant. The cDW/wC shows the presence of 3786 

CV 
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cm-1 and 3659 cm-1 O-H groups of the adsorbent, and 

peaks in the range of 1300-1000 cm-1 indicate the 

presence of C-O groups, and a peak of 1376 cm-1 

indicates O-H bending vibrations [37], [38]. The 

peak at 2308 cm-1 represents the presence of ketone 

groups (C=O stretches) [39].  

In the XRD analysis of wC, the formation of 

a 23° broad diffraction peak and the absence of any 

prominent diffraction peaks indicated that its 

structure was amorphous (Figure 5). It was observed 

that the structure of wC (cwC) did not change after 

carbonization. However, a broad diffraction peak 

occurred at 2θ =10°, indicative of the presence of 

graphene oxides formed in disordered 

microcrystalline structures [40]. In co-carbonization 

of DW and wC (cDW/wC), broad diffraction peaks 

and intensity decreased at 10° and 23° diffusion. 

However, they appeared peaks at 28°, 31°, 40°, 44° 

and 50°. In the XRD phase analysis of the cDW/wC, 

the diffraction peaks of KCl, CaS and Ca were 

indexed. These inorganic substances may have 

caused the formation of the crystal structure. As a 

result, it can be said that wC and the cwC are 

amorphous and the cDW/wC is semi-crystalline. 
 

 

 
Figure 4: FTIR analysis; wC: waste coffee, cwC: carbonized waste coffee, cDW/wC: carbonized duckweed and waste 

coffee 

 

 
Figure 5: XRD analysis; wC: waste coffee, cwC: carbonized waste coffee, cDW/wC: carbonized duckweed and waste 

coffee 
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3.2. Adsorption capacity of adsorbent 

 

The removal (%) values of crystal violet dye in 

wastewater of activated carbons produced from DW, 

wC and their mixtures are given in Table 1. 

Adsorption experimental studies were performed at 

adsorbent amount of 0.5 g, 6 pH, temperature of 30 

°C, initial concentration of 50-100 mg/L and contact 

time of 60 min. As shown in the SEM analysis in 

Figure 3b of activated carbons obtained as a result of 

the co-carbonization of DW and wC, CV dye was 

observed to absorb. While 25% of CV was removed 

with wC activated carbons (wC50) at an initial 

concentration of 50 mg/L, it increased to 96% with 

DW activated carbons (DW50). However, when the 

CV concentration was increased from 50 mg/L to 

100% mg/L, the CV removal decreased to 70% 

(DW100). It can be said that it is caused when the 

amount of adsorbent is not sufficient for removal 

with the increase of the CV concentration in the 

solution [41]. However, the removal of CV increased 

by 83% when the DW/wC adsorbent (DW/wC100) 

was used instead of DW activated carbons (DW100). 

It can be said that the DW/wC has better CV removal 

than DW and wC.  

In Figure 6, the adsorption capacity of 

activated carbons obtained after carbonization of wC 

in 50mg/L CV solution is 2.52 mg/L (wC50). The 

DW was 9.62 mg/L (DW50). The adsorption 

capacity of DW in 100 mg/L CV solution was 7.03 

mg/L (DW100). Activated carbons obtained as a 

result of co-carbonization of DW and wC were 8.29 

mg/L (DW/wC100). It can be said that the 

adsorption capacity of DW is better than wC (Figure 

6). This is thought to be due to the differences in the 

functional groups in the structures of DW and wC 

(Figure 4). However, in the carbonization process of 

CV with DW, the adsorption capacity was higher 

than that of DW. As a result, it was observed that all 

the obtained adsorbents were able to remove crystal 

violet (CV) dye from wastewater, and the best 

adsorbent was the DW/wC. 

 
Table 1: Removal of CV 

Sample 

name 

initial concentration of CV  

(mg/L) 

Removal  

(%) 

wC50 50 25 

DW50 50 96 

DW100 100 70 

DW/wC100 100 83 

 

 

 
Figure 6: Adsorption capacity 

 

4. Conclusion and Suggestions 

 

This study investigated the effect of carbonized 

duckweed (DW), waste coffee (wC) and their blends 

on the removal of crystal violet (CV) in wastewater.  

• In the FTIR analysis, the peaks of the functional 

groups of DW and wC changed after 

carbonization.  

• According to SEM analyzes and adsorption 

studies, DW, wC and the DW/wC adsorbents 

removed CV dye.  

• The highest adsorption capacity and CV removal 

were 8.29 mg/L and 83% in the co-carbonization 

of DW and wC, respectively.  

• The lowest adsorption capacity and CV removal 

were 2.52 mg/L and 25% in carbonization of wC, 

respectively.  

• According to XRD analysis, wC and the cwC are 

amorphous and the cDW/wC is semi-crystalline. 

Adsorbents were found to be effective and 

inexpensive for CV dye removal in wastewater. For 

optimum conditions of DW/wC in CV removal, 

adsorption parameters need to be determined. 
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Abstract 

This study proposes a new Karhunen-Loeve transform-based algorithm with 

acceptable computational complexity for lossy image compression. The proposed 

study includes a simple algorithm using downsampling and KLT. This algorithm is 

based on an autocorrelation matrix found by clustering the highly correlated image 

rows obtained by applying downsampling to an image. The KLT is applied to the 

blocks of the downsampled image using the eigenvector matrix of the autocorrelation 

matrix, and the transform coefficient matrix is obtained. One of the important 

features of the proposed method (PM) is sufficient for a test image to have one 

transform matrix with low dimensional. The PM was compared with JPEG, BPG, 

and JPEG2000 compression methods for the Peak signal-to-noise ratio- Human 

Visual System (PSNR-HVS) and the Structural Similarity Index Measure (SSIM) 

metrics. The mean PSNR-HVS values of the PM, JPEG, JPEG2000, and BPG were 

37.44, 37.16, 37.45, and 39.14, respectively, and their mean SSIM values were 0.95, 

0.93, 0.952, and 0.962, respectively. It has been observed that the PM generally gives 

better results than other methods for images containing low-frequency components 

at high compression ratios. As a result, PM can be used to compress images, 

especially those containing low-frequency components. 
 

 
1. Introduction 

 

Transform encoding is often used to code an image. 

The purpose of transform coding is to represent the 

image with fewer data without degrading the quality 

of the image too much. [1]. Furthermore, transform 

coding-based image compression applications require 

low calculation costs. Transform coding is a popular 

approach to signal compression by compacting the 

signal’s energy to fewer coefficients, enabling the 

signal’s representation with as few bits as possible [2-

4]. Various transforms have been applied to signal 

and image compression, including classical 

transforms like Discrete Fourier Transform (DFT), 

Walsh-Hadamard Transform (WHT), Discrete Cosine 

Transform (DCT), Wavelet Transform (WT), and 

Karhunen Loeve Transform (KLT). Some of these 

studies are used in the health areas [5-7]. Thus, large-

 

* Corresponding author:skeser@ahievran@edu.tr                          Received: 27.12.2022, Accepted: 02.03.2023 

scale data can be compressed and converted into 

smaller-sized data in these areas, and faster analysis 

can be performed. A wavelet-based algorithm is 

proposed for satellite image compression in [8]. 

Digital image compression using the Walsh 

Hadamard transform is performed in [9]. An image 

compression algorithm for the predictor of JPEG-LS 

has been used in [10]. In another paper [11], the 

author explains the JPEG2000 working structure 

comprehensively with examples, and the authors 

analyze wavelet transform and give a detailed 

introduction to Wavelet Toolbox software [12]. 

Usually, transform coding-based 

compression methods are preferred for lossy 

compression cases. DCT- and Wavelet Transform-

based methods are widely used for image 

compression. DCT is the most popular transform in 

JPEG-based methods [13,14], and WT also became 
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popular with JPEG2000 [15-17]. The Better Portable 

Graphics (BPG) is a state-of-the-art image 

compression format for coding digital images, and it 

is a new image format. Its main advantages are high 

compression rate, compression much more than JPEG 

for similar quality, and a subset of the High-

Efficiency Video Coding (HEVC) open video 

compression standard [18-20]. The HEVC standard is 

a newly designed video compressor [21]. It has also 

been developed in a new format, such as AV1, that 

performs effective video compression [22]. When the 

image compression methods, including 

downsampling and upsampling in the literature, are 

examined, it is seen that downsampling is performed 

on the encoder side and upsampling on the decoder 

side. These studies have shown that images can be 

compressed using image coding standards (JPEG, 

JPEG2000) at low bit rates [23-29]. 

Bruckstein et al. [23] show how 

downsampling an image at low bit rates is applied, 

and the overall PSNR performance using the JPEG 

standard is improved. In [24], the authors first filtered 

the image with an all-phase DCT filter and then 

compressed it using JPEG. Another similar method is 

designed as an interpolation-dependent image 

downsampling method [25]. In another study, 

researchers have presented an image coding method 

based on random downsampling and compressive 

sensing image recovery method [26]. In [27], a novel 

perceptual image coding scheme is proposed via 

adaptive block-based super-resolution directed 

downsampling. However, the algorithms mentioned 

above are only applied to low-bit-rate image 

compression since their performance would degrade 

with the increasing coding bit rate [27]. In [28], an 

adaptive downsampling method is developed to solve 

this problem. This method is developed to be 

compared with standard compression methods at all 

bit rates, unlike these studies in [25] and [26]. The 

same idea improves video compression performance 

at low bit rates [29]. If the signal is well-correlated, 

most of the signal’s energy can be compressed into a 

few transform coefficients by applying KLT. 

Although KLT (or PCA) is the most efficient 

orthogonal transform in energy compression and 

decorrelation, it was not used for real compression 

applications due to its signal-dependent nature [30]. 

However, with the increasing computational power of 

communication systems and computers, signal-

specific methods (such as KLT-based compression 

algorithms) can be applied for real image 

compression applications using intelligent techniques 

[30-34]. 

In [30], their method first spectrally 

decorrelates the image using Vector Quantization and 

Principal Component Analysis (PCA) and then 

applies the JPEG2000 algorithm to the Principal 

Components (PCs) exploiting spatial correlations for 

compression. A method proposed for image 

compression with PCA blocks of images is trained 

using a Generalized Hebbian Algorithm (GHA), and 

then eigenvectors are estimated [31]. Another study 

selected Eigen images with maximum energy for face 

image compression with PCA [32]. PCA and Wavelet 

Difference Reduction (WDR) coding-based 

techniques have been proposed in another method, 

which combines PCA and Wavelet Difference 

Reduction (WDR)-based approaches to achieve a 

high compression ratio while maintaining the 

perceptual quality of the image [33]. This study 

obtained better results than JPEG2000 at high 

compression rates with the WDR and PCA methods. 

Another paper proposes an adaptive image 

transformation (AIT) approach for a group of image 

blocks that derives transformation kernels from KLT 

[34]. This study emphasizes that the obtained results 

are better than JPEG, especially at low compression 

ratios. In addition, a lossy image compression 

architecture utilizes the advantages of a convolutional 

autoencoder (CAE) to achieve a high coding 

efficiency [35]. In this paper, to generate a more 

energy-compact representation, they use the principal 

components analysis (PCA) to rotate the feature maps 

produced by the CAE and then apply the quantization 

and entropy coder to generate the codes.   

This study developed a new KLT-based 

image lossy compression algorithm with a good 

compression performance and reasonable 

computational complexity. In addition, one other 

difference between the proposed study and the studies 

above is that PCA and JPEG2000, WDR, CAE, and 

AIT are used as hybrids in those studies. Unlike the 

studies mentioned above, the PM presents a simple 

algorithm that includes only the downsampling of 

images and the application of KLT. One of the biggest 

problems of KLT-based image compression is 

sending the calculated transform matrix to the 

decoder side. If the size of this matrix is big, then 

more computations and bits need to be sent.  In this 

study, an 8x8-dimensional transform matrix is used 

for a test image; thus, the computational complexity 

and the number of bits sent have been significantly 

reduced. First, the image (N × N) is used for two 

subsampling in the horizontal and vertical directions, 

and four sub-images (N / 2 × N / 2) are obtained to 

increase the correlation between the rows of a test 

image. The rows of these four sub-images are 

combined, and a new image of 2N×N/2 size is 

obtained. Then, the KLT is applied to all image blocks 

using eigenvectors of the autocorrelation matrix 
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obtained from this new image’s blocks. Transform 

(KL) coefficients are obtained using eigenvectors 

corresponding to the largest M eigenvalues. Next, an 

algorithm based on Huffman coding [36] has been 

applied to transform coefficient blocks. This 

algorithm is applied to the differences among 

consecutive column coefficients. Thus, if the 

similarity of the successive transform coefficients 

increases, higher compression ratios can be achieved 

using the proposed algorithm. In addition, the 

proposed algorithms can be used for the image’s sizes 

of N×P or P×N. This paper used the PSNR-HVS and 

SSIM methods to find better the image quality 

perceived by humans [37, 38]. In experimental 

studies, it has been seen that better results can be 

obtained by using the proposed simple compression 

algorithm, especially for images containing low-

frequency components and highly compressed 

images. The study is organized as follows. First, the 

proposed KLT-based method is introduced in section 

2. In this section, the encoder, difference matrices, 

Huffman coding method, decoder, and the complexity 

of the proposed algorithm are explained, respectively. 

Then, experimental results and discussions are given 

in Section 3, and the conclusion is given in section 4.  

 

2. Material and Method 

 

2.1. Materials 

 
Forty test images have been used for the experimental 

research of this study. The test images are grayscale 

with a resolution of 8 bits ranging from sizes 

256×256, 300×300, 512×512, and 640×640. The 

images with different structures from different 

databases were used to see the performance of the 

proposed method. While some of these images are 

commonly used in the literature as Barbara, 

Cameraman, Boat, and Baboon, others consist of the 

Brodatz texture [41], Salzburg Texture Image 

Database (Stex-512) [42], and Caltech-101 image 

databases [43].  

 

2.2. Methods 

 

If the signal is well-correlated, most of the signal’s 

energy can be compressed into a few transform 

coefficients by applying KLT. Firstly, KLT is applied 

to all image blocks using eigenvectors of the 

autocorrelation matrix obtained from the blocks of the 

new image of 2N×N/2 size. In this way, a transform 

matrix of only 8×8 is sent to the decoder side for a test 

picture. In the study, Huffman coding has been 

applied to the difference matrix of the transform 

coefficient. In experimental studies, the proposed 

method’s PSNR-HVS and SSIM values have been 

compared to JPEG, JPEG2000, and BFG. 

 

2.2.1. The Proposed Subspace Method 

 

An 8×8-dimensional eigenvector matrix has been 

used in the study. M-dimensional transform 

coefficients are obtained using the eigenvectors 

corresponding to the largest M eigenvalues (M<8). 

Next, the difference matrix (𝑪𝒅𝒊𝒇𝒇) is found by taking 

the successive differences of the transform coefficient 

vectors to make more compression. The proposed 

compression method contains the following essential 

parts: 

(i)    The difference matrices are found on the encoder 

side using preprocessing the image and applying 

KLT to the blocks. Then, obtained transform 

matrices are coded by using Huffman coding. 

Finally, the bits of the difference matrices, the 

eigenvector matrix (Φ), and the obtained average 

block vectors (𝐕) by using DCT are sent to the 

decoder side. 

(ii)  The bits of these matrices are obtained to 

reconstruct the test image on the receiving side. 

First, all blocks are reconstructed using the 

generated eigenvector matrices and transform 

coefficients. Next, these blocks are combined, and 

an image of size 2N×N/2 is performed. Finally, the 

image (2N×N/2) is upsampled to obtain a 

reconstructed image of size N×N. 

2.2.2. Preprocessing of the Test Images  

 

On the encoder side, the size (N×N) of the 

original image is converted to a 2N×N/2-

dimensional image by downsampling. Then, the 

image is divided into 8×N/2-dimensional blocks, 

and an autocorrelation matrix is found using all 

of them. Firstly, the image is downsampled using 

the mathematical expressions below, and sub-

images are obtained 

𝑰𝒔 = 𝑰(𝑘𝑎, 𝑘𝑏) a=1,2 and b=1,2,                   (1) 

where 𝑰 is shown test images, k1 (k1 = 1,3,5, … , N −
1) and k2 (k2 = 2,4,6, … , N) represent the pixel 

indices of the rows and columns of images, and 𝐈s 

represents the sub-images. Four sub-images are found 

as follows, 

𝑰𝟏 = 𝑰(𝑘𝑎 , 𝑘𝑏) ,          a=1 and  b=1, 
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𝑰𝟐 = 𝑰(𝑘𝑎 , 𝑘𝑏) ,          a=1 and  b=2, 

𝑰𝟑 = 𝑰(𝑘𝑎 , 𝑘𝑏) ,          a=2 and  b=1, 

𝑰𝟒 = 𝑰(𝑘𝑎 , 𝑘𝑏) ,          a=2 and  b=2, 

i-th row of each sub-image is concatenated, and a 

2N×N/2 -dimensional matrix is obtained. The 

2N×N/2-dimensional image is shown in Figure 1 

below. 

 

Figure 1. Obtaining a new image of size 2NxN/2 by 

downsampling 
 

𝑨𝒌 = 𝑨(𝑖, 𝑗),                                                   (2) 

where 𝑨𝒌 ∈ 𝑹𝟖×
𝑵

𝟐 , i=1,2,…,8, j=1,2,…, N/2, 

k=1,2,…, N/4, indices i and j are the row and column 

of A, respectively. The total number of matrices of 

size 8×N/2 is N/4, and an average vector of 8×1 length 

is obtained as follows for each block (𝑨𝒌).  

 𝑨𝑘
𝑎𝑣𝑒 =

1

(
𝑁

2
)

∑ 𝑨𝒌(𝑚)
𝑁

2
𝑚=1 ,                                (3) 

where 𝑨𝒌
𝒂𝒗𝒆 ∈ 𝑹𝟖×𝟏 , k=1,2,…, N/4, and m is the 

column index of 𝑨𝒌. Then, the k-th mean vector 

(𝑨𝑘
𝑎𝑣𝑒) is subtracted from the m-th column of 𝐀𝐤, and 

the k-th difference matrix 𝑨𝑘
𝑑𝑖𝑓𝑓

  is found as follows, 

  𝑨𝑘
𝑑𝑖𝑓𝑓

= 𝑨𝒌(𝑚) − 𝑨𝑘
𝑎𝑣𝑒,                                   (4) 

where 𝑨𝑘
𝑑𝑖𝑓𝑓

∈ 𝐑8×
𝑁

2  and m=1,2,…,N/2. The 

autocorrelation matrices are formed by using these 

matrices (𝐀diff). The autocorrelation matrix for the 

difference blocks is obtained as follows,  

 𝐔 = ∑ (𝑨𝑟
𝑑𝑖𝑓𝑓

)(𝑨𝑟
𝑑𝑖𝑓𝑓

)𝑇𝑘
𝑟=1 ,                               (5) 

  

where 𝐔 ∈ 𝐑𝟖×𝟖. Eigenvectors are calculated for the 

autocorrelation matrix (𝑼). When the eigenvalues of 

the autocorrelation matrix are sorted in descending 

order {λ1>λ2>…>λ8}, an eigenvector matrix, Φ, is 

formed by stacking the eigenvectors corresponding to 

U’s largest M eigenvalues, as shown in Equation 2. 

Φ={ϕ
1
,ϕ

2
,…,ϕ

𝑀},                                             (6) 

where ϕ’s are 8-dimensional eigenvectors and 

Φ∈R8×M. KLT is applied to the blocks using 

eigenvector and autocorrelation matrices, and 

transform coefficients are obtained. The k-th 

coefficient matrix (𝐘𝑘), which is the corresponding k-

th block, can be written as 

  𝐘𝑘 = Φ𝑇𝑨𝑘
𝑑𝑖𝑓𝑓

,                                                (7) 

 where 𝐘𝑘∈RM×N/2. Then, quantization is achieved by 

sample–wise dividing each column in the k-th 

transform matrix (𝐘𝑘) with the corresponding column 

in the quantization vector (q), then rounding to the 

nearest integer value. 

 𝐂𝐤
(𝐮,𝐯)

= 𝑟𝑜𝑢𝑛𝑑 (
𝐘k

(𝐮,𝐯)

𝛂.𝐪(𝐮,𝐯))                                  (8) 

 where the quantization vector (q) is weighted using a 

scalar quantization (quality) constant (α). This way, 

the compression ratio is controlled using the scalar 

coefficient (α) and the selected coefficient (M) size. 

All the transform matrices (𝐂𝐤) obtained in Equation 

8. are combined, and the matrix C of size M×N2/8 is 

obtained. 

 

2.2.3. Transform Difference Matrix (TDM) 

 

Subsequently, for the columns of the combined 

transform matrix 𝑪, ( 𝑪 ∈ 𝑹𝑴×
𝑵𝟐

𝟖 ), the t-th column of 

the 𝑪 is subtracted from its (t+1)-th column. Thus, 

only the difference values are compressed and sent. 

This process allows fewer bits to be assigned to the 

elements of consecutive columns. The pseudo-code of 

the algorithm is as follows. 

 

Algorithm 1: Calculating the transform difference 

matrix  

Input: Transform matrix (𝑪) 

Output: Difference matrix (𝑪𝒅𝒊𝒇𝒇) 

for t=1 to N2/8-1 do 

Calculate t-th difference column, 

𝑪𝒅𝒊𝒇𝒇(𝒕) = 𝑪(𝒕) − 𝑪(𝒕 + 𝟏) 

end  

Equalize the first column of 𝑪𝒅𝒊𝒇𝒇 to the first column 

of 𝑪,  

𝑪𝒅𝒊𝒇𝒇(𝟏) = 𝑪(𝟏) 
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Algorithms can be developed to assign a bit less for 

the difference matrix 𝑪𝒅𝒊𝒇𝒇 according to matrix C, 

and thus the image can be better compressed. In 

experimental studies, it is seen that column vectors 

are generally similar to each other, especially for 

consecutive similar columns. The most common ones 

are given in Figure 2 below. 

0 1 1 2 2 0 0

0 0 0 0 0 1 1

0 0 0 0 0 0 0

0 0 0 0 0 0 0

− − 
 

−
 
 
 
 

 

Figure 2. Some vectors commonly encountered in 

difference matrices 

  

The algorithm developed focused on similar columns 

mentioned above. 

 

2.2.4. Class Bits and Average DCT Coefficients 

 

Many bits will be assigned to each vector element. 

However, similar columns can be clustered, and 

Huffman encoding can be applied depending on the 

possibilities generated by the column number of each 

cluster. When the obtained TDM was examined, most 

consecutive columns had similar values. These 

columns are combined, and Huffman coding is 

applied as a vector. The same columns of the TDM 

are stacked using vector quantization, and clusters are 

obtained. The clusters with the most number of 

columns are sorted in descending order, 

Cs={𝑪1, 𝑪2, 𝑪3, … , 𝑪𝑚}, where m is the number of 

clusters and 𝑪𝒔 ∈ 𝑹𝑴×(𝑵𝟐/𝟖). Class A is created by 

taking the ones corresponding to the first t 

(𝑪1, 𝑪2, 𝑪𝑡). The dictionary-A is obtained by applying 

Huffman coding according to the number of columns 

in the clusters of class A. Class B is performed with 

the remaining clusters (𝑪𝑡+1, 𝑪𝑡+2, … , 𝑪𝑚). The 

cluster’s columns of class B are combined and create 

the vector V. Finally, the dictionary-B is obtained by 

applying Huffman coding to the vector V [36]. If the 

l-th column of the TDM of a test image belongs to 

class A, the bits are assigned according to dictionary-

A. Otherwise, the bits are set to each element in the 

column using dictionary-B. An additional bit 

assignment is used for each column vector at the 

encoder side. This bit represents the class of columns. 

If the column belongs to class B, zero bit ‘0’ is used; 

otherwise, one bit ‘1’ is used. These bits are called 

‘class bits’. Besides, 1D Discrete cosine transform 

(DCT-II) is applied for each k-th average vector 

(𝑨𝑘
𝑎𝑣𝑒) in the study. The size of the DCT coefficient 

vector is eight. This vector is given for each mean 

vector as follows, 

𝑫𝒌[𝑠] =  Round (∑ 2(𝑨𝒌
𝒂𝒗𝒆[n]) cos (

π

16
s(2n +7

n=0

1))), 0≤s<8                                                                (9) 

 

The vector (F= [

𝐷1

𝐷2

⋮
𝐷𝑘

]) containing the DCT 

coefficients is obtained by combining all the DCT 

vectors. 

where  𝐅 ∈ 𝐑𝟐𝐍×𝟏. Huffman coding is applied for the 

F vector. Then the bits of the dictionary and DCT 

coefficients are sent to the receiving side. In Figure 3, 

the encoder parts of the proposed method are shown 

for a test image. 

 
Figure 3. Block diagram of the encoder side 

 

As can be seen from Figure 3, the transform 

difference matrix (𝑪𝒅𝒊𝒇𝒇), V, and class bits are coded 

by Huffman coding. Thus, the dictionary and 

coefficient bits are obtained. The bits of eigenvectors, 

dictionaries, and coefficients are sent to the receiver 

side. In the encoder part, the bits of the eigenvectors’ 

elements corresponding only to the largest M 

eigenvalues are sent to the decoder. Then, the 10-bit 

assignment is performed by scalar quantization for 

each element of the remaining eigenvectors. 

Eigenvectors corresponding to the largest M (M<8) 

eigenvalues of autocorrelation matrices are used in 

the study. 

 

2.2.5. Reconstruction of the Test Images 

 

On the decoder side, the received difference matrices, 

average vectors  (�̂�𝑘
𝑎𝑣𝑒) dictionaries and the bits of 

the eigenvector matrix are decoded. Firstly, the 

difference matrix is obtained, then the consecutive 
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columns of the TDM are summed using the algorithm 

given below, and the transform matrix (𝑪) is found.  

 

Algorithm 2: Calculating the transform matrix 

Input: Transform matrix (𝑪) 

Output: Difference matrix (𝑪𝒅𝒊𝒇𝒇) 

for t=1 to N/2-1 do 

Calculate t-th column, 

𝐶(𝑡) = 𝐶𝑑𝑖𝑓𝑓(𝑡) + 𝐶𝑑𝑖𝑓𝑓(𝑡 + 1) 

end  

The k-th DCT coefficients (�̂�𝑘) are obtained by 

decoding the bits on the receiving side. Then, with 

inverse DCT, approximate k-th average vectors  

(�̂�𝑘
𝑎𝑣𝑒) are found. The k-th dequantized transform 

matrix for the image blocks becomes:  

 

 �̂�𝑘 = 𝒒𝑢,𝑣𝑪𝒌
𝒖,𝒗

,  k=1,2,…,N/4                        (10) 

where 𝑪𝒌, �̂�𝑘 ∈ 𝑹𝑴×
𝑵

𝟐  . Then, the blocks of the image 

are reconstructed using the eigenvector matrix. The k-

th decompressed image block 

(�̂�𝒌 ∈ 𝑹𝟖×
𝑵

𝟐) is obtained by using the eigenvector 

matrix and dequantized transform matrix as follows,  

 

�̂�𝒌 = 𝜱�̂�𝒌 + �̂�𝑘
𝑎𝑣𝑒,                                          (11) 

                   

these blocks are combined, and the reconstructed 

image (�̂�) of size 2N×N/2 is obtained. Then, four sub-

images are performed from this image (�̂�). Each sub-

mage is upsampled by 2, and the reconstructed image 

(N×N) is found. All of these processes are shown in 

Figure 4. DaC indicates Dictionary and Coefficient in 

Figure 4 

 

 
Figure 4. Block diagram of the decoder side 

 

 

 

2.2.6. The Complexity of the Proposed Algorithm 

 

Two critical factors in image coding are the 

algorithm’s compression rate and execution 

complexity. For the proposed method’s algorithm 

complexity, the sum of coding and decoding times per 

pixel of the image was measured in microseconds. It 

is known that JPEG has less computational cost than 

JPEG2000 [39]. Therefore, only the computational 

cost of the JPEG is compared with the proposed 

method in this study. Matlab codes in [40] were used 

for the algorithm of the JPEG standard. The proposed 

method (PM) was evaluated for three different 

compression rates (BPP) ranges. The average 

microseconds per pixel (ASPP) values for 40 test 

images are given in Table 1 below. 

 
Table 1. The average ASPP values of PM and JPEG for 

three different compression ranges 

  BPP                 PM (ASPP)         JPEG (ASPP) 

(1-1.6)                  29.7                          10.8 

(0.66-0.9)             10.2                          10.6 

(0.4-0.61)             5.7                            10.5 

As shown in Table 1, the PM has less ASPP than Jpeg, 

especially for BPP: (0.66-0.9). Especially at high 

compression rates (BPP: (0.4-0.61)), the ASPP of the 

PM is about half that of JPEG. However, when BPP: 

(1-1.6), the PM’s ASPP value is approximately three 

times that of JPEG 

 

3. Experimental Results and Discussion 

 

The algorithm execution times have been obtained on 

a desktop PC with a 3 GHz (I5-7400) and 8 GB Ram 

under Windows 10. All images are individually 

compressed using PM, JPEG, JPEG2000, and BPG at 

different compression rates ranging from 0.4 bpp to 2 

bpp. Some of the test images belonging to various 

databases are shown in Figure 5 below 

The SSIM and PSNR-HVS values obtained for each 

image are given in Figure 6 below. Test image 

numbers and compression ratios of images are also 

shown in the columns to the right of Figure 6 

Figures 6 (a) and 6 (b) show that the PSNR-HVS and 

SSIM values of BPG are higher than those of the PM, 

JPEG, and JPEG2000 for most test images. Besides, 

the PSNR-HVS and SSIM values of the PM are better 

than those of JPEG and JPEG2000 for some images. 

However, BPG has been the method that produces the 

best quality images in general for 40 test images. 

Images containing high-frequency components are 

generally low-compression images in figure 6. The 

proposed method for these images gave a lower 

performance, especially compared to JPEG2000 and 
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BPG. Nevertheless, the PM produced images of better 

or approximate quality compared to other methods for 

images containing low-frequency components. On 

the other hand, it is seen that PM gives lower PSNR-

HVS values in some images with indices 6, 8, 25, 26, 

27, and 35 than in other methods.  When these images 

were examined, it was seen that they generally had 

high frequencies. Therefore, the average SSIM and 

PSNR-HVS values of four methods are given for 

these images in Table 2 below. 

According to the results shown in Table 2, the BPG 

has the best scores in terms of average SSIM and 

PSNR-HVS values. Besides, the PM’s SSIM and 

PSNR-HVS values are higher than JPEG. As a result 

of the study, the PM generates better scores than 

JPEG but worse than BPG and JPEG2000 in average 

SSIM and PSNR-HVS values. On the other hand, in 

some images, such as the test image in Figure 7, PM 

achieved much better results than other methods. 

When this image is examined, it can be seen that it has 

high and low frequency regions. This shows that PM 

can give good results in images with different 

frequencies. For example, a reconstructed test image 

found using the PM, JPEG, JPEG2000, and BPG is 

presented in Figure 7, respectively 

 

Although the proposed method’s average PSNR-HVS 

and SSIM values were lower than the BPG, its PSNR-

HVS and SSIM values are significantly better than 

other methods for test images in Figure 7.

 Some studies using PCA in the literature can 

compress images with better quality than JPEG2000 

[30,33,35]. However, these studies used algorithms 

such as hybrid PCA+ JPEG2000 [30], PCA+Wavelet 

[33], and PCA+CAE [35].  Therefore, the 

computation time of these studies is longer than JPEG 

and JPEG2000. The proposed method, on the other 

hand, has less or close computation time compared to 

JPEG and JPEG2000, especially at high or medium 

compression ratios. Because it uses only a KLT-based 

simple compression algorithm. However, when the 

same images used in [33] and in this study were 

examined, it was seen that the study in [33] gave 

higher PSNR values than the PM. 

3. Conclusion and Suggestions 

 

This manuscript generates a new KLT-based method 

for performing lossy image compression. The main 

goal of this method is to provide a good compression 

performance at reasonable computational complexity. 

Unfortunately, KLT is a signal-dependent transform 

that disadvantages practical applications. However, 

this problem was overcome by using a transform 

(eigenvector) matrix, whose size is as small as 

possible. This study differs from other studies as it 

obtains highly correlated pixel blocks with 

downsampling to compress the image better. The 

study proposes a KLT-based image compression 

method applied to the merged blocks of sub-images 

found by downsampling. The differences among 

consecutive transform coefficient columns are 

compressed with this algorithm. It has been observed 

that the transform matrix used in this way gives 

satisfactory results. This study only uses an 8x8-

dimensional transform matrix for a test image. First, 

the image is subsampled, and four sub-images are 

obtained. Next, the rows of these four sub-images are 

combined, and a new image of 2N×N/2 size is 

obtained. Then, the KLT is applied to all image blocks 

using eigenvectors of the autocorrelation matrix 

obtained from this new image’s blocks. Next, 

transform coefficients are obtained using 

eigenvectors corresponding to the largest M 

eigenvalues. Next, Huffman coding is applied to the 

differences between consecutive column coefficients. 

In the study, test images are collected from different 

databases. Thus, the performance of the proposed 

method is examined for images with various 

frequency components. In the results found for the 

test images, the average PSNR-HVS and SSIM values 

of the proposed method were better than JPEG, very 

close to JPEG2000, and lower than BPG. The 

proposed method’s mean PSNR-HVS and SSIM 

values were 37.44 and 0.950, respectively. The mean 

PSNR-HVS values for JPEG, JPEG2000, and BPG 

were 37.16, 37.45, and 39.14, respectively, and their 

mean SSIM values were 0.930, 0.952, and 0.962, 

respectively. It has been observed that the PM 

generally gives better results than those of the JPEG 

and JPEG2000 in images containing low-frequency 

components at high compression ratios. However, the 

compression performance of the PM was decreased in 

images containing high-frequency components at low 

compression ratios. The computation time of the PM 

is about two times less than JPEG at compression 

ratios between 0.4 and 0.6, and it was close to JPEG 

between 0.66 and 0.9. When these results are 

examined, it is seen that the PM gives better or close 

results compared to other methods, especially for 

images containing low-frequency components. Thus, 

PM can be used to compress such images 
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       Figure 5. Some of the test images belonging to various databases 
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(b) 

Figure 6. SSIM (a) and PSNR-HVS (b) values for PM, JPEG, JPEG2000, and BPG. 
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Table 2. The average SSIM and PSNR-HVS values of the methods 
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                           (c)                                                                                    (d) 

Figure 7. The original image (a), PM (b) (SSIM: 0.99, PSNR:40, BPP: 0.94), JPEG2000 (c) (SSIM: 0.93, 

PSNR:29.2, BPP: 0.94), and BPG (d) (SSIM: 0.97, PSNR:33.8, BPP: 0.94) 
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Abstract 

Artificial intelligence has been developing day by day and has started to take a more 

prominent place in human life. As computer technologies advance, research on 

artificial intelligence has also increased in this direction. One of the main goals of 

this research is to examine how real problems in human life can be solved using 

artificial intelligence-based deep learning, and to present a case study. Poisoning 

from the consumption of poisonous fungi is a common problem worldwide. To 

prevent these poisonings, a mobile application has been developed using 

Convolutional Neural Networks (CNNs) and transfer learning to detect the species 

of fungus. The application informs the user about the type of fungus, whether it is 

poisonous or non-toxic, and whether it is safe to eat. The aim of this study is to reduce 

poisoning events caused by incorrect fungus detection and to facilitate the 

identification of fungus species. The developed deep learning model is integrated 

into a mobile application developed by Flutter that is a mobile application 

development framework, which enable the detection of fungus species from images 

taken from the camera or selected from the gallery. CNNs and the EfficientNetV2 

model, a transfer learning method, were used. By using these two methods together, 

the classification accuracy rate for 77 fungus species was obtained as 97%. 

 

 
1. Introduction 

 

Artificial intelligence is evolving day by day and 

occupying a larger and larger place in human life. As 

computer technologies develop and become more 

powerful, the number of researches and studies on 

artificial intelligence also increases in the same 

direction. Today, artificial intelligence, which 

continues to develop by dividing into many sub-

branches, is widely used to solve problems in human 

life. It has gained a place in many fields, from routine 

tasks in daily life to tasks that are difficult for humans 

to learn and require time. One of the things that are 

taken into consideration while developing artificial 

intelligence technologies is the compatibility and 

usability with the devices used by people in daily life. 

The purpose here is computer, phone, tablet, wearable 

technology, etc., which are used very often in daily 

life to be actively introduced into human life and to 

benefit from more artificial intelligence. For this 
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reason, studies on artificial intelligence for mobile 

devices outside of computers have increased 

significantly recently. 

Fungi have been used for medicine and food 

by humans for centuries. While some of the hundreds 

of fungus species found in nature are poisonous, 

others are non-poisonous. However, some poisonous 

fungus species and non-poisonous fungus species can 

be very similar in appearance. Therefore, it is 

important to have a good knowledge of fungi and to 

have studied and used a variety of fungi in order to 

distinguish them. People who are not familiar with 

fungi may experience poisoning events when they try 

to eat fungi. To prevent poisoning events caused by 

fungi and to prevent the collection of the wrong 

fungus species, the idea of developing a mobile 

application that can detect the types of fungi has 

emerged. A Convolutional Neural Network (CNN) 

model has been utilized to solve the problem of 

distinguishing a large number of similar fungus 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1225375
https://orcid.org/0009-0005-2761-1295
https://orcid.org/0000-0001-9898-7859
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species. This model aims to solve a difficult problem 

that would take people a long time to learn, using the 

power of artificial intelligence. The developed model 

uses a picture of the fungus to inform the user about 

the type of fungus, whether it is poisonous, and 

whether it is edible. 

The application environment for the deep 

learning model developed in this study is a mobile 

device, which is very suitable for the problem being 

addressed. Since mobile devices are easily portable 

and are devices that most people are already familiar 

with using, the likelihood of experiencing difficulties 

while using the developed application is very low. 

Additionally, the highly developed camera systems in 

mobile phones make them ideal tools for solving 

image classification problems. For these reasons, the 

goal of this project is to provide a practical solution to 

the mentioned problem by combining deep learning 

and the power of mobile devices. 

Much work has been done on the use of 

Convolutional Neural Networks (CNNs) and analysis 

of image data within the scope of Deep Learning. 

LeCun et al. discussed the subject of deep learning in 

general in their study [1]. By touching on the usage 

areas in the modern world, they explained the 

working logic of the foundation of deep learning and 

also explained the CNNs used for supervised learning 

and classification. There are several layers found in 

CNNs. These are: Convolutional Layer, Pooling 

Layer and Fully Connected Layer [2].  

Transfer learning is a machine learning 

technique in which a model that has been trained on 

one task is re-purposed and fine-tuned for a different 

but related task. It involves using knowledge gained 

while solving one problem to solve a different, but 

related, problem. This can be done by transferring the 

weights and biases learned from one model to another 

model, or by using the pre-trained layers of a model 

as the starting point for a new model. There are 

different CNN models used for image classification 

and proven success according to the period in which 

they were developed. Some of these models are 

AlexNet, GoogLeNet, VGG-Net and ResNet [3]. 

Developing a deep learning model from scratch in a 

classification problem may not always be a logical 

approach. We can achieve high success and save time 

by training proven models with our own datasets. For 

all these reasons, the method called Transfer Learning 

was used in this study. 

The proposed method in this study is original 

in the sense that it utilizes deep learning techniques, 

specifically Convolutional Neural Networks and 

transfer learning, to develop a mobile application that 

can accurately detect and classify different species of 

fungi from images taken from a camera or selected 

from a gallery. This approach is unique in its focus on 

solving a real-world problem, specifically the 

prevention of poisoning from the consumption of 

poisonous fungi, through the use of cutting-edge 

artificial intelligence techniques. The use of transfer 

learning with the EfficientNetV2 model is also 

noteworthy, as this method has been shown to 

improve the accuracy of deep learning models while 

requiring less training data, making it a promising 

approach for future research in this field. Overall, the 

proposed method represents a novel and innovative 

approach to solving a significant public health issue 

using advanced artificial intelligence techniques. 

 

2. Material and Method 

 

There are several methods for recognizing fungi, 

including traditional methods such as microscopy and 

taxonomic keys, as well as newer methods such as 

DNA sequencing and machine learning. Deep 

learning architectures such as convolutional neural 

networks (CNNs) can be trained to classify fungi 

based on their physical characteristics such as shape, 

size, and color. These algorithms can be used to build 

tools such as mobile applications or websites that can 

help users identify different fungi based on images or 

other data. Some studies on fungus classification in 

literature and deep learning are summarized in Table 

1. 

 

 

 

 
 

Table 1. Some studies on deep learning and on fungus classification. 

Authors Title of Study  
Datasets Experimental 

results 
Year 

Picek, L. et al. 
Fungi Recognition: A Practical use 

Case 

FGVCx Fungi 

Classification 

Kaggle 

Accuracy rate 

: %79 
2022 [4] 

Picek, L. et al. 
Automatic Fungi Recognition: Deep 

Learning Meets Mycology 

Danish Fungi 

2020 (DF20) 

Accuracy rate 

: %79 
2022 [5] 
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Krizhevsky, A. et 

al. 

ImageNet Classification with Deep 

Convolutional Neural Networks 

ImageNet 

LSVRC-2010 

contest 

top-5 test error 

rate of 15.3% 
2012) [6] 

He, K. et al. 

Delving Deep into Rectifiers: 

Surpassing Human-Level Performance 

on ImageNet Classification 

ImageNet 

LSVRC-2012 

contest 

top-5 test error 

rate of 4.94% 
2015 [7] 

Kamnitsas, K. et al. 

Efficient multi-scale 3D CNN with 

fully connected CRF for accurate 

brain lesion segmentation 

BRATS 2015 

and ISLES 2015 

Accuracy rate 

: %77 
2017 [8] 

Kayalı, N.Z. and 

İlhan Omurca, S. 

Classification of Chinese Number 

Patterns with Convolutional Neural 

Networks (CNN) 

MNIST dataset 
Accuracy rate 

: %97 
2021 [9] 

Bozkurt, F. and 

Yağanoğlu, M. 

Detection of COVID-19 from Lung X-

Ray Images Using Deep 

Convolutional Neural Networks 

Kaggle's 

COVID-19 

radiography 

database 

Accuracy rate 

: %97.17 
2021 [10] 

Ökten, İ. and 

Yüzgeç U. 

Detection of Rice Crop Disease with 

Convolutional Neural Network 

Kaggle's Rice 

Leaf İmages 

database 

Accuracy rate 

: %97.57 
2022 [11] 

 

3. Material and Method 

 

In this section, the deep learning type and methods to 

be used are mentioned. The usage areas, working 

logic and architecture of convolutional neural 

networks are explained. The environment in which 

deep learning studies will be carried out is introduced 

and the benefits it provides to the developers are 

explained. At the same time, important libraries to be 

used are also introduced. 

 

3.1. Convolutional Neural Network (CNN) 

 

One of the most popular models for classification 

from image data is the CNN model. The features of 

an image are extracted by passing the input image 

through multiple convolutional layers. The 

convolution layer is the basic building block of a 

CNN and is where most of the computation occurs. 

Typically, 3x3 filters are used to extract the features 

of the image. These filters scan all image pixels and 

perform convolution, as shown in Figure 1, resulting 

in a feature map [12]. After each convolution 

operation, the ReLU activation function is applied to 

the feature map. 

 

Figure 1. Illustration of the convolution operation [13].

Another layer in a CNN is the pooling layer. 

Pooling layers are used to further reduce the number 

of parameters and computational complexity of the 

model by gradually reducing the dimensionality of the 

representation. The largest pixel within the selected 

pooling size is transferred to the output. In the 

example shown in Figure 2, a 2x2 max-pooling 

process was applied by shifting it by 2 steps (pixels) 

[14]. This scales the feature map up to 25% while 

keeping the depth volume at its standard size [3]. 

A CNN model structure is shown as an 

example in Figure 3. Here, the input image undergoes 

a series of convolution and pooling operations, 

resulting in a final array through the fully connected 
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layer. The highest value in the sequence determines 

the class to which the image belongs. 

 

 

 

 

Figure 2. Max-pool operation [14]. 

 

 

 

Figure 3. A sample CNN model structure [15].

3.2. Transfer Learning 

 

Learning transfer is a machine learning technique in 

which a model that has been trained on one task is 

applied to a related, but different task. This can be 

useful when we have a smaller data set for the new 

task and don't have enough data to train a new model 

from scratch. It can also be useful when we need to 

train a model quickly, or when we want to use a pre-

trained model as a starting point and then fine-tune it 

for a specific task [16]. There are two main 

approaches to learning transfer: feature extraction and 

fine-tuning. 

Feature extraction involves using the pre-

trained model as a fixed feature extractor, where the 

output of the pre-trained model's layers is taken as 

input for a new model. This new model is then trained 

on the new task using these extracted features. Fine-

tuning involves unfreezing some of the layers of the 

pre-trained model and retraining them using the new 

data. This can be useful when the new task is similar 

enough to the original task that we can leverage the 

knowledge learned by the pre-trained model. 

Image recognition has made significant 

advances in recent years due to the availability of 

large-scale datasets such as ImageNet, which contains 

over 1.2 million categorized natural images from over 

1000 classes. Convolutional neural networks (CNNs) 

trained on these datasets have achieved successful 

results on various object detection and image 

segmentation tasks [17]. 

 

3.3. Feature Extraction 

 

In multiclassification problems, the output layer of 

each model is specific to the dataset it is trained on. 

In other words, if the model is trained with a data set 

containing 50 classes, there must be 50 neurons in the 

output layer of the model. CNN models trained with 

ImageNet therefore have output layers with 1000 

neurons. When we apply these pre-trained models to 

our own dataset and problem, we pull without the last 
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layers and add the appropriate output layer ourselves. 

The parts to be changed and preserved in the original 

model are basically shown in Figure 4. 

In the feature extraction method, the weights 

are preserved by freezing the layers of the pre-trained 

model. Since training will not take place in these 

layers, the weights will not be updated. Here, the 

classification process is carried out by making use of 

the information learned from the previous training. 

Training takes place only in the last added layers. 

 

Figure 4. Application of feature extraction method to the 

model [18]. 

 

3.4. Fine-Tuning 

 

Fine-tuning is a method of learning transfer in which 

all or part of the pre-trained model is unfrozen and 

retrained on the new data using a low learning rate. 

This is in contrast to feature extraction, where the pre-

trained model is used as a fixed feature extractor and 

a new model is trained on the extracted features. Fine-

tuning can lead to significant improvements by 

adapting the previously learned features to the new 

data. Figure 5 illustrates the difference between these 

two methods. It is often effective to use both feature 

extraction and fine-tuning together in learning 

transfer. 

 

Figure 5. Feature extraction and fine-tuning [18]. 

 

 

 

 

3.5. EfficientNetV2B1 Model 

 

The efficiency of deep learning in training is often 

related to the size of the model and the amount of 

training data. For instance, GPT-3, a very large model 

with a lot of training data, can achieve significant 

success in a few steps, but this requires weeks of 

training on thousands of GPUs, which can be complex 

and time-consuming. In contrast, techniques like 

learning transfer can be more efficient because they 

allow for the use of smaller models with fewer 

parameters, as long as the model is well-designed and 

effective at achieving successful results. 

EfficientNetV2 is a family of small size image 

classification models that provide good parameter 

efficiency and faster training as seen in Figure 6. It 

includes developed models in various sizes.  

 

 

Figure 6. Training and parameter efficiency of 

EfficientNetV2 model [19]. 

 

The EfficientNetV2 is an improved version of 

the EfficientNet model, which has gained popularity 

due to its ability to balance accuracy and efficiency. 

The EfficientNetV2 model achieves state-of-the-art 

performance on image classification tasks, while 

requiring fewer parameters and achieving faster 

inference times compared to other popular deep 

learning models. The model is highly scalable and 

adaptable to different image sizes and resolutions, 

making it suitable for a wide range of applications. Its 

transfer learning capabilities and robustness to noise 

also make it an attractive option for developers 

working with limited training data or lower-quality 
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images. Overall, the EfficientNetV2 model is a 

valuable tool for computer vision applications and is 

likely to play an important role in the continued 

development of AI technologies. Compared to 

EfficientNet and newer runs, the EfficientNetV2 is up 

to 6.8x smaller while training up to 11x faster [19]. 

EfficientNetV2B1 is one of the smaller 

models in the EfficientNet family, with a moderate 

number of parameters and computational cost. It was 

designed for image classification tasks and has shown 

good performance on a variety of benchmarks. 

EfficientNetV2 models are an improvement over the 

original EfficientNet models, with better performance 

and fewer parameters. EfficientNetV2B1 is trained on 

the ImageNet dataset, which contains over 1 million 

labeled images from 1000 classes. It is a widely used 

benchmark for image classification tasks, and many 

CNN models are trained and evaluated on it. 

Therefore, EfficientNetV2B1 model was used in the 

fungus classification application to be developed. 

 

3.6. Software Libraries 

 

Within the scope of this study, the Python 

programming language was used to create the CNN 

model. Python is used in many areas and contains 

various libraries for different areas. It also supports 

developers and researchers with very powerful and 

useful libraries in the field of machine learning. In the 

fungus classification application, TensorFlow and 

Keras libraries supported by Google were used. Also, 

the Matplotlib and NumPy were used for data 

visualization and numerical computing. 

 

3.7. Flutter 

 

Flutter is an open source user interface development 

kit created by Google. It is used to develop 

applications for Android, iOS, Windows, Mac, Linux 

and the web [20]. It has a layered architecture that 

gives developers control over every pixel on the 

screen, using a set of built-in widgets.  

Flutter is powered by Skia, a hardware-

accelerated graphics library that is used in Chrome 

and Android, and it is designed to support fast, error-

free graphics on both iOS and Android devices. The 

Flutter framework is built on the Dart platform, which 

provides support for 32-bit and 64-bit ARM machine 

code for iOS and Android, as well as JavaScript for 

the web and compiling to Intel x64 for desktop 

devices. Flutter is a good choice for developing deep 

learning models because of its fast performance and 

ability to create visually appealing apps. 

 

4. Training and Test of the CNN Model 

 

4.1. Data Set 

 

In 2018, the "FGVCx Fungi Classification" 

competition was held on Kaggle [21] using data 

provided and sponsored by the Danish Swampe Atlas 

[22]. The Danish Fungus Atlas contains 8560 expert-

approved fungus species and has been supported by 

over 4000 volunteers, resulting in over 1 million 

labeled data points. The FGVCx Fungi Dataset, 

created for the competition, includes 85578 images 

for training and 4182 images for verification of 1394 

fungal species. There is also a set of test data 

consisting of 9758 images whose labels are not 

publicly available. For the purpose of this study, 77 

fungus species from the competition's dataset were 

selected, resulting in a training dataset of 6733 fungus 

images, a validation dataset of 231 images, and a test 

dataset of 400 images. 

The data set used to train the model should 

have a folder structure as shown in Figure 7. The 

FGVCx Fungi dataset does not come divided into 

training and validation sets, but rather is loaded as a 

whole. Information about which images should be 

used for training and which should be used for 

validation is provided in JSON format. A Python 

script was created to divide the data into training and 

validation sets based on this information. 

 

 

Figure 7. The desired folder structure of the data set. 

 

4.2. Data Augmentation 

 

The amount of data is crucial in deep learning. If a 

model has too many parameters relative to the number 

of training examples and has a complex structure, it 

may suffer from overfitting [23]. This means that 

while the model performs well on the training data, it 

may not perform as well on tests or in real-life 

classification. In other words, the model has 

memorized the few training examples it has seen and 

has difficulty generalizing to new examples. Data 

augmentation techniques, such as rotation, flip, and 

adding random noise, can help to improve the image 
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recognition accuracy [23,24]. These techniques 

involve modifying the training data in order to create 

additional, slightly different examples that can be 

used to train the model. 

In this study, a data augmentation layer was 

implemented to augment the data during training. 

This layer was integrated into the model using the 

Keras functional API and will automatically apply 

data augmentation during the training phase. When 

using this model, it will not be necessary to manually 

perform data augmentation. The Keras library can be 

used to create a data augmentation layer, which can 

modify images during training according to the 

properties specified in the layer. Figure 8 shows some 

examples of the augmented images produced by the 

data augmentation layer. 

 

 

Figure 8. Some images regenerated by the data 

augmentation layer. 

 

4.3. Creating the Model 

 

In this section, the pre-trained model was retrieved 

from the Keras functional API, modified with 

necessary additions, and trained. The model building 

process involved two stages: feature extraction and 

fine-tuning. At the end of each stage, the model's 

accuracy and loss were plotted in curve graphs. 

 

4.3.1. Feature Extraction 

 

EfficientNetV2B1, a model trained on the 

ImageNet1k dataset, will be used in this study. To 

utilize Transfer Learning, it is important to freeze the 

model by disabling the trainability of its layers. This 

helps to preserve the previously learned weights and 

avoids making any changes to them. In this case, the 

model was trained for 25 epochs. 

To build the main model, the previously 

created data augmentation layer and input layer must 

be added. The Keras functional API offers a lot of 

flexibility and convenience for modifying the model 

by adding different layers as if adding a chain to 

different parts of the model. First, the input layer is 

included. Next, the data augmentation layer is added. 

Then, the EfficientNetV2B1 model, which forms the 

main part of the model, is added. A Global Average 

Pooling layer is then created and added to the end of 

the modified model. This layer is used to make the 

feature maps easier to interpret, rather than directly 

providing the feature maps to the fully connected 

layer. Finally, an output layer with 77 neurons is 

created to return 77 possibilities for an image, 

representing the 77 fungus species in the dataset. The 

"softmax" activation function is used in the output 

layer for multi-class classification, producing outputs 

between [0,1] indicating the probability that each 

input belongs to a class. The layers of the model are 

shown in Figure 9. 

The image data used in the model was resized 

to 224x224x3 dimensions. The choice of optimization 

algorithm should take into account the characteristics 

of the problem and the dataset. In this case, the Adam 

optimization algorithm was used in the training 

process. After preparing the layers and parameters, 

the training process for the proposed model was 

initiated. 

 

 

Figure 9. The structure of the proposed model. 

 

Table 2 shows the first 5 and last 5 epoch 

values obtained in the initial training of the model. 

During training, the model was also validated using 

validation data at each epoch. Figure 10 plots the loss 

and accuracy values for feature extraction, which is 

the first training step. Both the table and the plotted 

curves can be used to make inferences about the 

model's performance.
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Table 2. The results obtained in the first training of the model. 

Epoch Duration Training 

loss 

Traning 

accuracy 

Loss of 

validation 

Accuracy of 

validation 

1/25 149s 2.8566 0.3575 2.0017 0.5281 

2/25 96s 1.6368 0.6318 1.4246 0.6623 

3/25 82s 1.2636 0.7079 1.1679 0.7446 

4/25 79s 1.0594 0.7493 0.9908 0.7835 

5/25 71s 0.9274 0.7760 0.8876 0.8139 

... ... ... ... ... ... 

21/25 45s 0.3353 0.9247 0.4228 0.8918 

22/25 46s 0.3244 0.9266 0.4134 0.8961 

23/25 43s 0.3150 0.9265 0.4084 0.9048 

24/25 43s 0.2958 0.9335 0.3950 0.9004 

25/25 44s 0.2794 0.9393 0.3814 0.9091 

 

The model performed well in the first epoch, 

with a validation success rate of 0.5281 after one 

epoch of training. While this is a good value, it is 

expected that the loss would be quite high at the 

beginning of training. As training progressed, the 

model became more accurate and made fewer 

mistakes, as seen in the curves in Figure 10. 
 

 

Figure 10. Loss and accuracy curves for 25 epochs. 

 

The parts at the end of the curves remain 

stable and do not diverge from each other, indicating 

that the model is making consistent predictions in the 

validation tests compared to the predictions made 

during training. This suggests that there is no 

overfitting. If the last parts of the curves were widely 

separated and continued to diverge, it would indicate 

that the model is memorizing the data and further 

precautions would be necessary. Figure 10(b) shows 

some fluctuation at the last parts of the accuracy 

curves. Additionally, examining the last three epochs 

in the table reveals that saturation has begun to be 

reached for feature extraction, with the accuracy 

value increasing very slowly. The accuracy values for 

training and validation also appear to be starting to 

diverge towards the end, indicating that the training 

should be stopped at this point. 

If the number of epochs is increased further, 

the model may start to overfit. It is important to pay 

attention to this and analyze the results of the training 

carefully. To reduce fluctuation in the curves and 

improve the model's performance, fine-tuning was 

applied to the model 

 

 

 



İ. Ökten, S. Oral, U. Yüzgeç / BEU Fen Bilimleri Dergisi 12 (1), 226-241, 2023 

234 
 

4.3.2. Fine-Tuning 

 

In this stage, the model was trained for 10 epochs 

by enabling the trainability feature for the last 15 

layers of the model. This fine-tuning and 

updating is expected to improve the model's 

performance. To begin, all layers of the model are 

made trainable. Then, a loop is created and all 

layers except the last 15 are frozen again. This 

leaves only the last 15 layers as trainable. The 

training speed of the model is also reduced 100 

times compared to normal. During the fine-

tuning phase, training is performed at a much 

lower rate than usual. Finally, training continues 

from the last epoch value that the model reached 

in its previous training. The results of the model, 

which received a total of 35 epochs of training, 

are summarized in Table 3, and the curve graphs 

are shown in Figures 11 and 12. 

 

 

Figure 11. Accuracy curves of the model after fine 

tuning. 

 

Figure 12. Loss curves of the model after fine tuning. 

 
Table 3. Results obtained in the fine-tuning phase. 

Epoch Duration Training 

loss 

Training 

accuracy 

Loss of 

validation 

Accuracy of 

validation 

25/35 62s 0.2384 0.9445 0.3420 0.9091 

26/35 45s 0.2157 0.9459 0.3313 0.9134 

27/35 45s 0.2046 0.9479 0.3263 0.9134 

28/35 45s 0.2037 0.9459 0.3276 0.9177 

29/35 44s 0.1920 0.9476 0.3257 0.9134 

30/35 45s 0.1951 0.9465 0.3189 0.9264 

31/35 45s 0.1963 0.9464 0.3174 0.9264 

32/35 44s 0.1880 0.9491 0.3158 0.9264 

33/35 43s 0.1812 0.9520 0.3150 0.9264 

34/35 43s 0.1835 0.9528 0.3186 0.9221 

35/35 42s 0.1851 0.9498 0.3194 0.9264 

 

4.4. Testing the Model 

 

When the developed model is evaluated using 

test data consisting of 400 images, it is found that 

the accuracy is 97% and the loss value is 0.1441. 

In addition to these values, various metrics are 

used to evaluate the performance of classification 

models. By calculating these values, various 

inferences can be made and a confusion matrix 

can be created. To evaluate the model 

performance, some metrics were utilized in this 

study.  These are Accuracy, Loss-Categorical 

Cross-Entropy, Precision, Recall, and F1 Score. 

Accuracy is the most common metric used to 

evaluate classification models. It represents the 

percentage of correctly classified instances out of 

the total number of instances in the dataset. The 

Loss-Categorical Cross-Entropy is a loss 

function that measures the performance of a 

multi-class classification model by calculating 

the difference between the predicted probability 

distribution and the actual probability 

distribution of the target variable. Precision is a 

metric that measures the proportion of true 

positive predictions out of all the positive 

predictions made by the model. Recall is a metric 

that measures the proportion of true positive 
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predictions out of all the actual positive instances 

in the dataset. F1 score is the harmonic mean of 

precision and recall, and is a popular metric for 

evaluating classification models. It provides a 

balanced measure of precision and recall, and is 

particularly useful when the dataset is 

imbalanced. The formulas for calculating these 

metrics are summarized in Table 4, and the 

results of these metrics calculated for test of the 

proposed model are given in Table 5. PREC, 

REC, TN, TP, FN, and FP used in model 

evaluation metrics formulas are Precision, 

Recall, True Negative, True Positive, False 

Negative, and False Positive, respectively. 

  The success rate of the model was 

recorded and then the network was tested on real 

images. To do this, fungus images from different 

sources were uploaded to Google Colaboratory 

and provided as input to the trained network, and 

the classification results were obtained. The 

classification rates and images from the test 

results are shown in Figure 13. To demonstrate 

the performance of the model, the confusion 

matrix obtained using the samples of 77 fungal 

species is shown in Figure 14. 

 
Table 4. Metrics and formulas used in model evaluation. 

Metrics Formula 

Accuracy 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑛 + 𝑇𝑁 
 

Loss-Categorical Cross-

Entropy 
∑ 𝑦𝑖 ∗ 𝑙𝑜𝑔�̂�𝑖

𝑜𝑢𝑡𝑝𝑢𝑡𝑠𝑖𝑧𝑒

𝑖=0
 

Precision 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1 Score 
2 ∗ 𝑃𝑅𝐸𝐶 ∗ 𝑅𝐸𝐶

𝑃𝑅𝐸𝐶 + 𝑅𝐸𝐶
 

 
Table 5. Evaluation results of the model. 

Accuracy 0.9700 

Loss 0.1441 

Precision 0.9746 

Recall 0.9696 

F1 Score 0.9694 
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Figure 13. Classification results of test fungus images. 
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Figure 14. Confusion matrix of 77 fungal species used in the model. 

 

 

5. Mobile Application Developed for Fungus 

Species Detection 

 

After training the model for detecting fungus species, 

the trained model was saved. Since the model was 

developed in Colaboratory, the trained network is also 

saved here. However, the saved model cannot be used 

directly on mobile devices. Instead, the model was 

converted to the tflite format in the Colaboratory 

environment for use on mobile devices. A mobile 

application was then developed using the Dart 

programming language and the Flutter UI kit. 
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5.1. Application Homepage 

 

When the application is first opened, the 

homepage shown in Figure 15 appears to the 

user. 
 

 

Figure 15. Application homepage. 

 

The main purpose of this page is to allow 

the user to input fungus images for classification 

and display the results. The user has two options 

for importing fungus images: taking a photo with 

the camera or choosing an image from the 

gallery. Two buttons are provided on the 

homepage to perform these actions. 

 
5.2. Results Page 

 

In the result page shown in Figure 16, images from 

the main page are input to the model, which classifies 

the fungus species and returns the name of the species 

in the image. A dictionary structure was also created 

that contains information about the fungus species, 

such as whether they are poisonous, edible, and found 

in certain regions. By using the fungus name returned 

by the model, the corresponding information in the 

dictionary structure is retrieved and displayed to the 

user. Some symbols were also created and used to 

convey information about the condition of the fungus. 

These symbols and their meanings are shown in 

Figure 17. Separate dictionaries have been created for 

these symbols, and the information symbol for the 

relevant fungus is printed by checking these 

dictionaries. 

 

 
 

Figure 16. Some screenshots of the fungus classification results. 
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Figure 17. Warning symbols about fungus classification. 

 

 

6. Conclusion and Future Works 

 

In this study, we discuss the use of deep learning 

to solve an image classification problem. The 

main idea is to demonstrate that problems can be 

quickly and easily solved by following 

appropriate methods and steps with transfer 

learning. To this end, we chose the fungus 

species classification problem and developed a 

study to solve it, including discussions of 

convolutional neural networks and transfer 

learning. 

Since the problem involves image 

classification, it is important that fungus images 

can be easily obtained. Therefore, the study was 

designed to be implemented in a mobile 

application. The model for classification was first 

prepared on Google Colaboratory, then 

converted to the "TensorFlow Lite" model and 

used in the mobile application. 

The prepared model accurately classifies 

77 fungus classes with high rates of success. 

When tested with 400 fungus images, the model 

achieved an accuracy of 0.97 and an average F1 

score of 0.9694. One of the main challenges in 

fungus classification is that different fungus 

species can be very similar to each other, making 

it difficult for the human eye to distinguish them 

and requiring extensive knowledge and expertise. 

Deep learning models may also utilized to 

accurately classify fungus species that are very 

similar to each other. To minimize this, it is 

important to have a diverse and rich dataset for 

training. This should be considered if a larger 

number of fungus species classifications are to be 

performed, as the number of species increases, 

the similarity in appearance between the fungus 

species will increase and the problem will 

become more complex and difficult. In addition, 

paying attention to overfitting and allowing for 

longer training periods will also contribute to 

better learning success. 

The mobile application developed to 

utilize the machine learning model has 

demonstrated successful performance. The 

application, which has a simple design, is 

optimized for fast and accurate classification of 

fungus species. Proper planning is crucial for the 

application's success, as issues such as data 

migration and page loading can significantly 

impact its performance. The application includes 

a dictionary of 77 fungus species, which allows 

users to access and view information about 

specific fungi by using the species name returned 

by the model through classification. 

When using deep learning to solve a 

problem, it is important to first clearly define the 

problem and thoroughly analyze it. The 

complexity of the problem should be taken into 

account when selecting appropriate data for the 

model. In the field of deep learning, data plays a 

crucial role. If the data is not clean, accurate, and 

relevant to the problem at hand, it is likely that 

the model will not perform well. One of the major 

factors driving the rapid growth of this field is the 

availability of large, high-quality data sets. It is 

essential to carefully consider these two key steps 

in the process of using deep learning. 
In the future, the work presented in this study 

could be expanded and refined to further improve the 

accuracy and efficiency of the model. One potential 

direction for future work is to increase the number of 

fungus species that the model can classify. This would 

require a larger and more diverse dataset for training, 

as well as more sophisticated techniques for handling 

the increased complexity of the classification 

problem. Another potential area for improvement is 

to optimize the mobile application's performance and 
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user experience, such as by implementing more 

advanced features or incorporating user feedback. 

Finally, the techniques and methods presented in this 

study could be applied to other image classification 

problems, opening up new opportunities for using 

deep learning to solve real-world problems. 
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Abstract 

In this study, the effects of TUDCA administration with a SCD probiotics for one 

week on locomotors activity and anxious behavior were investigated. Male 

Saprague-Dawley rats aged 24 months were used as the model organism. At the end 

of the application, open-field and elevated plus maze behavioral tests were performed 

on the rats. Although SCD probiotics were more effective on anxious behavior, the 

group in which they were administered together had a significantly greater effect on 

locomotor activity and anxious behavior. This study provides important evidence that 

combining SCD probiotics and TUDCA administration may be more beneficial to 

behavior. 
 

 
1. Introduction 

 

The gut microbiota (GM) and its metabolites play a 

role in modulating gastrointestinal functions by 

affecting intestinal permeability, motility, and 

sensitivity, mucosal immune function, and the release 

of neurotransmitters and gastrointestinal hormones 

from enteroendocrine and enterochromaffin cells [1]. 

Preclinical data also demonstrates that GM and its 

compounds influence a variety of behavioral and 

brain functions, including stress response, emotional 

reactions, pain modulation, eating behavior, and brain 

biochemistry [2]. The majority of probiotics are found 

in the human digestive tract, where they can aid the 

host by helping to keep the microbiota in balance [3]. 

Daily life often involves the ingestion of active 

bacteria preparations containing popular probiotics 

like Lactobacillus or Bifidobacterium [4]. A great 

deal of progress has been made in the study of 

probiotics in recent years, and a great many studies 

have shown that probiotics play a crucial role in 

preserving human health. In the case of Crohn's 

disease and other chronic inflammatory disorders, 

probiotics can be helpful in managing symptoms. In 

addition, probiotics may reduce the risk of developing 
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cancer, obesity, and diabetes. There is growing proof 

that probiotics can help strengthen immune systems 

and keep people healthy [5]. With different strains of 

probiotics, a wide variety of effects of gut microbial 

modulation were reported on emotional behavior, 

social interactions, learning and memory, and 

ingestive behaviors [2]. 

 The numerous microbial metabolites of 

dietary substrates, such as bile acids and short-chain 

fatty acids (SCFAs), constitute the primary basis for 

the regulatory activities of the gut microbiota. Bile 

acids are metabolic products of dietary substrates. 

Their function is crucial in metabolic processes and 

immune system modulation [6]. While the liver is 

responsible for synthesizing primary bile acids from 

cholesterol, several bacterial species in the intestines 

including Clostridium and Eubacterium are 

responsible for converting them into secondary bile 

acids [7]. Intestinal dysbiosis and inflammation are 

brought on by bile acid dysregulation or bile acid-

activated receptor dysfunction [8]. Regulation of bile 

acid production and metabolism is a major function of 

the gut microbiota [9]. In humans, the microbiota in 

the intestines is the only source of ursodeoxycholic 

acid (UDCA), a secondary bile acid. The conjugation 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1231238
https://orcid.org/0000-0002-3041-6010
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of taurine with UDCA occurs in the liver via 

enterohepatic circulation [10]. TUDCA has been 

shown to resolve endoplasmic reticulum stress by 

functioning as a chemical chaperone [11]. This study 

also showed that TUDCA improved the gut 

microbiota in high-fat-fed mice, which in turn 

reduced the absorption and production of lipids in the 

small intestine [12]. TUDCA has been found to be 

neuroprotective in many animal models of 

neurological illness [13]. In this study, the effects of 

SCD Probiotics and TUDCA administered to aged 

rats for one week on anxious behavior and locomotor 

activity were evaluated. 

 
2. Material and Method 

 

2.1. Animal Studies 

 

The male Sprague-Dawley rat (24-month old) species 

was used. Four groups were formed: the control group 

(n = 7) and the group that TUDCA administered 

group (n = 7) for 7 days; the group that was 

administered SCD probiotics (n = 7) for 7 days; and 

the group that TUDCA administered during the SCD 

probiotics supplementation (n = 7) for 7 days. The 

usual rat food was provided on an ad libitum basis to 

the animals.   TUDCA was administered 

intravenously from the tail to each animal at 300 

mg/kg [14]. The SCD probiotics supplement was 

given by oral gavage at a dose of 3 mL (1 x 108 CFU) 

per day [15]. SCD Probiotic Human Beverage 

contains Bacillus subtilis, Bifidobacterium bifidum, 

Bifidobacterium lognum, Lactobacillus acidophillus, 

Lactobacillus bulgaricus, Lactobacillus casei, 

Lactobacillus fermentum, Lactobacillus plantarum, 

Lactococcus lactis, Saccharomyces cerevisiae, and 

Streptococcus thermophiles species. One day after the 

end of the application, open field and elevated plus 

maze behavioral tests were applied to the rats in the 

experimental and control groups, respectively. 

 

2.2. Behavioral Tests 

 

2.2.1. Open field test (OF) 

 

The open-field test evaluates the rats' locomotor 

activity as well as their anxiety levels. The test was 

done in a 60 x 60 x 50 centimeter square box made of 

untreated, black-painted wood. The animal was 

placed at the side wall's middle. Computer-aided 

video caught the animal's locomotion. The open field 

was divided into sixteen equal squares by virtual 

lines, twelve of which made up the arena's periphery 

zone, and four of which made up its core zone. The 

technology monitored 10 minute intervals of time and 

distance in each zone [16]. 

 

2.2.2. Elevated plus maze test (EPM) 

 

The EPM test is used to assess the level of anxiety in 

mice and rats. It consists of a platform (10×10 cm) in 

the center, two open arms (50×10 cm) and two (50×10 

cm) arms covered with plastic glass 30 cm high and 

consists of in the apparatus designed as a plus, open 

arms and closed arms face each other. The cross-

shaped labyrinth consisting of four arms is at a height 

of 80 cm from the ground. For each experiment, only 

one rat is placed in the center of the cross maze and 

allowed to explore the maze for five minutes. At the 

end of the given time, the time spent by the mouse in 

the closed and opens arms and the numbers of 

crossing between arms are recorded with a computer-

aided video system [16]. 

 

2.3. Statistics 

 

The statistical analysis results were given as the mean 

± value plus the standard error of the mean (SEM). 

One-Way Anova test was utilized to compare the 

behavior between the control (Cnt), Tudca (Tudca), 

SCD probiotics (Prb), and Tudca administration 

during the SCD probiotics supplementation (TdPrb) 

groups. The comparison was carried out using the 

GraphPad Prism 9 program (GraphPad Software, 

USA). The degrees of significance were denoted as * 

p < 0.05, ** p < 0.01, and *** p < 0.001. 

 

3. Results and Discussion 

 

The effects of aging are most evident on cognitive 

states and behavior. In particular, there is a significant 

decrease in learning and memory abilities [17]. This 

situation also triggers anxious behavior [18]. Today, 

many different approaches continue to be tested to 

reverse the effects of aging. As the importance of the 

role of GM in health and disease conditions was 

understood, probiotic bacteria that play a role in the 

regulation of gut microbiota moved to a more 

important position [19]. There are many different 

probiotic products available commercially today. 

TUDCA is another common product that is easily 

accessible commercially, owing to its regulatory role 

on intestinal microbiota. However, the positive 

effects of both probiotic use and TUDCA on 

cognitive states and behavior make them even more 

important [13,19]. In this study, the effects of co-

administration of TUDCA and SCD probiotics human 

beverages containing 11 different probiotic bacteria 
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on locomotor activity and anxious behavior in aged 

rats were investigated. There was no significant 

difference between the groups in terms of time spent 

in motion in the periphery in the first 5 minutes of the 

open field test (p = 0,1629) (Figure 1A). However, 

the animals in the TdPrb group, in which the TUDCA 

and SCD probiotics were given together, appear to be 

willing to investigate the test apparatus further. Since 

the rats used in the study are 24 months old, which 

corresponds to 60–70 years of age for humans, the 

differences that are not significant are actually 

valuable [20]. Despite the fact that there was no 

statistically significant difference between the groups 

in terms of the central area studies in the first 5 

minutes (p = 0.1096), it is seen that the rats in the 

Tudca group explored the central area more than the 

other groups (Figure 1B). At the second 5 minutes, 

there was a significant difference between the groups 

in the periphery (p = 0.0497) and it is seen that the rats 

in the TdPrb group continued to explore the test 

apparatus more than the other groups (Figure 1C). At 

the second 5 minutes, there was no significant 

difference between groups in their preference for the 

central area (p = 0.1476) (Figure 1D). 

 

 
Figure 1. The mean distance moved in the periphery (A 

& C) and the center (B & D) of the OF during the 1st 

(upper row) and 2nd (lower row) 5-minute control periods 

(Cnt), Tudca (Tudca), SCD probiotics (Prb), and Tudca 

administration during the SCD probiotics supplementation 

(TdPrb) groups. Error bars represent SEM and asterisks 

indicate the statistical significance: *p < 0.05. 

 

 

 
Figure 2. The mean time spent in the EPM's closed arms, 

open arms, and center zone and the number of passes 

between closed arms in control (Cnt), Tudca (Tudca), 

SCD probiotics (Prb), and Tudca administration during 

the SCD probiotics supplementation (TdPrb) groups. 

Error bars represent the standard error of the mean and 

asterisks indicate the significance level: *p < 0.05; **p < 

0.01 and *** p < 0.001. 

 

The number of passes between the arms shows the 

behavior of the animals to search the test apparatus 

[22]. According to the EPM results, there was a 

significant difference between the groups in 

preferring the closed arm (p= 0.0318). There was a 

significant difference between the Tudca and Prb 

groups in the comparison of the groups with each 

other (p = 0.0275) (Figure 2A). This indicates that the 

SCD probiotics is more effective on anxious behavior 

than TUDCA. While there was no significant 

difference between the groups in their preference for 

the central area (p = 0.5310), it is seen that the Prb 

group spent more time in this area (Figure 2B). 

However, there was a significant difference between 

the groups in their preference for open space (p = 

0.0244). In addition, when comparing the groups with 

each other, it is seen that the TdPrb group, in which 

TUDCA and SCD probiotics were used together, 

investigated the open space significantly more than 

the Tudca (p = 0.0356) and control groups (p = 

0.0249) (Figure 2C). The most significant difference 
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between the groups was in terms of transition between 

arms (p = 0.0009). In the comparison of the groups 

with each other, it is seen that the rats in the TdPrb 

group exhibit significant test apparatus research 

behavior TdPrb vs. Cnt (p = 0.0188), TdPrb vs. Tudca 

(p = 0.0032), TdPrb vs. Prb (p = 0.0007) (Figure 2D). 

 

Although it is known that both probiotic use and 

TUDCA separately have positive effects on behavior, 

this study shows that using both together is more 

effective on both locomotor activity and anxious 

behavior. Even though it is not possible to say 

whether TUDCA or the probiotic used is more 

effective, the use of SCD probiotics seems to be more 

effective on anxious behavior. The probiotic content 

used with TUDCA also plays an important role in 

seeing this difference since the effects of probiotics 

depend on a variety of factors, including the probiotic 

species, its concentration, and duration, as well as the 

host's age and health state [23]. Species contained in 

SCD probiotics are known to have a positive effect on 

behavior. For example, Bacillus subtilis, one of the 

most well-known probiotic bacteria, produces l-

tryptophan, and the increase in serotonin in the 

hypothalamus acts as an antidepressant that reduces 

anxious behavior [24]. In addition, numerous animal 

studies indicate that Bifidobacterium longum can 

significantly reduce anxious behavior [25]. 

Lactobacillus plantarum [26], Lactobacillus casei 

[27] and Lactobacillus fermentum [28] are also 

probiotic strains that have a strong effect on anxious 

behavior. On the other hand, since younger and 

smaller model organisms can investigate test 

apparatuses more actively, this allows for more 

reliable results in behavioral tests. Due to both their 

advanced age and large size, 24-month-old rats may 

not be very willing to use research test apparatus such 

as EPM. However, the significant differences 

occurring in as little as one week indicate the strong 

effect of both TUDCA and SCD probiotics bacteria 

on locomotors activity and anxiety-like behavior. 

 

4. Conclusion and Suggestions 

 

This study evaluated the effects of administering SCD 

probiotics supplement with TUDCA on anxious 

behavior and locomotors activity. The SCD probiotics 

was more effective on anxious behavior. When used 

together, they are more effective on both locomotors 

activity and anxious behavior. 
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Abstract 

The most significant artifacts that transfer the cultural heritage of past civilizations 

to the present are historical structures. Historical bridges are of great importance in 

terms of transportation, trade and architecture from past to present. Some of these 

structures have been destroyed by natural disasters or have suffered significant 

structural damage. Especially earthquakes cause damage to these structures. In this 

study, the earthquake behavior of the Historical Karaz Bridge was investigated. The 

structural elements of the bridge and the materials connecting the bearing elements 

were evaluated together with the macro modeling approach. For this purpose, a 3D 

finite element model of the bridge was generated and its seismic behavior under 

different ground motion records was investigated by nonlinear analysis. Analyzes 

were carried out using the ground motion records of Bingöl, Elazığ, Erzincan, Van 

and Gölcük, and the results were evaluated mutually. In the analysis results, the 

dynamic behavior of the bridge was evaluated over the distribution of displacements 

and stresses and the earthquake behavior was investigated. 
 

 
1. Introduction 

 

Bridges have been an important part of transportation 

routes throughout history. Historical bridges, on the 

other hand, establish a link between the past and the 

present, apart from their intended use in their time. It 

is important to protect these bridges as they reflect 

their period socially and culturally. Therefore, 

historical bridges should be preserved and passed on 

to future generations. It should be kept as far away 

from environmental influences as possible for 

durability and sustainability. Climatic conditions, 

fires, wars and all the situations they are exposed to 

reduce the useful life of historic bridges. Otherwise, 

vehicle loads, human loads and earthquake loads 

cause historical bridges to decrease in strength, to be 

damaged and to collapse completely as seen in some 

 

*Corresponding author: ofnemutlu@bingol.edu.tr                          Received: 01.01.2022, Accepted: 01.06.2022 

historical bridges. Historical bridges are one of the 

historical structures that are accepted as cultural 

heritage. These structures, which have a history of 

hundreds of years, should be preserved in the best way 

and transferred to the future. Earthquakes are one of 

the most important external factors that cause damage 

to historical structures. In order for these structures to 

suffer the least damage from earthquakes and to 

protect their structural integrity, seismic behavior 

should be determined, and necessary precautions 

should be taken accordingly. Most of the historical 

bridges were built as masonry stone walls. These 

bridges consist of foundation, arch, side wall and 

filling material, and the superstructure forming the 

carrier part was built using stone and binding material 

[1–3].  
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Vibrations occur during earthquakes and these 

vibrations cause historic bridges to reach significant 

levels of damage [4,5]. By design, historical 

structures are important. Bridges built on different 

dates in the past were generally built as arches. Arch 

form is the general structural carrier system of 

historical bridges [6].   The arch-shaped structure is a 

suitable design system for passing wide openings due 

to its positive behavior to pressure forces due to its 

geometric form. Stone or brick was used as the main 

building material in the construction of the arches due 

to their resistance to high pressures [2,3,7]. The 

importance of historical bridges in terms of 

engineering as well as social life has encouraged 

researchers to work in this field. Studies that 

investigating the seismic behavior of historical 

masonry bridges with linear and nonlinear finite 

element models are available in the literature [1, 2, 8-

28]. After analyzing 3 historical palaces with the 

finite element models, Valente ve Milani [18] studied 

the crack development, earthquake behavior with 

nonlinear dynamic analysis, and made a general 

assessment of damage and collapse. Karaton et al. 

examined the earthquake behavior of historical 

Malabadi bridge, which was built in the 12th century 

and located in the east of Turkey, for different 

earthquake levels [25]. As a result of the study, D1, 

D2 and D3 are from the lowest to the highest ground 

motion level, no significant damage occurred at the 

ground motion levels D1 and D2; it was observed that 

the historic bridge suffered substantial damage at the 

D3 ground motion level. Güllü [2] created a finite 

element model for the Historic Cendere Bridge, using 

earthquake scenarios suitable for the seismicity of the 

region where the bridge is located, and performed 

linear analyzes in the time domain. As a result of the 

analyzes made, it has been observed that the 

vulnerability of the historical bridge in possible 

during an earthquake is high. Özmen ve Sayın [6], 

created a finite element model for the historical 

Dutpınar Bridge and investigated its dynamic 

behavior using the records of the 2003 Bingöl 

earthquake, one of the most destructive earthquakes 

that occurred in the region. At the end of the study, 

the maximum and minimum displacement values for 

the critical structural members were examined. 

Bayraktar et al. [24] determined analytical and 

experimental vibration parameters of a historical two-

span bridge built in the 19th century and located in 

northern Turkey. Comparing the natural frequency, 

mode shapes, and damping rates for analytical and 

experimental results, the authors observed slight 

differences. Pela et al. [17] investigated the 

earthquake behavior of two different historical 

bridges by using nonlinear static analysis methods for 

different modern standards. As a result, they 

concluded that the nodes at the top of the bridges are 

an important point in determining seismic capacity. 

Işık et al. [19] studied the historical Ahlat Emir 

Bayındır bridge and made observational and 

analytical seismic evaluations in this study. After the 

field studies, they explained how similar structures 

would be evaluated. 

In this study, the seismic response of the 

historical Karaz (Öznü) bridge was modeled and 

analyzed using the ABAQUS program using different 

earthquake records reflecting the seismicity of the 

region. As a result of the study, the stressed areas on 

the bridge were determined for different earthquake 

records and the displacements occurred during the 

earthquake period were obtained. 

 

2. Historical Karaz (Öznü) Bridge 

 

The historical Karaz bridge is located 5 km northeast 

of the Karaz District (Village), just to the right of the 

International Erzurum Airport and the ring road. 

Coordinates of bridge are 39.967-41.147. It was built 

in the period to provide transportation on the Karasu 

River. The building does not have an inscription, but 

it is estimated that it was built in the 16th century 

when Erzurum joined the Ottoman lands and 

development activities were concentrated. 

The bridge was repaired by the General 

Directorate of Highways between 1980-1984. In the 

meantime, the old stones were replaced, and the 

periphery of the flood splitter was supported with 

triangular reinforced concrete elements. Then, in 

2017, it was restored by the 12th Regional Directorate 

of Highways. The historical Karaz bridge is 135 m 

long and 6.6 m wide in the east-west direction and has 

eight arches. Seven of them were built with low 

pointed arches where the water flows fast and hard, 

and the eighth was built with smaller, round arches at 

the far end. The spans and heights of the bridges are 

not equal to each other, some of them are arranged 

with low pointed arches and some with narrower 

pointed arches. On the upstream side, which is the 

incoming direction of the water, there are triangular-

bottom floods covered with a half-pyramidal cone and 

six round-bottomed heels in the downstream direction 

of the water. The bridge reaches the middle point with 

a slight inclination towards the middle from both ends 

and the height of the bridge is 7.70 meters from the 

ground, and it is limited by stone railings on both 

sides. The materials used in the bridge were smooth 

cut stone on the facades and rubble stone with plenty 

of mortar in between. The historical Karaz bridge still 

continues to provide transportation services 

especially between the surrounding villages. The 
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current view and location of the Historical Masonry 

Karaz bridge are given in Figure 1. 

 

 
 

 
 

 

Figure 1. Historical Karaz bridge views and location of 

Karaz bridge 

 

3. Material and Method 

 

The Historical Masonry Karaz bridge is located in the 

northeast of Karlıova district of Bingöl is located of the 

intersection of the North Anatolian Fault (NAF) and 

East Anatolian Fault (EAF) one of Turkey's active fault 

zones. Therefore, Karaz bridge, which is within the 

boundaries of Erzurum province, has a significant 

earthquake risk potential. 

 

 
 

 

Figure 2. Turkey’s active fault map [28] and Turkey 

earthquake hazard map [29] 

 

The Turkey's active fault map is given in Figure 

2. By using Turkey Earthquake Hazard Map, the 

necessary earthquake parameters are generated for the 

coordinates of the bridge [29]. Since there is no clear 

information about the ground properties of the Karasu 

river and its surroundings, the ground class was 

accepted as ZC (the middle of the soil classification 

made according to the TEC 2018) according to the 

classification used in Turkish Earthquake Code 2018 

[30]. Turkey Earthquake Hazard Map overview is 

given in Figure 2 and the data taken from the 

earthquake hazard map are given in Table 1. The 

information about the earthquakes used in the analyzes 

are given in Table 2, the acceleration spectrum used for 

scaling the earthquake records in Figure 3, and the 

ground motion records (acceleration-time) and scaled 

records of 5 earthquakes considered within the scope of 

the study are given in Figure 4 and 5. 

 
Table 1. Data from the earthquake hazard map 
Earthquake Ground 

Motion Level 
DD-2 

Local Soil Class ZC 

Latitude-Longitude 39.967991-41.14791 

Ss 0.717 

S1 0.214 

PGA 0.3 

PGV 18.985 

 

Analyzes were completed using the 

acceleration records of the Gölcük, Bingöl, Van, 
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Erzincan and Elazığ earthquakes (only in the z 

direction) and these analyzes were named as A1, A2, 

A3, A4 and A5, respectively. First, the horizontal 

elastic response spectrum was created from the Turkey 

earthquake hazard map by using the location of the 

bridge [29]. The reason for choosing these ground 

motion records is to take into account the earthquakes 

that occurred in the region where the bridge is located 

and the Gölcük earthquake that occurred in Turkey, 

which is frequently used in the literature. 

The scaled earthquake records given in Figure 

5 were used in the analysis. The earthquake records 

were scaled by the SeismoMatch [31] program using 

the horizontal elastic response spectrum in Fig. 9, and 

the minimum period and maximum period were 0.2T 

and 1.5T (ASCE7), respectively [32]. In order to 

shorten the analysis time, specific parts of the records 

used were taken into account. The first 10 seconds for 

A1, 10 seconds between 20-30 seconds for A2, 40 

seconds between 20-60 seconds for A3, first 30 seconds 

for A4 and 30-70 seconds for A5. 

 

 
Table 2. Selected ground motion records 

Code Earthquake Record Station Mw Epicentral Distance (km) 
Shear Wave 

Velocity (m/sn) 

A1 Gölcük (1999) 5401 7.2 35.87 412 

A2 Bingöl (2003) 1201 6.4 11.80 529 

A3 Van (2011) 6503 6.7 42.24 N/A 

A4 Erzincan (1992) 2402 6.1 12.82 455 

A5 Elazığ (2020) 2308 6.8 23.81 450 

 

 

Figure 3. Horizontal Elastic Acceleration Spectrum 
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Figure 4. Earthquake acceleration records 

 

 

 

Figure 5. Scaled earthquake records 
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4. Methodology 

 

In the scope of the study, 3 dimensional 10-node 

tetrahedral C3D10 finite elements are used as a 

finite element model. The C3D10 element is a 

general-purpose tetrahedral element (4 integration 

points). Shape functions can be found in Figure 6. 

Node numbering follows the rule in Figure 6. 

Element behavior is very good and is a good 

general-purpose element, but the C3D20R element 

is available in the literature where it gives better 

results for the same number of degrees of freedom. 

The C3D10 element may be particularly preferred 

due to the availability of fully automatic 

tetrahedral networks [33]. 

 
Figure 6. 3-dimensional 10 nodes tetrahedral C3D10 

finite element [25] 

 

Whether the finite element network is 

sufficient for analysis should be considered in the 

analysis. If the element network is "good enough", 

it can be said that the analysis results are also 

acceptable, assuming all other inputs of the model 

are correct. Finite element density is an important 

metric used to check the accuracy of the analysis 

(element type and shape also affect the accuracy of 

the analysis). Assuming that there is no region of 

singularity in the model, a high-density network 

structure will produce results with high accuracy. 

However, large amounts of computer memory and 

long runtimes will be required if the network of 

elements in the model is very dense. This 

disadvantage is frequently encountered especially 

for multiple iteration conditions specific to 

nonlinear and transient analysis. One of the ways 

to evaluate the quality of a finite element network 

is to compare the results with test data or 

theoretical values. Unfortunately, test data and 

theoretical results are often not available in the 

early stages of the study. Therefore, other tools are 

required to assess network quality. The most basic 

and most accurate method for evaluating the 

quality of the mesh is to tighten the mesh with 

smaller elements until the maximum stress 

convergence at a given location is achieved (mesh 

convergence). Within the scope of this study, mesh 

size to be used was determined by making mesh 

optimization. By comparing the number of 

elements and frequencies belonging to the 1st 

mode, the mesh size to be used in the study was 

selected as 600 mm. In Table 3, mesh size, number 

of elements and frequencies of the first mode are 

given. In Figure 7, mesh convergence graph is 

given. 

 
Table 3. Optimization of meshes 

Mesh 

size (mm) 

Number of 

elements 

1.mode 

frequency (Hz) 

400 232506 19.28 

500 113770 19.29 

600 79704 19.31 

750 36789 19.37 

1000 18788 19.42 

1250 10255 19.52 

1500 8025 19.58 

1750 6066 19.66 

2000 4587 19.71 

 

 
Figure 7. Mesh convergence graph 

 

4.1. Numerical Modeling 

 

Three methods are commonly used in 

modeling masonry structures. Modeling 

techniques are given in Figure 8 [6]. In detailed 

micro modeling, the masonry unit, and the material 

properties of the mortar i.e., elasticity modulus, 

Poisson ratio and unit volume weights are 

evaluated separately. This modeling technique is 
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one of the best techniques for modeling the 

behavior of masonry walls. Thus, damage and 

collapse mechanisms can be simulated properly. 

However, this method makes the analysis of the 

entire structure difficult and prolongs the solution 

time. This modeling technique is particularly 

suitable for small structures or solving parts of the 

structure. In simplified micro modeling, the size of 

the masonry units is expanded by half the thickness 

of the mortar layer, neglecting the mortar layer. 

Masonry units are separated from each other by 

interfacial lines. It is accepted that the cracks that 

will occur in the system will occur at these 

interface lines. Macro modeling, on the other hand, 

is an equivalent material model that accepts the 

building element as composite and reflects the 

common feature of these materials, without 

making any distinction between stone and brick 

blocks and mortar [34]. This method is generally 

preferred because it significantly reduces the 

computer solution time in modeling large systems 

[26]. The three-dimensional solid model of the 

Historical Masonry Karaz bridge to be used in this 

study, prepared in the ABAQUS program, is given 

in Figure 9 and its geometric properties are given 

in Figure 10. 

Concrete Damage Plasticity (CDP) model 

is adopted to simulate the nonlinear behavior of the 

wall. Although originally developed to describe 

the nonlinear behavior of concrete [35,36], the use 

of such a model for masonry is widely accepted in 

the literature after proper adaptation of the main 

parameters. The CDP model is a damage model 

based on continuous plasticity, allowing different 

tensile and compressive strength as in the wall, 

with different damage parameters in stress and 

compression. The CDP model considers the effect 

of closing preformed cracks under cyclic loading 

conditions, resulting in compression stiffness 

recovery. 

Masonry Bridge material specified as green 

part is modeled with linear and nonlinear 

parameters and Base material specified as white 

part is modeled with linear parameters only. The 

general analysis procedure and accepted material 

properties in this study were based on the studies 

of Valente and Milani [18] and Güllü [2]. In Table 

4, material properties for analysis and in Table 5, 

damage values and stress strain values for the CDP 

model are given. 

 

 

 
Figure 8. Modeling Approaches [6] 

 

 
Figure 9. Solid Model of the Karaz bridge 
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Figure 10. Geometric Properties of the Karaz bridge 

 

Table 4. Linear Material Properties [2,18] 

  E (Young Modulus) MPa ν (Poisson Ratio) Mass Density (t/mm3) 

Masonry Bridge 3500 0.25 2.20E-09 

Base 5000 0.3 2.40E-09 

 

Table 5. Uniaxial stress–strain values and scalar damage values utilized in the CDP model for masonry [18] 

Non-linear Material Properties (mansory brigde) 

Concrete Damaged Plasticity  Tensile Behavior  
Compressive 

Behavior (type 

strain) 

Dil Angle Ecc fb/fc K Vis  Yield 

Stress 

Cracking 

Strain 
Damage 

Crack 

strain 
 Yield 

Stress 

Inelastic 

Strain 

10 0.1 1.16 0.666 0.001 

 0.15 0 0 0  1.9 0 

 0.075 0.00025 0.95 0.00121  2.4 0.0051 

 0.018 0.00057    0.96 0.0102 

 0.009 0.00121      0.48 0.0307 
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5. Results 

 

Since the stresses (compression, tensile) caused by its 

own weight (constant load) are lower than the material 

strength, no damage is expected in the stone arch bridge 

under constant load. The unfavorable earthquake 

motion affecting the bridge has been determined by 

calculating the stresses due to earthquake-induced 

loads separately for the maximum (tensile), minimum 

(pressure) and maximum acceleration of the stress 

envelope. It can be said that this tensile stress obtained 

is compatible with the tensile strength/compressive 

strength ratios (1/20-1/10) proposed by Pela [17] for 

masonry structures and can be used as a control in the 

assessment of damage potential. However, it would be 

appropriate to stay on the safer side due to factors 

arising from the loading situation (dead, earthquake, 

and dead+earthquake), analysis type (linear) and lack 

of experimental data. Therefore, as mentioned before, 

in this study, the damage potential was evaluated by 

assuming the tensile strength / compressive strength 

ratio as 1/20 or 5%. Therefore, it has been predicted that 

structural strength may decrease, and damage may 

occur at values greater than 1/20 (> 1 MPa) of tensile 

stress under earthquake effect. After the analysis, free 

vibration modes and corresponding frequency values 

are given in Figure 11 for the first 4 modes. 

When the period values of free vibration modes 

calculated by modal analysis are examined, it is seen 

that the period values change between 0.052 and 0.048 

s for the first 4 modes. If the studies are examined, the 

mode shapes up to the first 5 modes gain importance in 

such structures [37]. The study also analyzed the 

number of modes up to ensure the effective mass of up 

to 95% participation condition in Turkey Seismic Code 

[30]. Since these period values remain in the same 

range with the elastic acceleration spectrum used in the 

study, the possibility of resonance of the structure under 

the effect of an earthquake should also be taken into 

consideration.

 

 

 

Figure 11. Free vibration modes and frequency values 

 

5.1. Dynamic Analysis Results 

 

As a result of the numerical analysis, it was found that 

the strength limits were not exceeded according to the 

stress distributions and damage profiles under constant 

stresses caused by the self-weight of the structure. The 

results of the nonlinear dynamic analysis in the time 

domain performed with 5 different scaled acceleration 

records were evaluated over the region of the structure 

that performs the maximum peak displacement and the 

DAMAGET crack distributions that represent the 

tensile damage defined in the material model. With the 

assessment, it has been observed that the acceleration 

record that causes the most unfavorable results for the 

building model is A2 (Bingöl) earthquake. For this 

reason, the damage profiles of the model were 

evaluated based on the A2 earthquake results. 

According to this damage profile (Figure 12), the most 

critical tensile cracks occur both in the heel area and in 

the middle of the arch. Numerical analyzes by 

displacement provided detailed information on the 

seismic behavior of the structure for different 

acceleration records. In particular, nonlinear dynamic 

analysis provided evidence about damage distribution 

and the weakest elements. In Figure 12, the detailed 

results of the tensile damage on the bridge are given 

visually for A2 (Bingöl) earthquake recording. As can 

be seen in Fig. 13, in the analysis made for the Bingöl 

earthquake(A2), damage has occurred. In Figures 14 

and 15, detailed views of the damage mechanisms for 

the damaged (A2) Bingöl earthquake are given. 

 

 

1. mod 19.31 Hz 2. mod 19.79 Hz 

3. mod 19.84 Hz 
4. mod 20.83 Hz 
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Figure 12. Dynamic analysis results 

 

 

Figure 13. Damages on the bridge for A2 (Bingöl) earthquake 

 

 

Figure 14. Damage profiles for A2 (Bingöl) earthquake 
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The maximum displacement point was selected 

for each analysis from the midpoint of the bridge where 

the crack occurred in A2 earthquake. According to the 

damage profile created using the Bingöl earthquake 

records, it was determined that the most critical tensile 

cracks occurred both in the heel area and in the middle 

of the bridge. Therefore, taking these data into 

consideration, the displacement time graphs in the 

model were obtained for the finite element number 

1624 (Figure 15), which expresses the behavior at the 

point where the damage occurred for the A2 

earthquake. In Figure 16, displacement-time graphs of 

the same finite element piece are given for each 

earthquake. 

 

 

Figure 15. The nodal point considered for the 

displacement-time graphs (A2 Earthquake) 
 

When we look at the displacement time 

graphs in Figure 16, a displacement of 0.012 m, 

0.16 m, 0.8 m, 3 m and 0.2 m has occurred for the 

Historical Masonry Karaz bridge, Gölcük, Bingöl, 

Van, Erzincan and Elazığ earthquake records, 

respectively. 

As we can see in Figures 13 and 14, in the 

Bingöl earthquake named as A2, damage occurred 

in the middle part of the bridge. When we look at 

Fig. 16, in the Erzincan earthquake we named as 

A4, although the maximum displacement of the 

node point in Fig. 15 was around 3m, damage 

occurred in the A2 Bingöl earthquake, where the 

maximum displacement was around 0.16 m. The 

most important reason for this is that the impact on 

the vertical component of the Bingöl earthquake is 

more destructive than other earthquakes. In 

addition, Bingöl earthquake can be said to be the 

best earthquake reflecting the real behavior, 

considering the location of the bridge. 

 

 

 

Figure 16. Displacement-time graphs 

 

6. Conclusions 

In this study, the three-dimensional finite element 

model of the Historical Karaz (Öznü) bridge, which has 

historical masonry and arch form, was created and the 
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behavior under the effect of earthquake was evaluated 

with the nonlinear analysis in the time history. The 

results of the nonlinear dynamic analysis in the time 

domain performed with 5 different scaled acceleration 

records were evaluated over the region of the structure 

that performs the maximum peak displacement and the 

crack distributions expressing the tensile damage 

defined in the material model. Detailed information on 

the seismic behavior of the structure is provided by 

numerical analysis by using different acceleration 

records for the displacement values at joint 1624 in the 

finite element model. In particular, nonlinear dynamic 

analysis provided evidence about damage distribution 

and the weakest elements. The following results can be 

proposed for the historical Karaz bridge, depending on 

the linear and nonlinear analysis findings obtained with 

the effect of the finite element behavior model: 

•The three-dimensional finite element model of the 

masonry and arch shaped historical Karaz (Öznü) 

bridge was created and the behavior under the effect of 

an earthquake was examined using the nonlinear time 

history analysis and the damage status was evaluated. 

•For this reason, the damage profiles of the model were 

evaluated based on the A2 earthquake results. 

According to this damage profile, the most critical 

tensile cracks occur both in the heel area and in the 

middle of the arch. The damage potential was found at 

a critical level in the middle parts of the bridge due to 

displacement. However, there was no displacement that 

would cause damage to the remaining parts of the 

bridge. 

•Tensile stresses under earthquake load have reached 

the permissible tensile strength of masonry stones, 

especially on the upper sides of the middle belt, upper 

sides of the arch and the belt side road surface and pose 

a risk in terms of damage. 

•When the periods of the bridge response spectrum 

obtained by time-history analysis and the natural 

vibration periods calculated by modal analysis are 

compared with the earthquake spectrum, the possibility 

of resonance on the bridge can be mentioned. 

•Critical (large) relative displacement levels were not 

determined along the bridge height. 

•Due to the modeling approach used, the behavior 

(damage, etc.) occurred in the regions where the 

stresses were concentrated in the elements. It should be 

noted that different modeling approaches may reveal 

different damage or collapse mechanisms due to other 

discontinuities that may exist in bridge elements. In 

future studies, field observation as well as analytical 

studies will contribute to the literature. 
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Abstract 

There are many structural factors that affect the earthquake performance of buildings. 

Heavy overhang is one of these factors which are made to increase the storey area on 

the storeys above the ground storey. Within the scope of this study, the effect of 

different heavy overhangs on the earthquake performance of the building was 

investigated, which are commonly used in reinforced-concrete (RC) structures. A 

sample RC building with no heavy overhangs was chosen as the reference building 

model for numerical analysis. The numerical analyses were carried out for a total of 

16 structural models designed by adding heavy overhangs of different lengths to 

different facades of the reference building model. The obtained results were 

compared with the results of the reference structure model without heavy overhang 

to reveal the heavy overhang effect. The period, base shear force, displacement, and 

performance levels were obtained for each structural model. It has been determined 

that the base shear force, period, and total mass increase with the increase of heavy 

overhangs, while the earthquake performance decreases. The obtained results clearly 

revealed that the earthquake performance was negatively affected by the increase in 

the amount of closed heavy overhang. 

 

 
1. Introduction 

 

Different damage levels may occur in engineering 

structures under the influence of earthquakes due to 

weak structural features and the magnitude of the 

earthquake. Damage levels are directly related to 

structural features. In particular, discontinuities and 

irregularities in the structures can increase the level 

and the amount of damage. In this context, in order to 

keep the loss of life and property at a lower level in 

the event of possible earthquakes in settlements that 

are very risky in terms of earthquake hazards, it is of 

great importance to consider earthquake-resistant 

building design principles both in the design and 

construction phases. Therefore, it is obvious that 

many factors that may adversely affect the earthquake 

performance of buildings should be taken into 

account, and studies on these issues will make 

significant contributions in this area [1], [2], [3], [4], 

[5].  

 

*Corresponding author: eisik@beu.edu.tr                              Received: 12.01.2023, Accepted: 19.03.2023 

Significant property and life losses occur due 

to structural damage as a result of destructive 

earthquakes [6], [7], [8]. It does not seem possible to 

predict and prevent earthquakes with today's 

technology [9], [10]. In this context, the design rules 

of earthquake-resistant engineering structures have 

become much more important [11], [12], [13], [14]. 

These rules, which may differ from country to 

country, are updated over time. It has carried out the 

necessary renovations and codes on this issue in 

Türkiye on different dates and has finalized and 

implemented the earthquake resistant building design 

principles with the Türkiye Building Earthquake 

Code (TBEC-2018) in 2018 [15], [16], [17], [18].  

Due to this change in the earthquake code, a change 

in the rapid assessment method used in the country 

has become inevitable [19].  

Irregularity and negativity parameters in the 

structures have found their place with their details 

both in the code and in the rapid assessment methods 
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that will affect the seismic behaviour. Heavy 

overhang is one of the factors taken into consideration 

in RC structures. Heavy overhangs are generally 

formed by increasing the ground floor area of the 

building on the upper floors. This subject has been 

studied in detail by different researchers. Sarı (2010) 

examined the effects of different structural 

parameters, which may be encountered in practice, on 

the seismic behaviour of the heavy overhangs. In the 

study, static pushover analysis was used for 16 

different building models, and the obtained results 

were compared [20]. Doğangün (2004) stated that 

heavy overhang was one of the reasons for the 

structural damage that occurred in May 1, 2003, 

Bingöl earthquake [21]. İnel et al. (2008) investigated 

the effects of structural parameters commonly 

encountered in Türkiye’s RC building stock on the 

seismic performance of the building. One of the 

parameters they examined is soft-storey irregularity 

with heavy overhangs [22]. Tesfamariam and Liu 

(2010) performed reinforcement scaling using 

different statistical methods. The heavy overhang 

ratio was included in six different parameters that they 

used in their study [23]. On the other hand, Saatçi and 

Vecchio (2009) experimentally investigated the 

overhang effects of beams on eight different RC 

beams. The values obtained as a result of 20 different 

experiments were compared, and the results were 

interpreted [24]. In his master's thesis study, Öz 

(2019) performed linear and non-linear time history 

analyses on the structural models he created with a 

1.50 m overhang for three different storeys and 

revealed the effect of closed heavy overhangs on the 

seismic behaviour of the building [25]. İnel et al. 

(2009) investigated the closed overhang irregularity 

created by beam lifting in the RC structures, 

depending on the amount of overhang. They stated 

that the seismic behaviour of the structure was 

significantly affected by the frame discontinuity that 

occurred with the removal of the beams [26]. In the 

study conducted by Meral (2019), for a sample RC 

building with 3 different storeys, non-linear time 

history analyses were made and the effect of 

overhangs on the earthquake behaviour of the 

building was revealed [27]. Meral and İnel (2016) 

created a total of 144 building models for 3 different 

storeys such as 2, 4 and 7-storeys, within the scope of 

their studies. They used static pushover analyses to 

reveal the effects of different parameters. Heavy 

overhang was one of the parameters they took into 

account [28]. Işık and Tozlu (2015) revealed the 

effects of different variables on the building 

performance score, such as heavy overhang, which 

are taken into account in the rapid assessment method 

[29]. Işık, et al. (2012) examined the heavy overhangs 

as one of the causes of structural damage in the 

Adilcevaz district, based on observation after the 

2011 Van earthquake [30]. Özmen (2005) compared 

the seismic performance of the RC structures for 

different parameters, including heavy overhangs, 

which are taken into account in rapid evaluation 

methods within the scope of his thesis [31]. 

This study examines the behaviour of heavy 

overhangs in RC buildings under earthquake effects, 

which are widely used. The aim of this study is to 

reveal at what level the closed heavy overhangs affect 

the earthquake performance of the building with 

different variations. For this purpose, a sample RC 

structural model was created, and structural analyses 

were carried out considering the current seismic 

design code in Türkiye. First of all, a regular RC 

building model was designed that does not contain 

any heavy overhang. In order to reveal the heavy 

overhang effect, analyses were carried out 

considering four different overhang lengths on 

different facades. Four different overhang lengths 

were taken into account: 0.80 m, 1.0 m, 1.2 m, and 1.5 

m. Structural models are grouped into four different 

categories: 1 facade, 2 facades, 3 facades, and 4 

facades. In this study, it is tried to reveal the effects of 

both the heavy overhang length and the number of 

facades on the structural analysis and performance 

results. In addition, the effect of heavy overhang was 

tried to be revealed by using the rapid scanning 

method recommended for Türkiye, which was 

updated with the seismic design code and seismic 

hazard map. According to TBEC-2018, this study, 

which is carried out with the details of performance 

analysis and heavy overhang irregularities, may 

contribute to this and similar studies. The comparison 

of the amount of heavy overhangs both on different 

facades and at different lengths according to TBEC-

2018 is what the study differentiates from other 

studies. In the study, the comparison and 

interpretation of the heavy overhang results according 

to the Turkish rapid assessment method that was 

updated in 2019 also makes the study different from 

other studies. 

 

2. Material and Method 

 

Engineering structures are exposed to different levels 

of damage due to their weak structural features and 

irregularities, and as a result of the structural damage, 

life and property losses occur on different scales 

depending on the magnitude of the earthquake. In 

general, low-strength concrete, insufficient 

reinforcement, non-usage of materials in accordance 

with the standards, and workmanship defects, as well 

as irregularities and negativities in the structures, 
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directly affect the damage levels in RC structures. 

These irregularities are included in the seismic design 

code. The types of irregularities considered in TBEC-

2018 are shown in Figure 1. 

 

 
Figure 1. Irregular buildings under earthquake in TBEC-

2018 

 

Irregularities in RC structures are also taken 

into account in the rapid assessment methods, which 

have been updated with the changes in TBEC-2018 

and have been used to determine regional risks in 

Türkiye since 2019 [32]. The negativity parameters 

taken into account in this rapid assessment method for 

the RC buildings are shown in Figure 2. 

 

Figure 2. Negativity parameters that specified in Türkiye 

rapid assessment method 

 

2.1. Heavy Overhang in RC Structures 
 

One of the factors that can affect the earthquake 

performance of RC structures is the presence of heavy 

overhangs. This type of heavy overhangs is common 

in every settlement. In general, such heavy overhang, 

which are made to increase the building area, are 

formed by making overhangs on one or more facades 

of the building. The lower building area, especially on 

the ground storey, is replaced by larger building areas 

on the upper storeys. Heavy overhang status is clearly 

stated within the negativity parameters taken into 

account in the rapid assessment method [33], [34], 

[35], [36]. In this method, the presence of heavy 

overhangs is determined according to Figure 3. 

 
Figure 3. Examples of overhangs (A) with overhang, (B) 

no overhangs, and (C) balcony with no overhangs. 

 

Some heavy overhangs encountered in practice 

in RC structures are shown in Figure 4. 

 

 
Figure 4. Heavy overhangs observed in existing RC 

structures 

 

In heavy overhangs, the presence of beams 

negatively affects the aesthetic appearance, and due 

to architectural needs, beams are often not built in 

areas with closed overhangs, resulting in a lack of 

connection between column and beam. Since beam 

deficiencies cause frame discontinuity, the load 

transfer mechanism between column and beam is 

adversely affected [26], [37]. It has been stated by the 

researchers that especially the closed overhangs made 

on one side increase the distance between the centre 

of gravity and stiffness of the structure, and that the 

increase in weight affects the earthquake behaviour of 

the structure [21]. It has been understood that 

buildings with heavy closed overhangs are more 

damaged during earthquakes than buildings that are 

regular along the height [38], [39]. In buildings with 

heavy overhangs, these parts are damaged after 

earthquakes. Some of the damages caused by heavy 

overhangs in different earthquakes are shown in 

Figure 5. 

 

2.2. Structural Models 

In this study, a sample RC building was made with no 

heavy overhangs so that the effects of heavy 

overhangs could be looked at. The blueprint of the 

reference building model is shown in Figure 6. 
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Figure 5. Damages observed in heavy overhangs after different earthquakes in Türkiye 

 

Figure 6. The plan of the reference RC building 

 

Earthquake parameters for the sample RC 

building were obtained using the Türkiye Earthquake 

Hazards Map Interactive Web Application 

(TEHMIWA). The values obtained through this 

application, depending on the location of the building, 

are shown in Table 1. 

 
Table 1. Earthquake parameters considered for the 

reference building 

Parameter Value 

Local soil class ZD 

Earthquake ground motion level DD-2 

Spectrum characteristic periods (TA /TB) 
0.13/0.

65 

Short period map spectral acceleration 

coefficient (Ss) 
0.274 

Map spectral acceleration coefficient for a 1.0 s 

period (S1) 
0.12 

Short period design spectral acceleration 

coefficient (SDS) 
0.433 

Design spectral acceleration coefficient for a 1.0 

s period (SD1) 
0.283 

Peak ground acceleration  (g) (PGA) (g) 0.122 

Peak ground velocity (PGV) (m/s) 9.31 

 

The structural parameters considered for the 

sample RC building are shown in Table 2. 

 
Table 2. Structural features for the reference building 

Number of storeys 7 

Total height of the building (m) 21.90 

Maximum storey height (m) 3.40 

Building importance coefficient (I) 1 

Building usage class (BKS) 3 

Ductility level High 

Earthquake design class (DTS) 3 

Building height class (BYS) 6 

Normal performance target Controlled Damage 

Evaluation / design approach Design by strength 

Material C25-B420C 

 

In this study, four different structural group 

models were created to examine the heavy overhang 

effect. Structural models are grouped into four 

different categories: only 1 facade, 2 facades, 3 

facades, and four facades. The models considered for 

each group while constructing the structural models 

are shown in Figure 7. 

 

 

 



E. Işık, F. Akat / BEU Fen Bilimleri Dergisi Volume (Issue), 261-271, 2023 

265 
 

 
Figure 7. Structural models with heavy overhangs added 

to their facades a) one facade, b) two facades, c) three 

facades, d) four facades 

 

Four different overhangs were taken into 

account in each structural model group, such as 0.80 

m, 1.0 m, 1.2 m, and 1.5 m. The groups and the length 

of overhang of the structural models are shown in 

Table 3. 

 
Table 3. Structural models considered in the study 

Group Group I Group II Group III Group IV 

Length of 

overhang 

(m) 

0.8 1.0 1.20 1.50 

1 facade Model 1 Model 5 Model 9 Model 13 

2 facade Model 2 Model 6 Model 10 Model 14 

3 facade Model 3 Model 7 Model 11 Model 15 

4 facade Model 4 Model 8 Model 12 Model 16 

The values to be obtained for the 16 structural models 

were compared both with the reference building 

model without heavy overhangs and within the 

structural group. The mode superposition method was 

used in all structural analyses. 

 

3. Results and Discussion 

 

In this study, a total of 17 RC structural models were 

designed, and one of which is a reference building. 

Structural analyses were performed with IDECAD 

software [48] for four different heavy overhang cases 

for four different structural model groups. The total 

mass, period, and modal base shear forces obtained 

for all structural models are shown in Table 4. The 

percentages of change obtained for structural models 

with different heavy overhangs compared to the 

reference building are also given in Table 4. 

 

 

 

 

 

 

 

 
Table 4. Comparison of total mass, period and shear forces for the structural models

Group No Model  Total mass (t) % Period (s) % Modal base shear (tf) % 

Reference Reference 1525.96 0.00 1.172 0.00 44.62 0.00 

Group I 

Model 1 1660.22 0.09 1.251 0.07 48.554 0.09 

Model 2 1794.48 0.18 1.299 0.11 48.613 0.09 

Model 3 1910.14 0.25 1.316 0.12 49.987 0.12 

Model 4 2023.64 0.33 1.38 0.18 49.987 0.12 

Group II 

Model 5 1675.35 0.10 1.264 0.08 48.613 0.09 

Model 6 1824.74 0.20 1.313 0.12 48.748 0.09 

Model 7 1953.86 0.28 1.332 0.14 50.296 0.13 

Model 8 2079.86 0.36 1.406 0.20 52.298 0.17 

Group III 

Model 9 1690.53 0.11 1.277 0.09 48.425 0.09 

Model 10 1855.05 0.22 1.327 0.13 48.911 0.10 

Model 11 1997.64 0.31 1.349 0.15 50.612 0.13 

Model 12 2136.04 0.40 1.434 0.22 53.236 0.19 

Group IV 

Model 13 1713.17 0.12 1.298 0.11 47.807 0.07 

Model 14 1900.39 0.25 1.348 0.15 49.117 0.10 

Model 15 2063.17 0.35 1.382 0.18 51.106 0.15 

Model 16 2220.31 0.46 1.478 0.26 54.841 0.23 

Figure 8 shows a comparison of the total mass 

values that were found for all of the structural models 

that were looked at as part of the study.  
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Figure 8. Total mass values obtained for structural 

models 

 

The comparison of the total masses obtained 

for Group I (heavy overhang on one side) is shown in 

Figure 9 as an example. 

 

 
Figure 9. Comparison of total masses for Group I 

 

In order to have the heavy overhang length of 

1.50 m, one structural model was selected from each 

structural group in order to compare the heavy 

overhangs on different numbers of facades. The total 

mass values obtained for reference for a single facade 

(Model 4), two facades (Model 8), three facades 

(Model 12), and four facades (Model 16) when the 

heavy overhang is 1.50 m are shown in Figure 10. 

 

 
Figure 10. The effect of heavy overhangs on the total 

mass on different number of facades 

The comparison of the period values for 

selected structural models are shown in Figure 11. 

 

 
Figure 11. Comparison of the period values for all 

structural models 

 

The period values obtained for reference for a 

single facade (Model 4), two facades (Model 8), three 

facades (Model 12), and four facades (Model 16) 

when the heavy overhang is 1.50 m are shown in 

Figure 12. 

 

 
Figure 12. Comparison of periods for different number of 

facades 

 

The comparison of the period values obtained 

for Group IV (heavy overhang on all four facades) is 

shown in Figure 13, as an example. 

 

 
Figure 13. Comparison of periods for group IV 
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Column plastic rotations and section unit 

deformation demands for models where the heavy 

overhang length is constant (1.50 m) but the number 

of heavy overhangs increases sequentially for each 

facade are shown in Table 5. As an example, the S7 

column on the ground floor was taken as an example. 

 
Table 5. Column plastic rotations and section strain 

demands 

Group No Model No εC (10-3) εs(10-3) ɵp(rad) 

Reference Reference 2.290 5.242 0.00213 

Group I Model 4 3.266 6.370 0.00310 

Group II Model 8 3.422 6.535 0.00322 

Group III Model 12 3.582 6.702 0.00329 

Group IV Model 16 3.782 6.834 0.00345 

 

The displacement values obtained in the X and 

Y directions for heavy overhangs on equal but 

different numbers of facades are shown in Table 6. 

 
Table 6. Comparison of displacements 

Model 
Displacement (mm) 

X Y 

Reference Model 97.95 93.32 

Model 4 110.02 105.18 

Model 8 111.69 107.24 

Model 12 113.13 109.1 

Model 16 115.11 111.59 

 

The earthquake performance results of the 

models in which the heavy overhang length is 

constant (1.5 m) and the number of heavy overhangs 

increases sequentially for each facade are shown in 

Table 7. 

 

 

Table 7. Comparison of earthquake performances of some structural models 

Criteria Reference Model 4 Model 8 Model 12 Model 16 

Up to 35% of beams on any storey can pass into the 

forward Damage Zone 
0.00 0.00% 0.00% 0.00% 7.10% 

Contribution of vertical elements to the shear force in 

the Advanced Damage Zone should be less than 20% 
0.00 16.10% 16.20% 16.30% 16.40% 

The contribution of the vertical elements in the 

Advanced Damage Zone to the shear force on the top 

storey should be less than 40% 

0.00 0.00% 0.00% 0.00% 0.00% 

The ratio of shear force carried by vertical members 

whose Significant Damage Limit has been exceeded 

should not exceed 30%. 

0.00 0.00% 0.00% 0.00% 8.60% 

All other structural elements must be in the Limited or 

Significant Damage Zone 
 X X X X 

Building performance 
Controlled 

damage 
Collapse Collapse Collapse Collapse 

 

In the Turkish Rapid Assessment Method, 

which was updated in 2019, the effect of heavy 

overhang was also looked at as part of this study. 

According to this method, the negativity parameter 

scores recommended for a heavy overhang in RC 

structures depending on the number of stories are 

given in Table 8. 

 
Table 8. Negativity parameter score for overhang 

Number of storeys Heavy overhang 

1,2 -10 

3 -20 

4 -30 

5 -30 

6,7 -30 

 

In this method that used to determine the regional 

risk priorities in RC structures, the heavy overhang 

changes only according to the number of storeys. It 

has not been taken into account the amount of heavy 

overhang, its length, or how many facades there are. 

Within the scope of this study, structural performance 

scores were calculated for a sample building selected 

as an example in cases of no heavy overhangs and 

heavy overhangs for all storeys in the rapid evaluation 

method. All parameters are taken into account equally 

for the building with and without heavy overhangs. 

As a variable, only the presence of a heavy overhang 

was taken into account. For the selected RC building, 

the danger zone is selected as I. While selecting the 

base point, the values were chosen with the 

assumption that the sample RC structure consisted of  



E. Işık, F. Akat / BEU Fen Bilimleri Dergisi Volume (Issue), 261-271, 2023 

268 
 

only the frame. A comparison of the obtained results 

is made in Table 9. 

 
Table 9. The effect of heavy overhang in the rapid 

assessment method 

Number 

of 

storeys 

Base 

score 

Heavy 

overhang 

negativity 

parameter score 

Reference 
Heavy 

overhang 

1,2 90 -10 90 80 

3 80 -20 80 60 

4 70 -30 70 40 

5 60 -30 60 30 

6,7 50 -30 50 20 

 

As the number of storeys increases, the 

performance score of the heavy overhang decreases 

for the building. In the rapid assessment method, the 

average effect of heavy overhang is 38%. As can be 

understood from this value, it is an important factor 

even in the simplified methods used in determining 

the risk priorities. While heavy overhangs are taken 

into account in the rapid evaluation method, the 

number of facades with heavy overhangs and the 

lengths of heavy overhangs are not taken into account. 

The result values obtained in this study revealed that 

the number and amount of facades with heavy 

overhangs directly affect the structural performance 

results. 
 

4. Conclusion and Suggestions 

 

Within the scope of this study, the behaviour of heavy 

overhangs in RC buildings, which are widely used, 

under earthquake effects was investigated. In future 

studies, different analyses, including the time-history 

analysis, will be able to analyse more structural 

models in different software programs. The data 

obtained from this study can be a source for such 

studies. 

The results were based on two main situations 

that show how heavy overhangs on RC buildings can 

have different effects on the structure. The first of 

these two main cases is the case where the length of 

the heavy overhang is kept constant and the heavy 

overhang is added to all facades, while the second 

case is the case where the number of heavy overhangs 

is kept constant and their lengths are applied in 

variable lengths. As a result of the analyses performed 

for all structural models within the scope of the study, 

the following results were obtained; 

• With the increase in the number of facades with 

heavy overhangs, it has been observed that the 

structural elements have difficulty performing 

compared to the reference model. Furthermore, 

the building performance of heavy overhangs 

on 1, 2, and 3 facades, while controlled damage 

occurred as in the reference model, was 

obtained as the collapse state in the model with 

heavy overhangs on 4 facades. 

• The period value increased as the length of the 

heavy overhang and the number of facades with 

heavy overhangs increased. The high period 

value is related to the rigidity of the structure. 

Therefore, the rigidity of structures with heavy 

overhangs will be lower than that of structures 

without heavy overhangs. 

• As more heavy overhangs were added to the 

facades of the sample RC building, the 

building's weight naturally went up. 

• It has been found that the value of the base 

shear force goes up as more heavy overhangs 

are added to the facades. 

• When compared to the reference model, the 

number of heavy overhangs added to the 

facades of the Group IV models caused both 

the concrete section unit shortening and the 

reinforcing steel unit strain to go up. 

• Plastic rotation has increased compared to the 

reference model due to the increase in the 

number of added heavy overhangs. 

• It was seen that the length of the heavy 

overhang made the building less stable during 

an earthquake. 

• Models with heavy overhangs on one side and 

variable lengths (0.8 m-1m-1.2 m-1.5 m) had 

the same performance compared to the 

reference model, and the building performance 

of 5 models was found to be controlled damage. 

• The performance of all models with heavy 

overhangs on all four facades and variable 

lengths has been found to collapse. In all 

models with heavy overhang, the contribution 

of vertical elements in the forward damage 

zone to the shear force increased, respectively. 

In addition, the forward damage zone 

penetration of the beams in the 16th model 

increased by percentage. 

As a result, it is necessary to avoid, as much as 

possible, the parameters that will negatively affect the 

behaviour of structures under the effects of 

earthquakes. In cases of necessity, it is obligatory to 

take the necessary preventive measures. This study 

was carried out by analysing the regular RC structure. 
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These results can be compared with future studies for 

irregular buildings. 

It can also be suggested that the number of 

facades with heavy overhangs be integrated into the 

scoring in the rapid assessment method. 
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Abstract 

The focus of this study is to use social media to investigate the Russia-Ukraine 

conflict. With the assent of the Russian parliament, Russian President Vladimir Putin 

proclaimed that they will begin invading Ukraine on February 24, 2022. During the 

Russia-Ukraine conflict, social media, particularly Twitter, has been heavily used. 

For that reason, it becomes to strong tool for handling processes during the conflict 

such as political decision making, organizing humanitarian activities, and proving 

assistance for victims. As a result, social media becomes the most up-to-date, 

comprehensive, and large information source for current scenario analysis. A total of 

65412 tweets are gathered as a dataset for analysis in the proposed study between 

February 24 and April 5. Then, for each tweet, a topic modeling method called Latent 

Dirichlet Allocation (LDA) is used to collect significant topics and their probabilities 

considering each tweets. Then, using the specified probabilities, Fuzzy c-means is 

utilized to generate clusters for the entire document. Finally, seven unique clusters 

have been gathered for processing. N-grams and network analysis are used to 

examine each resulting cluster for a better understanding. As a result of this study, 

worldwide public opinion, current situation of civilians, course of the conflict, 

humanitarian issues during the Russia-Ukraine conflict are extracted. 

 

 
1. Introduction 

 

Following the resignation of Ukraine's then-

President, pro-Russian Viktor Yanukovych, in 

February 2014, Russia annexed Crimea and 

increased its support for pro-Russian separatists in 

the Russian-speaking Donbas region in the country's 

east [1]. Separatists in Donbas declared Donetsk and 

Luhansk People's Republics and seized state 

institutions shortly after. This action triggered an 

armed conflict between the Ukrainian government 

and separatists [2]. While Russia is not officially 

involved in the conflict in Ukraine, experts, 

international organizations, the media, and the 

Ukrainian government have all stressed Russia's 

backing for rebels since 2014. Recently, with 

Russia's recognition of the independence of separatist 

forces in eastern Ukraine on February 21, tensions in 

the region rose and Russia invaded Ukraine on 

February 24. As the war continues to contribute to the 

ongoing humanitarian and refugee catastrophe in 
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Ukraine, the usage of social media by both sides of 

the conflict has produced a variety of responses. 

The advancement of Web 2.0 technology has 

made it possible for individuals without 

programming skills to create content on the Internet 

[3]. With the social media applications built around 

the idea of Web 2.0, it has become very easy to reach 

social or cultural phenomena instantly. Data has been 

generated by users and shared as a result of the 

widespread use of available software and hardware to 

access social media platforms through the Internet. In 

this way, users have become accustomed to receiving 

regular updates on major personal or worldwide 

events. As a result, social media platforms like 

Twitter and Facebook have become increasingly 

popular as communication tools around the world. 

Twitter is the first platform that springs to mind for 

disseminating information in real-time crisis 

situations.  

User-generated data collected from social 

media refers to unstructured data such as text, 

images, and videos. As a result of social media shares 

https://dergipark.org.tr/tr/pub/bitlisfen
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of many users, huge amounts of data emerge in short 

time periods. To give an example from Twitter, posts, 

comments, likes constitute big data. Big data 

collected from social media is useless unless it is used 

to drive decision making by converting massive 

amounts of social data into meaningful information 

[4]. The fact that the data is large and contains many-

to-many interactions, unlike traditional media, has 

significant potential for researchers. With the 

popularity of data-driven systems, the analysis of 

social networks gains importance in understanding 

various social phenomena.  

One of the processes converting data into 

information, topic modeling [5] has been applied in 

many social media platforms. It is an attractive tool 

for detecting hidden text patterns in content. It aids in 

determining the relevance of a topic based on how 

often it is mentioned and how it is related with other 

topics. Topic modeling is important, both from the 

perspective of individuals, as well as, analyzing the 

public opinion about ongoing conflicts at local and 

international levels. Without a prepared text data set 

with established schemes, the topic modeling can 

help discover and explain broad subjects of interest 

on social media. The potential of this method to 

uncover hidden subjects or patterns in text data on its 

own without supervision is what makes it popular 

among scholars in a wide range of areas [6-8].  

Russia’s attempt to invade Ukraine, as in 

many social events, attracted great attention in the 

social media in a short time. This study examines 

Russia’s attempt to invade Ukraine, which is one of 

the current global issues, through public opinions in 

tweets. In this regard, this study proposes using 

machine learning techniques on Twitter data 

containing tweets related to Russia-Ukraine war. 

Following contributions are made in the current 

study: i) a twitter dataset is collected containing 

#UkraineRussiawar hashtag, ii) topic extraction is 

performed using LDA, iii) extracted topics are 

clustered with Fuzzy c-means, another machine 

learning technique, and iv) clusters are deciphered by 

using n-gram technique.  

The contribution of the proposed paper is to 

provide a general view of society from different 

perspectives on the war between Ukraine and Russia 

via social media analysis. In addition, the proposed 

study is the first one that analyzes the attitude of 

society through Twitter by utilizing topic modelling 

and Fuzzy c-means clustering technique with an n-

gram analysis approach. Therefore, it aims to provide 

a basis for decision processes such as political 

decisions, humanitarian activities, and effective and 

efficient support for victims. 

The remaining part of the study is organized 

as follows. Section 2 outlines the extant literature on 

the topic modeling and its applications on social 

networks. Section 3 explains the integration of the 

methodologies of topic modeling, Fuzzy c-means and 

n-grams. Our experiment is conducted and their 

results are discussed in Section 4. The paper is 

concluded with Section 5.   

 

2. Literature Review 

 

Several models for interpreting text data are offered 

by machine learning-based text analysis. Topic 

modeling can help identify and explain general 

interest topics in social media without a textual 

dataset with predefined schemas. Several works use 

topic modeling methodologies such as LDA, LSA 

(Latent Semantic Analysis), and their extensions, 

since topic modeling has the ability to derive key 

characteristics of particular topics. Among other 

approaches, LDA has become a standard tool as it is 

frequently preferred in topic modeling [9, 10].  

During the last decade a considerable amount 

of literature has been published on topic modeling 

[11-14]. The development of social media platforms 

and the ease of access to data also accelerated its pace 

[15, 16]. In particular, what the data say about social 

phenomena was frequently examined. Vazquez et al. 

[17] analyzed online news about Venezuela 

migration for 4 years period. They applied topic 

modeling to the news that were decided to be related 

to migration with the binary classifier. They found 

that the factors that cause migration are 

unemployment, medicine and food shortages. Tang et 

al. [18] grouped the construction industry into four 

clusters and compared how the industry was 

perceived in terms of workers, companies, unions 

and the media over 3200 most recent tweets. Using 

the ability of text mining, especially in social issues, 

the view of society can also be revealed. For example, 

Lee and Jang [19] analyzed how the 2021 Atlanta 

shooting ignited debates. They explored the emergent 

topics of Twitter from the first 7 days’ data about 

#StopAsianHate.  

Because topic detection in large documents 

is too challenging to do manually, topic modeling 

methods are frequently combined with clustering 

algorithms. The goal is to decompose a group of 

objects in such a way that objects in the same cluster 

are more similar to each other than objects in other 

clusters. The center of each cluster is interpreted as 

topics in topic modeling [20]. K-means is the most 

common clustering algorithm because its simplicity 

and efficiency. According to the k-means algorithm, 

since each object may belong to a cluster, each 
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document also belongs to a subject in topic modeling. 

However, real-world data may belong to more than 

one topic. For example, a textual data can be a 

combination of several topics. Fuzzy c-means (FCM) 

is a clustering method that groups objects into 

multiple clusters with a membership degree [21]. 

Since FCM is more suitable than other clustering 

algorithms, it has been widely used in literature. Abri 

and Abri [22] integrated FCM and topic modeling to 

provide a personalized model for a search engine. 

FCM results random initializations on each run. To 

avoid randomness, Alatas et al. [23] proposed non-

negative double singular value decomposition 

(NNDSVD) as the initialization method of FCM in 

topic modeling. Prakoso et al. [24] used eigenspace-

based FCM (EFCM) for conducting the clustering 

process in low dimensional textual data. Fearing that 

dimension reduction would reduce accuracy, the 

authors used a kernel trick to improve accuracy. 

Parlina et al. [25] also used EFCM to characterize the 

dimensions of smart sustainable cities over the 

related literature. Sutrisman and Murfi [26] used 

NNSVD as the initialization method of EFCM and 

applied it on Indonesian online news for topic 

modeling. Trupthi et al. [27] and Mandhula et al. [28] 

took advantage of possibilistic FCM (PFCM) topic 

modelling for twitter sentiment analysis and amazon 

customer’s opinion prediction, respectively. Taking 

it a step further, Kolhe et al. [29] proposed a robust 

system that integrates LDA and modified grey wolf 

optimizer. Authors first identified optimal keywords 

through the superior topic modeling, then clustered 

them into positive and negative forms through 

quantum inspired FCM. 

 

Table 1 Comparison of literature papers 

Study Reference Focus of Study Methods Data 

[17] Migration crisis in Venezuela Text classification, word 

embedding, topic modeling. 

10000 news articles 

[18] Construction industry Sentiment analysis, topic 

modeling 

3200 Twitter messages 

[19] Hate crimes, racism, and 

violence 

Topic modelling - Twitter messages 

[24] Sensing trending topics Clustering - Twitter messages 

[25] Smart sustainable city Topic detection, topic 

modeling 

Scientific literature 

[26] News analysis Clustering , Topic detection Online news 

[27] Twitter sentiment analysis Topic modeling, sentiment 

analysis 

479 Twitter messages 

[28] Customer’s opinion on 

amazon products 

Topic modeling, Sentiment 

analysis 

Amazon customer review 

Proposed study  Russia-Ukraine Conflict Topic modeling, clustering, 

sentiment analysis 

65412 Twitter messages 

 

The following contributions are made by this study  

as its shown in Table 1: i) a Twitter dataset 

including the #UkraineRussiawar hashtag is 

collected, ii) topics are extracted using LDA, iii) 

retrieved topics are clustered using Fuzzy c-means, 

another machine learning technique, and iv) clusters 

are decoded using the n-gram technique. 

3. Material and Method 

 
The core idea of proposed paper is to provide a public 

opinion against war between Ukraine and Russia. To 

obtain mentioned aim, LDA topic modeling and 

Fuzzy c-means clustering technique are integrated. 

The total of 65412 tweets are gathered between 

February, 24 and April, 5 by using 

#UkraineRussiawar hashtag. In order to achieve 

gathering tweets, Snscrape library in Python software 

is used. After that, some sequential stages are applied 

in order to obtain different cluster as seen Figure 1. 

Each cluster can demonstrate different opinions and 

views against war. First of all, pre-processing 

technique is used to provide clean data. The right 

after, LDA topic modeling is used as feature 

extraction method to obtain a feature vector. Then, 

Fuzzy c-means model is applied and various clusters 

are provided. Lastly, each cluster is analyzed by 

using n-gram technique. 
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Figure 1. Stages of the proposed study 

 

The gathered tweets are subjected to pre-

processing stage. In this level, URLs, dates, stop 

words, punctuations, and key hashtag 

(UkraineRussiawar) are removed. After that, 

tokenization process is implemented. Tokenization is 

used to split the strings into pieces such as words, 

symbols, phrases. These pieces are called as token. 

Tokenization is required before topic process. Lastly, 

lemmatization is applied in pre-processing stage. 

Lemmatization is the process of putting together the 

inflected elements of a word such that they can be 

identified as a single element, known as the lemma or 

vocabulary form of the word [30]. After all pre-

processing stages are completed, LDA topic 

modeling is conducted. 

 

3.1. LDA topic modeling 

 

It is called as a generative probabilistic model of a 

corpus [9]. LDA is utilized to identify underlying  

topics in a collection of documents and to calculate 

the probabilities of words in those topics [31]. The 

key principle is that documents are displayed as 

random mixtures of latent topics, each of which is 

described by a word distribution. The structure of 

LDA model is given in Figure 2, and equation of the 

probability of a corpus based on this structure is given 

in Equation (1). 

 

 

Figure 2. Structure of the LDA model  

 

D refers the document to word matrix. Each 

document’s topic distribution is demonstrated with θ, 

and each topic-word distribution is demonstrated 

with β.  

 

𝑝(𝐷|𝛼, 𝛽) =  ∏ ∫ 𝑃(𝜃𝑑
𝑀
𝑑=1 |𝛼)(∏ ∑ 𝑝(𝑧𝑑𝑛𝑧𝑑𝑛

𝑁𝑑
𝑛=1 |𝜃𝑑)𝑝(𝑤𝑑𝑛|𝑧𝑑𝑛, 𝛽))𝑑𝜃𝑑      (1) 

 

M is the number of documents to analyze, D is the 

corpus of collection M documents, N is the number 

of words in the document, α refers Dirichlet-previous 

concentration parameter of each document topic 

distribution, β refers corpus level parameter, 𝜃𝑑 

refers the document-level variable, 𝑧𝑑𝑛 refers the 

topic assignment for 𝑤𝑑𝑛, 𝑤𝑑𝑛 refers the nth word in 

the dth document. To implement LDA process, 

MATLAB software is used. The number of 

documents is takes as 65412 and number of topic is 

determined according to the validation perplexity as 

seen in Figure 3. 
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Figure 3. The number of topics for the LDA model 

 

           

Considering both Figure 3 and the number of 

topics for text documents in the literature [32], the 

number of topic for LDA model is considered as 7. 

Namely, at the end of the LDA process, 65412x7 

feature vector is provided. Fuzzy c-means is applied 

on this vector. 

 

3.2 Fuzzy c-means 

 

Fuzzy c-means clustering technique was first 

reported by  Joe Dunn in 1973 [33], and it was 

extended by Bezdek [21] in 1984. Fuzzy c-means 

technique is a popular unsupervised clustering 

technique. In this technique, objects on the 

boundaries of many classes are not obliged to fully 

belong to one of them, but are instead assigned 

membership degrees ranging from 0 to 1, signifying 

their partial membership [33]. Fuzzy c-means 

utilizes fuzzy portioning.  The algorithm is 

demonstrated as follows [33]: 

 

 

 

 

 

According to the Fuzzy c-means algorithm; 

m is a constant real number called as the fuzzifier, uij 

refers the membership degree of xi in cluster j, xi is 

the ith of d-dimensional measured data, cj is the d-

dimension center of the cluster. The algorithm 

considers the distance between cluster centers and 

data point and memberships are assigned to related 

each data point. The number of clusters for Fuzzy c-

means algorithm is found by using silhouette score. 

The clustering quality of each data point is measured 

by constructing a silhouette for that point [34]. The 

number of the clusters is found as 7.  After the 

clustering process, 7 clusters are analyzed and 

interpreted. N-gram analysis is used for each cluster. 

 

 

3.3 N-gram analysis 

 

An “n-gram” is referred as sequence of n words [35]: 

a 2-gram is called a bigram which is sequence of two 

words such as “Ukrainian war”, “stop war”. In the 

proposed study, after the application of Fuzzy c-

means clustering, each cluster is evaluated by 

utilizing bigram analysis. 

 

4. Results and Discussions 

 

Following the application of the LDA model, seven 

topics are obtained, as shown in Figure 4. Each topic 
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is made up of six words and represents a theme 

related to the war. Each topic is given a name based 

on the words that make up the topic. 

 

 

Figure 4. Network visualization of topics 

 

The words Ukraine, city, Kyiv, report, 

military, and force are all included in the initial topic 

model. The title of the topic is "Ukraine military 

force." Words like Putin, leader, conflict, people, 

world, and NATO appear in the second topic. 

"Leader Putin" is the title of the second topic. 

Because of the words China, sanction, India, oil, and 

war, "Sanction from the World to Russia" can be 

used as a topic name for the third topic. The most 

common words in the fourth cluster are peace, 

people, right, Indian, stop, and conflict. As a result, 

the fourth topic can be referred to as "end the war." 

"People in a war" is the title of the fifth topic. The 

terms people, know, get, news, war, and like appear 

in Topic 6. The name of topic 6 is "receiving news 

about the war," as these words illustrate. Finally, by 

including the words president, Putin, NATO, 

Ukraine, and Zelensky, topic 7 is referred to as "Putin 

vs. Zelensky." A matrix of 65412x7 dimensions is 

generated by examining the seven topics mentioned 

above. The Fuzzy c-means clustering method is used 

with the generated matrix. A total of seven clusters is 

obtained. There are 189, 25, 38471, 2490, 18781, 

4803, and 653 tweets in each cluster, 

correspondingly. The third cluster has the most 

tweets, with 18781 tweets, and the fifth cluster comes 

in second with 18781 tweets. There are far fewer 

tweets in the first and second clusters. The 

VOSviewer  tool is used to evaluate each cluster in 

the next step. VOSviewer  tool demonstrates the 

connection and number of studies for each selected 

subject. After that, word frequency and n-gram 

(bigram) analysis are applied to each cluster. The rest 

of the discussion section lists all of these applications 

as well as comments on each cluster. 

The following are the applications to the first 

cluster and analysis: In the first cluster 189 tweets are 

evaluated. For the evaluation, VOSviewer word 

frequency and n-gram techniques are utilized. In 

Figure 5, sub-clusters of cluster 1 are presented 

through network visualization. 
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Figure 5. Network visualization of cluster 1 (min. number co-occurrences of a term is 2) 

 

The first cluster is divided into 6 sub-

clusters. The red area includes words such as 

conflict, western media, and evidence. Therefore, it's 

possible to conclude that there's a lot of uncertainty 

about the conflict in the Western media. The green 

area covers words Russia and Libya. Therefore, there 

can be some political factors between Russia and 

Libya under the influence of the war. While light 

blue cluster comprehends words such as country and 

war, dark blue cluster includes Putin, world, and day 

words. These areas focus on Russia and president of 

Russia who is Putin. Lastly, purple cluster includes 

USA and person words. USA is connected to Putin 

and Russia. Also, Putin and Russia are connected to 

Libya. This situation demonstrates that Libya, USA 

and Russia are focus of first cluster. 

 
Figure 6. Network Word frequency analysis for cluster 1 

 

As shown in Figure 6, the word Russia is 

mentioned more frequently on Twitter than the word 

Ukraine. Some topics such as sanction, invading, 

crime, and refugee have been debated as a result of 

this war. Furthermore, discussions concerning 

NATO are quite common. Syria, Palestine, Iraq, 

Libya, Yemen, and Afghanistan are among the war-

torn countries mentioned. The refugee crisis and an 

act of war condemnation can both be observed in this 

cluster. 
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Figure 7. N-gram (bigram) analysis for cluster 1 

 

When n-gram (bigram) analysis is used to 

look at sequential words, the most regularly used 

terms are "Palestine Syria" and "War Crime." In the 

first cluster document, they appear five times. 

Following that are "Western Media" and "Condemn 

War." The rest of the sequential terms in the first 

cluster, such as "Iraq Libya," "White People," 

"Ukranian Refugee," "Syria Yemen," and "Invasion 

Iraq," show that the first cluster stresses "war" by 

considering other nations that have suffered conflict. 

After the first cluster analysis, the second 

cluster is evaluated with the same process as the first 

cluster. Cluster 2 sub-clusters are seen using network 

visualization in Figure 8. 

 

Figure 8. Network visualization of cluster 2 (minimum number co-occurrences of a term is 1) 

 

Twenty-five tweets are analyzed in the 

second cluster. There are the fewest tweets in this 

cluster. As a result, there isn't a sub-cluster. In the 

second cluster, Putin is compared to Adolf Hitler, as 

shown in Figure 8. Furthermore, war crimes are 

considered. In Figure 9, word frequency analysis for 

cluster 2 is demonstrated. 
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Figure 9. Word frequency analysis for cluster 2 

 

In this cluster, mostly the USA and its 

president are included. In addition, NATO and 

weapon can be seen. Besides these points, there are 

also other words such as "weapon", "military", 

"send", "help", "meeting", and "support". From the 

aforementioned words, it can be concluded that 

tweets under this cluster include the description of 

the current situation at war in the manner of politics 

and the army. Figure 10 shows N-gram analysis for 

cluster 2. 

 

 
Figure 10.  N-gram (bigram) analysis for cluster 2 

 

The second cluster is related to USA 

president Joe Biden. Since the number of tweets in 

this cluster is low, mostly Joe Biden is mentioned. 

All in all, word frequency analysis emphasizes 

NATO, USA president Joe Biden, weapon and some 

countries such as Turkey and Pakistan in the second 

cluster. Figure 10 demonstrates that “Joe Biden” and 

“President Joe” (USA president) are the most 

frequently seen sequential words in the cluster. 

Therefore, it can be said that this cluster includes the 

tweets related to the USA president. A total of 38471 

tweets are analyzed when the third cluster is 

considered. As a result, this cluster contains the most 

tweets. The result of network analysis using 

VOSviewer is shown in Figure 11. 
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Figure 11. Network visualization of cluster 3 (minimum number co-occurrences of a term is 10) 

 

There are too many sub-clusters in the third 

cluster since it has the most tweets. The cluster is 

divided into more than eight sub-clusters. The purple 

area focuses on the refugee crisis. The light blue area 

covers Indian students. The red area is related to the 

family. The orange area includes Syria and Yemen. 

The light green area focuses on Istanbul and is 

related to negotiations. The brown area emphasizes 

stopping the war. In Figure 12, Word frequency 

analysis for cluster 3 is given.  

 

 

Figure 12.  Word frequency analysis for cluster 3 

 

It is true that most people refer to Putin (the 

Russian President) rather than Zelensky (the 

President of Ukraine). This indicates that the 

attacking side is mentioned more than the defending 

side. As in the other clusters, NATO is included in 

this one as well. N-gram analysis for cluster 3 is 

demonstrated in Figure 13. 
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Figure 13.  N-gram (bigram) analysis for cluster 3 

 

 

"Indian students" is the most commonly used term in 

the third cluster. This demonstrates that Indian 

students are having difficulties throughout the war. 

The strikes by Russia, the use of nuclear weapons, 

the necessity to end the war, and innocent people, 

women, and children are all discussed in this cluster. 

To summarize, word frequency analysis reveals that 

the most usually seen word in terms of being under 

attack is Ukrainian. "Sanctions on Russia," "Indian 

students," "war crimes," "power plants," "nuclear 

weapons," and "United States" are all recognized as 

consecutive words. The third cluster contains certain 

sanctions imposed by other countries as well as the 

weapons employed by Russia in its attacks on 

Ukraine. 

After the third cluster analysis, the standard 

procedure (same techniques as in the other clusters) 

is applied to the fourth cluster. A total of 2490 tweets 

are included in this cluster. Cluster 4 sub-clusters are 

seen using network visualization in Figure 14. 

 

 

Figure 14. Network visualization of cluster 4 (min. number co-occurrences of a term is 7) 

 

The fourth cluster is divided into four sub-

clusters. Also, it can be seen that the network 

between sub-clusters is more intense compared to the 

aforementioned clusters. The blue area focuses on 

sanctions imposed on Russia by other countries such 

as the United States and China. When it comes to red 

area, tweets include the efforts of NATO and Europe 

to provide peace between two sides by referring to 
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the presidents of both sides. The tweets in the green 

area focus on the invasion and attack of Russia on 

Ukraine. Lastly, the yellow area is mostly concerned 

with the military. Figure 15 demonstrates the word 

frequency analysis for cluster 4. 

 

 

Figure 15.  Word frequency analysis for cluster 4 

 

According to the word frequencies indicated 

in Figure 15, there are several other countries 

involved in the war from a political standpoint, such 

as China, Belarus, and the United States. Apart from 

Russia, Putin, and war, NATO is the most often 

highlighted word in this cluster, according to the 

data. Therefore , it can be inferred that NATO's 

engagement is desirable in order to bring the war to 

an end as soon as possible. Overall, word frequencies 

show that nuclear, attack, sanction, and NATO are 

the most often used terms, as shown in Figure a. As 

a result, it can be determined that tweets cover issues 

such as nuclear attack and NATO engagement in the 

conflict. Figure 16 gives N-gram analysis of cluster 

4. 

 

 

Figure 16. N-gram (bigram) analysis for cluster 4 

 

The most frequently occurring sequence 

terms, according to bigram analysis, are "Vladimir 

Putin," "Ukraine under attack," "sanction Russia," 

"war crime," "nuclear weapon," "war Russia," and 

"peace talk." The conclusion drawn from the analysis 

is that there is a widespread desire to avoid conflict, 

avoid nuclear weapons, and need the participation of 

foreign ministers. 

Cluster 5 has 18781 tweets, making it the 

second largest cluster out of a total of seven. The 

majority of tweets in this cluster are about war 

crimes, Vladimir Putin, and a common desire to end 

the conflict. Using network visualization, Cluster 5 

sub-clusters can be visualized in Figure 17. 
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Figure 17. Network visualization of cluster 5 (min. number co-occurrences of a term is 15) 

 
The fifth cluster is divided into 6 sub-clusters 

indicated by different colors, which are green, light 

blue, dark blue, purple, red, and yellow. In the sub-

cluster referred to by green, tweets related to 

destruction, women, heroes, and Zelensky. The 

status of women in the war, the destruction wrought 

by conflict, and society's perception of Zelensky as a 

hero may all be inferred from these remarks. The 

words encountered in the light-blue sub-cluster are 

Kremlin, Potus, refuge, crisis, and solution. 

Therefore, it can be concluded that tweets are related 

to the discourse of America to the Kremlin about the 

solution to the refugee crisis. The dark-blue sub-

cluster consists of words like India, indium, lesson, 

side, decision, position, and choose. These words 

demonstrate that decision about the situation of 

Indian students who are suffering from the ongoing 

war. Ukraine under attack, war crimes, politicians, 

politics, and mistakes are the words that are mostly 

underlined in the purple sub-cluster. These words 

indicate that the main theme of the sub-cluster is 

about wrong political decisions and the occurrence 

of war crimes. The Red sub-cluster includes words 

that stand with Ukraine, Trump, America, and action. 

These words demonstrate that the sub-cluster is 

related to American support for Ukraine by taking 

some actions such as military support. The last sub-

cluster is illustrated by the yellow color, which 

includes threat, someone, nuclear war, Putin's war 

crimes, and ending war words. As a result, it can be 

determined that this sub-cluster is about Russia's 

threat of using nuclear weapons, which is considered 

a war crime. 
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Figure 18. Word frequency analysis for cluster 5 

 

The word frequency analysis of the fifth 

cluster demonstrates Russia's dominance over 

Ukraine (Figure 18). People's desires, anti-war 

sentiments, and peace terms are all part of this 

cluster. Russia's attacks and the world's reactions to 

Russia can be seen in this cluster. Figure 19 gives N-

gram analysis of cluster 5. 

 

 

Figure 19. N-gram (bigram) analysis for cluster  

 

The most often occurring sequential term in cluster 5 

is "World War", which is followed by the "Stop War" 

word in the sequence. Therefore, it can be concluded 

that the war is at an important point for the whole 

world to overcome, and the general tendency in 

social media is in favor of ending the war. Also, from 

the point of war victims, tweets focused on "war 

crimes" and "innocent people" are observed in this 

cluster. From the analysis of this cluster, it can be 

deduced that the other focus of tweets is "nuclear 

weapons". As a result, bigram analysis depicts 

Putin's war crimes as well as the rest of the world's 

judgment on the war. 

The sixth cluster includes a total of 4803 

tweets. This is the third big cluster. The network 

visualization of cluster 6 is given in Figure 20. 
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Figure 20. Network visualization of cluster 6 (min. number co-occurrences of a term is 10) 

 

6 sub-clusters are shown in Figure 20 for the 

cluster 6. Russia, person, war, and Putin are the focus 

points of this cluster. The green area focuses on 

social media and propaganda while taking into 

account political considerations such as the United 

States and its former and current presidents. The blue 

area emphasizes people in distress and asks for help. 

The light blue area reflects the global community's 

attitude on war and yearning for peace. The red area 

denotes a conflict, and the war must come to an end. 

The other area is referred by purple color, that 

includes military and media terms such as soldier and 

news with the main focus on Ukraine. Finally, 

spiritual and emotional concepts such as mother, 

child, and god are represented in the yellow area. 

Word frequency analysis for sixth cluster is given in 

Figure 21. 
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Figure 21. Word frequency analysis for cluster 6 

 

Russia, Putin, and war are seen as the top 

three words  in terms of word frequency analysis.  

Figure 21 shows that Ukraine is being attacked, and 

the world talks about it. Therefore, this analysis gives 

the result that almost same with aforementioned 

results.  Next Figure is Figure 22 which demonstrates 

the bigram analysis of sixth cluster. 

 

 

Figure 22. N-gram (bigram) analysis for cluster 6 

 

The first consecutive term in this cluster is 

“social media”. From the perspective of real-world, 

this cluster demonstrates the relevance of social 

media in a war. This analysis demonstrates that the 

war affects the entire world. Feelings and emotions 

are included in this cluster. Furthermore, the terms 

"nuclear war" and "Ukrainian refugee" are 

significant consecutive words in this cluster. The 

final cluster contains a total of 653 tweets. Figure 23  

depicts the network visualization of cluster 7. 

Although there are a limited number of tweets in this 

cluster, the number of sub-clusters is high. However, 

sub-clusters are not represented in as many tweets. 
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Figure 23. Network visualization of cluster 7 (min. number co-occurrences of a term is 3) 

 

7 sub-clusters are seen in cluster 7. Indian 

students have an impact across several sub-clusters. 

The green area represents questions about Indian 

students. Also, the blue are focuses on Indian 

students together with peace. The purple area 

emphasizes Russian army and India. Therefore, it 

can be concluded that the problem related to the 

Indian students is discussed in the several sub-

clusters. The words encountered in the red sub-

cluster are world, Europe, army, god, and time. It 

illustrates that  war is not viewed from afar by the 

rest of the world or Europe. The light blue area 

consists of sanctions on Russia. The yellow and 

orange areas are intersected and focus on Russia and 

its president. In Figure 24 word frequency analysis 

of cluster 7 is demonstrated.

 

 
Figure 24. Word frequency analysis for cluster 7 

 

After the top three words, which are 

"Russia", "war", and "Putin", it is seen that "people", 

"Ukrainian", "Indian", and "student" are the mostly 

underlined words from Figure 24. Therefore, the 

interpretation of this cluster can be expressed as 

considered tweets mostly focused on war victims and 
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their issues. On the other hand, words like "NATO", 

"peace", "support", "please", and "end" lead the 

interpretation to the concept of ending war, waiting 

for international support, and seeking peace.  Bigram 

analysis of cluster 7 is given Figure 25. 

 

 

Figure 25. N-gram (bigram) analysis for cluster 7 

 

As given in network visualization of cluster 

7, “Indian students” is the most discussed 

consecutive word. In addition, “stop war”, “world 

war”, “sanction Russia”, and “end war” are the other 

popular consecutive words in this cluster. It can be 

concluded that other nations living in Ukraine are 

experiencing problems as a result of the war. 

 

 

4. Conclusion and Suggestions 

 

In a nutshell, the aim of the conducted study is to 

reveal the objectives of social media during the war. 

As a result, it can provide a better understanding of 

society and their general perspective on the issues 

that have arisen. In that way, some of the decision 

and assistance processes can be provided with a more 

accurate and efficient approach. Some of the 

aforementioned processes can be summarized as: 

political decisions can be taken with a deeper 

understanding of the current situation; humanitarian 

activities can be conducted in accordance with 

detected needs; and support can be provided to 

victims in an effective and efficient way. Analysis in 

the proposed study consists of two main parts. The 

first part is LDA application and Fuzzy c-means 

clustering. In detail, LDA is applied to extract topic 

probabilities in order to define each tweet in 

accordance. After that, these results are utilized as an 

input for Fuzzy c-means to gather clusters of 

retrieved tweets for further analysis. Furthermore, 7 

distinct clusters are gathered to be processed. To 

provide a better understanding, the second part of the 

analysis evaluates each obtained cluster using n-

grams and network analysis. Lastly, the implications 

of the proposed study are given as follows: 

 

• Putin is discussed more than Zelensky as a 

leader, and every action taken by Putin has 

become a social media trend. 

• During the war Ukraine has been under 

attacked heavily and the global public 

opinion is in the favor of ending war.    

• America, China, Europe, and the Western 

media are the main actors who comment on 

war across the world. 

• Sanctions have been imposed on Russia by 

other countries. 

• Problems related to foreign students are 

discussed throughout the Indian students. 

• The refugee crisis has arisen as a result of 

people leaving Ukraine. 

• Other war-torn nations (such as Syria, 

Palestine, Iraq, Yemen, and Libya) are 

referenced in the context of the Ukraine-

Russia conflict. 

• Situation of women and children who 

experienced war is underlined.  

• According to both cluster analysis and LDA 

application, the oil problem has arisen as a 

result of war. 

• Assistance from the NATO and other 

countries are demanded to Ukraine by 

Ukraine and other people.  

Limitations of the proposed study can be 

underlined as: because it's difficult to analyze tweets 

in many languages at the same time, only those 

posted in English are evaluated. The 
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"#UkraineRussiawar " term and hashtag were used to 

find tweets. It's possible, however, that there are 

additional tweets that don't use the hashtag but are 

nonetheless related to the topic. As a result, the 

outcomes may be more representative of English-

speaking communities. For the future study, the 

system can be generated to demonstrate the 

interpretations of tweets on the chosen hashtags. 

Different text mining approaches can be applied. 

Integration of the languages rather than English can 

be investigated and implemented in the analysis.  
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