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ABSTRACT 

 

Land use/Land cover (LULC) maps are essential tools used in various disciplines, including 

geosciences, urban and regional planning, climate, and agriculture. LULC maps provide a visual 

representation of the Earth's surface, depicting the different types of land use and land cover in a given 

area. Land use refers to the human activities that take place on the land, such as agriculture, urban 

development, and mining, while land cover refers to the physical characteristics of the land, such as 

forests, grasslands, and wetlands. Researchers can gain insights into environmental trends and 

patterns, such as deforestation, urbanization, and climate change by analysing changes in LULC over 

time. While Landsat 8 images have been used to create LULC maps for years, the high-resolution 

images provided by Sentinel-2 since 2017 have allowed for the creation of highly detailed LULC 

maps. However, it is still necessary to use Landsat 8 images to produce LULC maps for time-series 

analyses and future predictions. Unsupervised classification is a method used to create LULC maps 

using Landsat 8 images, but this study found that the resulting maps differed from those created using 

Sentinel-2 images, with up to a two-fold difference in the classification of classes such as "Bare 

Ground," "Built Area," "Crops," and "Trees". Especially when using Landsat data, it is suggested that 

it would be useful to make evaluations for wider areas/regions as the resolution of Landsat 8 satellite 

images is limited to 30 meters. 

 

Keywords: Landsat 8, Land use map, Land cover map, Sentinel-2, Unsupervised classification 

 

1. INTRODUCTION 

 

The enactment of global endeavours towards climate change mitigation, sustainable development, and 

preserving ecosystem and biodiversity functions directly in association with the U.N. Sustainable 

Development Goals in relation with the production of land use/land cover (LULC) change maps on 

global, national, and regional scales. The need for globally reliable LULC maps has long been a focus, 

with the promise of improved quantification made possible using remote sensing data from various 

mailto:ugur.acar@dpu.edu.tr
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sources like Landsat and Sentinel satellites [1–4]. To meet the need in this regard, the maps have been 

published in recent years with different spatial resolutions for both global or regional use by Esri Land 

Cover and European Space Agency World Cover [5,6]. These new and up to date LULC maps provide 

unprecedentedly heightened spatial and accurate mapping details [7]. However, they lack typology 

customization or monitoring capabilities required for earth science and urban and regional planning 

applications. The Landsat program, which is another source which can be used to produce LULC 

maps operated by the United States Geological Survey (USGS) and the National Aeronautics and 

Space Administration (NASA), provides satellite data with a medium spatial resolution which is 30 

meters  [8]. Although satellites such as Sentinel-2 are used widely for LULC today, Landsat is also a 

significant source for monitoring historical changes, especially since it provides publicly available 

data from 1972. Since the resolution of Landsat is 30 meters, it provides data with lower resolution 

than satellites such as Sentinel-2. Despite its limitations, Landsat is used by many researchers for 

different thematic studies like forest monitoring, structure mapping, vegetation health assessment, 

flood, and drought analysis, as it can be used for preliminary and fast assessments [9–14]. 

 

In addition to the maps provided by various organizations, it is also possible to produce LULC maps 

with unsupervised learning algorithms by using geographic information systems software like ArcGIS 

or QGIS [15]. The Iterative Self-Organizing (ISO) Cluster classifier is one of the featured algorithms 

for unsupervised classification applications with its capability to handle very large images. ISO 

clustering does not require prior knowledge of the classes present in the satellite image. This makes it 

a useful tool for exploratory analysis and for identifying patterns and structures in the data. It can 

identify complex structures in the data, such as irregular shapes and clusters of different densities. 

This makes it useful for satellite image classification, where objects of interest can have varying 

shapes and sizes. ISO clustering is computationally efficient and can handle large datasets with many 

variables, making it suitable for analyzing high-resolution satellite imagery. It is also flexible and can 

be used with different distance metrics and linkage methods, depending on the characteristics of the 

data being analyzed. Overall, ISO clustering is a powerful tool for satellite image classification that 

can identify complex structures and patterns in the data, without requiring prior knowledge of the 

classes present [4,16]. Furthermore, the ISO cluster classifier can take a segmented RGB raster from a 

third-party application. ISO cluster classifier can both work with Esri-supported raster files and other 

segmented raster datasets. The multidimensional attribute space is used by the ISO Cluster algorithm 

to perform an unsupervised classification to identify the properties of the naturally occurring cell/pixel 

groupings. In this study, LULC maps for 2017 and 2021were produced using Landsat data with 30 

meters spatial resolution for Kütahya located in the western part of the Türkiye which was chosen as 

the study area, by using the unsupervised learning algorithm. ArcGIS Pro software was used to 

production LULC maps using an unsupervised learning algorithm. In order to assess unsupervised 

classification algorithm performance of the LULC maps produced for 2017 and 2021, the LULC maps 

provided by Sentinel-2 with a resolution of 10 meters were used for each time-series. The relevant 

satellite images were taken from the June data sets of 2017 and 2021 to reach the lowest cloud density 

values. 
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2. MATERIALS and METHODS 

 

2.1. Study Area          

Kütahya is a major settlement, with a population of 578,640 and a surface area of 11,632 km
2
, located 

in the Aegean Region of Türkiye, was chosen as the study area (Figure 1). Kütahya, which is adjacent 

to Eskişehir, Afyonkarahisar, Uşak, Manisa, Balıkesir, Bursa and Bilecik, is located on 39°16′10.2″N 

and 29°33′10.8″E central coordinates. Forests, rangelands and crops are the predominant LULC 

classes in the study area. Forest areas within the study area are in the mountain regions on the Gediz-

Altıntaş and Domaniç-Simav lines. Rangelands are spread in regions where forest areas exist 

throughout the study area. Agricultural areas are mainly concentrated in the Çavdarhisar-Aslanapa-

Altıntaş region. 

 

2.2. Sentinel-2 Collection 

The LULC maps have been distributed as open sources since 2017 with 10 meters of high spatial 

resolution using satellite images from Sentinel-2 by the Environmental Systems Research Institute 

(ESRI). The dataset was classified by applying a high-level of  deep learning algorithm that classifies 

surface reflectance data on Sentinel-2 satellite images [5]. The Sentinel-2 satellite has a multispectral 

imager that captures images in 13 spectral bands, which are divided into four groups. Among these, 

six bands are particularly important for monitoring and assessing vegetation health, water quality, and 

land use/land cover changes. The first band is the coastal aerosol band, which has a wavelength range 

of 443 nanometers and is used to study the concentration of aerosols and chlorophyll-a in coastal 

waters. The blue band, with a wavelength range of 490 nanometers, is used to monitor water quality 

and vegetation health. The green band, with a wavelength range of 560 nanometers, is used to study 

vegetation health and growth. The red band, with a wavelength range of 665 nanometers, is used to 

assess vegetation health, identify different crop types, and monitor forest cover. The vegetation red 

edge band, with a wavelength range of 705 to 745 nanometers, is used to study vegetation health and 

growth. Finally, the near-infrared band, with a wavelength range of 785 nanometers, is used to 

monitor vegetation density, water content, and soil moisture. In addition to these six bands, the 

Sentinel-2 satellite also captures images in the high-resolution visible (HRV) band and six shortwave 

infrared (SWIR) bands, which are used to study mineral content, soil moisture, and land use/land 

cover changes. As a result of using different bands with various wavelengths, final LULC maps were 

produced with nine different classes; water (rivers, ponds, lakes), trees (dense/tall vegetation), flooded 

vegetation (irrigated and inundated agriculture), crops (corn, wheat, soy), built area (houses, dense 

villages, cities), bare ground (rocks, soils, mines), snow/ice (glaciers), clouds and rangeland (bushes, 

shrubs, grass). 10-meter resolution GeoTIFF scenes from 2017 and 2021 were downloaded to create 

LULC maps for the study area based on Sentinel-2 data which was used to assess the unsupervised 

classification performance of Landsat 8 data. 
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Figure 1. Study area. 

 

2.3. Landsat 8 OLI/TIRS Collection 

Traditional digital cameras are designed to imitate as the human eye sees, for this they capture light 

only in the red, green and blue wavelengths. Then those cameras apply red, green and blue filters to 

these wavelengths to create a natural RGB image. There will be a lot of information to work on a 

multispectral image from a complex sensor system like Landsat 8. Different wavelengths would be 

useful for researchers to discern some features more and better than others or even help to see through 

features such as clouds or smoke using various bands. Near Infrared (NIR) wavelength is one of the 

most typically used wavelengths on multispectral sensors because vegetation reflects intensely in this 

part of the electromagnetic spectrum. In this way, this information provides a handy method for 

vegetation analysis. The Shortwave Infrared (SWIR) bands on Landsat 8 are very useful for 

discerning disparities in bare earth and describing what is wet and dry in a study area. There are many 

other benefits of the available bands in Landsat 8 images that can be used for different purposes. 

Landsat 8 has two primary sensors, which are the Operational Land Imager (OLI) and Thermal 

Infrared (TIRS). OLI produces nine spectral bands varying from Band 1 to Band 9 with 15, 30 and 60-

meter resolution. Using the OLIs 9 spectral band to discriminate vegetation, biomass, vigour and 

similar focuses is possible. TIRS of Landsat 8 consists of 2 thermal bands with a spatial resolution of 

100 meters and can be used for tracking land and water usage by measuring the Earth's thermal 

energy. Bandwidths and resolutions of OLI and TIRS sensors of Landsat 8 are given in Table 1 [17]. 

In order to assess the unsupervised classification performance, Landsat 8 OLI/TIRS Collection 2 

Level-2 science product with 30-meter multispectral data belong paths and rows covering (179-32, 
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179-33, 180-33) the study area were used. The summer periods of 2017 and 2021 were chosen as the 

acquisition dates to have the least cloud density and more high-quality outputs in classification. For 

this reason, attention was paid to ensuring that the cloud cover was less than 5% while accessing the 

Landsat 8 images. 

 

Table 1. Landsat 8 OLI and TIRS bandwidth and resolutions [17]. 

Band Name Bandwidth (µm) Resolution (m) 

Band-1: Coastal 0.43 – 0.45 30 

Band-2: Blue 0.45 – 0.51 30 

Band-3: Green 0.53 – 0.59 30 

Band-4: Red 0.64 – 0.67 30 

Band-5: NIR 0.85 – 0.88 30 

Band-6: SWIR 1 1.57 – 1.65 30 

Band-7: SWIR 2 2.11 – 2.29 30 

Band-8: Pan 0.50 – 0.68 15 

Band-9: Cirrus 1.36 – 1.38 30 

Band-10: TIRS 1 10.6 – 11.19 100 

Band-11: TIRS 2 11.5 – 12.51 100 

 

The most common band combinations used in this study were summarized to provide helpful 

information for researchers. The natural colour composite uses a band combination of red (4), green 

(3), and blue (2), which can be used to detect urban features. These composite replicates what human 

eyes can see very similarly. Urban features appear white and grey, while water is dark blue or black. It 

is also possible to distinguish healthy vegetation with green and unhealthy flora with brown colour. 

The colour-infrared combination is also called the near-infrared (NIR) composite. It uses near-infrared 

(5), red (4), and green (3). As chlorophyll reflects near-infrared light, NIR band composition is proper 

for investigating vegetation. In particular, areas in red have better vegetation health, while dark areas 

are urban areas and water zones. SWIR-1 (6), near-infrared (5), and blue (2) band combination is 

instrumental in detecting agriculture zones and crop monitoring as this combination uses short-wave 

and near-infrared, which provide reliable results for vegetation. This band combination shows healthy 

vegetation with darker shades of green, while the bare surface has a magenta hue. Another band 

combination that efficiently determines geological elements, lithological features, and faults uses 

SWIR-2 (7), SWIR-1 (6), and blue (2). Furthermore, other band combinations are needed for 

extensive geological features like rock types and ore deposit exploration. The bathymetric band 

combination uses the red (4), green (3), and coastal bands to penetrate the water. The coastal band is 

good in coastal, bathymetric, and aerosol analyses because it reflects blues and violets. This band 

combination is good for assessing and evaluating sedimentation in water. The Landsat 8 band 

combinations and RGB codes used are given in Table 2.[17]. 

 

Table 2. Landsat 8 band combinations for different applications [17]. 

Band Combinations Red Green Blue 

Natural Colour 4 3 2 

False Colour (Urban) 7 6 4 
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Colour Infrared (Vegetation) 5 4 3 

Agriculture 6 5 2 

Atmospheric Penetration 7 6 5 

Healthy Vegetation 5 6 2 

Land/Water 5 6 4 

Shortwave Infrared 7 5 4 

Vegetation Analysis 6 5 4 

 

2.4. Processing Flow 

The flow given in Figure 2 was applied to create LULC maps using Landsat 8 data with unsupervised 

classification and to assess the unsupervised classification performance using Sentinel-2 LULC. The 

study can be divided into three sub-groups data preparation, pre-processing, and evaluation. As a part 

of the data preparation, Landsat 8 and Sentinel-2 images were combined and cropped into a single 

mosaic raster covering the study area. To slightly increase the resolution of Landsat 8 images, pixels 

with a resolution of 30 meters were resampled to 10 meters. The same processes were applied to 

Sentinel-2 images, except for resampling. 

 

 

Figure 2. Flowchart for assessing unsupervised classification algorithm performance. 

 

3. UNSUPERVISED CLASSIFICATION PROCESS 

 

Pixel-based classification method was used during the production of the maps with the unsupervised 

learning algorithm [18]. This classification approach performs on a per-pixel base, where the spectral 

attributes of the individual pixel determine the class to which it is assigned. Characteristics of adjacent 

pixels are not considered in the pixel-based technique. Pixel-based classification can be described as a 

more traditional method and may result in speckled outcomes in the classified image. Another critical 
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stage of unsupervised learning is to decide the classification schema, which determines the total 

number of classes in the final raster. Sentinel-2 LULC map classes were used to classify the Landsat 

8-based rasters. Several crucial variables impact the outcome images in the categorization procedure 

using the unsupervised learning algorithm. The ISO Cluster classifier performs an unsupervised 

classification using the K-means approach [19]. The K-Nearest Neighbour classifier performs a K-

nearest neighbour classification, classifying a pixel by a plurality voting of its neighbours. The 

training process assigns the training samples to their individual classes. K is the defined number of 

neighbours used in voting. In order to achieve a statistically meaningful signature file generation 

process for the forthcoming classification, each individual cell should have appropriate cells that 

represent related clusters accurately. In this study, it was determined the minimum class size is ten 

times bigger than the number of layers in the input raster bands. The value chosen for the selection 

interval implies one cell out of every n-by-n block of cells is used in the cluster calculations [19]. 

Commonly, the additional cells included in the extent of the intersection of the input bands, the more 

heightened the values for minimum class size should be specified along with the sample interval. 

However, the sample interval value should be small enough to represent the most diminutive 

categories in the rasters or input data. It is always possible to achieve better results as long as all input 

bands have the same data ranges. The data ranges can be transformed to the same range using Map 

Algebra to perform the equation, as the band have broadly different data ranges [16,20]. The map 

algebra formula that applied is given in Equation 1 below; 

 

𝑍 =  
(𝑋 − 𝑜𝑙𝑑𝑚𝑖𝑛) 𝑥 (𝑛𝑒𝑤𝑚𝑎𝑥 − 𝑛𝑒𝑤𝑚𝑖𝑛)

(𝑜𝑙𝑑𝑚𝑎𝑥 − 𝑜𝑙𝑑𝑚𝑖𝑛)
+ 𝑛𝑒𝑤𝑚𝑖𝑛 

 

(1) 

 

where; 

 Z: output raster with new data ranges,  

 X: input raster, oldmin is the minimum value of the input raster,  

 oldmax: maximum value of the input raster,  

 newmin: desired minimum value for the output raster, 

 newmax: desired maximum value for the output raster. 

 

Furthermore, the maximum number of classes must be defined in the output raster. The number of 

classes in the Sentinel-2 maps used in the analysis of unsupervised classification performance was 

chosen as the maximum number of classes which is 9. The maximum number of iterations during 

unsupervised classification is an important parameter. This number defines the maximum number of 

iterations the clustering process will run. In order to achieve the optimum number of iterations during 

the processing, 50, 100 and 250 iterations were chosen. As a result of the hyper-tuning parameter 

technique, 50 was chosen the maximum number of iterations. However, a number between 10 and 20 

is suggested to keep the processing time acceptable. All of the hyperparameters preferred during the 

creation of LULC maps using Landsat 8 images are given in Figure 2. 
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4. RESULTS 

 

LULC maps created for 2017 and 2021 using images provided by Sentinel-2 and available as open 

source by ESRI are given in Figure 3 and Figure 4. It was decided to assess the unsupervised 

classification performance based on the LULC maps produced using the satellite images provided by 

Sentinel-2 as they have 10 meters spatial resolution. Therefore, field classes were separately 

calculated for the years 2017 and 2021. Class details and the percentage of all individual classes are 

given in Table 3. According to the LULC maps produced for 2017 and 2021 using Sentinel-2 satellite 

images, the highest increase was seen in "Crops" at 2.3%, "Trees" at 0.9% and "Built Area" at 0.5%. 

The change in these classes are 264.2 km
2
, 102.2 km

2
 and 60.3 km

2
, respectively. These three classes 

constitute 96.3% of the study area. All nine classes in the LULC maps produced by ESRI can be seen 

in the study area. These data were used to analyze the performance of the unsupervised classification 

using Landsat 8 images. LULC maps created for 2017 and 2021 by unsupervised learning using 

Landsat 8 images are given in Figure 5 and Figure 6. All nine classes in Sentinel-2 do not appear on 

the generated LULC maps. Accurately classifying areas with flooded vegetation, snow/ice, water and 

clouds was not possible. The main reason for the low performance of unsupervised classification of 

some field types is that the resolution of Landsat 8 data is limited to 30 meters. 

 

 

Figure 3. 2021 LULC map produced by using Sentinel-2 satellite images. 
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Figure 4. 2017 LULC map produced by using Sentinel-2 satellite images. 

 

 

Figure 5. 2021 LULC map produced with unsupervised learning algorithms by using Landsat 8 

satellite images. 
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Figure 6. 2017 LULC map produced with unsupervised learning algorithms by using Landsat 8 

satellite images. 

 

In addition, the fact that these field classes cover very few surfaces in the study area is another reason. 

Although Landsat 8 images were resampled with a resolution of 10 meters in the pre-processing data 

stage, this process did not significantly improve the images' resolution. The other classes were 

successfully determined by unsupervised classification. Class details and the percentage of all 

individual classes are given in Table 4. Considering the LULC maps created for 2021 and 2017 using 

Landsat 8, the highest increase was seen in "Built Area" at %11.9 and "Bare Ground" at %3.2". The 

change in these classes are 1383.2 km2 and 376.0 km2, respectively. In addition to these, 13.9% and 

2.3% decreases were calculated in "Rangeland" and "Crops" areas. The area classes and areas 

calculated on the LULC maps created for the years 2021 and 2017 using Sentinel-2 and Landsat 8 are 

given in Figure 7. "Cloud", "Flooded Vegetation", "Snow/Ice", and "Water" classes were ignored 

during the performance analysis of the unsupervised classifications as they cover a small area in the 

study area. 

 

Table 3. 2021 and 2017 Sentinel-2 LULC maps classes. 

Class 
2017 

(km
2
) 

Ratio 

(%) 

2021 

(km
2
) 

Ratio 

(%) 

Bare Ground 74.2 0.6 62.3 0.5 

Built Area 326.6 2.8 266.3 2.3 

Crops 2005.7 17.2 1741.5 15 

Flooded veg. 0.2 0 0.3 0 
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Rangeland 5027.5 43.2 5464 46.9 

Snow/Ice 0.2 0 0.1 0 

Trees 4171.2 35.8 4069 35 

Water 33.8 0.3 35.8 0.3 

 

Table 4. 2021 and 2017 Landsat 8 LULC maps classes. 

Class 
2021 

(km
2
) 

Ratio 

(%) 

2017 

(km
2
) 

Ratio 

(%) 

Bare Ground 2084.4 17.9 1708.4 14.7 

Built Area 2078.0 17.9 694.8 6.0 

Clouds 225.6 1.9 0.0 0.0 

Crops 1106.8 9.5 1380.0 11.9 

Flooded veg. 0.0 0.0 0.0 0.0 

Rangeland 4123.9 35.4 5744.2 49.4 

Snow/Ice 0.0 0.0 0.0 0.0 

Trees 2019.6 17.4 2112.1 18.1 

Water 0.0 0.0 0.0 0.0 

 

5. DISCUSSIONS and CONCLUSIONS 

 

It is shown that the unsupervised classification was insufficient to distinguish "Clouds", "Flooded 

Vegetation", "Snow/Ice" and "Water" classes. The main reason for this problem is that the resolution 

of Landsat 8 images is smaller than the size of the areas they cover in classes where unsupervised 

classification is inadequate. Therefore, "Bare Ground", "Built Area", "Crops", "Rangeland" and 

"Trees" classes were taken into account in evaluating the performance of unsupervised classification. 

A similar study on the subject indicated that the Sentinel-2 may have some misleading information in 

water extraction, while Landsat-8 could not accurately classify urban and agricultural areas [21]. 

However, it is also stated that the choice of hyperparameter directly affects the output in the analyses 

performed with the unsupervised algorithm [22]. Considering the data obtained from the LULC maps 

produced for the years 2017 and 2021 unsupervised classification was insufficient to differentiate the 

"Bare Ground", "Built Area", "Crops" and "Trees" areas (Table 4). It is seen that unsupervised 

classification error in LULC maps created using Landsat 8 images, especially in the "Bare Ground", 

"Built Area", "Crops" and "Trees" classes, more than 2 times compared to LULC maps created using 

Sentinel-2 images. However, the unsupervised classification successfully defined "Rangeland" class 

from Landsat 8 images. Considering these reasons put forward, it is evident that maximum attention 

should be paid to the creation of time-series LULC maps with unsupervised classification and the 

analysis of land cover/land use. The use of unsupervised classification on a local scale will be 

inefficient due to the low resolution of Landsat 8 images, and its use in production LULC maps for 

larger regions will be more beneficial. At the time that unsupervised classification is preferred during 

the creation of LULC maps at a local scale, it is recommended to verify with high-resolution images 

such as Sentinel-2 and to perform class-based controls to increase the quality of final outputs. 
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Figure 7. Distribution of Sentinel-2 and Landsat 8 based LULC maps classes. 

 

Table 5. Distribution of cover area (km
2
) Sentinel-2 and Landsat 8 based LULC maps classes. 

Class Sentinel-2 (2021) Landsat 8 (2021) Sentinel-2 (2017) 
Landsat 8 

(2017) 

Bare Ground 74 2084 62 1708 

Built Area 327 2078 266 695 

Crops 2006 1107 1741 1380 

Rangeland 5027 4124 5464 5744 

Trees 4171 2020 4069 2112 

 

This study conducted to assess the performance of unsupervised classification through high-resolution 

LULC maps prepared using Sentinel-2 during the production of LULC maps using Landsat 8 data. 

The following findings were obtained in this study; 

 

i. Low-resolution (30 meters) LULC maps can be created by utilizing an unsupervised learning 

method using Landsat 8 data for large regional focus. 

 

ii. The maximum iteration number were chosen as 50, 100 and 250 during unsupervised classification 

hyper-tuning processes. However, the obtained results do not reveal a significant difference when 
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compared with the recommended maximum number of iterations, 10-20. Therefore, the recommended 

values as the maximum number of iterations can be used to save computational time. 

iii. The unsupervised classification algorithm was insufficient for the separation of "Bare Ground", 

"Built Area", "Crops" and "Trees" for LULC maps created by using Landsat 8 satellite. 

 

iv. The unsupervised classification algorithm has successfully parsed fields belonging to the 

"Rangeland" class in both the 2017 and 2021 LULC maps. 

 

v. It is expected that the use of supervised classification techniques to produce LULC maps by using 

Sentinel-2 images to compare their results with the unsupervised classification would be beneficial for 

future studies. 
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ABSTRACT  

 

Wind tunnel tests are experiments carried out in private and state-supported institutions, which are of 

great importance for studies in aerodynamics. Wind tunnels are essential in the defense industry, the 

automotive industry, and even the construction industry. In this study, a force sensor holder (FSH), in 

the open subsonic wind tunnel test room is designed, and it is made to measure angled structures, 

angled prototypes, and especially for wings. The critical angles of wings and the angles of attack are 

necessary, especially regarding aerodynamic performance. This force sensor holder can be adjusted at 

0-90 degree angles and used experimentally. After holder manufacturing, experiments and CFD 

analysis are carried out at a 0 degree angle on the cylinder body. This study conducts a Computational 

Fluid Dynamics (CFD) analysis using Realizable k-ε, and SST k-ɷ turbulence models. In this study, 

the accuracy of the CFD analysis of the drag coefficient on a cylinder is evaluated through a 

comparison with both experimental and literature data. The results revealed that the CFD analysis has 

a deviation of 5,11% (using the Realizable k- model) and 5,22% (using the SST k- ɷ model) from the 

literature data. On the other hand, the experimental results show a discrepancy of 3,77% compared to 

the literature data. These findings demonstrate the effectiveness of the CFD analysis in predicting drag 

coefficients and highlight the importance of validating such simulations with experimental data. 

 

Keywords: Wind tunnel, Force sensor holder, Drag coefficient, Angle of attacks.   

   

1. INTRODUCTION 

  
Aerodynamic forces can be calculated with wind tunnels used in academic and sectoral studies. The 

Aerodynamic forces that depend on speed and exterior body design can be calculated in computational 

fluid analysis programs and wind tunnels in inland vehicles. By examining the aerodynamic properties 

of aircraft such as airplanes, unmanned aerial vehicles, helicopters, balloons, parachutes, and land 

vehicles such as cars, trucks, buses, and motorcycles, fuel savings, and forces can be examined. In 

buildings such as high buildings, towers, and bridges, the wind tunnel's airflow effects, the strengths 

mailto:seda.kirmaci@cbu.edu.tr
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of the storm, and their results can be investigated. In addition, wind turbine blades, jet blades, and 

speedboat forces can be calculated in wind tunnels. Ariyani et al. designed a model holder system in 

an open subsonic wind tunnel, and this holder is aimed to be dynamic, with three angular motions 

containing target seeking and wobbling [1]. Behavior tests of external objects can be performed more 

reliably as the aircraft model must be simulated based on the force and angular measurement between 

the external object [2]. A wind tunnel's force sensor and sensor holding are crucial measurement tools 

[3]. A balance rig is an instrument that measures the needed moment and forces of the prototype in the 

wind tunnel. Balance is divided into two; external and internal [4]. Computational Fluid Dynamics 

(CFD) is used as a verification method in wind tunnel applications. It is influential in creating suitable 

parameters for wind tunnels in CFD [5]. Gebel et al. conducted on the vehicles, and it was found that 

the datas in the wind tunnel and CFD were close and consistent between 0,75% and 7,40% [6]. Five 

different turbulence models are studied to find the most suitable model [7].   

 

The force balance provided by internal and external balancing systems and load balancing systems 

made with complex and expensive components makes wind tunnel force measurement expensive and 

complicated. In addition, due to the non-standardization of materials, in case of any deformation, all 

production processes, from design to analysis, from production to quality control, require the 

production of parts by repeating, creating great difficulties in terms of time, operation, and finance. In 

addition, no force measurement mechanism in the domestic/foreign market can take measurements at 

different angles of attack/different angles while the prototype is positioned in a fixed position. 

 

Experiments with force measurement mechanisms of wind tunnels will be more straightforward and 

give reliable results with this force sensor holder (FSH). This mechanism, which is durable and does 

not require constant adjustment, will be preferred over competitors. This invention's use of the wind 

tunnel will be made easier and more accessible with all these advantages provided. The invention aims 

to present a force measurement mechanism in which force measurement can be achieved by holding 

the test prototype at different angles to the airflow and the floor of the test chamber. The acceptability 

of the results are confirmed with experimental and CFD analyses on a cylinder body with 

L(length)/D(diameter)=2 ( the literature supports) at 0 degrees. The aim of this study is to design a 

holder for a force sensor that can measure drag force at various angles for use in wind tunnels. Using 

this holder, a study was conducted on a cylinder at a 0-degree angle to measure drag force at different 

angles. 

 

2. MATERIALS AND METHODS 

 

In this part, a new Force Sensor Holder used in the wind tunnel mechanism is investigated. This force 

sensor holder can be adjusted at 0-90 degrees angles and used experimentally.   

  

2.1. The Mechanism of FSH  

The force sensor holder mechanism is adapted for the Wind Tunnel test room of Manisa Celal Bayar 

University, and this mechanism has been made available for all wind tunnels. Instead of preparing a 

separate experimental setup for each prototype, the mechanism is designed to apply to all prototypes. 

The primary condition for obtaining efficient and accurate data in wind tunnel tests is to develop the 

experimental setup so that it is not affected by the forces of the mechanism or other external factors. 
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The designed force sensor holder can measure the holding force without loss. It is to enable the 

experiments of prototypes at all desired angles and positions in the investigations of the Defense 

Industry, Automotive Industry, Civil Aviation, and Wind Energy and to provide the opportunity to 

find the desired aerodynamic forces. Moreover, this design is aimed to reduce costs compared to 

mechanisms that take measurements with other holders. A restrained force measurement mechanism 

that can move at different angles, which is the subject of the invention, is the essential component of 

the wind tunnel in terms of the accuracy and reliability of the data to be obtained from the wind 

tunnel. It moves at different angles, especially unmanned aerial vehicle wing structures. It is a great 

privilege to be used in models where the angle of attack is essential. As a result of the wind tunnel 

experiment calculations, the drag (CD) and the lift (CL) coefficients can be calculated. Defining the 

values of aerodynamic performance (CL / CD) at different angles will provide a tremendous advantage 

for experimental calculations. 

 

Moreover, the fact that it can be done at a low cost will enable much better than other holders. The 

CL/CD values obtained by experimental studies with this holder will be able to analyze the changes 

with the angle of attack and free flow velocity. The FSH is located in the center of the Wind Tunnel 

test chamber and positioned to be mounted from the prototype's center of gravity.  

 

It has been designed by mounting on the prototype to avoid creating any rolling moment, pitching 

moment, or yaw moment that will occur, especially in the axis. By opening two channels on the 

prototype, the assembly process will be ensured and connected to all kinds of prototypes with the help 

of bolts through these channels. The invention is a force measurement mechanism for holding the test 

component inside the wind tunnel for aerodynamic tests by exposing it to airflow in a wind tunnel 

where airflow is provided. The holder (Figure 1), which provides the fixation of the test piece, can 

ensure that the two extensions are connected from a support point and that the test component is held 

at different angles according to the airflow. Moreover, it has freedom of rotation about the support 

point. (Figure 1(a)-number 2 and detail figure in Figure 1(b)). It includes at least one fixing element to 

ensure the extensions are fixed after adjusting the angle between them. In addition, this mechanism 

consists of a sensor to measure force. (Figure 1(a)-number 4). A force measuring mechanism includes 

a sensor holder with a sensor slot for holding the sensor and connecting it to the test part. Moreover, a 

cable channel is configured so the cable providing power transmission to the sensor can be positioned. 

(Figure 1(a)-number 3). The sensor holder; includes a cable channel cover (Figure 1(a)-number 5) that 

enables the sensor slot to form an isolated volume from the external environment. The others parts in 

Figure 1(a) are the bolts and the screw pins. 
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Figure 1. The force sensor holder (a) the Mechanism of FSH (b) number 2 detail of FSH in ‘Figure 

1.a’. 

 

Depending on the direction, the prototype can yield results for both vertical and horizontal forces 

when the force sensor is mounted onto the mechanism. Force measurement mechanisms created with 

complex balancing systems are expensive and difficult to use. The first condition to get correct results 

in a wind tunnel is to neutralize internal and external loads. While testing the aerodynamic forces of 

the test prototype, it is of great importance that the test system does not affect these loads and that the 

weights of the prototype and the test mechanisms are balanced. The wind tunnel's work area needs 

three degrees of kinematic rotational motion. The planned angular motion is 00-900 for the pitch link. 

The yaw, pitch, and roll rotations are shown in Figure 2. In the study, the angle of pitch rotation is 

designed for wings. 

 

 
Figure 2. Yaw, pitch, and roll rotations of a plane. 

 
In this study, a holder that can change the pitch rotation angle and take a smooth and accurate 

measurement in the x-axis direction is designed. It is planned that the place of use will be mainly the 

wings.  
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2.2. Calculating Drag and Lift 

The effect that the force applied to an object in a fluid will create in the opposite direction is called the 

drag force. The drag coefficient, the essential property among the parameters in the drag force, is a 

dimensionless number displayed as CD (Eq. 1). ρ; is the density of the fluid, V; is the velocity of the 

fluid, and A; is the cross-sectional area perpendicular to flow. 

 

𝐶𝐷 =
𝐹𝑑 

0.5𝜌𝐴𝑉2            (1) 

 

The value of the sensor on the axis of the wind speed vector in the experiment set will give the drag 

force. The measurement taken on the vertical axis will provide the lift force. Lift, for an airfoil, results 

from the surface forces generated by the fluid across the wing. When air flows around a wing at a 

specific velocity, a lower pressure is detected on the upper surface of the wing than on its lower 

surface. 

The lift force is obtained if the pressure on the bottom surface is high. The lift force is denoted as FL. 

The lift coefficient is one of the most critical parameters in the lift force. The lift coefficient is also 

dimensionless and defined as CL (Eq. 2). 

 

𝐶𝐿 =
𝐹𝑙 

0.5𝜌𝐴𝑉2                                          (2) 

 

The angle of attack is the angle between the relative motion vectors between the fluid and the 

reference line on the body. The angle of attack affects the lift coefficient of the airplane. The plane is 

observed at critical angles in a stalled state. The plane's stall depends on the air speed, the plane's 

weight, and the plane's center of gravity. Critical angles of attack are 15-18 degrees on most wings 

[8]. The newly invented force sensor holder will enable measurements to be taken up to 90 degrees. 

(Figure 1). 

 

3. CFD METHOLOGY 

 

Fluent software is used for the CFD solution and the boundary conditions used in the experiment are 

adapted to the CFD. 

 

3.1. Governing Equations 

The Navier-Stokes is utilized to model the flow of fluids. These equations include momentum 

equations and continuity, which are necessary for describing the movement of fluids. The three-

dimensional, compressible, unsteady flow is represented by Eq. (3) and (4) derived from the Navier-

Stokes equations. The continuity equation is written as follows: 

 
∂ρ

∂t
+ ∇⃑⃑ (ρV⃑⃑ ) = 0                                         (3) 

 

The Navier-Stokes equations is written as in x direction: 
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∂(ρu)

∂t
+ ∇(ρuV) = −

∂ρ

∂x
+

∂τxx

∂x
+

∂τyy

∂y
+

∂τ𝑧𝑧

∂z
+ ρ𝑓𝑥               (4) 

 

3.2. Turbulence Model 

3.2.1. SST k- turbulence model: 

The shear stress transport (SST) k- turbulence model is a two-equation that combines the Standard 

k- model and the Standard k- model [9]. The model is well-suited for simulating complex turbulent 

flow fields that involve separation. However, achieving convergence in the analysis can be 

challenging and a proper mesh resolution near the wall is necessary, which can result in increased 

computational effort and power consumption. The SST k- turbulence model is calculated by (5) and 

(6) Eq. 

 
∂(ρk)

∂t
 +  

∂(ρu𝑗k)

∂x𝑗
 = 𝜏𝑖𝑗

∂𝑈𝑖

∂x𝑗
− 𝛽∗ρ𝑘 +

∂

∂x𝑗
[(𝜇 + 𝜎𝑘𝜇𝑡)

∂k

∂x𝑗
]                                                                    

(5) 

 
∂(ρω)

∂t
 +  

∂(ρu𝑗ω)

∂x𝑗
 =

𝛾

v𝑡
𝜏𝑖𝑗

∂𝑈𝑖

∂x𝑗
− 𝛽ρ2 +

∂

∂x𝑗
[(𝜇 + 𝜎𝑘𝜇𝑡)

∂

∂x𝑗
] + 2(1 − tanh (𝑎𝑟𝑔1

4)
ρσ2



∂k

∂x𝑖

∂

∂x𝑗
         (6) 

 

3.2.2. Realizable k-  turbulence model: 

The Realizable k- model is known for its performance in simulating boundary layers with rotation, 

adverse pressure gradients and recirculation. Additionally, it can accurately capture the flow of 

complex structures. The turbulence model is represented by Eq. (7) and (8) [10,11]. 

 
∂(ρk)

∂t
 +  

∂(ρu𝑗k)

∂x𝑖
 =

∂

∂x𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

∂k

∂x𝑗
] + 𝑃𝑘 + 𝑃𝑏 − ρε − 𝑌𝑀 + 𝑆𝑘                                                       

(7) 

 
∂(ρ)

∂t
 +  

∂(ρu𝑗)

∂x𝑗
=

∂

∂x𝑗
[(𝜇 +

𝜇𝑡

𝜎
)

∂

∂x𝑗
] + ρC1𝑆 − ρC2

2

𝑘+√𝜗
+ C1



𝑘
C3𝑃𝑏 + 𝑆                                     

(8) 

 

Pk is the turbulence kinetic energy generation, Pb is the turbulence kinetic energy generation. 

 

 

3.3. CFD Analysis 
A cylinder body is designed with an aspect ratio of L/D=2 using NX. A rectangular control volume is 

created with a length ten times that of the body and a total height four times the body height. The 

mesh is generated four times starting from 82000 up to 330000. During the investigation of the drag 

coefficient, it was observed that the range at which the drag coefficient begins to remain constant 

starts from 300000 when examining the mesh values. Figure 3 shows the tetrahedral mesh. 
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Figure 3. Tetrahedral Mesh of cylinder body a) around the body b) near the body wall. 

 

The CFD solution is computed using Fluent software, with the solution method being chosen as 

second order upwind for the flow. The flow field is solved as a steady-state condition. The wall 

function is defined as enhancement wall treatment Realizable k- turbulences model. And the other 

turbulence model is selected SST k- model. First layer thickness also wall distance y is calculated as 

1.8e-5 m when y
+
=1; and Reynolds number of cylinder body is calculated as 1.3e+6. 

 

4. EXPERIMENTAL METHODS 

 

The wind tunnel test room at Manisa Celal Bayar University has a mechanism for measuring force. 

The dimensions of the test room are 1000 mm in length and 300 x 300 mm
2
 in section. The wind 

tunnel (Figure 4) has a maximum flow velocity of 70 m/s and a distance of approximately 6400 mm. 

The weight of the wind tunnel is 400 kg, and it has a contraction ratio of 11.1 [12]. 
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Figure 4. Manisa Celal Bayar University wind tunnel. 

 

The cylinder's drag coefficient and drag force are calculated as in Figure 5 with the new force sensor 

holder for 0
0
 at pitch rotation; this drag value is verified in the literature. 

 

 

Figure 5. A cylinder body prototype (L/D=2). 

 

5. RESULTS 

 

This study presents a newly developed force sensor holder that is capable of moving at various angles, 

suitable for use in wind tunnel experiments. The cylinder body is tested using this newly developed 

force holder, and CFD analyses are conducted and compared with existing literature. The drag 

coefficient values obtained from the CFD solutions and experimental results are presented in Table 1 

for each turbulence model. The differences between the results from the literature data and the 

experimental and CFD results are analyzed at a Reynolds Number of 94595. This paper calculates the 

drag coefficients at a speed of 28 m/s for both experimental and CFD results. 
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Table 1. The results of drag coefficient for cylinder as L/D=2. 

Results Drag coefficient (Cd)  Different (%)  

Experimental result  0,866 3,77% 

k-  Realizable (CFD) 0,854  5,11%  

k- SST (CFD) 0,853 5,22 % 

Çengel&Cimbala (2010) [9] 0,90 - 

 

In the wind tunnel, the drag force is measured in the x direction at 0 degrees on the cylinder body. To 

validate the results, data from Çengel&Cimbala is taken into account. The drag coefficient values of 

the cylinder are determined when the drag force is calculated in the wind tunnel, and these values are 

attempted to be verified. The wind tunnel experimental results and literature results are presented in 

Table 1. The drag coefficient value of the cylinder is found to be 0,866 in the wind tunnel experiment, 

while it is 0,90 in the literature [13], 0,854 in the CFD analysis for the k- Realizable turbulence 

model, and 0,853 in the CFD analysis for the k- SST turbulence model. 

 

 

 

Figure 6. Velocity streamline on the cylinder body a) the realizable k-   b) SST k- models. 

 
Velocity streamlines are displayed in the rear of the cylinder model in Figure 6. It can be seen that a 

vortex forms in this area for both the Realizable k- and SST k- turbulence models. 
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Figure 7. Pressure contour of the cylinder body a) the realizable k-   b) SST k- models. 

 
Figure 7 presents the pressure contour of the cylinder body, which clearly shows a significant pressure 

difference between the front and rear regions for both turbulence models. The airflow behavior around 

a cylinder has been studied and observed to exhibit compression at the front of the cylinder, leading to 

a considerable increase in frontal pressure, as shown in Figure 7. The airflow moves smoothly along 

the body of the cylinder until it reaches the rear end, where it converges from various directions (top, 

bottom, and sides), creating a small vortex or flow recirculation at the rear end of the body. Due to the 

pressure difference, a considerable fraction of the overall drag force is experienced by the body. 

 

The results of the study indicate that there is a deviation of 5,11% between the CFD analysis using the 

Realizable k- model and the literature data, and a deviation of 5,22% for the SST k- model, 

whereas the experimental results have a discrepancy of 3,77% when compared to the literature data. 

These results were calculated at a Reynolds number of 94595. 

 

6. DISCUSSION AND CONCLUSION 

 

This article presents the design and application of a new force sensor holder (FSH) for use in wind 

tunnel experiments. The FSH is designed to be frictionless, lossless, and innovative, allowing for 

stable and accurate measurements without being affected by moment forces. Its versatility and 

adaptability enable it to be mounted on various prototypes, measuring force at different angles. 

 

An experimental study is conducted on a cylinder body (for L/D=2) at a 0 degree angle using the FSH. 

The results of the study matched the theoretical data, indicating that the FSH provided reliable data. 

The study is also compared with CFD analyses. 

 

The findings indicated that the deviation of drag coefficient between the CFD analysis and literature 

data is 5,11% for the Realizable k-ε model and 5,22% for the SST k-ω model, while the experimental 

result has a discrepancy of 3,77% compared to the Çengel & Cimbala [13]. The differences between 
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the results in the literature data and the experimental and CFD results are given at 94595 Reynolds 

Number. The drag coefficients are calculated at 28 m/s in experimental and CFD results. 

 

The FSH is intended for use mainly on wings in future studies, and it is planned to study wings from 

different angles. Overall, this new force sensor holder shows promise for providing accurate and 

reliable data in wind tunnel testing. Its frictionless and lossless design offers significant advantages 

over previous technologies, enabling accurate measurements of forces at different angles. 

 

ACKNOWLEDGEMENT 
 

The support of Manisa Celal Bayar University is highly appreciated. Funding Information: Manisa 

Celal Bayar University under project numbers BAP 2013-037. 

 

 

REFERENCES 

  

[1] Ariyani, N. R. and Nugroho, L., (2019). Conceptual design methodology of a 3-DOF Dynamic 

model holder system for open subsonic wind tunnel. IEEE International Conference on 

Aerospace Electronics and Remote Sensing Technology, ICARES, 1-7. 

 

[2] Ulusal, N., (2005). Conceptual design of a model support system and its controller for Ankara 

wind tunnel, phD Thesis, Mechanical Engineering. Middle East Technical University, Ankara, 

Turkey, 1-119. 

 

[3] Ahangar, M.R.H., Kangavari, M.R., and Vahedi, K. (2011). Reliability model of a wind tunnel 

balance system, Turkısh Journal of Engıneerıng and Envıronmental Scıences, 35, 21 – 30.  

 

[4] Ahangar, M.R.H., Kangavari, M.R. and Berangi, R. (2006). Investigation of error sources on the 

balance and the standard dynamic model in the wind tunnel, ICAS Conference, Hamburg, 

Germany,1-9. 

 

[5] Gonzalez, M., Ezquerro, J. M., Lapuerta, V., Laverón, A., and Rodríguez, J. (2011). Components 

of a wind tunnel balance: Design and calibration. Wind Tunnels and Experimental Fluid 

Dynamics Research, 1-20. 

 

[6] Gebel, M. E., Önaldi, S., Korkmaz, S., Osmanoğlu, S., Özçelik, B., Ermurat, M. and İmal, M. 

(2018). Bir elektrikli aracin aerodinamik özelliklerinin deneysel ve sayisal olarak incelenmesi, 

9th International Automotive Technologies Congress, Otekon, Bursa, Turkey, 850-858. 

 

[7] Şumnu, A. (2021). Shape modification of Ahmed body to reduce drag coefficient and 

determination of turbulence model. Niğde Ömer Halisdemir University Journal of Engineering 

Sciences, 10(2), 824-832. 

 

[8] https://fly8ma.com/topic/angle-of-attack-2/ (accessed date: 11.12.2022) 



 
 
 

 
 

 
 
 

Kırmacı-Arabacı, S. and Kiraz, E., Journal of Scientific Reports-A, Number 53, 16-27, June 2023 
 

 
 

27 
 

 

[9] Menter, F. R. (1994). Two-Equation Eddy-Viscosity Turbulence Models for Engineering 

Applications., AIAA journal., 32, 1598-1605. 

 

[10] Wilcox, D.C. (1998).  Turbulence modeling for CFD., La Canada, 2, 103-217. 

 

[11] Fluent. (2009). ANSYS Fluent 12.0. Theory Guide. ANSYS Inc., Canonsburg, PA. 

 

[12] Kırmacı Arabacı, S. and Pakdemirli, M., (2016).  Improvement of aerodynamic design of 

vehicles with inspiration from creatures, PhD Thesis, Manisa Celal Bayar University, Manisa, 

135s. 

 

[13] Cengel, Y. and Cimbala, J., (2010). Fundamentals and Applications, McGraw-Hill (2nd Edition), 

1006s. 

 

 

 

 



 
 
 
 
 
 

RESEARCH ARTICLE 

28 
 

 

ITERATION SCHEME FOR APPROXIMATING FIXED POINTS OF 𝑮 −NONEXPANSIVE 

MAPS ON BANACH SPACES VIA A DIGRAPH 

 

Esra YOLAÇAN
1,*

 
 

1 Cappadocia University, School of Applied Sciences, Department of Airframe and Powerplant Maintenence, Mustafapasa 

Campus, Ürgüp, Nevşehir yolacanesra@gmail.com , ORCID: 0000-0002-1655-0993 

 

 

 
Receive Date:30.01.2023                             Accepted Date: 23.03.2023 

 

 

 

ABSTRACT 

 

In this writing, an influential modified multistep iterative process for finding a common fixed point of 

𝐺 −nonexpansive maps is presented. Some convergence theorems are constructed by Property P for 

the recommended schema on Banach spaces by which digraph. Two numerical examples are given to 

illustrate the convergence behavior and the validity of the process. The achieved conclusions enlarge, 

generalise and complement some well-known fixed point results from the literature. 

 

Keywords: Digraph,𝐺 −nonexpansiveness, Property P, Fixed Point 

 

1. INTRODUCTION and PRELIMINARIES 

 

Khan et al. [1] expressed the nouvelle iterative schema contains the modified Mann and Ishikawa, 

Noor iteration algorithm for a finite family. Yıldırım and Ozdemir [2] considered multi-step iteration 

schema for a finite family of non-self asymptotically nonexpansive maps on a uniformly convex 

Banach space (shortly, UCBS). Kettapun et al. [3] inspired and motivated by [1], and thus they 

acquainted a novel iteration technic for solving a common fixed point. Gürsoy et al. [18] modified a 

multistep iterative procees presented by [2]. They also testified several convergence results of this 

iterative procees and 𝑆 −iteration for contractive-like operators. Ahmad et al. [31] presented some 

convergence results on Picard-Krasnoselskii hybrid iterative process in CAT(0) spaces. More recently, 

El Kouch and Mouline [32] studied convergence of Mann and Ishikawa iterative processes for some 

contractions in convex generalized metric space. 

 

Jachymski [4] established the conception of 𝐺 −contraction, and unified two notions of graph and 

fixed point theories. Since then, varied authors have widely probed fixed point theorems in metric 

space, Banach and Hilbert via graph (see [6], [19-25]). Aleomraninejad et al. [5] achieved several 

iterative method consequences for 𝐺 −nonexpansiveness and 𝐺 −contractive maps on graphs. Tripak 

[7] studied two-step iteration method to approach common fixed point of 𝐺 −nonexpansiveness. 

Suparatulatorn et al. [8] evidenced some convergence theorems for the modified 𝑆 −iterative method 

mailto:yolacanesra@gmail.com
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of 𝐺 −nonexpansiveness in UCBS with a directed graph. Subsequently Hunde et al. [9] studied an 

explicit iterative algorithm for various common fixed point of a family of 𝐺 −nonexpansiveness, 

further gave some convergence results without supposing the Opial's condition. Recently, Sridarat et 

al. [12] considered 𝑆𝑃 −iterative schema for common fixed point of 𝐺 −nonexpansiveness. They 

further parallel the rate of convergence between Noor and 𝑆𝑃 −iteration.  

Motivated by [3], [8] and [9], we present a novel iteration technic for solving a common fixed point of 

a finite family of 𝐺 −nonexpansiveness as noted below: 

For 𝑥0 ∈ 𝐶 and 𝑘 ≥ 2, let the sequence {𝑥𝑛} identified as  

 

𝑥𝑛+1 = (1 − 𝜇𝑛
𝑘)𝑦𝑛

𝑘−1 + 𝜇𝑛
𝑘𝑔𝑘𝑦𝑛

𝑘−1,                                                                                                                  (1) 
𝑦𝑛

𝑘−1 = (1 − 𝜇𝑛
𝑘−1)𝑦𝑛

𝑘−2 + 𝜇𝑛
𝑘−1𝑔𝑘−1𝑦𝑛

𝑘−2, 
𝑦𝑛

𝑘−2 = (1 − 𝜇𝑛
𝑘−2)𝑦𝑛

𝑘−3 + 𝜇𝑛
𝑘−2𝑔𝑘−2𝑦𝑛

𝑘−3, 
⋮ 
𝑦𝑛

2 = (1 − 𝜇𝑛
2)𝑦𝑛

1 + 𝜇𝑛
2𝑔2𝑦𝑛

1, 
𝑦𝑛

1 = (1 − 𝜇𝑛
1 )𝑥𝑛 + 𝜇𝑛

1 𝑔1𝑥𝑛 , 
 

where for 𝑛 ≥ 1 and 𝑖 = 1, 𝑘̅̅ ̅̅̅, 𝑥𝑛 = 𝑦𝑛
0, {𝜇𝑛

𝑖 } ∈ [0,1]. 
 

Goal of the present writing is to attain some convergence deductions for the iteration algorithms Eq. 1 

of a finite family of 𝐺 −nonexpansiveness on UCBS through a digraph. 

 

Next, we present some lemmas, definitions and remark which are favourable to the main results in the 

manuscript. 

 

Let 𝐺 =  (𝑉 (𝐺) , 𝐸 (𝐺)) be digraph, where 𝑉 (𝐺) is the set of vertices of graph, 𝐸 (𝐺) is the set of its 

edges which covers versal loops, i.e. (𝑥, 𝑥) ∈ 𝐸 (𝐺) for ∀𝑥 ∈  𝑉 (𝐺). 𝐺 is mentioned to be transitive 

if, 𝑥, 𝑦, 𝑧 ∈  𝑉 (𝐺) ;  (𝑥, 𝑦) , (𝑦, 𝑧) ∈  𝐸 (𝐺) ⟹  (𝑥, 𝑧)  ∈ 𝐸 (𝐺) . 
 

Fixed point set of 𝑔 is indicated by 𝑔𝑓𝑖𝑥 = {𝑥 ∈ 𝐶: 𝑔𝑥 = 𝑥}. If 𝑔𝑓𝑖𝑥 ≠ ∅, then 𝑔 is said 

 

(I) 𝐺 −nonexpansive [6] if it provides (i) (𝑥, 𝑦) ∈ 𝐸(𝐺) ⇒ (𝑔𝑥, 𝑔𝑦) ∈ 𝐸(𝐺) (𝑔 preserves edges 

of 𝐺), (ii) (𝑥, 𝑦) ∈ 𝐸(𝐺) ⇒ ‖𝑔𝑥 − 𝑔𝑦‖ ≤ ‖𝑥 − 𝑦‖; 

(II) 𝐺 −continuous [4] if for any given 𝜔 ∈ 𝑋, {𝜔𝑛} ⊆ 𝑋, 𝜔𝑛 ⟶ 𝜔 and (𝜔𝑛, 𝜔𝑛+1) ∈ 𝐸(𝐺) 

imply 𝑔𝜔𝑛 → 𝑔𝜔; 

(III) 𝑠𝑒𝑚𝑖𝑐𝑜𝑚𝑝𝑎𝑐𝑡 [17] if for {𝑥𝑛} ⊆ 𝐶 with ‖𝑥𝑛 − 𝑔𝑥𝑛‖ → 0 as 𝑛 → ∞, there exists a 

subsequence {𝑥𝑛𝑖
} of {𝑥𝑛} such that 𝑥𝑛𝑖

→ 𝑠∗ ∈ 𝐶. 

 

Let 𝑋 ⊇ 𝐶 ≠ ∅, {𝑔𝑖}𝑖=1
𝑘 : 𝐶 → 𝐶 supply 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 (𝐴′′) [3] if there is a nondecreasing function 

𝑓: [0, ∞) →[0, ∞) with 𝑓(𝑡) > 0 for ∀𝑡 ∈ (0, ∞), 𝑓(0) = 0 such that ‖𝑥 − 𝑔𝑙𝑥‖ ≥ 𝑓 (𝑑(𝑥, 𝑔𝑓𝑖𝑥)) for 

∀𝑥 ∈ 𝐶 and 1 ≤ 𝑙 ≤ 𝑘, here 𝑑(𝑥, 𝑔𝑓𝑖𝑥) = 𝑖𝑛𝑓{‖𝑥 − 𝑠∗‖: 𝑠∗ ∈ 𝑔𝑓𝑖𝑥 ≔∩𝑖=1
𝑘 𝑔𝑓𝑖𝑥(𝑔𝑖) ≠ ∅}. 
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Definition 1. [8] Let 𝑥0 ∈ 𝑉(𝐺) and 𝑉(𝐺) ⊇ Θ. We call that (i) Θ is dominated by 𝑥0 if (𝑥0, 𝑥) ∈
𝐸(𝐺) for ∀𝑥 ∈ Θ, (ii) Θ dominates 𝑥0 if for each 𝑥 ∈ Θ, (𝑥0, 𝑥) ∈ 𝐸(𝐺). 
 

Definition 2. [8] Let 𝐶 ≠ ∅ ⊆ 𝑋, 𝑔: 𝐶 ⟶ 𝑋  be a map. Then is called to be 𝐺 − 𝑑𝑒𝑚𝑖𝑐𝑙𝑜𝑠𝑒𝑑 at 𝑦 ∈ 𝑋 

if, for any {𝑥𝑛} ⊆ 𝐶 such that {𝑥𝑛} ⇀ 𝑥 ∈ 𝐶, {𝑔𝑥𝑛} → 𝑦 and (𝑥𝑛, 𝑥𝑛+1) ∈ 𝐸(𝐺) imply 𝑔𝑥 = 𝑦. 
 

Definition 3. [13] Let 𝐶 ≠ ∅ ⊆ 𝑋, 𝐺 =  (𝑉 (𝐺) , 𝐸 (𝐺)) be digraph such that 𝑉 (𝐺) = 𝐶. Then 𝐶 is 

called to own Property P if for each {𝑥𝑛} ⊆ 𝐶 such that {𝑥𝑛} ⇀ 𝑥 ∈ 𝐶, (𝑥𝑛 , 𝑥𝑛+1) ∈ 𝐸(𝐺), there is a 

subsequence {𝑥𝑛𝑙
} of {𝑥𝑛} such that (𝑥𝑛𝑙

, 𝑥) ∈ 𝐸(𝐺) for ∀𝑙 ∈ 𝑁. 

 

Remark 1. [9] If 𝐺 is transitive, then Property P is equal to the feature: If {𝑥𝑛} ⊆ 𝐶 with (𝑥𝑛 , 𝑥𝑛+1) ∈

𝐸(𝐺) such that for any subsequence {𝑥𝑛𝑙
} of {𝑥𝑛} converging weakly to 𝑥 in 𝑋, then (𝑥𝑛 , 𝑥) ∈ 𝐸(𝐺) 

for ∀𝑛 ∈ 𝑁. 

 

Lemma 1. [14] Let 𝑋 be 𝑈𝐶𝐵𝑆. Supposing that 𝑛 ≥ 1, 1 > 𝑐 ≥ 𝑡𝑛 ≥ 𝑏 > 0. Let {𝑢𝑛}, {𝑤𝑛} ⊆ 𝑋 be 

such that 𝑙𝑖𝑚𝑠𝑢𝑝𝑛→∞‖𝑢𝑛‖ ≤ 𝑎, 𝑙𝑖𝑚𝑠𝑢𝑝𝑛→∞‖𝑤𝑛‖ ≤ 𝑎, ‖(1 − 𝑡𝑛)𝑤𝑛 + 𝑡𝑛𝑢𝑛‖ → 𝑎 ≥ 0 as 𝑛 → ∞. 

Then ‖𝑢𝑛 − 𝑤𝑛‖ → 0 as 𝑛 → ∞. 

 

Lemma 2. [9] Let 𝐶 ≠ ∅ be a closed convex subset of UCBS 𝑋. Assume that 𝐶 own Property P. Let 

{𝑔𝑖}𝑖=1
𝑘  be 𝐺 −nonexpansive maps in 𝐶. Then 𝐼 − 𝑔𝑖 are 𝐺 − 𝑑𝑒𝑚𝑖𝑐𝑙𝑜𝑠𝑒𝑑 at 0. 

 

Lemma 3. [12] Let 𝐶 ≠ ∅ be a closed convex subset of a normed space, and let 𝐺 =  (𝑉 (𝐺) , 𝐸 (𝐺)) 

be digraph which is transitive with 𝑉 (𝐺) = 𝐶. Let 𝑔: 𝐶 → 𝐶 be 𝐺 −nonexpansive map. If 𝐶 own the 

Property P, then 𝑔 is 𝐺 −continuous. 

 

2. MAIN RESULTS 

 

Henceforward, 𝐶 ≠ ∅ express a subset of UCBS 𝑋 involving 𝐺 =  (𝑉 (𝐺) , 𝐸 (𝐺)) such that 

convexness of 𝐸(𝐺), 𝑉 (𝐺) = 𝐶 and transitive of 𝐺. The maps {𝑔𝑖}𝑖=1
𝑘 : 𝐶 → 𝐶  are 

𝐺 −nonexpansiveness with 𝑔𝑓𝑖𝑥 ≔∩𝑖=1
𝑘 𝑔𝑓𝑖𝑥(𝑔𝑖) ≠ ∅. For 𝑥0 ∈ 𝐶, let the sequence {𝑥𝑛} identified by 

Eq. 1. 

 

Proposition 1. Let 𝑐0 ∈ 𝑔𝑓𝑖𝑥 be such that (𝑥0, 𝑐0), (𝑐0, 𝑥0) ∈ 𝐸(𝐺). Then (𝑥𝑛, 𝑐0), (𝑐0, 𝑥𝑛), 

(𝑥𝑛, 𝑦𝑛
𝑖 ), (𝑦𝑛

𝑖 , 𝑥𝑛), (𝑐0, 𝑦𝑛
𝑖 ), (𝑦𝑛

𝑖 , 𝑐0), (𝑥𝑛, 𝑥𝑛+1) ∈ 𝐸(𝐺) for 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . 

 

Proof. Using mathematical inductive, we shall show our results. Let (𝑥0, 𝑐0) ∈ 𝐸(𝐺). Due to edge-

preserving of 𝑔1, (𝑔1𝑥0, 𝑐0) ∈ 𝐸(𝐺). Due to convexness of 𝐸(𝐺), we own (𝑦0
1, 𝑐0) ∈ 𝐸(𝐺). From 

edge-preserving of 𝑔2, (𝑔2𝑦0
1, 𝑐0) ∈ 𝐸(𝐺), by virtue of convexness to 𝐸(𝐺), we get (1 −

𝜇0
2)(𝑦0

1 , 𝑐0) + 𝜇0
2(𝑔2𝑦0

1, 𝑐0) = ((1 − 𝜇0
2)𝑦0

1 + 𝜇0
2𝑔2𝑦0

1, 𝑐0) = (𝑦0
2, 𝑐0) ∈ 𝐸(𝐺). Suppose that (𝑦0

𝑗
, 𝑐0) ∈

𝐸(𝐺) for 𝑗 = 1, 𝑘 − 2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . Due to edge-preserving of 𝑔𝑗+1, (𝑔𝑗+1𝑦0
𝑗
, 𝑐0) ∈ 𝐸(𝐺), by virtue of convexness 

to 𝐸(𝐺), we furnish (𝑦0
𝑗+1

, 𝑐0) ∈ 𝐸(𝐺). Consequently for 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ; (𝑦0
𝑖 , 𝑐0) ∈ 𝐸(𝐺). We enjoy 

(𝑦0
𝑘−1, 𝑐0) ∈ 𝐸(𝐺). Owing to edge-preserving of 𝑔𝑘, (𝑔𝑘𝑦0

𝑘−1, 𝑐0) ∈ 𝐸(𝐺). Because 𝐸(𝐺) is 
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convexness, we possess (1 − 𝜇0
𝑘)(𝑦0

𝑘−1, 𝑐0) + 𝜇0
𝑘(𝑔𝑘𝑦0

𝑘−1, 𝑐0) = ((1 − 𝜇0
𝑘)𝑦0

𝑘−1 + 𝜇0
𝑘𝑔𝑘𝑦0

𝑘−1, 𝑐0) =

(𝑥1, 𝑐0) ∈ 𝐸(𝐺). Renewing prior procedure for (𝑥1, 𝑐0) instead of (𝑥0, 𝑐0), we acquire (𝑦1
𝑖 , 𝑐0) ∈ 𝐸(𝐺) 

and (𝑥2, 𝑐0) ∈ 𝐸(𝐺). Assume that (𝑥𝑙 , 𝑐0) ∈ 𝐸(𝐺) for 𝑙 ≥ 1. Due to edge-preserving of 𝑔1, 

(𝑔1𝑥𝑙 , 𝑐0) ∈ 𝐸(𝐺). Since 𝐸(𝐺) is convexness, we possess (𝑦𝑙
1 , 𝑐0) ∈ 𝐸(𝐺). From edge-preserving of 

𝑔2, (𝑔2𝑦𝑙
1, 𝑐0) ∈ 𝐸(𝐺), as 𝐸(𝐺) is convexness, we belong (𝑦𝑙

2, 𝑐0) ∈ 𝐸(𝐺). Repeating the algorithm, 

we conclude that (𝑦𝑙
𝑖 , 𝑐0) ∈ 𝐸(𝐺) and (𝑥𝑙+1, 𝑐0) ∈ 𝐸(𝐺). Prolong the argument againward for 

(𝑥𝑙+1, 𝑐0) ∈ 𝐸(𝐺), we attain (𝑦𝑙+1
𝑖 , 𝑐0) ∈ 𝐸(𝐺). From induction, we deduce that (𝑥𝑛 , 𝑐0) ∈ 𝐸(𝐺), we 

gain (𝑦𝑛
𝑖 , 𝑐0) ∈ 𝐸(𝐺) for 𝑛 ≥ 1 and 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . Using an analog argument, we can indicate (𝑐0, 𝑥𝑛), 

(𝑐0, 𝑦𝑛
𝑖 ) ∈ 𝐸(𝐺) for 𝑛 ≥ 1 and 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , under the hypothesis that (𝑐0, 𝑥0) ∈ 𝐸(𝐺). As the graph 𝐺 

is transitive, we hold (𝑥𝑛 , 𝑦𝑛
𝑖 ), (𝑦𝑛

𝑖 , 𝑥𝑛), (𝑥𝑛 , 𝑥𝑛+1) ∈ 𝐸(𝐺) for 𝑛 ≥ 1 and 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . 

Lemma 4. If 𝐶 ≠ ∅ is a closed convex subset of UCBS 𝑋, {𝜇𝑛
𝑖 }𝑖=1

𝑘 ⊂ [𝜚, 𝜍], where 0 < 𝜚 < 𝜍 < 1 and 

(𝑥0, 𝑐0), (𝑐0, 𝑥0) ∈ 𝐸(𝐺) for 𝑥0 ∈ 𝐶 and 𝑐0 ∈ 𝑔𝑓𝑖𝑥, then for 𝑛 ≥ 1 and 𝑖 = 1, 𝑘̅̅ ̅̅̅; 

 

(i) ‖𝑥𝑛+1 − 𝑐0‖ ≤ ‖𝑥𝑛 − 𝑐0‖, and hence lim𝑛→∞‖𝑥𝑛 − 𝑐0‖ exists; 

(ii) lim𝑛→∞‖𝑥𝑛 − 𝑔𝑖𝑦𝑛
𝑖−1‖ = 0; 

(iii) lim𝑛→∞‖𝑥𝑛 − 𝑔𝑖𝑥𝑛‖ = 0. 

 

Proof. (i) Let 𝑐0 ∈ 𝑔𝑓𝑖𝑥. It follows from Eq. 1, Proposition 1 and 𝐺 −nonexpansiveness of 𝑔1, we 

have 

 

‖𝑦𝑛
1 − 𝑐0‖ = ‖(1 − 𝜇𝑛

1 )𝑥𝑛 + 𝜇𝑛
1 𝑔1𝑥𝑛 − 𝑐0‖                                                                                                    (2) 

≤ (−𝜇𝑛
1 + 1)‖−𝑐0 + 𝑥𝑛‖ + 𝜇𝑛

1 ‖−𝑐0 + 𝑔1𝑥𝑛‖ 
≤ (1 − 𝜇𝑛

1 )‖−𝑐0 + 𝑥𝑛‖ + 𝜇𝑛
1 ‖−𝑐0 + 𝑥𝑛‖ 

= ‖𝑥𝑛 − 𝑐0‖. 
 

Using an analogue way, allied to Eq. 2, we have 

 

‖𝑦𝑛
2 − 𝑐0‖ = ‖(1 − 𝜇𝑛

2)𝑦𝑛
1 + 𝜇𝑛

2𝑔2𝑦𝑛
1 − 𝑐0‖                                                                                                   (3) 

≤ (−𝜇𝑛
2 + 1)‖−𝑐0 + 𝑦𝑛

1‖ + 𝜇𝑛
2‖−𝑐0 + 𝑔2𝑦𝑛

1‖ 
≤ (1 − 𝜇𝑛

2)‖−𝑐0 + 𝑦𝑛
1‖ + 𝜇𝑛

2‖−𝑐0 + 𝑦𝑛
1‖ 

= ‖𝑦𝑛
1 − 𝑐0‖ ≤ ‖𝑥𝑛 − 𝑐0‖. 

 

By induction, it follows from Eq. 1 and 𝐺 −nonexpansiveness of {𝑔𝑖}𝑖=1
𝑘−1, we have 

 

‖𝑦𝑛
𝑗

− 𝑐0‖ ≤ ‖𝑥𝑛 − 𝑐0‖                                                                                                                                       (4) 

 

for 𝑗 = 1,2, ⋯ , 𝑘 − 1.  Hence, it follows from Eq. 1, Eq. 4 and 𝐺 −nonexpansiveness of 𝑔𝑘, we have 

 

‖𝑥𝑛+1 − 𝑐0‖ = ‖(1 − 𝜇𝑛
𝑘)𝑦𝑛

𝑘−1 + 𝜇𝑛
𝑘𝑔𝑘𝑦𝑛

𝑘−1 − 𝑐0‖                                                                                      (5) 
≤ (1 − 𝜇𝑛

𝑘)‖𝑦𝑛
𝑘−1 − 𝑐0‖ + 𝜇𝑛

𝑘‖𝑔𝑘𝑦𝑛
𝑘−1 − 𝑐0‖ 

≤ (1 − 𝜇𝑛
𝑘)‖𝑦𝑛

𝑘−1 − 𝑐0‖ + 𝜇𝑛
𝑘‖𝑦𝑛

𝑘−1 − 𝑐0‖ 
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= ‖𝑦𝑛
𝑘−1 − 𝑐0‖ ≤ ‖𝑥𝑛 − 𝑐0‖. 

 

Hence, lim𝑛→∞‖𝑥𝑛 − 𝑐0‖ exists. 

 

(ii) From hypothesis (i), we get that {𝑥𝑛} is bounded. In turn there is a real numbers 𝛾 ≥ 0 such that 

 

‖𝑥𝑛 − 𝑐0‖ → 𝛾  𝑎𝑠 𝑛 → ∞.                                                                                                                                  (6) 

 

By Eq. 4, we have ‖𝑦𝑛
𝑗

− 𝑐0‖ ≤ ‖𝑥𝑛 − 𝑐0‖, 𝑓𝑜𝑟 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ .  

Getting 𝑙𝑖𝑚 𝑠𝑢𝑝 on both aspects of the hereinabove inequality, we have 𝑗 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ; 
 

𝑙𝑖𝑚𝑠𝑢𝑝 𝑛→∞‖𝑦𝑛
𝑗

− 𝑐0‖ ≤ 𝛾.                                                                                                                                (7) 

 

We further write down that 

 

‖𝑥𝑛+1 − 𝑐0‖ = ‖(1 − 𝜇𝑛
𝑘)(𝑦𝑛

𝑘−1 − 𝑐0) + 𝜇𝑛
𝑘(𝑔𝑘𝑦𝑛

𝑘−1 − 𝑐0)‖                                        
≤ (1 − 𝜇𝑛

𝑘)‖𝑦𝑛
𝑘−1 − 𝑐0‖ + 𝜇𝑛

𝑘‖𝑦𝑛
𝑘−1 − 𝑐0‖  

≤ ‖𝑦𝑛
𝑘−1 − 𝑐0‖  

⋮  

≤ ‖𝑦𝑛
𝑗

− 𝑐0‖, 𝑓𝑜𝑟 𝑗 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ .      

⟹  

𝑙𝑖𝑚𝑖𝑛𝑓𝑛→∞‖𝑦𝑛
𝑗

− 𝑐0‖ ≥ 𝛾, 𝑓𝑜𝑟 𝑗 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ .                                                                                                  (8)      

 

By Eq. 7 and Eq. 8, we get 𝑙𝑖𝑚𝑛→∞‖𝑦𝑛
𝑗

− 𝑐0‖ = 𝛾, 𝑓𝑜𝑟 𝑗 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . 
 

In other words, lim𝑛→∞‖(1 − 𝜇𝑛
𝑗

)(𝑦𝑛
𝑗−1

− 𝑐0) + 𝜇𝑛
𝑗

(𝑔𝑗𝑦𝑛
𝑗−1

− 𝑐0)‖ = 𝛾, 𝑓𝑜𝑟 𝑗 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . 

 

Owing to 𝐺 −nonexpansiveness of {𝑔𝑖}𝑖=1
𝑘−1, from Eq. 7, we possess 𝑙𝑖𝑚𝑠𝑢𝑝𝑛→∞‖𝑔𝑗𝑦𝑛

𝑗−1
− 𝑐0‖ ≤

𝛾, 𝑓𝑜𝑟 𝑗 = 1, 𝑘 − 1.̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

 

By Lemma 1, we have  𝑓𝑜𝑟 𝑗 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

 

lim
𝑛→∞

‖𝑔𝑗𝑦𝑛
𝑗−1

− 𝑦𝑛
𝑗−1

‖ = 0.                                                                                                                                 (9) 

 

For 𝑗 = 𝑘, by Eq. 4 and 𝐺 −nonexpansiveness of 𝑔𝑘, we own ‖𝑔𝑗𝑦𝑛
𝑗−1

− 𝑐0‖ ≤ ‖𝑦𝑛
𝑗−1

− 𝑐0‖ ≤

‖𝑥𝑛 − 𝑐0‖. Taking lim sup on both sides of the above term, we get 𝑙𝑖𝑚𝑠𝑢𝑝𝑛→∞‖𝑔𝑘𝑦𝑛
𝑘−1 − 𝑐0‖ ≤ 𝛾. 

As lim𝑛→∞‖𝑥𝑛+1 − 𝑐0‖ = 𝛾, we have lim𝑛→∞‖(1 − 𝜇𝑛
𝑘)(𝑦𝑛

𝑘−1 − 𝑐0) + 𝜇𝑛
𝑘(𝑔𝑘𝑦𝑛

𝑘−1 − 𝑐0)‖ = 𝛾. 
By Eq. 7 and Lemma 1, we get 

 

lim
𝑛→∞

‖−𝑔𝑘𝑦𝑛
𝑘−1 + 𝑦𝑛

𝑘−1‖ = 0.                                                                                                                          (10) 
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Therefore, Eq. 9 and Eq. 10 we deduced that 

 

lim
𝑛→∞

‖𝑔𝑗𝑦𝑛
𝑗−1

− 𝑦𝑛
𝑗−1

‖ = 0 , 𝑗 = 1, 𝑘̅̅ ̅̅̅.                                                                                                              (11) 

 

By Eq. 1, we have for 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , ‖𝑦𝑛
𝑖 − 𝑦𝑛

𝑖−1‖ = 𝜇𝑛
𝑖 ‖𝑔𝑖𝑦𝑛

𝑖−1 − 𝑦𝑛
𝑖−1‖. 

 

By Eq. 11, we own for 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

 

lim
𝑛→∞

‖𝑦𝑛
𝑖 − 𝑦𝑛

𝑖−1‖ = 0.                                                                                                                                        (12) 

 

Using Eq. 12, we have for 𝑖 = 1, 𝑘 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

 

‖𝑦𝑛
𝑖 − 𝑥𝑛‖ ≤ ‖−𝑥𝑛 + 𝑦𝑛

1‖ + ⋯ + ‖−𝑦𝑛
𝑖−2 + 𝑦𝑛

𝑖−1‖                                                                                   (13) 

+‖−𝑦𝑛
𝑖−1 + 𝑦𝑛

𝑖 ‖ → 0 𝑎𝑠 𝑛 → ∞.                                                                                      

It implies from Eq. 11 and Eq. 13 that for 𝑖 = 1, 𝑘̅̅ ̅̅̅ 

 

‖−𝑥𝑛 + 𝑔𝑖𝑦𝑛
𝑖−1‖ ≤ ‖−𝑦𝑛

𝑖−1 + 𝑔𝑖𝑦𝑛
𝑖−1‖ + ‖−𝑥𝑛 + 𝑦𝑛

𝑖−1‖                                                                         (14) 

                     → 0 𝑎𝑠 𝑛 → ∞.                                                                                                                  
 

(iii) Due to the case 𝑖 = 1, by (ii), we get 

 

‖𝑥𝑛 − 𝑔1𝑥𝑛‖ → 0 𝑎𝑠 𝑛 → ∞.                                                                                                                          (15) 

 

It follows from Eq. 13 and Eq. 14, by 𝐺 −nonexpansiveness of {𝑔𝑖}𝑖=2
𝑘 , we get 

 

‖𝑔𝑖𝑥𝑛 − 𝑥𝑛‖ ≤ ‖𝑔𝑖𝑥𝑛 − 𝑔𝑖𝑦𝑛
𝑖−1‖ + ‖𝑔𝑖𝑦𝑛

𝑖−1 − 𝑥𝑛‖                                                                                   (16) 

≤ ‖𝑥𝑛 − 𝑦𝑛
𝑖−1‖ + ‖𝑔𝑖𝑦𝑛

𝑖−1 − 𝑥𝑛‖ 

→ 0 𝑎𝑠 𝑛 → ∞, 𝑓𝑜𝑟 𝑖 = 2,3, ⋯ , 𝑘.     
 

Hence, from Eq. 15 and Eq. 16, for 𝑖 = 1, 𝑘̅̅ ̅̅̅ we deduce that 

 

‖𝑥𝑛 − 𝑔𝑖𝑥𝑛‖ → 0 𝑎𝑠 𝑛 → ∞.                                                                                                                          (17) 

 

Theorem 1. Let 𝐶 ≠ ∅ is a closed convex subset of UCBS 𝑋, {𝜇𝑛
𝑖 }𝑖=1

𝑘 ⊂ [𝜚, 𝜍], where 0 < 𝜚 < 𝜍 < 1. 

Let 𝑐0 ∈ 𝑔𝑓𝑖𝑥 such that (𝑥0, 𝑐0), (𝑐0, 𝑥0) ∈ 𝐸(𝐺) for 𝑥0 ∈ 𝐶. Given that 𝐶 hold the Property P,  

{𝑔𝑖}𝑖=1
𝑘  satisfy the 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 (𝐴′′), 𝑔𝑓𝑖𝑥 is dominated by 𝑥0 and 𝑔𝑓𝑖𝑥 dominates 𝑥0, then {𝑥𝑛} →

𝑤∗ ∈ 𝑔𝑓𝑖𝑥 . 

 

Proof. Let 𝑐0 ∈ 𝑔𝑓𝑖𝑥  such that (𝑥0, 𝑐0), (𝑐0, 𝑥0) ∈ 𝐸(𝐺) for 𝑥0 ∈ 𝐶. We know that ‖𝑥𝑛 − 𝑔𝑖𝑥𝑛‖ →

0 𝑎𝑠 𝑛 → ∞, for 𝑖 = 1, 𝑘̅̅ ̅̅̅ with Lemma 4 (iii). By 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 (𝐴′′), we can write 
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‖𝑥𝑛 − 𝑔𝑙𝑥𝑛‖ ≥ 𝑓 (𝑑(𝑥𝑛 , 𝑔𝑓𝑖𝑥)) , 𝑓𝑜𝑟 1 ≤ 𝑙 ≤ 𝑘.                                                                                        (18) 

 

Getting lim sup on both aspects of the hereinabove term, we hold 

 

lim
𝑛→∞

‖𝑥𝑛 − 𝑔𝑙𝑥𝑛‖ ≥ lim
𝑛→∞

𝑓 (𝑑(𝑥𝑛 , 𝑔𝑓𝑖𝑥)) , 𝑓𝑜𝑟 1 ≤ 𝑙 ≤ 𝑘.                                                                        (19) 

 

Namely, 𝑓 (𝑑(𝑥𝑛 , 𝑔𝑓𝑖𝑥)) → 0 𝑎𝑠 𝑛 → ∞. Because of 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 (𝐴′′), we get 𝑑(𝑥𝑛 , 𝑔𝑓𝑖𝑥) →

0 𝑎𝑠 𝑛 → ∞. Thus, we may receive a subsequence {𝑥𝑛𝑣
} of {𝑥𝑛} and {𝑤𝑣

∗} ⊂ 𝑔𝑓𝑖𝑥 such that ‖𝑥𝑛𝑣
−

𝑤𝑣
∗‖ < 2−𝑣. For strong convergence implies weak convergence, by Remark 1, we get (𝑥𝑛𝑣

, 𝑤𝑣
∗) ∈

𝐸(𝐺). From the proof method of [15], we own ‖𝑥𝑛𝑣+1
− 𝑤𝑣

∗‖ ≤ ‖𝑥𝑛𝑣
− 𝑤𝑣

∗‖ < 2−𝑣 , thus 

 

‖𝑤𝑣+1
∗ − 𝑤𝑣

∗‖ ≤ ‖𝑤𝑣+1
∗ − 𝑥𝑛𝑣+1

‖ + ‖𝑥𝑛𝑣+1
− 𝑤𝑗

∗‖ ≤
3

2
2−𝑣                                                                     (20) 

 

We conclude that {𝑤𝑣
∗} is a Cauchy sequence, so 𝑤𝑗

∗ → 𝑤∗. Due to closed of 𝑔𝑓𝑖𝑥, 𝑤∗ ∈ 𝑔𝑓𝑖𝑥 . Then 

𝑥𝑛𝑣
→ 𝑤∗. Thereof Lemma 4 (i), 𝑥𝑛 → 𝑤∗ ∈ 𝑔𝑓𝑖𝑥 . 

The following two example illustrate which is inspired by Example 2.2 and Example 3.2 in [16] for 

fulfilling of Theorem 1 −  2 which the Condition (𝐴′′) and semicompact are used to verify the 

convergence of iterative algorithm Eq. 1, resp. 

 

Example 1. Let 𝐶 = [0,2] and 𝐺 =  (𝑉 (𝐺) , 𝐸 (𝐺)) be digraph via 𝐸(𝐺) = {(𝑥, 𝑦): 𝑥 ∈ [0,1], 𝑦 ∈
[0,2] 𝑤𝑖𝑡ℎ 1 ≥ |𝑥 − 𝑦|} and 𝑉(𝐺) = 𝐶. For every 𝑖 = 1, 𝑘̅̅ ̅̅̅, let {𝑔𝑖}𝑖=1

𝑘 : [0,2] → [0,2] be defined by 

 

{𝑔𝑖}𝑖=1
𝑘 = {

[(1 − 𝑥)/2𝑖] + 1 𝑖𝑓 𝑥 ∈ [0,1],

5/2 𝑖𝑓 𝑥 ∈ (1,2].
                                                                                               (21) 

 

Let {𝜇𝑛
𝑖 } = [(4𝑖 − 1)(5𝑖 − 1)]. 20−𝑖 for ∀𝑖 = 1, 𝑘̅̅ ̅̅̅. Then 𝑔𝑓𝑖𝑥 ≔ {1} and {𝑔𝑖}𝑖=1

𝑘 : 𝐶 → 𝐶 be 

𝐺 −nonexpansive maps for every 𝑖 = 1, 𝑘̅̅ ̅̅̅. 
 

Theorem 2. Let 𝐶 ≠ ∅ is a closed convex subset of UCBS 𝑋, {𝜇𝑛
𝑖 }𝑖=1

𝑘 ⊂ [𝜚, 𝜍], where 0 < 𝜚 < 𝜍 < 1. 

Let 𝑐0 ∈ 𝑔𝑓𝑖𝑥 such that (𝑥0, 𝑐0), (𝑐0, 𝑥0) ∈ 𝐸(𝐺) for 𝑥0 ∈ 𝐶. Supposing that 𝐶 has the Property P and 

one of {𝑔𝑖}𝑖=1
𝑘  is semicompact, 𝑔𝑓𝑖𝑥 is dominated by 𝑥0 and 𝑔𝑓𝑖𝑥 dominates 𝑥0, then {𝑥𝑛} → 𝜅 ∈ 𝑔𝑓𝑖𝑥. 

 

Proof. Let 𝑐0 ∈ 𝑔𝑓𝑖𝑥  such that (𝑥0, 𝑐0), (𝑐0, 𝑥0) ∈ 𝐸(𝐺) for 𝑥0 ∈ 𝐶. Let 𝑔𝑙 is semicompact for 

1 ≤ 𝑙 ≤ 𝑘. We get ‖𝑥𝑛 − 𝑔𝑙𝑥𝑛‖ → 0 𝑎𝑠 𝑛 → ∞ by Lemma 4. On account of the fact that {𝑥𝑛} is 

bounded and 𝑔𝑙 is semicompact, there exists a subsequence {𝑥𝑛𝑗
} of {𝑥𝑛} such that 𝑥𝑛𝑗

→ 𝜅 ∈ 𝐶 as 

𝑗 → ∞. As strong convergence implies weak convergence, by Remark 1, we get (𝑥𝑛𝑗
, 𝜅) ∈ 𝐸(𝐺) It is 

apparent that 𝜅 ∈ 𝑔𝑓𝑖𝑥. By Lemma 3 and Lemma 4 (iii), we obtain that 
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‖ 𝜅 − 𝑔𝑙  𝜅‖ = lim
𝑗→∞

‖𝑥𝑛𝑗
− 𝑔𝑙𝑥𝑛𝑗

‖ = 0,  𝑓𝑜𝑟 1 ≤ 𝑙 ≤ 𝑘.                                                                           (22) 

 

Therefore 𝜅 ∈ 𝑔𝑓𝑖𝑥 so that lim𝑛→∞‖𝑥𝑛 − 𝜅‖ exists. Hence, 𝑥𝑛 → 𝜅 as 𝑗 → ∞. 

 

Example 2. Let 𝐺 =  (𝑉 (𝐺) , 𝐸 (𝐺)) be digraph via 

 

𝐸(𝐺) = {(𝑥, 𝑦): 𝑥 ∈ [3,3.2], 𝑦 ∈ [3,3.3] 𝑤𝑖𝑡ℎ |𝑥 − 𝑦| < 1} and 𝑉(𝐺) = [3,3.3].                           (23) 

 

For every 𝑖 = 1, 𝑘̅̅ ̅̅̅, let {𝑔𝑖}𝑖=1
𝑘 : [3,3.3] → [3,3.3] be defined by 

 

{𝑔𝑖}𝑖=1
𝑘 = {

[𝑥/2𝑖] + [((2𝑖 − 1)/2𝑖) (22/7)] 𝑖𝑓 𝑥 ∈ [3,3.2],

3 𝑖𝑓 𝑥 ∈ (3.2,3.3].
                                                          (24) 

 

Let {𝜇𝑛
𝑖 } = (2𝑖 − 1). 6−𝑖 for ∀𝑖 = 1, 𝑘̅̅ ̅̅̅. Then 𝑔𝑓𝑖𝑥 ≔ {22/7} and {𝑔𝑖}𝑖=1

𝑘  be 𝐺 −nonexpansive maps 

for every 𝑖 = 1, 𝑘̅̅ ̅̅̅. 
 

Table 1: The value of {𝑥𝑛} with initial value 𝑥0 = 3.0000 and 𝑛 = 25, resp. 

𝑛 𝑘 = 5 𝑖𝑛 Eq. 1 𝑘 = 3 𝑖𝑛 Eq. 1 𝑘 = 2 𝑖𝑛 Eq. 1 𝑘 = 1 𝑖𝑛 Eq. 1 

1 3.0000 3.0000 3.0000 3.0000 

2 3.0254 3.0236 3.0201 3.0119 

3 3.0463 3.0432 3.0373 3.0228 

4 3.0634 3.0596 3.0521 3.0328 

5 3.0775 3.0733 3.0649 3.0420 

6 3.0854 3.0848 3.0759 3.0504 

7 3.0956 3.0943 3.0853 3.0581 

8 3.1040 3.1023 3.0934 3.0652 

9 3.1108 3.1090 3.1003 3.0717 

10 3.1165 3.1145 3.1062 3.0776 

11 3.1211 3.1192 3.1114 3.0830 

12 3.1249 3.1232 3.1158 3.0880 

13 3.1281 3.1264 3.1196 3.0926 

14 3.1306 3.1291 3.1228 3.0968 

15 3.1327 3.1313 3.1256 3.1006 

16 3.1344 3.1333 3.1280 3.1041 

17 3.1359 3.1348 3.1301 3.1073 

18 3.1372 3.1362 3.1319 3.1103 

19 3.1382 3.1374 3.1334 3.1130 

20 3.1390 3.1383 3.1347 3.1155 

21 3.1396 3.1391 3.1359 3.1178 

22 3.1402 3.1397 3.1369 3.1199 

23 3.1407 3.1403 3.1377 3.1218 
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24 3.1411 3.1407 3.1384 3.1236 

25 3.1413 3.1411 3.1391 3.1252 

  

Theorem 3. Let 𝐶 ≠ ∅ is a closed convex subset of UCBS 𝑋, {𝜇𝑛
𝑖 }𝑖=1

𝑘 ⊂ [𝜚, 𝜍], where 0 < 𝜚 < 𝜍 < 1. 

Let 𝑐0 ∈ 𝑔𝑓𝑖𝑥 such that (𝑥0, 𝑐0), (𝑐0, 𝑥0) ∈ 𝐸(𝐺) for 𝑥0 ∈ 𝐶. Supposing that 𝐶 has the Property P, 𝑔𝑓𝑖𝑥 

is dominated by 𝑥0 and 𝑔𝑓𝑖𝑥 dominates 𝑥0, then {𝑥𝑛} ⇀ 𝑐0 ∈ 𝑔𝑓𝑖𝑥. 

 

Proof. Let 𝑐0 ∈ 𝑔𝑓𝑖𝑥  such that (𝑥0, 𝑐0), (𝑐0, 𝑥0) ∈ 𝐸(𝐺) for 𝑥0 ∈ 𝐶. Owing to Lemma 4 (i) and 

weaakly compact, there exists a subsequnce {𝑥𝑛𝑣
} of {𝑥𝑛} such that 𝑥𝑛𝑣

→ 𝜅∗ ∈ 𝐶 𝑎𝑠 𝑣 → ∞. It 

follows by Lemma 4, lim𝑛→∞‖𝑥𝑛𝑣
− 𝑐0‖ = 0, lim𝑛→∞‖𝑥𝑛𝑣

− 𝑔𝑖𝑦𝑛𝑣
𝑖−1‖ = 0 and lim𝑛→∞‖𝑥𝑛𝑣

−

𝑔𝑖𝑥𝑛𝑣
‖ → 0  𝑎𝑠 𝑛 → ∞ for 𝑖 = 1, 𝑘̅̅ ̅̅̅. Using Lemma 2, 𝐼 − 𝑔𝑖 are 𝐺 −demiclosed at 0. Afterward the 

remainder of proving follows as in the proof of Theorem 3.4 in [9]. 

 

Remark 2.  

 

(i) Taking k = 3 and g1 = g2 = g3 = g in Eq. 1, we acquire the generalized form of the 

𝑆𝑃 −iteration scheme by Phuengrattana and Suantai [10]. 

 

(ii) Taking k = 2 in Eq. 1, we have the two-step iterative schema by Thianwan [11] for a self-map. 

 

(iii) Taking k = 1 in Eq. 1, then we obtain some convergence theorems of Mann algorithm for 

𝐺 −nonexpansiveness in the frame of UCBS via graph. 

 

(iv)  Theorem 1 − 2 widen and advance the concerning deductions of Khan et al. [1], Kettapun et al. 

[3] and Yildirim and Özdemir [2] for a self-map in a finite family of 𝐺 −nonexpansiveness in UCBS 

via digraph. 

 

(v)The iteration method (1.3) in [9] is replaced by the modified multistep iterative process of a finite 

family of 𝐺 −nonexpansiveness, also additionally, we give strong convergence result under the 

Condition (𝐴′′). 

 

(vi)Taking k = 3 in Eq. 1, then Theorem 2 − 3 extend and improve the outcomes of Theorem 3.7-3.8 

in [12] without supposing the Opial’s condition, resp. 

 

3. CONCLUSION 

 

Withinside the forthcoming scope of the sight, reader may verify the convergence theorems of the 

following iteration processes to a common fixed point of nonexpansiveness identified on UCBS via 

digraph. 

 

Let 𝐶 ≠ ∅ is a closed convex subset of UCBS 𝑋 with a digraph (𝑉 (𝐺), 𝐸 (𝐺)) = 𝐺 such that 

convexness of 𝐸(𝐺), 𝑉 (𝐺) = 𝐶 and transitive of 𝐺. Let {ℎ𝑖}𝑖=1
𝑘 , {𝑔𝑖}𝑖=1

𝑘 : 𝐶 → 𝐶  are 𝐺 −nonexpansive 
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maps; supposing the existence of common fixed points of these operators, our results and proof 

procedure go along to this class of maps by using the sequence {𝑥𝑛} generated by 

 

𝑥𝑛+1 = (1 − 𝜇𝑛
𝑘)ℎ𝑘𝑦𝑛

𝑘−1 + 𝜇𝑛
𝑘𝑔𝑘𝑦𝑛

𝑘−1,                                                                                                           (25) 
𝑦𝑛

𝑘−1 = (1 − 𝜇𝑛
𝑘−1)ℎ𝑘−1𝑦𝑛

𝑘−2 + 𝜇𝑛
𝑘−1𝑔𝑘−1𝑦𝑛

𝑘−2, 
𝑦𝑛

𝑘−2 = (1 − 𝜇𝑛
𝑘−2)ℎ𝑘−2𝑦𝑛

𝑘−3 + 𝜇𝑛
𝑘−2𝑔𝑘−2𝑦𝑛

𝑘−3, 
⋮ 
𝑦𝑛

2 = (1 − 𝜇𝑛
2)ℎ2𝑦𝑛

1 + 𝜇𝑛
2𝑔2𝑦𝑛

1, 
𝑦𝑛

1 = (1 − 𝜇𝑛
1 )ℎ1𝑥𝑛 + 𝜇𝑛

1 𝑔1𝑥𝑛 , 
 

or, in brief, 

 

𝑥𝑛+1 = (1 − 𝜇𝑛
𝑘)ℎ𝑘𝑦𝑛

𝑘−1 + 𝜇𝑛
𝑘𝑔𝑘𝑦𝑛

𝑘−1,                                                                                               (26) 
𝑦𝑛

𝑙 = (1 − 𝜇𝑛
𝑙 )ℎ𝑙𝑦𝑛

𝑙−1 + 𝜇𝑛
𝑙 𝑔𝑙𝑦𝑛

𝑙−1, 𝑓𝑜𝑟 𝑙 = 2,3, ⋯ , 𝑘 − 1  

𝑦𝑛
1 = (1 − 𝜇𝑛

1 )ℎ1𝑥𝑛 + 𝜇𝑛
1 𝑔1𝑥𝑛 , 𝑛 ≥ 1                                      

 

where 𝑥𝑛 = 𝑦𝑛
0, {𝜇𝑛

𝑖 } ∈ [0,1]. 
 

In image deblurring, many engineers seek to recover the original, sharp image by using a 

mathematical model of the blurring process [26]. Signal recovery presents potential problems for most 

researchers at one stage or another in an experiment. The most frequent problem here is either a very 

weak signal, or a very low signal to noise ratio [27]. Many mathematicians have been interested in 

simulated results for image deblurring and signal recovering problems in recent years, also see e.g. 

[28-30]. The reader on the other hand can apply our proposed method to solve image deblurring and 

signal recovering problems.  
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ABSTRACT 

 

In this study, three drugs and three dietary supplements containing G. biloba leaf extract were 

obtained from pharmacies and two dietary supplements were obtained from herbalists. Certain 

flavonoid glycosides and ginkgolide A, B, C, and J amounts of these products were determined 

simultaneously using LC-TOF/MS. The total phenol and flavonoid content of these products were 

also determined with spectrophotometric technique. 

Objective: We aimed to emphasize that adulteration is still a critical problem in herbal products 

frequently used during the Covid-19 pandemic and propose a fast, validated analytical method for 

detecting adulteration. 

Conclusions: The qualitative and quantitative results of all drugs and dietary supplements obtained 

from the pharmacy were compatible with the information declared by the manufacturer. However, 

neither qualitative nor quantitative flavonoid glycosides or ginkgolides A, B, and C were detected, 

although the total phenolic and flavonoid values were very high in one of the dietary supplements 

taken by the herbalist. The study's data is considered significant, mainly due to the considerable 

increase in interest in herbal products during the Covid-19 pandemic. 

 

Keywords: G. Biloba, Drug, Dietary Supplement, Adulteration, Validation, LC-TOF/MS. 

 

1. INTRODUCTION 

 

G. biloba is one of the most widely used natural medicinal plants, containing many bioactive 

components with therapeutic efficacy. Environmental factors have little effect on the survival of G. 

biloba, the only surviving species of the Ginkgoaceae family [1]. In fact, after the explosion of the 

atomic bomb in Hiroshima, Japan in 1946, the first plant to germinate was G. biloba [2]. G. biloba, a 
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tree native to China and used as a traditional medicinal plant for over 2,000 years [3] is now grown in 

Europe, Asia, Argentina, North America, and New Zealand [4]. 

 

With the discovery of the effectiveness of G. biloba leaf extract in peripheral blood circulation 

disorders and cerebral vascular diseases in the 1960s [5-8] it began to be used for different purposes. 

Pharmaceuticals containing G. biloba standardized leaf extract (EGb 761) are used in the treatment of 

tinnitus [9], cognitive impairment and Alzheimer’s disease [10], retinal diseases [11], cardiovascular 

disease [12], cerebrovascular ischemia [13], peripheral vascular disease [14] and diabetic nephropathy 

[15]. Standardized G. biloba leaf extract is one of the most widely used herbal products and/or dietary 

supplements in the world [16-19] and it is possible to find different forms of pharmaceutical products 

such as tablets, capsules, solutions, etc. containing G. biloba approved by the Ministry of Health in 

Turkey [20]. 

 

Although there are many different bioactive compounds such as terpene lactones, flavonoids, fatty 

acids, proanthocyanidins, and polysaccharides in G. biloba leaf extract, [21,22] flavonoids and terpene 

lactones are considered to be the two main groups of biologically effective components [23-26]. Some 

studies performed on standardized G. biloba leaf extract show that it contains approximately 24% 

flavonol glycoside (22%- 27%) and 6% terpene lactone (2.6% - 3.2% bilobalide, 2.8% - 3.4% 

ginkgolide A (GA),  ginkgolide B (GB), ginkgolide C (GC), and ginkgolide J (GJ)) [27-30]. 

Therefore, qualitative, and quantitative determination of flavonol glycosides and terpene lactones is 

one of the important parameters for evaluating the quality of products containing G. biloba [31]. G. 

biloba leaf extract contains more than 30 flavonol glycosides [16,25,29]. These flavonol glycosides 

are converted to three aglycones (Quercetin (QUE), Kaempferol (KAE), and Isorhamnetin (ISH)) by 

hydrolytic reactions.  Therefore, the total amount of flavonoid aglycones is multiplied by 2.51 to 

calculate the total amount of flavonoid glycosides [16]. 

 

The mentioned values should be stated on the labels of products using standardized EGb 761 extract. 

However, studies carried out on the products containing G. biloba leaf extract in the world market 

reported varying concentrations of the contents [30, 31]. This situation reveals that the active 

ingredient can be mixed with cheaper and easily available botanical materials [32]. Unfortunately, due 

to some economic concerns, adulteration is still encountered in these products. This situation is a 

source of great danger to product reliability [33,34]. In the determination of adulteration, 

chromatographic and spectroscopic analytical methods are used to detect and characterize bioactive 

components. The most widely used techniques are thin-layer chromatography (TLC), inductively 

coupled plasma mass spectrometry (ICP-MS), high-performance liquid chromatography (HPLC), gas 

chromatography (GC), nuclear magnetic resonance spectroscopy (NMR), and near-infrared 

spectroscopy (NIR) [25,32,35-38]. In addition, tandem systems such as liquid chromatography/time-

of-flight/mass spectrometry (LC-TOF/MS), which we used in our study, are an option.  

 

In addition to the fact that pharmaceutical products prepared from G. biloba leaf extract and 

standardized extract have many useful applications, the efficacy and content controls of dietary 

supplements containing these herbal products and mainly supplied out of pharmacies should be 

evaluated scientifically. This is especially important when considering the frequency of people using 

herbal products due to the Covid 19 pandemic, which has been affecting the world for the last three 
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years. Because anti-inflammatory and antioxidant agents have been claimed to be crucial in reducing 

COVID-19 patients' problems in the research [39]. 

 

For this purpose, it is aimed to control the content of selected pharmaceuticals and dietary 

supplements containing G. biloba leaf extract in the Turkish market with a fast, easy-to-apply and 

validated analytical method. In addition, the total phenol content of these products was determined 

using the Folin-Ciocalteu method, and the flavonoid content was determined using the aluminum 

chloride method. Thus, both content comparisons and phenolic capacities of pharmaceutical 

preparations containing G. biloba leaf extract were evaluated to determine possible adulteration. 

 

2. MATERIAL and METHODS 

 

2.1. Chemicals and Instruments  

QUE, KAE, GA, GB, and GC were purchased from Sigma Aldrich (St. Louis, MO, USA). HPLC 

purity formic acid and methanol were provided from Merck (Darmstadt, Germany). Sodium 

carbonate, sodium nitrite, Folin reagent, gallic acid, and aluminum chloride were purchased from 

Sigma Aldrich (St. Louis, MO, USA). UV-1601 spectrophotometer (UV-1601, Shimadzu, Japan) and 

LC-TOF/MS (6545 Accurate-Mass, Agilent, USA) were used throughout this work.  

 

2.2. Preparation of Samples and Standards 

Stock solutions of QUE, KAE, GA, GB, and GC, used as standards in the analyses, were prepared 

with methanol. The extraction of drugs (D, E, F), dietary supplements (A, B, C, G, H) used in the 

study (Table 1) was carried out as described in sections 2.3 and 2.4. Before LC-TOF/MS analysis, all 

standards and samples were filtered through 0.45 µm membrane filters (Millipore). 

 

Table 1. Information on drugs and dietary supplements.  

Product 

Code 

Form Formulation Standardized 

amount of extract 

Purchased 

from 

   A Dietary 

supplement 

Capsule G. biloba leaf extract 

90 mg 

 

Pharmacy  

   B Dietary 

supplement 

Capsule G. biloba leaf extract 

100 mg 

 

Pharmacy 

   C Dietary 

supplement 

Capsule G. biloba leaf extract 

125 mg 

Pharmacy  

   D Drug Tablet G. biloba leaf extract 

120 mg 

Pharmacy 

   E Drug Tablet G. biloba leaf extract 

120 mg 

Pharmacy  

   F Drug Tablet G. biloba leaf extract 

80 mg 

Pharmacy 
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   G Dietary 

supplement 

Tablet G. biloba leaf extract 

60 mg 

Herbalist  

   H Dietary 

supplement 

Powder G. biloba leaf extract 

100 mg 

Herbalist  

 

2.3. Acid Hydrolysis Extraction for Flavonoid Glycosides 

Extraction was performed with some modifications to the method proposed by Czigle et al. [40] Ten 

tablets and 10 capsules were crushed separately in mortars and homogenized. An amount equivalent 

to 1 tablet or capsule was weighed and taken from the resulting homogeneous mixture. 45 mL of 

methanol (99%, Merck) was added to the weighed samples, and they were extracted ultrasonically. 

Then, 5 mL concentrated HCl (37%, Merck) and 9 mL ultrapure water were added. They were 

refluxed in the oil bath at 100-135 °C in the condenser. The obtained pink-red extracts were stored in 

the refrigerator at +4 °C for LC-TOF/MS analysis. The same procedures were repeated by taking 100 

mg from the powder samples obtained from the herbalist. 

 

2.4. Liquid-Liquid Extraction with Ethyl Acetate for Terpene Lactones 

Extraction was performed with some modifications to the method proposed by Li et al. [28] Ten 

tablets and 10 capsules were crushed separately in mortars and homogenized. An amount equivalent 

to 1 tablet or capsule was weighed and taken from the resulting homogeneous mixture. 45 mL 

ultrapure water was added to the weighed samples and their extraction was done ultrasonically. After 

each extraction, the dissolved fractions were collected and filled to a final volume of 50 mL with 

distilled water. The extracts were taken into a separating funnel and liquid extraction was achieved 

three times with 20 mL of ethyl acetate. The ethyl acetate organic phases were combined and 

evaporated to dryness. The resulting residue was diluted with 10 mL analytical grade (99%) MeOH. It 

was stored in the refrigerator at +4 °C for LC-TOF/MS analysis. The same procedures were repeated 

by taking 100 mg of the powder samples obtained from the herbalist. 

 

2.5. Equipment and Chromatographic Conditions 

Qualitative and quantitative analysis of samples was performed with an Agilent LC-TOF/MS. The 

equipment and chromatographic are shown in Table 2. 

 

Table 2. LC-TOF/MS conditions for analysis. 

Equipment Parameter Conditions 

 

 

 

 

 

 

 

LC-

TOF/MS 

Column Agilent Poroshell 120 EC-C18 (3.0×50 mm, particle size 

2.7 μm) 

Mobile phase Gradient elutions of 0.1% formic acid (A) and 

99% methanol (B) solutions 0 to 2 min, 0%B→5%B; 2 to 4 

min, 5%B→95%B, 4 to 30 min, 95%B 

Analysis time 32 min 

Column 

temperature 

30 °C 

Injection volume 10.0 µL 

Mobile phase 1.0 mL/min 
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flow rate 

MS system and 

ion source  

Agilent 6545 Accurate-Mass TOF/MS Negative ion mode 

Drying gas flow: 10.0 L/min, Nebulizer pressure: 35 psi 

Gas drying temperature: 325 °C 

Sheath gas temperature: 400 °C 

Sheath gas flow: nitrogen at 12 L/min 

Scan range: m/z 100 to 1400 

 

2.6. Validation Parameters 

Limit of Detection (LOD), Limit of Quantification (LOQ), measurement range and linearity, accuracy, 

and precision parameters were examined for the validation of the proposed method. In addition, the 

precision of the proposed method was evaluated intraday and between days. Recovery calculations 

were carried out to determine the accuracy of the proposed method. Therefore, LC-MS analyses were 

done by performing the extractions of the standards at known concentrations as in sections 2.3 and 

2.4. The recovery values obtained were calculated using Eq. 1 [35]. 

 

Recovery (%) = (amount found − original amount)/amount added × 100%   (1) 

 

2.7. Total Phenol Content 

The total phenol content of the samples was determined spectrophotometrically using the Folin-

Ciocalteu method [41]. First, 100 μL of each sample (A, B, C, D, E, F, G, and H) was prepared as in 

Section 2.3, then 7900 mL distilled water and 500 μL Folin-Ciocalteu reagent were added (10%, v/v 

in water). This mixture was vortexed and incubated for 2 min at room temperature in the dark. 

Immediately after, 1.5 mL 20% (w/v) Na2CO3 solution was added to the mixture and vortexed again. 

The resulting mixture was kept in the dark for 2 h at room temperature, and the absorbance of the blue 

solution formed was measured in a UV-Vis spectrophotometer at a wavelength of 765 nm against the 

blank. Gallic acid was used as standard. The results obtained were calculated as the mean of three 

measurements and expressed mg GAE/g. 

 

2.8. Total Flavonoid Content 

The total flavonoid amounts of the samples were measured spectrophotometrically according to the 

aluminum chloride/sodium nitrite method [42]. First, 500 μL of each sample (A, B, C, D, E, F, G, and 

H), was prepared as in section 2.3. It was transferred to a tube containing 3 mL distilled water and 

vortexed after adding 0.3 mL 5% aqueous NaNO2 solution. After 5 min, 0.3 mL 10% aqueous AlCl3 

solution was added to the mixture. After 1 min, 2 mL 1 M NaOH solution was added to the mixture, 

and the tube was filled to a total volume of 10 mL with distilled water. The final mixture was vortexed 

again and the absorbance was measured at 510 nm against water. The results obtained were calculated 

as the mean of three measurements and expressed mg Quercetin/g. 
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3. RESULTS and DISCUSSION 

 

3.1. Method Validation  

Calibration lines with acceptable linearity were obtained for QUE, KAE, GA, GB, and GC. 

Correlation coefficients were obtained with r
2
>0.98. LOD, LOQ, precision and recovery values were 

calculated as described in Section 2.6. The data obtained as a result of the validation studies were 

summarized in Table 3. 

 

Table 3. Validation parameters of QUE, KAE, GA, GB, and GC. 

    Calibration 

curve 

R
2
 Linearity 

mg/L 

LOD 

mg/L 

LOQ 

mg/L 

 

Repeatability 

Intra    Between             

Day       Days 

RSD%  RSD%   

Recovery 

% 

QUE Y=4E+06x+2E+07 0.988 0.625-5 0.256 0.853     1.91      3.01    98.72 ± 0.04  

KAE Y=6E+06x+9E+06 0.998 0.625-10 0.391 1.304     1.95         3.90    98.25 ± 0.09 

GA Y=145657x+343882 0.995 2.5-20 0.263 0.878     1.72         2.64    97.32 ± 0.34         

GB Y=2E+06x+3E+06 0.990 1.25-10 0.086 0.287     1.13         2.44    96.33 ± 0.13         

GC Y=2E+06x+2E+06 0.992 1.25-10 0.136 0.453     1.31         2.40    96.84 ± 0.21 

 

3.2. Retention Times of Standards and Samples for LC-TOF/MS Analysis 

The analyses were performed under the conditions specified in Section 2.5 for the individually 

prepared solutions of all analyzed standard substances (QUE, KAE, GA, GB, and GC). Retention 

times were determined for each standard. Meanwhile, the analysis of the mixture containing all the 

standards was also performed. The chromatogram obtained for the standards was shown in Figure 1, 

and the retention time and molecular ion peaks of each standard were shown in Table 4. 
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Figure 1. Chromatogram of standards. 

 

 Table 4. Molecular ion peaks and retention times of the standards. 

Standards M
-
 tR (min) 

QUE 301.0379 4.03 

KAE 285.0433 4.15 

GA 443.1157 3.77 

GB 423.1331 3.80 

GC 439.1283 3.60 

 

On the other hand, it is seen that there are studies carried out using HPLC-UV in the literature [43,44]. 

However, the reason for using LC-TOF/MS in this study is to avoid peak overlaps [45] since terpene 

lactones have low ε-values for maximum absorbance at about 219 nm. The chromatogram obtained 

for the samples was shown in Appendix A. Retention times of QUE, KAE, GA, GB, and GC present 

in the analyzed pharmaceutical samples were given in Table 5. The retention times of QUE, KAE, 

GA, GB, and GC in the samples were found to be compatible with the retention times of the 

standards. QUE, KAE, GA, GB, and GC were not found in the H sample obtained from herbalists. 

 

Table 5. Retention times of the samples. 

Samples                      tR (min)    

QUE KAE     GA GB GC 

A 4.03 4.15 3.77 3.80 3.60 

B 4.03 4.15 3.77 3.81 3.59 
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C 4.03 4.15 3.76 3.81 3.59 

D 4.03 4.15 3.77 3.81 3.59 

E 4.04 4.15 3.77 3.81 3.59 

F 4.03 4.14 3.76 3.80 3.59 

G 4.03 4.14 3.76 3.80 3.60 

H - - - - - 

 

3.3. Quantification of Total Flavonoids and GA, GB, GC, and GJ 

The results of analyses showed that all the drugs and dietary supplements obtained from the pharmacy 

qualitatively contained QUE, KAE, GA, GB, and GC. The standard curve of GB for GJ and the 

calibration curve of QUE for ISH were used due to their similar structures and close molecular 

weights. The amounts of GJ and ISH were calculated using the molecular weight correction factor. As 

previously stated, this approach could be used [46]. The total flavonoid value was calculated by 

multiplying the amounts of QUE, BAE, and ISH with the appropriate conversion factors, and the 

results were compared with the declared values. The amount per tablet/capsule in all drugs and dietary 

supplements was detected within the declared limits. However, neither qualitative nor quantitative 

QUE, KAE, GA, GB or GC were present in the dietary supplement (H) obtained from the herbalist. 

The amounts found in the other dietary supplement (G) were detected as much lower than stated on 

the label (Table 6, 7). 

 

Table 6. Total flavonoid glycosides content of 8 samples containing G. biloba leaf extracts (n=3, 

Mean ± SD). 

Sample 
 

QUE 

(mg/tb or 

capsule) 

KAE 

(mg/tb or 

capsule) 

ISH 

(mg/tb or 

capsule) 

Total  

(mg) 

Total 

Flavonoid 

Glycosides 

Found (mg) 

Total 

Flavonoid 

Glycosides 

Expected 

(mg) 

A 3.98 ± 0.02 3.59 ± 0.03 1.11 ± 0.02 8.68 21.79 19.8-24.30 

B 4.36 ± 0.03 4.05 ± 0.04 1.35 ± 0.03 9.76 24.50 22-27 

C 5.17 ± 0.01 5.11 ± 0.03 1.85 ± 0.04 12.13 30.44 27.5-33.75 

D 5.02 ± 0.04 4.78 ± 0.05 1.58 ± 0.06 11.38 28.56 26.4-32.40 

E 4.90 ± 0.06 4.79 ± 0.04 1.51 ± 0.05 11.20 28.11 26.4-32.40 

F 3.11 ± 0.03 3.34 ± 0.02 0.93 ± 0.04 7.38 18.52 17.6-21.60 

G  1.86 ± 0.02 1.52 ± 0.05 0.25 ± 0.03 3.63 9.11 13.2-16.20 

H  - - - - - 22-27 
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Table 7. GA, GB, GC, and GJ content of samples containing G. biloba leaf extracts (n=3, Mean ± 

SD). 

Sample 
 

GA 

(mg/tb or 

capsule) 

GB 

(mg/tb or 

capsule) 

GC  

(mg/tb or 

capsule) 

GJ 

(mg/tb or 

capsule) 

GA GB 

GC GJ 

Found 

(mg) 

GA GB 

GC GJ 

Expected 

(mg) 

A 0.90 ± 0.02 0.88 ± 0.03 0.62 ± 0.04 0.13 ± 0.02 2.53 2.52-3.06 

B 1.04 ± 0.04 0.97 ± 0.05 0.63 ± 0.02 0.21 ± 0.03 2.85 2.8-3.40 

C 1.54 ± 0.03 1.07 ± 0.02 0.71 ± 0.04 0.47 ± 0.03 3.79 3.5-4.25 

D 1.46 ± 0.05 0.95 ± 0.04 0.69 ± 0.02 0.46 ± 0.03 3.56 3.36-4.08 

E 1.38 ± 0.02 0.90 ± 0.03 0.67 ± 0.05 0.47 ± 0.04 3.42 3.36-4.08 

F 0.52 ± 0.06 0.30 ± 0.02 0.22 ± 0.04 0.05 ± 0.03 1.09 2.24-2.72 

G  0.31 ± 0.04 0.25 ± 0.05 0.20 ± 0.03 0.05 ± 0.02 0.81 1.68-2.04 

H  - - - - - 2.8-3.40 

 

The results obtained from our study show that adulteration is still a very serious problem, especially in 

dietary supplements purchased out of pharmacies. In our study, QUE, KAE, GA, GB, and GC could 

not be determined qualitatively and quantitatively in H sample containing G. biloba obtained from 

herbalists. In addition, there are differences between the reported values and the found values in the G 

sample obtained from the herbalist. This situation is similar to other studies reported in the literature 

[47,48].  

 

3.4. Total Phenol and Flavonoid Analysis 

The data summarized in Table 8 showed that, as expected, the highest total phenol, and flavonoid 

values were found in the sample containing the highest G. biloba standard leaf extract (C). On the 

other hand, the total phenol and flavonoid values determined in the tablet sample obtained from 

herbalists (G) were at the lowest level compared to the other tablets. Although no bioactive 

compounds in the standardized G. biloba extract was qualitatively detected in the powder sample 

taken from the herbalist, total phenol, and flavonoid values were at the highest level. This situation 

suggests that there may be adulteration in the sample. 

 

Table 8. Total phenolic and flavonoid values for the samples (n=3, Mean ± SD). 

Sample 
 

Total Phenol 

mg (GAE)/g 

Total Flavonoid 

mg (KUE)/g 

A 35.51 ± 0.52 16.03 ± 0.29 

B 36,51 ± 0.37 18.2 ± 0.50 

C 40.48 ± 0.11 27.53 ± 0.29 

D 38.14 ± 0.14 23.7 ± 0.51 

E 37.47 ± 0.10 22.87 ± 0.28 
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F 32.78 ± 0.10 12.37 ± 0.30 

G 18.42 ± 0.15 9.03 ± 0.55 

H 50.05 ± 0.52 45.37 ± 0.31 

 

4. CONCLUSION 

 

In this study, qualitative and quantitative analysis of drugs and dietary supplements containing G. 

biloba leaf extract available in the Turkish market was performed with a fast, easy, and validated 

analytical method. The highest total phenol and flavonoid values among the products purchased from 

the pharmacy were in the tablet containing the highest amount of G. biloba leaf extract. The total 

phenol and flavonoid values for the tablet sample purchased from the herbalist were the lowest. On 

the contrary, the total phenol and flavonoid values of the powder sample obtained from the herbalist 

were the highest compared to other pharmaceutical products. In this case, the most surprising point 

according to the LC-TOF/MS results was that the flavonoid glycosides and ginkgolide A, B, and C 

found in G. biloba were not detected in the powder sample taken from the herbalist. The fact that the 

dietary supplements showed such high total phenol and flavonoid values while none of the bioactive 

components of G. biloba exist in its content indicates that it may have been adulterated with other 

botanical materials with lower costs.  

Table 9 compares the findings of this study to those of other G. biloba studies in the literature. The 

findings indicate that adulteration is still a significant issue in various G. biloba samples. 

 

Table 9. Comparison of the results of the present study and other studies on the analysis of G. biloba. 

Sample 
 

Method Finding  Reference 

G. biloba food 

supplements 

HPLC‑ UV 

LC‑ MS/MS 

Adulteration was determined 

through analyses performed on 

selected samples. 

    40 

G. biloba L. 

phytopharmaceuticals 

HPLC‑ UV 

 

The proposed methods were used 

successfully to determine terpenes 

and flavonoids in four 

phytopharmaceutical preparations 

from the Egyptian market. 

    44 

G. biloba L. 

pharmaceuticals 

HPLC-DAD 

LC-MS 

The study revealed that food 

supplements were mixed with rutin 

to reach the expected amount of 

flavonoid glycosides. 

    49 

G. biloba solid 

oral dosage form 

HPLC-PDA According to the findings, 

appropriate quality control 

measures should be implemented to 

ensure the quality, safety, and 

efficacy of commercially available 

G. biloba products. 

    50 
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G. biloba L. 

drugs and three dietary 

supplements 

LC-TOF/MS Serious adulteration was noticed in 

dietary supplements containing G. 

biloba that were not purchased 

from a pharmacy. 

This study 

 

The study results reveal that we should be more cautious about the quality of these products, 

especially given the frequent use of herbal products during the Covid 19 pandemic. 
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APPENDIX A 

 

 
Figure A1. Chromatogram of A (dietary supplement) sample obtained from pharmacy. 

 
Figure A2. Chromatogram of B (dietary supplement) sample obtained from pharmacy. 

 
Figure A3. Chromatogram of C (dietary supplement) sample obtained from pharmacy. 
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Figure A4. Chromatogram of D (drug) sample obtained from pharmacy. 

 
Figure A5. Chromatogram of E (drug) sample obtained from pharmacy. 

Figure A6. Chromatogram of F (drug) sample obtained from pharmacy. 
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Figure A7. Chromatogram of G (dietary supplement) sample obtained from herbalist. 

 
Figure A8. Chromatogram of H (dietary supplement) sample obtained from herbalist. 
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ABSTRACT 

 

After the flotation process of oxidized lead-zinc ores, the high amount of metal (especially zinc metal) 

in its content cannot be recovered and is stored as tailing. Ore and (therefore) tailings are found 

together with gangue minerals such as calcite, and dolomite, which are oxide/carbonate minerals. 

Precious minerals are zinc, lead, silver, and iron-containing minerals such as smithsonite, 

hydrozincite, plumbojarosite, and goethite. The particle size of the sample taken from this tailing was 

determined as d80= 78.22µm. In order to recover these ore tailings with high metal content, the 

dissolution of citric acid, which is a weak organic acid, in NaCl medium was investigated. A basic 

experimental condition determined was applied as 0.5 M citric acid, 200 g/L NaCl, 1 hour time, 60 ℃ 

temperature, and 10% solids ratio. As a result, zinc, lead, silver and iron dissolved up to 66.85%, 

56.53, 40.68, and 27.74%, respectively. According to the results of this experiment, keeping each of 

these parameters constant, 0.125-1 M citric acid, 50-400 g/L NaCl, 15-120 minutes leaching time, 25-

95 ℃ leaching temperature, and 5-40% solids metal. The efficiency of the gain yields was tried to be 

determined. When the final results are examined, there are 60-80% zinc, 40-70% lead, 0.01-35% iron, 

and 11-83% silver recovery efficiencies. In light of these results, it is thought that industrial-scale 

improvements in multi-metal recovery from oxidized ore tailings may improve positive results. 

 

Keywords: Flotation tailings, Oxidized lead-zinc, Silver, Citric acid, NaCl, Leaching.  

 

1. INTRODUCTION 

 

Lead-zinc ores are generally found in oxide, sulfide, and mixed forms. Among these mineralizations, 

the most enriched ores are sulfide ores, and they can be recovered by the flotation process [1-3]. In 

oxide ores, recovery for lead can be made by flotation. It is based on the principle of flotation by 

sulfurizing the ore surface and adding a collector such as a xanthate. One of the deposits in Turkey is 

located in the Zamantı region [4,5].  
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Important oxidized zinc minerals such as smithsonite (ZnCO3), willemite (Zn2SiO4), hydrozincite 

(2ZnCO3.3Zn(OH)2), zincite (ZnO), and hemimorphite (Zn2SiO3.H2O). Although these ores are 

generally found together with lead-containing minerals, they cannot be recovered by flotation like 

these minerals. High-grade zinc and iron minerals and low-grade lead can be found in the wastes of 

these flotation concentrates [6].  

 

In general, lead oxide minerals are cerusite (PbCO3), anglesite (PbSO4), and jarosite-containing 

beudantite PbFe3(AsO4)(SO4)(OH)6, plumbojarosite PbFe6(SO4)4(OH)12 minerals [3, 7-10]. 

 

The dissolution reaction of citric acid (C6H8O7) in water (Eq. (1)-(2)-(3)) and the reactions between 

this acid and some minerals of zinc (Eq. (4)) [11], lead (Eq. (5)), and iron (Eq. (6)) [12-14] are as 

follows:  

 

C6H8O7(s) + H2O(l) ↔ H3O
+

(aq) + C6H7O7
-
(aq)       (1) 

 

C6H7O7
-
(s) + H2O(l) ↔ H3O

+
(aq) + C6H7O7

2-
(aq)       (2) 

 

C6H7O7
2-

(s) + H2O(l) ↔ H3O
+

(aq) + C6H7O7
3-

(aq)      (3) 

 

3ZnO(s) + 2C6H8O7(aq) → 3 Zn
2+

 + 2C6H7O7
3-

(aq) + 3H2O(l)      (4) 

 

1.5PbO + C6H8O7 ↔ 1.5Pb
2+ 

+ C6H5O7
3− 

+ 1.5H2O      (5) 

 

Fe3O4 + C6H8O7 + 2e
−
 ↔ 3FeO + C6H5O7

3− 
+ H2O + H

+
      (6) 

 

The reaction of zinc oxide with salt (NaCl) leaching (Eq. (7)) [15,16] occurs as follows: 

 

ZnO + iCl
-
 + 2H

+
 → ZnCli

2-i
 + H2O        (7) 

i=1, 2, 3, 4 

 

The dissolution of lead oxide minerals by salt leaching (Eq. (8)) [1, 17-21] is as follows: 

 

PbSO4 + 2Cl
-
 → PbCl2 + SO4

2-
        (8) 

 

The dissolution reaction of silver with salt and/or hydrochloric acid is as follows (Eq. (9)) [22-24]: 

 

Ag(s) + 2Cl
-
 + H

+
 + ¼ O2(g) = AgCl2

-
 + ½ H2O      (9) 

 

For the recovery of lead and silver from lead sulfates in zinc smelter wastes, recovery by roasting, 

sulfuric acid, and salt leaching were investigated. Sulfides were oxidized step by step, followed by 

neutral leaching and chlorine dissolution, recoveries of 90-95% Pb, 60-70% Ag were achieved [25]; 

[26]. 

 



 
 
 

 
 

 
 
 

Yoğurtçuoğlu, E., Journal of Scientific Reports-A, Number 53, 59-73, June 2023 
 

 
 

61 
 

Pressure leaching was carried out with nitric acid from concentrates containing Pb-Ag sulfide 

minerals. The best conditions for the study investigated at a nitric acid concentration of 0.13–0.65 M 

at operating conditions (130-170 °C) higher than the melting temperature of sulfur (119 °C), 90 min 

leaching time, in 0.65 M nitric acid medium, and leaching time at 130 °C. approximately 90% Ag and 

80% Pb recovery was obtained [27]. 

 

Recovery of copper, zinc and lead from brass melting slag by hydrometallurgical processes was 

investigated. Metal extraction increases in acidic environment with an increase in temperature and in 

terms of the types of these acids, respectively, as sulfuric, hydrochloric and nitric acids [28]. 

 

Metal recovery was made from oxidized Zn/Pb ore by performing two-stage alkali leaching process. 

Firstly, the ore, which was reduced to a certain size (0.2 mm), was dissolved by caustic (NaOH) 

leaching process at 90℃ alkaline leaching temperature, 120 min leaching time. Then, metal recovery 

efficiencies of over 80% were obtained by leaching sodium sulfide (Na2S·9H2O) at the same 

temperature [29]. 

 

Metal recoveries from zinc leaching wastes by sulphate roasting and water leaching processes were 

investigated. In this study, the ferric sulfate/zinc ferrite ratio was 1.2, and then dissolved with water at 

a roasting temperature of 640 °C for 1 hour. As a result of the experiments, the recovery efficiencies 

were 92.4% Zn, 93.3% Mn, 99.3% Cu, 91.4% Cd, and 1.1% Fe [30].  

 

In light of all this research, this study was carried out in order to evaluate the metals in oxide ore 

flotation wastes with the dissolution efficiency of citric acid in a salt medium. 

 

2. MATERIAL and METHOD 

 

2.1. Material          

The samples used in the experiments were taken from the oxide lead-zinc flotation tailings of the 

Havadan Mining (Kayseri, Yahyalı) Plant. The moisture of the tailings was dried at about 105 °C, 

blended, and the sample splits separated. Citric acid leaching was applied to these tailings in a NaCl 

medium. As test parameter values; 0.125-1 M citric acid concentration, 50-300 g/L sodium chloride 

concentration, 15-120 minutes leaching time, 25-95℃ leaching temperature, and 5-40% solids were 

investigated. All test results were compared with the experiment performed at 0.5 M citric acid and 

200 g/L NaCl concentrations, 1-hour time, 60℃ temperature, and 10% solids.  

 

Experiments were carried out in a fume hood with a magnetic stirrer with heater. After dissolving, the 

liquid solution was separated, and the solid was washed and precipitated. Then these samples by 

drying were sent for analysis. 

 

When the XRF analysis and chemical analysis results of the test sample were examined (Table 1); 

2.29% Pb, and 6.28% Zn were detected. In addition, it was determined that the densest elements were 

Fe (19.40%) and Si (4.39%). 
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Table 1. The chemical analysis of test sample [10]. 

 

In the particle size distribution analysis of the test sample (Figure 1), it was found that d80= 78.22 μm. 

 

 
Figure 1. Particle size distribution [10]. 

 

In XRD analysis of the test sample (Figure 2), calcite (CaCO3), dolomite (CaMg(CO3)2), goethite 

(FeO(OH)), hydrozincite (ZnCO3.3Zn(OH)2), plumbojarosite (PbFe6(SO4)4( OH)12), quartz (SiO2), 

and smithsonite (ZnCO3) minerals were determined [31]. 

 

Element % Element % 

Fe 19.40 Pb 2.29 

Si 4.39 As 0.33 

Zn 6.28 Mg 0.38 

Al 0.98 K 0.24 

Ca 2.31 Ti 0.16 
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Figure 2. XRD analysis of the tailing sample used in the experiment (C: calcite, D: dolomite, G: 

goethite, H: hydrozincite, P: plumbojarosite, Q: quartz, S: smithsonite) [31]. 

 

3. RESULTS and DISCUSSION 

 

As shown in Figure 3 below, an experiment was conducted under the conditions of 0.5 M citric acid 

and 200 g/L NaCl concentration, 60℃ leaching temperature, 1 hour leaching time, and 10% solids 

ratio. As a result of the experiment, the metal recoveries are 40.68%Ag, 56.53%Pb, %66.85Zn, and 

27.74%Zn, respectively. 
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Figure 3. According to stable test, multi-metal recoveries (%) [0.5 M citric acid and 200 g/L NaCl 

concentration, 60℃ leaching temperature, 1 hour leaching time, 10% solids]. 

 

3.1. The Effect of Solid Ratio 

In the experiments in which the % solids ratio parameter was examined (Figure 4), 0.5 M citric acid 

concentration, 200 g/L NaCl concentration, 60℃ leaching temperature and 1 hour leaching time were 

kept constant. As a result of the experiment, it was observed that the metal recovery efficiency 

increased as the % solid ratio decreased. Zn recoveries were found to be 17.92-66.85%, Pb recoveries 

37.19%-56.53% and Fe 0.12-27.74%. Only Ag recovery efficiencies (26-83%) increased between 20-

40%. At the solubility of smithsonite ore in ammonium chloride medium, zinc recovery reached up to 

91% in 5 M ammonium chloride, 240 minutes leaching time, 90°C leaching temperature, 84–110 

micron grain size and 1/10 solid ratio (g/mL) experiments [32]. In the NaOH dissolution process from 

refractory hemimorphite zinc oxide ore, 6-12 solid ratio was investigated. Metal recoveries are 

obtained as 73% Zn, 45% Al, 11% Pb, 5% Cd, and <0.1% Fe at 65-76 µm grain size, 5 M sodium 

hydroxide, and 10:1 liquid:solid ratio, at 358 K, 2 hours leaching time [33]. 
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Figure 4. Multi-metal recovery efficiencies obtained according to % solid ratio [0.5 M citric acid 

concentration, 200 g/L NaCl concentration, 60ᵒC leaching temperature, 1 hour leaching time]. 

 

3.2. The Effect of Citric Acid Concentration 

In the citric acid concentration difference experiments (Figure 5), 200 g/L NaCl concentration, 60℃ 

leaching temperature, 1 hour leaching time and 10% solids ratio were kept constant. As a result of the 

experiment, it was observed that the Zn recovery (16.59-66.85%), Pb recovery (36.16%-56.53%), and 

Fe recovery (19.39-27.74%) increased as the concentration increased. Recovery of silver decreased by 

about 20% at 1M citric concentration. 

 

The concentration of citric acid in the range of 0.01-0.5 M in the dissolution of zinc oxide was 

investigated. It reached up to 70% Zn extraction at a concentration of 0.5 M acid in 60 minutes at 25 

°C [12]. 
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Figure 5. Multi-metal recovery obtained according to citric acid concentration difference [at 200 g/L 

NaCl concentration, 60ᵒC leaching temperature, 1 hour leaching time, 10% solids]. 

 

3.3. The Effect of Leaching Time 

In the experiments in which the leaching times were examined (Figure 6), the parameters of 0.5M 

citric acid concentration, 200 g/L NaCl concentration, 60℃ leaching temperature and 10% solids ratio 

were selected in the leaching time range of 15-120 minutes. The recoveries of metals are 13.70-

40.68% for Ag, 42.89-56.53% for Pb, 47.22-66.85% for Zn, and 14.09-27.74% for Fe. It was 

observed that the leaching time for Ag, Pb, and Fe increased up to 60 minutes with the increase of the 

time in this parameter. Extraction of zinc and other precious metals from low grade zinc oxide ore 

with iminodiacetate aqueous solution was investigated. The leaching time was studied between 1-6 

hours. Optimum zinc recovery was achieved at 76.6% in 4 hours leaching time, 70 °C, pH 8, L/S 5:1, 

and 0.9 M iminodiacetate aqueous solution [34]. Zinc recoveries (42-44%) in the leaching time 

(between 30-150 minutes) do not differ much in the application of 1/10 solids ratio, 25°C leaching 

temperature and 0.5 M citric acid on low grade ZnO wastes [35]. 
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Figure 6. Multi-metal recovery efficiencies obtained according to leaching times [at 0.5M citric acid 

concentration, 200 g/L NaCl concentration, 60ᵒC leaching temperature, 10% solids]. 

 

3.4. The Effect of Leaching Temperature 

In the experiments in which leaching temperatures (25-95℃) were investigated (Figure 7), the 

parameters of 0.5M citric acid concentration, 200 g/L NaCl concentration, 60 minutes leaching time, 

and 10% solids ratio were selected. In the recovery of metals, it was determined that Ag and Fe 

recoveries decreased at 95 °C, lead had close values, and zinc increased in direct proportion with the 

increase (29.15-78.59%) in temperature. In the aforementioned study, where the recovery of ZnO ore 

with citric acid was mentioned, in the temperature increase examination, the solubility increased 

towards 60 minutes leaching time at 25-50℃ temperature ranges and was obtained around 90% [12]. 

When the effect of the leaching temperature parameter of zinc oxide wastes was investigated (30-

80℃), the zinc recovery reached up to 65% in 0.5 M concentration of citric acid, 1:10 solid-to-liquid 

ratio, and 60 min reaction time [35]. 
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Figure 7. Multi-metal recovery efficiencies according to leaching temperatures [at 0.5M citric acid 

concentration, 200 g/L NaCl concentration, 1 hour leaching time, 10% solids]. 

 

3.5. The Effect of NaCl Concentration 

In the experiments where NaCl concentrations were examined (Figure 8), 0.5M citric acid 

concentration, 60℃ leaching temperature, 1 hour leaching time, and 10% solid ratio were constant. 

The metal recoveries are 15.02-40-68% for Ag, 42.60-56.53% for Pb, 56.16-78.50% for Zn, and 

13.43-27.74% for Fe, respectively. When the citric acid concentration in the chlorine medium (0.05 

mol/L) was investigated, it was observed that the zinc solubility reached nearly 100% in leaching 

times of up to 60 minutes in the temperature range of 25-40 ℃ [12]. Zinc recovery (90%) was 

obtained after sulphate (H2SO4) roasting, and lead (92%) and silver (62%) were recovered in the 

subsequent NaCl dissolution process. The NaCl concentration range was studied as 60-320 g/L. Ag 

was obtained in the range of 60-120 g/L with 55-63% and Pb in the range of 60-315 g/L with 17-92% 

recovery efficiencies [36]. 
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Figure 8. Multi-metal recovery efficiencies according to NaCl concentrations [at 0.5M citric acid 

concentration, 60ᵒC leaching temperature, 1 hour leaching time, 10% solids]. 

 

In the metal recovery of citric acid leaching, it was stated that the metal recovery took place in the 

following order [13,14] (Eq. (10)):  

 

Citric Acid Zn>Cr>Pb>Mn>Fe                   (10) 

 

Similarly, in these experiments, it is seen that the most intense zinc is recovered, followed by lead and 

finally iron. In addition, less recovery of iron in the recovery of precious metals such as lead, zinc and 

silver is a result of the selective behavior of organic acids [10,11, 37,38]. 

 

4. CONCLUSIONS 

 

In this study, flotation tailings of oxidised Pb/Zn ores were investigated in terms of solubility of 

organic acids in citric acid and NaCl medium.  

 

The tailing sample used in the experiments contains 2-3% Pb, 5.5-6.5% Zn, 19-20% Fe, and 20-35g/t 

Ag, and generally consists of smithsonite, hydrozincite, plumbojarosite, and goethite minerals. The 

particle size of the test sample was below about 100 microns, and re-grinding was not required. 

 

In the experiment performed at 0.5 M citric acid and 200 g/L NaCl concentration, 60 minutes leaching 

time, 60℃ leaching temperature, and 10% solids, the recovery efficiencies of the metals were obtained 

as 66-67% Zn, 56-57%Pb, 27-28% Fe, and 40-41% Ag. These experimental conditions were 

compared in all other experiments performed.  
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When the % solid ratio difference was examined, it was determined that as the ratio decreased, metal 

recovery efficiencies (18-78% Zn, 37-58% Pb, 0-35% Fe, and 11-84% Ag) increased (except for 

silver only). This increase in silver can be explained by the reasons such as the low amount of 

availability and therefore the solubility may be faster than other elements. 

 

According to the experiments investigating the citric acid concentration difference (0.125-1M), 17-

76% zinc, 36-60% lead, 13-28% iron, and 33-54% silver metal recovery were obtained. 

 

In the 15-120 minute leaching time differences experiments, similar to the other experiments, it was 

determined that zinc had the highest recovery efficiency and recovery efficiencies of around 57/80%, 

especially in terms of Pb/Zn. 

 

It was determined that zinc reached 79% efficiency in 25-95 ℃ leach temperature experiments. 

In the NaCl concentration differences experiments, zinc was obtained with recovery efficiencies in the 

range of 56-79%, lead 43-57%, iron 14-28%, and silver 15-41%. 

 

As a result, it has been determined that chlorine leaching of citric acid, a low-cost organic acid, is 

possible in the recovery of multi-metals from these oxidised ore tailings, especially in terms of Pb/Zn 

(60 and 80%). In addition, as an important advantage of these acids, it is thought that iron has lower 

gains, and silver is important in terms of precious metal recovery, although it varies. 
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ABSTRACT 

 

Increasing industrialization with the developing technology has brought the risk factors that 

negatively affect the employees in the working environment. Occupational accidents and occupational 

diseases occur due to these risk factors. With the effective implementation of occupational health and 

safety rules, occupational accidents and occupational diseases can be prevented. It is very important to 

regularly record all data related to work accidents and occupational diseases and to take necessary 

measures by analyzing these data. In particular, the data on the number of work accidents, death rates 

after work accidents, occupational diseases, and death rates due to occupational diseases are an 

indicator of the economic and social development of countries. In this study, evaluations were made 

about preventive and remedial activities by comparing statistical data on work accidents and 

occupational diseases in our country and in the world. 

 

Keywords: Occupational Disease, Occupational Accident, Year 2000 and After, World, Türkiye. 

 

1. INTRODUCTION 

 

Occupational accidents caused by unconscious or unexpected mistakes in business life and 

occupational diseases arising from the nature of work, which are increasing by industrialization, 

continue to be an important problem for employees, employers and governments. According to the 

data of the International Labor Organization (ILO), every year over 2.3 million women and men die at 

work from an occupational injury or disease. Over 350,000 deaths are due to fatal accidents and 

almost 2 million deaths are due to fatal work-related diseases. The ILO also estimates that 160 million 

cases of non-fatal work-related diseases occur annually. These estimates imply that every day 

approximately 6,400 people die from occupational accidents or diseases and that 860,000 people are 

injured on the job[1].  The main reason for this is the inadequacy of the inspections for occupational 

health and safety, and the economic invoice to be created by the cost to be spent for these audits is 

damaging the economy of employers and states due to occupational accidents and occupational 

diseases [2],[3] In our country, which is placed near the top of the world ranking in the field of 
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occupational accidents and occupational diseases, according to the data of the Social Security 

Institution in 2020; there are more than 17 million 4a status employees in Türkiye in 2020 and 

384,262 work accidents and 1,231 deaths occurred due to work accidents in the same year. 908 

occupational diseases were diagnosed and 5 of them resulted in death [4].  

 

The whole purpose of occupational health and safety practices is to prevent the occurrence of work 

accidents and occupational diseases. Prevention of occupational accidents and occupational diseases 

ensures significant gains from the point of employees, employers and government. The loss of people 

with occupational accidents and occupational diseases, which is the core element of the production, 

should not be considered only a loss of life and injury. Besides, it creates plenty of unfavorable 

pictures for employers, employees, and governments such as a decrease in productivity of enterprises, 

an increase in costs, indemnity payments, treatment, care and recovery expenditures. Occupational 

health and safety services are becoming an increasingly important issue. The researches on the subject 

revealed the fact that all occupational accidents could be prevented unless it is a result of unexpected 

incidents such as natural disasters. Besides, due to the solution to the essential problem is human-

oriented, it necessitates the implementation of all preventative practices and carefully monitoring and 

examination. Preventive approaches related to occupational health and safety have been intensively 

discussed in public, especially after work accidents in the mining and construction sectors that have 

occurred in our country in recent years. Under the guidance of the Ministry of Labor, more 

examinations and research are being made by universities, non-governmental organizations, 

professional associations, employers and unions to take all precautions about the subject and reports 

are being published. It is of great importance to act with the logic that taking all kinds of precautions 

related to occupational accidents and occupational diseases is cheaper than paying the costs of death, 

disablement and illness which are resultant of the state of not taking precautions. Work accidents have 

great importance in terms of the sustainability of enterprises due to both costs and environmental 

impacts and cause serious social and economic problems as a consequence of injuries and loss of 

lives. 

 

Determining the existing hazards in the workplace and controlling the risks that may occur is effective 

in reducing work accidents and occupational diseases [5]. In this study, statistical data on occupational 

accidents and occupational diseases that occurred in the world and in our country were compared. Our 

positive and negative aspects have been tried to be determined in the view of these obtained data. 

Evaluations on the subject have been made. 

 

2. GENERAL CONCENPTS RELATED to OCCUPATIONAL HEALTH and SAFETY 

 

2.1. Occupational Health and Safety 

According to the principles of the World Health Organization (WHO) and the International Labor 

Organization (ILO), occupational health and safety is defined as bringing physical, mental and 

common health, safety and prosperity of all workers to the highest level and preserving this level 

regardless of their contract types, extinguishing the unhealthy results that may arise from work 

environment, environmental impacts and production, removing the risk factors that affect mental and 

physical integrity of workers, creating work environments that protect mental and physical health of 

employees. There are many estimative or incalculable hazards and risks in every work. This situation 
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threatens employees, employers, machinery-equipment on the factory floor and environment. 

Occupational health and safety is essential to remove or reduce these hazards and risks to the lowest 

level. According to the International Labor Organization and World Health Organization Expert 

Committee, occupational health is “An area of work in public health to promote and maintain the 

highest degree of physical, mental and social well-being of workers in all occupations”. Five basic 

principles have been defined for the success of occupational health systems. These; protection and 

prevention, adaptation, promotion and development, treatment and recovery and primary care health 

services. As understood from these definitions, occupational health and safety is a multidisciplinary 

science that requires occupational health and safety specialists, workplace doctors and allied health 

personnel to collaborate with business officials and act as a team in our country’s conditions [6]. 

 

2.2. Occupational Accident 

There are many definitions of occupational accidents according to each institution. According to 

WHO, an occupational accident is defined as an “Unplanned event that often leads to personal 

injuries, damage to machines, tools and equipment, and causes production to stop” [7]. ILO defines it 

as “Job accident is an unexpected event that leads to a certain harm or injury”. 

 

In our country, according to the Social Security and General Health Insurance Law No 5510, the 

occupational accident is defined as; “It is an event that occurs while the insured is at the workplace, 

due to the work carried out by the employer, if the insured works independently on his/her own behalf 

and account due to the work performing, when the insured working for an employer is sent to another 

place outside the workplace as an employee without performing his/her main job, in the times 

allocated for breastfeeding insured woman to give milk to her child in accordance with the labor 

legislation, during the insured's travel to and from the place of work with a vehicle provided by the 

employer and causes an insured person to become physically or mentally handicapped immediately or 

afterward [8]. 

 

According to the Occupational Health and Safety Law No 6331, “Occupational accident is an event 

that occurs in the workplace or due to the conduct of the business, causing death or resulting bodily 

integrity to become mentally or physically disabled". Law No 5510 stipulates that three elements must 

be together for an incident to be considered as a work accident: “being insured, having encountered an 

incident, and becoming physically or mentally disabled due to the incident”. 

 

Among the dangerous situations that may cause occupational accidents, situations can be listed such 

as inappropriate protective equipment, using defective tools and equipment, unsafe tools and 

machines, insufficient or excessive lighting, insufficient ventilation, and unsafe methods and 

conditions. Examples of dangerous behaviors are unsafe and unnecessary fast work, unsafe loading, 

transportation, stacking, working in dangerous places, unsafe attitude, not using personal protective 

equipment, confusion, jokes, and anger. 

 

The main cause of all occupational accidents that result in serious injury or death is dangerous 

situations and behaviors and near miss incidents that no precautions are taken. Although 300 

dangerous situations and behaviors do not cause any harm; If no measures are taken, it will cause 29 

loss of limbs and injuries, and if the same negative situation and behavior continues and no 
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precautions are taken and ignored, it will lead to 1 fatal work accident or serious injury. When every 

work accident that causes serious injury or death is examined, according to the Work Accident 

Pyramid. On the basis of 1 serious injury or fatal accident, there are 29 minor injury incidents, and 

300 simple non-injury incidents (1-29-300 ratio principle - Heinrich Principle). The causes of all 

'near-miss' incidents should be investigated in detail, and all causes of incidents should be corrected 

and eliminated. A very important feature of this rule is that it allows us to make a projection about the 

accidents that may occur in the enterprise and gives us an opportunity to think beforehand. Recording 

and keeping statistics of occupational accidents gives the opportunity to estimate the frequency of 

accidents in enterprises compared to previous years and to take precautions [9]. 

 

2.3. Occupational Disease 

Occupational diseases are called the "silent epidemic" of modern times. It is estimated that 7500 

people die every day in the world as a result of work accidents or occupational diseases. 6500 of these 

deaths are due to work related and occupational diseases, and 1000 of them are due to injuries as a 

result of work accidents. Occupational health and safety related issues come to the fore in the society 

and the press mostly due to occupational accidents and industrial disasters. However, deaths as a 

result of occupational diseases and work related diseases are much higher than deaths from work 

accidents. 2.3 million deaths per year from occupational diseases are much more than deaths from 

tuberculosis, AIDS and traffic accidents. Cases are more common in low and middle income 

countries, where manufacturing is most intensive and occupational health and safety rules and 

practices are often poorly enforced [10][11] Occupational diseases are the common name of diseases 

that occur primarily due to factors caused by the workplace environment [12]. In international sources 

such as the World Health Organization and the International Labor Organization, occupational 

diseases are defined as a group of diseases in which a cause-effect and action-reaction relationship 

specific to the work being studied can be revealed between a harmful factor and the human body 

affected by it [13]. 

 

According to the Social Security and General Health Insurance Law No 5510, occupational disease is 

defined as “temporary or permanent illness, physical or mental disability, which the insured person 

suffers due to a recurring reason due to the nature of the work he/she performs or due to the conditions 

of the business”. Symptoms of occupational diseases may appear one week or years after the 

employee's first contact with the factor [14]. 

 

2.4. Diagnosis, detection and classification of occupational disease 

Occupational diseases are in the group of completely preventable diseases. Occupational diseases are 

not caused by a single cause, but also by many causes. Nutrition, personal sensitivity, genetic changes, 

drug use, alcohol and cigarette use and obesity can be counted as causes. With the onset of 

occupational diseases, personal, familial, social and societal effects occur in employees. Since the 

effects may occur years later, the diagnosis of occupational diseases depends on the awareness of the 

employee, specifying the field of work in the hospital, receiving training on this subject, organizations 

and legal regulations in this regard. Because occupational diseases can only be found if they are 

sought with a high level of awareness, skepticism and questioning. Another difference in occupational 

diseases is the existence of their own diagnostic and screening methods. With regular periodic 

environmental measurements, employment and periodic health examinations, as per the legislation, 
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occupational diseases can be detected in employees without any symptoms and all necessary 

precautions can be taken. It is very important to inform employers and employees about occupational 

diseases specific to the field of work, to raise awareness and to increase their sensitivity. If one of the 

employees is diagnosed with an occupational disease, all colleagues working in the same environment 

and in a similar way should be evaluated in terms of early diagnosis and treatment. In case of 

diagnosis of occupational disease, it can be tried to be covered up with a false belief as it brings 

financial and moral compensation to the employee, additional payments according to incapacity for 

work, new investments to evaluate and improve the working environment, and criminal 

responsibilities. 

 

In our country, there are certain legal processes for the diagnosis of occupational disease. There 

should be a compulsory causal link between the occupational disease and the work itself or the 

working environment, the person should be covered by SSI, the disease should be included in the list 

of occupational diseases, the person should be exposed to more than the relevant disease exposure 

value, the disease should occurred within the period of obligation, the occupational disease must be 

determined by a doctor report in authorized hospitals, it must be approved by the SSI Health Board 

and must be from diseases that can be produced experimentally under the same conditions. 

Exceptionally; The Social Security Institution Supreme Health Council can examine a disease not 

included in the list and individual differences and accept it as an occupational disease, and can change 

exposure values according to the personal situation [12]. 

 

Health service providers authorized for occupational diseases are Ministry of Health Occupational 

Diseases Hospitals, Training and Research Hospitals and State University Hospitals. According to the 

Social Security and General Health Insurance Law, it is determined by the Institution Health Board by 

examining the following documents that the insured person has an occupational disease due to his 

work; The health board report duly prepared by the health service providers authorized by the 

institution, the basis of this report and other medical documents and, if deemed necessary by the 

institution, the audit reports and other necessary documents revealing the working conditions in the 

workplace and the medical results related to it [15]. 

 

Occupational Diseases in Türkiye are grouped under 5 main groups according to the Regulation on 

Determination of Working Power and Loss of the Earning Capacity in Occupation. This classification 

is given in Table 1. 

 

Table 1. Classification of Occupational Diseases [16]. 

Group A Occupational Diseases Caused by 

Chemical Substances 

Carbon monoxide, Cadmium, 

Chromium, Mercury, Lead, Benzene, 

Arsenic, Organic Phosphorus, Ammonia 

etc. 

Group B Occupational Skin Diseases  Skin Cancers and other Skin Diseases etc. 

Group C Pneumoconiosis and Other 

Occupational Respiratory System 

Diseases 

Coal Miner's Lung, Bronchial Asthma, 

Silicosis, Asbestosis, Byssinosis etc. 
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Group D Occupational Contagious Diseases Bacteria, Viruses, Parasites 

Group E Occupational Diseases Caused by 

Physical Factors 

Noise, Vibration, Pressure, Radiation, 

Thermal Factors etc. 

 

2.4.1. Medical and legal diagnosis process of occupational diseases 

When establishing a work-related disease or occupational disease connection, it is very important to 

make a clinical evaluation, question the work history in detail, perform the physical examination 

wholly and completely, make all laboratory evaluations related to the patient's clinic and make 

workplace environment measurements when necessary. 

 

Occupational disease is not only related to health processes, at the same time, it is a situation in which 

legal processes are also involved. With this diagnosis, it is proved that all risks of work cannot be 

fully and completely managed by the employer in the workplace, and therefore the worker is affected, 

his/her health condition worsens, illness begins or suffers a loss of function. For this reason, during 

the diagnosis process, there should be people who have been specially trained on this subject, who can 

act as experts when necessary, and these competent and health institutions. 

 

According to the Social Security and General Health Insurance Law No 5510 published in the Official 

Gazette No 26200 on 16 June 2006; “It is obligatory to be determined by the Institution Health Board 

by examining the following documents that the insured person has an occupational disease due to his 

work; The health board report duly prepared by the health service providers authorized by the 

institution, the basis of this report and other medical documents and, if deemed necessary by the 

institution, the audit reports and other necessary documents revealing the working conditions in the 

workplace and the medical results related to it” [17]. 

 

If the occupational disease emerged after leaving the job and it was documented by the health board 

that it arose due to the job he/she worked as an insured, in order for the insured to benefit from the 

rights obtained by law, the period of time between leaving his job where he has an occupational 

disease and the emergence of the disease should not be longer than the period specified by the 

institution for the disease. Employees who suspect an occupational disease providing this situation can 

apply to the Social Security Institution with all necessary documents. In cases where occupational 

disease is determined by clinical and laboratory results and the factor causing occupational disease is 

determined by workplace examination, even if the liability periods specified in the list of occupational 

diseases have been exceeded, the detected occupational disease can be considered an occupational 

disease with the approval of the Social Security Institution or the SSI Higher Health Board upon the 

application of the employee or his representatives [17]. 

 

2.5. Work-Related Illnesses 

Work-related diseases are diseases in which other risk factors play a role, along with many causative 

factors present in the workplace. The cause of the disease is complex and multifactorial. The cause of 

the disease is not only in the workplace, there may also be different sources together with the 

workplace. Although it is not directly caused by the workplace, the disease is affected by the causes in 

the workplace and its course changes. Due to the work done, the disease may start or become 
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aggravated, accelerated, or exacerbated. Therefore, work-related diseases are more common than 

occupational diseases. It can be seen widely in the general society as well as the workers [18]. 

 

Today, in our country and in the world, there is a health system for diagnosing not all work-related 

diseases in general, but occupational diseases that develop a clinical picture and cause disease, and the 

cause of exposure is completely work-specific. However, work-related diseases are defined as 

physical or mental illnesses and health problems that are partially or completely caused by working 

conditions or worsening the clinical picture [19]. This definition is more comprehensive and more 

accurate since it emphasizes not only the workplace but also all life conditions of the employee. For 

this reason, occupational diseases are only a subgroup of work-related diseases. Perhaps the most 

problematic aspect of the definition of occupational disease is that the employees only evaluate the 

disease they are exposed to due to the environment individually, and therefore it does not take into 

account that the work completely affects the health of the employees. In occupational disease, the 

main cause of illness is work-specific rather than personal. Occupational diseases; have a special or 

strong relationship with the profession, they are usually caused by only one factor and are determined 

by this feature. Work-related diseases; factors in the work environment are effective as well as other 

risk factors and may play a role in the development of such diseases with a complex etiology 

(musculoskeletal system diseases, stress). Diseases affecting workers; although there is no causal 

relationship between illness and work, these are diseases that may be aggravated due to occupational 

hazards (diabetes, hypertension)[20]. 

 

2.6. Frequency of Accidents and Death Rates Caused by Work Accidents 

The concept of “accident frequency” is defined as the occupational accident per 100,000 employees 

and the “death rate” resulting from these accidents, and was developed by the Statistical Office of the 

European Communities (Eurostat) for the preparation of statistical data of occupational accidents, for 

comparison between countries, and for comparison of positive and negative changes over time [21]. 

 

2.7. Comparison Criteria of Occupational Accidents and Occupational Diseases 

 Since both the population and the number of employees of each country are different, it would be 

meaningless to compare the countries only according to the recorded work accidents, occupational 

diseases and deaths resulting from these. At the same time, since the number of employees changes 

over the years, it would be misleading to analyze the changes in work accidents, occupational diseases 

and related deaths in a country by only looking at the numbers in these data. What is important in 

statistics is the ratio of the number of employees who had an accident in the working group, rather 

than how many people have had an occupational accident. For this reason, various benchmarks are 

used between countries and years in comparisons related to work accidents and occupational diseases 

[21]. 

 

3. OVERVIEW of OCCUPATIONAL ACCIDENTS and OCCUPATIONAL DISEASES in 

TÜRKİYE 

 

Depending on the development level of a country's occupational health and safety, the number of new 

occupational diseases to be detected in employment should be between 4-12 per thousand [14]. When 

calculating over 20 million compulsory insured in 2019 and 2020, if the value of 4 per thousand is 
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taken, the expected number of occupational diseases should be 80,000 and if this value is taken as 12 

per thousand, the expected number of occupational diseases should be around 240,000. In terms of the 

number of deaths, deaths due to work-related diseases should be expected to be 5-6 times more than 

deaths due to work-related accidents. 

 

Numerical data on work accidents and occupational diseases, related deaths and death rates in Türkiye 

in 2000 and later are given in Table 2. All of these numerical data are statistical information 

announced annually only by the Social Security Institution. In Table 2, the number of work accidents, 

occupational diseases, deaths related to these and the death rates calculated according to 100,000 

people in deaths after work accidents in Türkiye in 2000 and later are given. When the table is 

examined, after 2000, a serious decrease is detected in the general accident frequency value 

throughout Türkiye, although it varies over the years. This means that although there has been an 

increase in the number of reported accidents at workplaces in our country, there has been a significant 

decrease in death rates as a result of work accidents. In light of these data, it can be said that as a result 

of the measures taken and legal regulations, all our employees work in more reliable environments in 

terms of life safety compared to the beginning of the 2000s [22]. 

 

However, it should be noted that, unfortunately, most of the occupational accidents that occur in our 

country are not officially recorded. While more than 800,000 work accident reports are made annually 

in Germany, which has a population similar to our country, unfortunately, as seen in Table 2, this 

number was 70,000 in Türkiye in the 2000s. Although the Occupational Health and Safety Law No 

6331 came into force in 2013, it only increased to 400,000 [23]. 

 

More importantly, this situation can be seen more clearly when the comparative data in Table 3 of the 

non-governmental organization named Health and Safety Labor Watch-Türkiye (HESA), which has 

been announcing deaths due to occupational accidents and occupational diseases in our country since 

2012, together with the SSI, annually. According to this table, although it was stated that a total of 

11,295 deaths occurred as a result of work accidents according to SSI data in the last eight years, this 

number was determined as 14,913 according to the HESA Labor Watch. Even more sadly, in the last 

eight years, only 5 deaths due to occupational diseases were reported in 2020 in our country, and no 

deaths due to occupational diseases were reported in the other seven years. However, according to the 

HESA Labor Watch, this number in the last eight years has been determined as 387 in total. One of 

the important issues in this difference is the length of the legal processes related to work accidents and 

occupational diseases [24]. 

 

Table 2. Number of Occupational Accidents and Occupational Diseases in Türkiye After 2000 [15]. 

  Number 

of Work 

Accidents 

Death Due 

to Work 

Accidents 

Occupational 

Accident Death Rate 

(Death Rate per 

100,000 Persons) 

Number of 

Occupational 

Diseases 

Death Due to 

Occupational 

Diseases 

2000 74,847 1043 24.6 803 6 

2001 72,367 1008 20.6 883 6 

2002 72,344 872 16.8 601 6 
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2003 76,668 810 14.4 440 1 

2004 83,830 841 13.6 384 2 

2005 73,923 1072 15.8 519 24 

2006 79,027 1592 20.5 574 9 

2007 80,602 1043 12.3 1208 1 

2008 72,963 865 9 539 1 

2009 64,316 1171 11.9 429 0 

2010 62,903 1444 13.3 533 10 

2011 69,227 1563 14.4 688 10 

2012 74,871 744 5.8 395 1 

2013 191,389 1360 8.3 371 0 

2014 221,366 1626 9.4 494 0 

2015 241,547 1252 6.9 510 0 

2016 286,068 1405 7.5 597 0 

2017 359,653 1633 8.2 691 0 

2018 430,985 1541 7.9 1044 0 

2019 422,463 1147 5.9 1088 0 

2020 384,262 1231 6 908 5 

 

Although we have insufficient data on occupational diseases, some inferences can be made from more 

reliable data (according to the number of employment and occupational accidents) in the world and in 

our country. For example; According to ILO data, the total number of workers in the world in 2008 

was 3.09 billion, and the number of people who died as a result of occupational diseases was 

2,022,570. The death rate due to occupational diseases in the world is 65.5 per 100,000. If we evaluate 

these data for our country, according to the death rate, at least 15,363 out of 23,470,000 employees in 

our country must have died due to occupational diseases in 2008. This constitutes 4.4 percent of all 

deaths over the age of 15, according to the Turkish Statistical Institute death statistics for 2008. For 

better understanding, this rate is equal to all non-illness deaths (murder, accident, poisoning) in the 

same year [24]. 

 

The situation in our country is even more dire in the detection of deaths as a result of occupational 

diseases (Table 3). In the last nine years, the number of deaths due to occupational diseases was 

determined as 6 according to the SSI data, while this number was determined as 387 according to the 

data of the HESA Labor Watch. The fact that the number of occupational diseases has been shown to 

be zero in recent years, even healthcare workers who died during the Covid-19 pandemic were not 

included in the list in 2020, bringing the obligation to prove the disease-death causal link of the 

employees who died in the pandemic by the relatives of the deceased, even the difference in the 

HESA Labor Watch - SSI data shows that we are in a dire situation that cannot be compared with 

other countries [15] [25]. 

Comparing only the data of SSI and HESA Labor Watch shows that work accidents and occupational 

diseases in our country cannot be recorded sufficiently and carefully. In order to reduce work 

accidents, occupational diseases and their negative consequences that occur in our country, first of all, 

it is necessary to record the numerical data related to them in a healthy way. 
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Table 3. Occupational Accident and Occupational Disease Deaths Table of SSI and HESA Labor 

Watch [15] [25]. 

 
Deaths Due to Occupational Accidents Deaths Due to Occupational Diseases 

Years 
SSI 

DATA 

HESA LABOUR 

WATCH DATA 
SSI DATA 

HESA LABOUR 

WATCH DATA 

2012 744 878 1 0 

2013 1360 1235 0 3 

2014 1626 1886 0 29 

2015 1252 1730 0 13 

2016 1405 1970 0 15 

2017 1633 2006 0 4 

2018 1541 1923 0 10 

2019 1147 1736 0 8 

2020 1231 2427 5 305* 

Total 11295 14913 6 387 

*Deaths of Healthcare Workers in the Covid-19 Pandemic in 2020 

 

4. COMPARISON of TÜRKİYE and VARIOUS COUNTRIES in TERMS of 

OCCUPATIONAL ACCIDENTS and OCCUPATIONAL DISEASES 

 

4.1. Comparison of Occupational Accident and Occupational Accident Death Rates 

Death rates resulting from work accidents compiled from the data of the International Labor 

Organization, Eurostat, Ourworldindata.org and Social Security Institution for various countries are 

presented as numerical data in Table 4 and Table 5, and graphically in Figure-1 and Figure 2. The low 

number of deaths and death rates as a result of work accidents is important for the morale and 

motivation of occupational health and safety professionals in countries, as it shows the severity of the 

accidents and is a reference and control indicator of the effectiveness of protective measures. 

 

According to ILO statistics, approximately 110 million occupational accidents occur in the world 

every year, and 1.2 million people die as a result of work accidents or occupational diseases. 

Occupational accidents and occupational diseases continue to be one of the most important economic 

and social problems, especially in developing countries such as ours, as a result of countries' deficient 

implementation of occupational health and safety in enterprises and failure to fully fulfill their 

supervisory duties within the state mechanism. Occupational accidents and diseases increase as a 

result of ignoring the measures for occupational health and safety due to reasons such as the increase 

in competition at the global level, the inability to take preventive actions in parallel with the speed of 

technological changes, and the uncontrolled reduction of expense costs. The desire to use cheap labor 

due to costs, lack of knowledge of employers, and deficiencies in occupational health and safety 

training for employees are also some of the important reasons for the increase in occupational 

accidents and diseases. In Table 4, the data on average death rates per 100,000 as a result of work 

accidents in our country and in some countries in the world between the years 2000-2020 are given. In 

our country, the number of people who died as a result of work accidents per 100,000 employees is 
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seen, which is important in terms of understanding the seriousness of the situation related to deaths as 

a result of work accidents [15] [25]. 

 

Table 4. Occupational Accident Death Rates in Türkiye and Some Countries in the World (Death 

Rates per 100,000 Workers) [25]. 

 Türkiye Argentina South Korea Canada Spain Russia 

2000 24.6 18.6 14.3 3.4 9.2 14.9 

2001 20.6 - 12.3 3.3 8 15 

2002 16.8 15.2 12 3.2 6.1 13.8 

2003 14.4 15.2 13.3 2.9 5.3 13.1 

2004 13.6 15 13.5 2.9 4.9 12.9 

2005 15.8 14.3 11.7 3 4.5 12.4 

2006 20.5 14.9 10.6 2.7 4.4 11.9 

2007 12.3 14.1 9.1 2.3 3.6 12.4 

2008 9 - 8.7 2.7 3.3 10.9 

2009 11.9 10.6 8.2 2.1 2.6 9 

2010 13.3 10.9 7.9 2.2 2.3 9 

2011 14.4 7.7 7.9 2.1 2.5 9 

2012 5.8 6.8 7.3 2 2.2 9 

2013 8.3 - 7.1 2 1.9 8 

2014 9.4 4.7 5.8 1.7 2 8 

2015 6.9 4.9 5.3 1.7 2.3 7 

2016 7.5 4.2 5.3 1.8 1.9 6 

2017 8.2 4.4 5.2 1.8 2 6 

2018 7.9 3.7 5.1 1.9 2 5 

2019 5.9 - 4.6 4.9 1.8 5 

2020 6 - 4.7 - - 5 
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Figure 1. Occupational Accident Death Rates in Türkiye and Some Countries in the World. 

 

According to Table 4 and Figure-1, it can be mentioned that there is a significant decrease in death 

rates after work accidents in the world, but although there is a decrease in the death rate in Türkiye 

compared to the countries given in the table, there is no decrease in parallel with other countries. 

When the death rates of Türkiye, Argentina, South Korea, Canada, Spain and Russia are examined, it 

is seen that the death rate after a work accident in Spain, which is in the European Union, is lower 

than other countries, and a constant curve is seen in the figure. It can be said that this depends on the 

occupational health and safety culture in the European Union countries. After Spain, the lowest post-

work accident death rates are seen in Canada. In this country, there is an established occupational 

health and safety culture compared to other countries. On the other hand, in South Korea, Argentina 

and Russia, there is a decreasing death rate and shape curve in recent years. However, when compared 

to other countries, the ups and downs in Türkiye 's numbers and curve draw attention. This shows the 

existence of an occupational health and safety culture that has not yet settled compared to other 

countries. 

 

When the Occupational Accident Death Rates in Türkiye and some European Countries in Table 5 

and Figure 2 are compared, although the death rate as a result of work accidents in our country has 

decreased in recent years, it continues to be several times that of these countries. Our death rate after 

an occupational accident is 3 times the European Union average in our best period and 8 times in our 
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worst period. According to the European Union, the low number of deaths in England can be 

explained by the good implementation of the occupational health and safety culture in this country. 

 

Table 5. Occupational Accident Death Rates in Türkiye and Some European Union Countries [25]. 

 Türkiye Austria France Italy Hungary EU Average 

2000 24.6 5.3 4 7 4 3.2 

2001 20.6 4.5 4.2 6 3.2 3.1 

2002 16.8 4.7 3.8 5 4.2 2.9 

2003 14.4 3.8 3.7 5 3.4 2.9 

2004 13.6 5 3.5 5 4.1 2.7 

2005 15.8 4.6 2.7 5 3.2 2.5 

2006 20.5 3.9 3 5 3.1 2.8 

2007 12.3 3.9 3.4 4 3 2.7 

2008 9 4.1 2 4 3 2.4 

2009 11.9 4.8 2.2 3 2.7 2 

2010 13.3 4.5 2.4 3 2.7 2.1 

2011 14.4 3 3.1 2.7 2.4 2 

2012 5.8 3.4 2.5 2.6 1.7 1.95 

2013 8.3 3.5 2.4 2.3 1.4 1.8 

2014 9.4 3.1 2.7 2.3 2.3 1.8 

2015 6.9 3.2 2.6 2.4 2.3 1.8 

2016 7.5 2 - - 1.8 - 

2017 8.2 - - - - - 

2018 7.9 - - - - - 

2019 5.9 2.5 3.5 2.1 2.1 1.7 

2020 6 - - - 1.4 - 
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Figure 2. Occupational Accident Death Rates in Türkiye and Some European Union Countries. 

 

The fact that the numbers in the European Union countries show parallelism with each other in a 

decreasing manner can also be attributed to the same reason. Although Germany, which is the 

locomotive of the Union, has the same population and number of employees as our country, the 

number of reported work accidents is 2 to 13 times higher than our country. This shows that the 

occupational health and safety culture in the country is implemented in a disciplined way, that even 

the smallest accident notifications are made and measures are taken and as a result, the number and 

speed of fatal occupational accidents are low. The same can be said for other member states of the 

European Union. 

 

When we interpret according to the Heinrich Accident Prevention Pyramid, which has been used to 

prevent accidents since 1931; Table 4 shows 1171 fatal occupational accidents in 2009. When we 

multiply 1171 by 330 in the pyramid, it can be interpreted that 386,430 occupational accidents have 

occurred in our country. However, the number of occupational accidents reported in 2009 is seen as 

64,316. Almost 5 out of 6 occupational accidents were not reported. When we make the same 

comment with the 2020 data, 1231 fatal work accidents have occurred and while there should be 

406,230 work accident reports, 384,262 case reports were made. The HESA Labor Watch, which was 

formed by non-governmental organizations that objected to the SSI data and collected their own data, 

determined that there were 2427 fatal work accidents in 2020. When we multiply this number with the 
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constant multiplier in the Heinrich Accident Pyramid, it is seen that 800,910 occupational accidents 

occurred in 2020. This number is similar to the number of occupational accidents in Germany. This 

also shows that; Although it is seen that the Occupational Health and Safety Law No 6331, which 

came into force in 2013 in our country, has positive effects, it is not possible to detect occupational 

accidents at a sufficient level when compared to other countries. Unfortunately, it is seen that these 

data announced annually by SSI do not reflect the truth. Due to the underreporting of the number of 

work accidents, continues to be the biggest obstacle in preventing deaths as a result of work accidents, 

which are completely preventable [15] [25]. 

 

4.2.  Occupational Diseases and Comparison of Deaths Due to Occupational Diseases 

As mentioned at the beginning, while the rate of occupational diseases is expected to be high in our 

country, our inadequacy arises due to many factors such as low capacity to diagnose occupational 

disease, lack of occupational knowledge of employees, lack of adequate and accurate information 

about occupational disease, fear of losing rights and positions as a result of the diagnosis of 

occupational disease, the deterioration of the employee's relationship with the employer, the fear of 

losing job and the difficulties arising from the occupational disease diagnosis process, so very few 

diagnoses are made due to reasons such as these. With the rate of economic development among 

countries, it is expected that between 4 and 12 new occupational diseases per 1000 workers will be 

seen per year. Considering the rates calculated according to the number of employees in Table 6, the 

number of occupational diseases in the last twenty years in our country is very low compared to the 

rate of 4-12 per thousand. 

 

Table 6. Frequency of Occupational Diseases in Türkiye (2000-2020) [15] [25]. 

 

NUMBER OF 

OCCUPATIONAL 

DISEASES 

NUMBER OF 

EMPLOYEES X1000 

OCCUPATIONAL 

DISEASE RATE (PER 

100,000 PEOPLE) 

2000 803 5,254 15.3 

2001 883 5,456 16.1 

2002 601 5,789 10.4 

2003 440 6,231 7.1 

2004 384 6,954 5.5 

2005 519 7,651 7.5 

2006 574 8,582 7.3 

2007 1,208 9,198 14.2 

2008 539 9,574 6.1 

2009 429 9,618 4.8 

2010 533 10,575 5.3 

2011 688 11,547 6.3 

2012 395 12,527 3.2 

2013 371 13,136 3.1 

2014 494 13,967 3.5 

2015 510 14,802 3.4 

2016 597 15,535 3.8 
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2017 691 16,369 4.2 

2018 1,044 16,054 6.5 

2019 1,088 16,010 6.7 

2020 908 17,857 5 

 

In Table 7, the expected and detected numbers of occupational diseases in our country and some 

countries between 2000-2020 are given. As can be seen in this table, there are serious problems in the 

detection of occupational diseases not only in our country but also all over the world. This is due to 

the reasons of the employee, the employer and the state and this problem is growing even if not 

enough attention is paid. However, according to the rate of an occupational disease that should be seen 

between 4-12 in a thousand cases, unfortunately, an occupational disease can be detected in only one 

of every 100-300 cases that should be detected annually. The rest are treated without an occupational 

disease diagnosis due to the lack of occupational health and safety culture. Due to those who could not 

be diagnosed with an occupational disease, necessary measures cannot be taken to prevent the 

occurrence of the disease. This has a serious negative impact on employee health. 

 

Table 7. Number of Occupational Diseases Detected in Some Countries in 2000-2020 [15][25][26]. 

Expected Number of 

Occupational Diseases by 

Number of Employees (4-12 per 

1000 employees) 

Countries 

Sweden Finland Norway Latvia Germany Türkiye 

1
7

,6
0
4

-3
0

,1
4

4
 

1
0

,0
4
8

-3
0

,1
4

4
 

9
,7

7
2
-2

9
,3

1
6
 

4
,4

7
6
-1

3
,4

2
8
 

1
5

2
,4

9
2

-4
5

7
,4

7
6
 

4
3

,0
0
0

-1
3

0
,0

0
0
 

Y
ea

rs
 

2000 23,444 4,991 3,649 495 18,689 803 

2001 26,440 4,923 3,587 726 18,599 883 

2002 22,339 4,807 3,521 883 18,352 601 

2003 25,565 6,329 3,423 965 17,425 440 

2004 20,787 6,132 2,870 1,888 17,413 384 

2005 17,107 7,035 2,737 1,673 16,519 519 

2006 14,186 6,956 3,051 1,111 14,732 574 

2007 11,608 6,487 2,881 1,591 13,932 1208 

2008 10,412 6,312 2,688 2,118 13,546 539 

2009 8,881 6,271 2,439 3,128 16,657 429 

2010 9,074 2,507 2,797 3,471 15,926 533 

2011 9,534 2,106 2,340 2,335 15,880 688 

2012 10,144 1,998 2,862 2,054 15,949 395 

2013 11,088 1,871 2,835 2,845 16,413 371 

2014 11,827 1,625 2,878 3,906 16,969 494 

2015 12,136 1,614 2,364 3,652 18,041 510 

2016 11,696 1,571 - 5,175 22,320 597 
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2017 10,228 1,242 - 5,757 21,772 691 

2018 8,894 1,067 - 6,709 21,794 1,044 

2019 10,573 930 - 7,710 20,422 1,088 

2020 19,899 - - 6,648 39,551 908 

 

When we look at Table 6 and Table 7, there is a situation in the world where occupational diseases are 

solved by hiding. This is even more evident for our country. As a result, hazards and risks in 

workplaces cannot be determined. Unfortunately, most of the cases are not recorded unless they are 

associated with permanent damage, disability, fatal work accident, occupational disease or work-

related illness. This situation is not fully reflected in the records of healthcare providers in our 

country. In our country, the length of the processes of diagnosis of occupational disease and the length 

of judicial processes in the case of resorting to legal remedies when necessary, exhausts the employees 

who are victims both financially and morally. In fact, all work-related diseases and occupational 

diseases can be shown by a causal link by trained specialists of SSI or an insurance institution. This 

process is both easier and will result in less attrition for the injured employee financially and morally 

and will provide relief as soon as possible [15][25][26]. 

 

The highest decrease was in vocal cord diseases, occupational hearing loss and infectious diseases 

(30%, 51% and 40%, respectively). Vocal cord pathologies are not considered among occupational 

diseases in the European Union member countries and the United States of America. It should be 

especially noted that hoarseness is not considered an occupational disease for teachers in our country. 

The fact that the definition and detection of occupational diseases are different in each country is the 

main reason for the inconsistency in the data between countries. Table 8 shows the most common 

occupational diseases in different countries. Despite the insufficient numbers in our country, it is 

thought-provoking that pneumoconiosis and musculoskeletal system disorders, which are preventable 

diseases, are the leading ones. If necessary occupational health and safety measures are taken, these 

diseases and related deaths can be completely prevented [15][25][26]. 

 

Table 8. Most Common Occupational Diseases in Different Countries [27]. 

Country Most Common Occupational 

Diseases 

Second Most Common 

Occupational Diseases 

Argentina Hearing Loss Respiratory Diseases 

China Pneumoconiosis Acute and chronic poisoning 

Germany Skin Diseases Back diseases - Hearing Loss 

South Korea Musculoskeletal Diseases Pneumoconiosis 

Portugal Hearing loss Musculoskeletal Diseases 

Russia Respiratory Diseases Musculoskeletal Diseases 

Sweden Musculoskeletal Diseases Diseases Related to Chemicals 

Zimbabwe Pneumoconiosis Hearing loss 

Türkiye Pneumoconiosis Musculoskeletal Diseases 
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5. CONCLUSIONS and RECOMMENDATIONS 

 

In this study, work accidents and occupational diseases that occurred in Türkiye and some countries in 

the world between the years 2000-2020, as well as the number of deaths due to these, were examined; 

The changes in the accidents over the years were examined by making comparisons according to the 

death rates in 100,000 cases. As a result of the comparisons made in the research, the following 

findings were obtained: 

 

While there has been a significant increase in the number of work accidents in Türkiye over the years, 

there has not been a remarkable decrease in the number of deaths. However, due to the increase in the 

number of occupational accidents, a significant decrease in the death rate per 100,000 was observed. 

 

It is thought that the main problem in our country is the reporting of occupational accidents to the 

Social Security Institution. As a matter of fact, the increase in case reporting after the Occupational 

Health and Safety Law No 6331, which came into force on January 1, 2013, shows this. Despite this, 

it has been determined by comparisons and calculations that there are still deficiencies in the 

reporting. The inability to determine the actual numerical data is the biggest obstacle in front of the 

real dimensions of occupational health and safety problems and the measures that can be taken in our 

country. 

 

Among the main reasons for the emergence of these results, various factors such as employing 

uninsured workers, the lack of employment of occupational physicians and occupational safety 

specialists due to the postponement of the implementation of some articles of the existing law in 

small-scale enterprises, ignorance of the employer and employees about work accidents and 

occupational diseases, and inadequacy of current inspections are thought to be effective. 

 

Türkiye has a higher accident frequency than the other world countries examined in the study and the 

European Union average, in terms of the fatal accident rate, which is calculated as per 100,000 as a 

result of work accidents. 

 

Our country is in a worse situation than occupational accidents in terms of detection and follow-up of 

occupational diseases. In occupational diseases that can occur due to multiple reasons, there is a 

situation almost like ignoring occupational diseases by considering non-occupational reasons. This 

situation becomes even more evident when comparing the data of the HESA Labor Watch and the SSI 

data. 

 

When it is expected that between 4 and 12 new occupational diseases will be detected per 1000 

workers, depending on the number of employees, between 50,000 and 150,000 new occupational 

diseases are expected to be detected annually in our country. However, the annual detection of 

occupational diseases in our country is not even 1000. 

 

In terms of the number of work accidents, Türkiye seems to be in a better situation than South Korea, 

Germany, France, Spain and European Union countries, but the high rate of death after work accidents 

per 100,000 can be considered as a contradiction. This is a result of the fact that occupational health 
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and safety is implemented more carefully and diligently in the mentioned countries than in our 

country, and even the smallest occupational accident is recorded. 

 

The only source from which we can obtain information on work accidents and occupational diseases 

in Türkiye is the annual statistics of SSI. However, due to both the fact that the occupational accidents 

resolved in the workplace health units are not reflected in these data, and due to the reservations to 

avoid possible inspector examination, they are not reflected by the enterprises. Some of the 

occupational accidents cannot be added to the system by treating the employees with undeclared 

practices in public or private health institutions. 

 

Not to employ uninsured workers, to carry out necessary analysis and tests at the start of employment 

and during periodic examinations, to ensure all necessary health conditions in the workplace, to ensure 

a clean air flow in the workplace environment, to remove all kinds of harmful factors that come out 

during the work with appropriate methods, to take into account the warnings of the occupational 

safety specialist and the workplace doctor, to fully implement the recommendations specified in the 

reports of occupational health and safety inspections are important in terms of preventing work 

accidents and occupational diseases. 

 

Not evaluating preventive medicine practices as a priority in the presentation of occupational health, 

work accidents and occupational diseases are not a priority area in the training policies and programs 

of occupational physicians and allied health personnel, the inadequacy of the knowledge and 

sensitivity of the occupational physicians are among the issues that need to be corrected. 

 

Difficulties experienced in the diagnosis of occupational diseases and not paying attention to the 

importance of this issue in health service providers are also important and need to be corrected. 

 

In addition to providing statistical unity between countries in terms of all health ministries with the 

ICD-10 (International Statistical Classification of Diseases and Related Health Problems), an 

international agreement should be reached on occupational accidents and diseases. Any statistical 

comparison without this provision will be incomplete and meaningless. 

 

The fact that diagnostic guidelines for occupational diseases have not yet been fully developed, 

systemic inadequacy in occupational disease records, lack of occupational disease diagnosis standards, 

physicians working in the primary and secondary health care systems are not sensitive to occupational 

diseases and do not know the procedure are among the issues that need to be corrected. 

 

Considering that employees do not have sufficient and accurate information about work accidents and 

occupational diseases and do not know their legal rights, fear of loss of rights and positions should be 

eliminated in the diagnosis of work accidents and occupational diseases and in the following 

processes and employees should be taught all their rights. 

 

The target of increasing the number of expected but undetected occupational disease cases by 500%, 

which was targeted in the National Occupational Health and Safety Policy Document previously 
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prepared by the Ministry of Labor, should be met. The stagnation in the number of occupational 

disease detections after 2008, when this was targeted, is thought-provoking. 

 

The expected increase in the detection of occupational diseases can be achieved by disseminating and 

facilitating the procedures related to the diagnosis of occupational diseases, which are one of the 

indicators of occupational health and safety, which can lead to different negative pictures if no 

precautions are taken, increasing the knowledge and sensitivity of occupational physicians and all 

health personnel, all employers and employees, all trade union organizations and professional 

organizations, providing information in the written and visual media about the subject. 

 

The only data source on work accidents and occupational diseases in Türkiye is the annual statistics of 

SSI. However, it is obvious that these data do not reflect the real picture, due to the accidents that are 

not reflected in these data by the enterprises with different reservations and the health examinations 

and treatments of employees being carried out without notification in official or private health 

institutions. As all parties of the Employee-Employer-State, this issue and the creation of different 

statistical sources and auto-control of SSI data are also very important in terms of diagnosis, 

examination, treatment and measures that can be taken. 

 

In summary, if we were to synthesize all the findings and predictions, thousands of our people lost 

their lives and lost their rights due to unreported work accidents, occupational diseases and related 

deaths in our country in 2000 and later. Currently, deaths due to work accidents are under-reported by 

at least 30% compared to the number of non-governmental organizations, and deaths due to 

occupational diseases are almost never reported. Due to the fact that the data do not reflect the truth, 

no efficient analysis can be made for the past, present and future. This will result in failure to take the 

measures that can be taken in the context of occupational health and safety and will lead to new work 

accidents, occupational diseases and deaths. In addition to death and disability, billions of liras will be 

transferred from employees, employers and state treasury to analysis, examination, treatment and 

compensation. 

 

As a result, the majority of work accidents, occupational diseases and related deaths are preventable. 

Employees, employers and occupational health and safety workers must work with the state to 

develop preventive occupational health and safety systems. Unfortunately, as in our country, if the 

facts continue to be concealed for any reason, all preventive actions to be taken will remain 

incomplete and defective, leading to new work accidents, occupational diseases, disability and death. 
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ABSTRACT 

 

The million-degree-temperature corona, which exists above the cooler photosphere layer, is an 

unsolved astrophysical phenomenon. Magnetohydrodynamic (MHD) waves have recently been the 

favored subject of heating of corona and driving the solar wind research. In order to acquire a better 

knowledge of wave heating,, we must consider how various dissipation parameters, such as viscosity, 

temperature anisotropy, and heat conduction can influence the evolution of these phenomena in the 

coronal plasma. It was recently discovered that plume and inter-plume lanes (PIPL) structure North 

Polar Coronal Hole (NPCH ) in the radial direction, however this has not been taken into 

consideration in many studies. SOHO/UVCS satellite data show that some parameters (i.e., 

temperature, particle number density) are different in these regions. We aim to find that whether these 

regions affect the dispersion properties of the incompressible MHD waves. We assumed a model 

based on a process of Alfvén/ion cyclotron resonance with O VI ions by using quasi-linear 

approximation taking into account PL and IPL structre in NPCH, for the first time. Our results show 

that the damping length scales (0.2 − 1.8 𝑅) and energy flux densities (~ 106 erg cm-2 s-1) of Alfvén 

waves are identical for both plumes and interplumes in NPCH. This amount of energy is sufficient to 

heat the coronal hole and accelerate the solar wind above 2 − 6 𝑅.  
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1. INTRODUCTION 

 

The solar corona exhibits different characteristics at the different phase of solar cycle (i.e., a quiescent 

active region, a flaring active region, an equatorial and a polar coronal hole, etc.). As a result, 

magnetic field strength, temperature, particle number density,  and other physical properties vary from 

one region to another. The temperature of the photosphere which is the inner solar atmosphere is 5780 

K. However, the corona which is the outer atmosphere of the Sun is not an isolated layer, and there is 

mass and energy transfer in both directions between the inner and outer layers via a region known as 

the transition region, where a sharp shift in temperature is seen (from 20000 K in the upper 
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chromosphere to over 2 MK in the corona) [1]. The main questions are that what process (or 

mechanisms) is (are) responsible for the coronal heating, and how can this solar atmosphere recover 

enough energy to maintain a temperature of more than one million K? This is a long-standing problem 

of solar physics for over sixty years. 

 

Several heating mechanisms have been proposed since the observations revealed the coronal heating 

problem. These mechanisms are typically divided into models that use alternating current (AC) and 

direct current (DC).  AC models contain mechanisms with the photospheric driving timescale (𝜏𝑝ℎ) 

that are smaller than the Alfvén travel-time (𝜏𝐴) through a coronal loop and primarily comprise of 

wave dissipation models ([2], [3], [4]) and MHD Alfvén wave. In the DC models, the photospheric 

driving timescale that are longer than the Alfvén travel-time (𝜏𝑝ℎ ≫ 𝜏𝐴) and the coronal magnetic 

field becomes tangled and braided by slow footpoint motions. According to these models, the 

magnetic energy is dissipated via nanoflares and small-scale reconnection events ([5], [6], [7]). A full 

review of the analytical and numerical studies performed is far beyond the scope of this paper, so we 

suggest readers interested in the specifics of the heating process to two recent review papers by 

Cranmer & Winebarger [8] and Viall et al. [9].  Instead, we focus on one of the AC mechanism known 

as MHD wave heating that is currently the most favoured. 

 

The solar plasma at such temperature has a tendency to lose energy via optically thin radiation and 

thermal conduction and mass loss with the solar wind and solar activities  (flares, mass ejections from 

corona), which are referred to as macroscopic processes. In addition, small-scale processes like 

viscosity, electrical resistance, heat conductivity, and forced vibration transmit energy from one area 

to another. Small-scale processes, referred to as dissipative in terms of energy and heat equations, 

result in the conversion of mechanical energy into heat and raise the entropy of the plasma. These 

processes, according to the MHD wave theory, transform mechanical energy stored in the wave's 

ordered motion into disordered thermal energy of the particles and can serve as a constant supply of 

energy for the corona. This study uses the propagation properties of these waves, which resonate with 

O VI ions, to investigate the coronal heating problem in NPCH by wave-particle interactions in the 

context of the MHD approximation. 

 

Magnetic waves can dissipate their energy in the atmosphere, heating the corona and can be seen all 

over the corona. To explain the observations, several models have been developed. Extreme 

Ultraviolet (EUV) observations, performed by Transition Region and Coronal Explorer (TRACE) and 

the Solar and Heliospheric Observatory (SOHO) satellites, confirm the existence of MHD waves in 

NPCH ([10], [11], [12], [13], [14]). The line measurements observations of O VI and Mg X ions 

showed that beyond 1.75 - 2.1 𝑅  distance range,  the solar plasma was collisionless in NPCH ([15]). 

These observations revealed the collisionless structure of the NPCH. This indicates that in the relevant 

distance extend, plasma transport processes should not be studied in the classical Coulomb collission. 

The ion-cyclotron resonance mechanism could be responsible for the  extraordinarily large line 

widths. Therefore, the widths of the emission lines taken from this region can be used to understand 

how MHD waves contribute to heating the corona and increasing the speed of the solar wind. 

Observations of coronal lines formed at high temperatures (𝑇 ≥ 106 K) from the solar edge along the 

radius direction to the solar corona (𝑅 ≥ 1.1 𝑅⨀). They provide confirmation for MHD-induced line 
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broadening. Hassler et al. [16] made the first observations in this field. They calculated the effects of 

opacity, systematic fluid effects, thermal Doppler expansion, and the effects of MHD waves on the 

line broadening using six EUV emission lines. They came to the conclusion that MHD waves may be 

reponsible for the non-thermal extraordinarily large line widths of the solar emission lines. In light of 

data from the Solar Maximum Mission (SMM) satellite's Flat Crystal Spectrometer (FCS), Saba and 

Strong [17] obtained a similar result. The SOHO satellite provided later work on measurements of the 

solar coronal emission lines. Doyle et al. [15] found Si VIII  1440.49  and 1445.75 line widths as a 

measurement of location relative to the solar surface using SOHO/SUMER data. The non-thermal 

widths of the lines increased from ~24 km s
-1

 at the solar edge to ~28 km s
-1 at a distance of 35 

arcsec from the edge along the radius direction to the solar corona. Patsourakos and Klimchuk [18] 

demonstrated that non-thermal line broadening may be measured by examining the profiles of highly 

ionised lines such as Fe XVII. These observations have led them to the conclusion that MHD waves 

might be responsible for heating the quiescent solar corona. van Ballegooijen et al. [19] ] investigated 

whether or not Alfvén wave turbulence can heat the corona and discovered that the photospheric 

waves can sustain a temperature of 2.5 MK. On the other hand, the nonthermal line broadening using 

Hinode/EIS observations was investigated by Brooks and Warren [20] and their findings contradict 

proposed models of coronal heating: nanoflares, Alfvén wave turbulence, reconnection. 

 

The length and frequency of the damped waves provide guidelines for theoretical computations. Using 

Extreme Ultraviolet Imaging Telescope (EIT) and Ultraviolet Coronograph Spectrometer white-light 

channel (UVCS/WLC) measurements, Ofman et al. [21] examined the wave dampening in a 

gravitationally layered medium carried by a radially changing magnetic field. The damping of slow 

magnetosonic waves was calculated in this work to be 0.08  𝑅 under the compressive viscosity; 

however, for waves with a 300 s period, this value increases to 0.14 𝑅 (𝑅 = 𝑟/𝑅⨀, where 𝑅⨀ = 7 ×
1010cm). They came to the conclusion that the dissipated waves might have an effect on the solar 

wind's acceleration and so transfer momentum to the collisionless region of the hole, which is located 

farther from the sun.  The impact of nonlinear dissipation of Alfvén waves in coronal holes has been 

researched by Nakariakov et al. [22]  and their results showed that short-period Alfvén waves (< 10 s) 

and the periods ~ 300 s become diminished within radial distances of 10 𝑅 and 1 𝑅, respectively.  

These waves may be responsible for the solar wind's acceleration as well as the heating of the coronal 

hole plasma. The periodicities and propagation speeds of  MHD waves discovered in coronal hole 

structures were summarized in Table 1 by Banerjee et al.  [23].  However, it seems that the related 

energy flow that the Alfvénic waves are thought to be carrying at the corona is enough to satisfy the 

requirements for acceleration of the solar wind and/or coronal plasma heating (also see Discussion 

section).  

 

Furthermore, As can be seen in Fig. 1, the observations of Wilhelm et al.  [24] show that NPCH is 

structured radially by plume lanes (PL) and interplume lanes (PIPL). These structures are considered 

by many studies ([21],  [25], [26], [27]). Thermal conductivity, viscosity and anisotropic resistivity are 

found in the higher level of chromosphere and corona (see details in Sec. 2). The observed periods for 

the plume and inter-plume regions in this study are between 600 − 1800 s. Using Doppler velocity 

time records of the corona, Morton et al. [27] studied Alfvén wave propagation through the solar 

atmosphere. Their research revealed the presence of forward- and backward-propagating Alfvén 
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waves in plume (PL) and interplume (IPL) lanes, which are open magnetic field line regions. They 

noted the presence of turbulence in Alfvén wave, that heats the plasma and speeds up the solar wind. 

They were able to identify counter-propagating waves from the power spectra they obtained. In 

addition to this, Banerjee et al. [26] discovered that non-thermal velocities differ between plume and 

inter-plume plasma, with increased velocities measured in the inter-plume regions. 

 

The goal of this study is to test the hypothesis that waves are indeed what heats the corona and propels 

the solar wind so both the damping lenght scale of the waves and the energy dissipated by the waves 

must be quantified. In the present work, we investigate the damping and propagation of Alfvén waves 

in NPCH in the context of incompressible MHD, and the basis for the current investigation is mainly 

given by Pekünlü et al. [28]. We investigate the dissipation of MHD waves taking into account the 

data from SOHO satellite on temperature, variations in non-thermal line widths and electron 

distribution in the PL/IPL structure of NPCH. The effects of the isotropic viscosity on the propagation 

characteristics of these waves are taken into account in the constructed model. In order to compute the 

damping length scales and wave energy flows, we rederive the dispersion relation. In this context, we 

will discuss the findings on how MHD waves accelerating solar wind and heating the corona. The 

novelty of our approach is that we focus on how the PL/IPL structure of NPCH affects wave 

propagation characteristics which has not been studied previously, using incompressible MHD waves. 

 

The novelty of our approach is that we investigate the effect of the PL/IPL structure of NPCH on 

wave propagation characteristics, which has not been studied previously, using incompressible MHD 

waves. The propagation characteristics of incompressible MHD waves with periods of 0.0001 - 0.01 s 

within the range of 1.05 - 1.35 𝑅 were examined in the study by Pekünlü et al. [28], R is the radial 

distance that has no dimensions (𝑅 = 𝑟 𝑅⨀⁄ ). Furthermore, in contrast to Pekünlü et al. [28], 

considering the recent literature studies, we chose waves having angular frequency 𝜔 = 0.01 −
1 rad s⁄ , that represents a period range of 628 sec > 𝑃 > 6.28 sec in 1.65 - 3.50 𝑅 region.  

 

2. PROPERTIES OF PLASMA and BASIC MODEL for NPCH 

 

2.1. Number Densities in NPCH 

Many studies have attempted to estimate the electron number density distribution in the coronal hole 

([29], [30], [15], [31]). The measurements of Si vııı line ratio found that the densities of electron in the 

NPCH were approximately two times less than in low solar activity [32]. 

 

The electron number density is calculated for the range 1.65 - 3.50 𝑅. Wilhelm et al.  [33] reported 

that the coronal hole is typically constant, based on observations from many plume and interplume 

locations over the two Solar minimums. Since the mathematical relationship established by Doyle et 

al. [15] is compatible with the data of the electron number density change in the plume and interplume 

region, we used it in our investigation of electron number density variation, 

 

𝑁𝑒 =
1 × 108

𝑟8
+

2.5 × 103

𝑟4
+

2.9 × 105

𝑟2
 cm-3                                                                                             (1) 
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relation is used. 𝑅 = 𝑟 𝑅⨀⁄  denotes the radial distance that is normalized. In NPCH, mass density is 

defined as 𝜌0(𝑟) = 𝜇 ̃𝑚𝑝𝑁𝑒, where 𝑚𝑝 is the mass of proton mass and  𝜇̃~0.6 is the average atomic 

weight. According to Priest [34], the pressure scale height Λ𝑝 is as follows: 

 
Λ𝑝 = 5.0 × 106 𝑇(𝑟) (𝑟 𝑅⨀⁄ )2 cm                                                                                                        (2) 

 
NPCH is electrically quasineutral, which indicates that the amount of electrons is equal to the number 

of protons [35], [36], [37]. The number of electrons in PL is approximately 10 % greater than that in 

IPL [38]. 

 

In our work, we used Devlen and Pekünlü's [39] equation for the distribution of the numerical density 

of protons in the space of plume conditions, with 𝑁𝑒 =  𝑁𝑝: 

 
𝑁𝑝

𝑃(𝑅, 𝑥) = 𝑁𝑝
𝐼𝑃𝐿(𝑅)(1 + 0.1 𝑆𝑖𝑛2(2𝜋𝑥 92.16⁄ 𝑅))                                                                            (3) 

 

The abundances of some elements (such as oxygen) were measured in coronal streamers by Raymond 

et al. [40]. They discovered that the number density of oxygen is 𝑁𝑂 𝑉𝐼 = 6.8 × 10−5𝑁𝑝. Cranmer et 

al. [41] provide the highest and lowest values changing between 2.4 × 10−6𝑁𝑝 −  8 × 10−7𝑁𝑝 in 

polar coronal holes. 

 

2.2. Temperatures in NPCH 

SOHO/UVCS data suggested that the NPCH is configured by bright and dim lanes [42]. According to 

their findings, the form of the NPCH is consisted of bright, cold, and high-intensity plumes (PL) and 

dim, warm, and low-intensity interplume bands (IPL). An collisionless plasma is most likely to exhibit 

temperature anisotropy. Using ion line of sight velocities, SOHO/UVCS data demonstrated that the 

temperature of the O VI ion observed near the coronal hole is direction dependant [43], [41]. In this 

condition, the kinetic temperature of ion in the perpendicular direction to the magnetic field, 𝑇⊥, is 

higher than its temperature in the parallel direction, 𝑇∥. UVCS data revealed comparable temperature 

dependences for other rare ions in the coronal hole (He++, Si VIII, Mg X, and etc). The emission line 

lengths of O VI ions measured in IPL were found to be wider than those measured in PL. This 

suggests that heating interplume lanes perpendicular to magnetic field lines is more effective than 

heating plumes [44], [33]. These findings suggest that the ion-cyclotron induced vibration method can 

heat the coronal plasma. 

 

Because there are no observational data on the temperature distribution of the plasma in NPCH, the 

temperature is assumed to be isothermal along the line of sight. the temperature along los is 

considered to be isothermal. On the other hand,, Kohl et al. [43] discovered that O VI line intensity 

changed in both the radial and x directions. 
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Figure 1.  𝑇𝑒𝑓𝑓
𝜉

 values of the O VI ions depending on the parameters 𝑅 and 𝑥. Wave crests correspond 

to warmer IPL, and troughs between two ridges correspond to cooler PL in the NPCH. The width of 

the PIPL change with R. The axis 𝑥 is measured in arcseconds, as it is in [22]. This figure is 

reproduced with permission of Devlen et al. [46]. 

 

The relationship between ion temperature and effective temperature is identified by Wilhelm et al.  

[42]  

 

𝑇𝑒𝑓𝑓 =
𝑚𝑖

2𝑘𝐵
𝜐1 𝑒⁄

2 = 𝑇𝑖 +
𝑚𝑖

2𝑘𝐵
𝜉2                                                                                                              (4) 

 

where the Boltzmann constant, the mass and temperature of ion are denoted by 𝑘𝐵, 𝑚𝑖 , 𝑇𝑖  , 

respectively. The most likely velocity of an ion through the los is showed 𝜈1 𝑒⁄ . In an isotropic 

turbulent velocity field with Gaussian distributions, 𝜉 represents the speed that has the highest 

likelihood of occurrence based on the probability density function. Esser et al. [45] defined the 

relation between wave amplitude and 𝜉, 〈𝛿𝜈2〉 = 2𝜉2. 

 

According to Wilhelm et al. [42], 𝑇𝑒𝑓𝑓  (O VI) in IPL is approximately 30% greater than that of PL. 

The two-dimensional effective temperature calculated by Devlen et al. [26] was used in our study 

based on this observation. Figure 1 illustrates the observed variation as well. 

 

According to Devlen and Pekünlü [39], 

 

𝑇𝑒𝑓𝑓(𝑅) = −7.941 × 107𝑅2 + 4.9487 × 108𝑅 − 5.7625 × 108                                                       (5) 

 



 
 
 

 
 

 
 
 

Baş, E and Çamurdan Zengin, D., Journal of Scientific Reports-A, Number 53, 97-117, June 2023 
 

 
 

103 
 

Table 1. The effective temperature (𝑇𝑒𝑓𝑓), the ion temperature (𝑇𝑖), and the component of the 

effective temperature that is not related to thermal processes (𝑇𝑒𝑓𝑓
𝜉

) in the interplume and plume region 

for O VI ion,  are presented as an expression of distance along the radial axis (𝑅). Temperature units 

are 107 K. 

Interplume Plume 

𝑹 𝑻𝒆𝒇𝒇  𝑻𝒊 𝑻𝒆𝒇𝒇
𝝃

 𝑻𝒆𝒇𝒇  𝑻𝒊 𝑻𝒆𝒇𝒇
𝝃

 

1.7 3.55 1.61 1.94 2.49 1.13 1.36 

1.8 5.72 3.62 2.10 4.01 2.54 1.47 

1.9 7.73 5.48 2.26 5.46 3.86 1.59 

2.0 9.58 7.18 2.40 6.83 5.12 1.71 

2.1 11.28 8.74 2.54 8.14 6.31 1.83 

2.2 12.81 10.15 2.66 9.37 7.43 1.95 

2.3 14.19 11.40 2.78 10.53 8.47 2.07 

2.4 15.40 12.51 2.90 11.60 9.42 2.18 

2.5 16.46 13.46 3.00 12.58 10.28 2.29 

2.6 17.36 14.26 3.10 13.45 11.05 2.40 

2.7 18.10 14.92 3.18 14.21 11.71 2.50 

2.8 18.68 15.42 3.26 14.85 12.25 2.59 

2.9 19.10 15.77 3.34 15.36 12.68 2.68 

3.0 19.37 15.97 3.40 15.75 12.99 2.77 

3.1 19.47 16.02 3.46 16.00 13.16 2.84 

3.2 19.42 15.91 3.50 16.12 13.21 2.91 

3.3 19.20 15.66 3.54 16.09 13.12 2.97 

3.4 18.83 15.26 3.58 15.91 12.89 3.02 

3.5 19.30 14.70 3.60 15.59 12.52 3.07 

 

The value ranges of 𝜉 for Mg X and O VI ions are precisely comparable to one another and change in 

the identical direction as 𝑅, as revealed by Esser et al. [45]. Taking all of this into consideration, 

Devlen and Pekünlü [39] calculated a polynomial expression for the component of the effective 

temperature that is not related to thermal processes of O VI ions using Mg X data for 𝜉, which we use 

in our study, as shown below. 

 

𝑇𝑒𝑓𝑓
𝜉

= −4 × 106𝑅2 + 3 × 107𝑅 − 2 × 107                                                                                        (6) 

 

𝑇𝑒𝑓𝑓
𝑃 (𝑅, 𝑥) = 𝑇𝑒𝑓𝑓

𝐼𝑃𝐿(𝑅)(1 + 0.3 𝑆𝑖𝑛2(2𝜋𝑥 92.16⁄ 𝑅))                                                                          (7) 

 

In this study, we calculated the variations of 𝑇𝑒𝑓𝑓 , 𝑇𝑖 , 𝑇𝑒𝑓𝑓
𝜉

  with radial distance using Equations (5)-

(7) for both plume and interplume lanes, which are listed in Table 1. 
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2.3. The Solar Magnetic Field Intensity in NPCH 

The magnetic field (B) variation with 𝑅 in NPCH as determined by Hollweg [47] is given in Equ. 8. 

Because there is no data in the literature on how B varies in the PL and IPL, in particular with respect 

to the x direction, we will suppose that the following formula employs to both PL and IPL. 

 

𝐵 = 1.5(𝑓𝑚𝑎𝑥 − 1)𝑅−3.5 + 1.5𝑅−2 G                                                                                                   (8) 

 

with  𝑓𝑚𝑎𝑥 = 9. 

 

3. MHD EQUATIONS  

 

The equations of motion, magnetic flux conservation, and magnetic induction are the fundamental 

equations for the propagation of waves and dissipation within an incompressible fluid.  [48]:  

 

𝜌
𝐷v

𝐷𝑡
= (∇ × B) ×

B

𝜇
+ 𝜌𝑣 [

4

3
∇(∇ ∙ v) − ∇ × ∇ × v]                                                                                    (9) 

 
𝜕B

𝜕𝑡
= ∇ × (∇ × B) + 𝜂∇2B                                                                                                                           (10) 

 

∇ ∙ B = 0                                                                                                                                                        (11) 

 

In these equations, B , v , 𝜌  represent the magnetic field vector, the fluid velocity, the mass density of 

gas and 𝑣 , 𝜇 represent kinematic viscosity and magnetic permeability.  𝜂 = 5.2 × 1011𝑇−3 2⁄ ln Λ  
cm

2
 s

-1
 refers magnetic diffusivity. 

 

The  viscosity coefficient  is given by Spitzer [49], 

 

𝜌𝜈 = 2.21 × 10−15
𝑇5 2⁄

𝑙𝑛Λ
  g cm-1s-1                                                                                                                 (12) 

 

here l𝑛Λ (= 22) represents the Coulomb logarithm. 

 

𝐷 𝐷𝑡⁄ = 𝜕 𝜕𝑡⁄ + v ∙ ∇                                                                                                                                         (13) 
 

represent the Lagrangian derivative. 

 

We applied a conventional WKB (Wentzel-Kramers-Brillouin) perturbation analysis to examine the 

equilibrium state. All variables are represented in this examination by adds of equilibrium and a minor 

perturbed quantity where "0" and "1" subscript indicates these parameters, respectively, i.e. 𝜌 = 𝜌0 +
𝜌1, B=B0 + B1 etc.   

 

The linearized equations derived from Eq. 8 - Eq.10 are as follows: 
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𝜌0

𝐷v𝟏

𝐷𝑡
=

1

𝜇
(B𝟎 ∙ ∇)B𝟏 + 𝜌0𝑣∇2v𝟏                                                                                                                  (14) 

 
𝜕B𝟏

𝜕𝑡
= (B𝟎 ∙ ∇)v𝟏 + 𝜂∇2B𝟏                                                                                                                           (15) 

 

∇ ∙ B𝟏 = 0                                                                                                                                                      (16) 

Perturbed values are generally thought to be small in compared to equilibrium values in the linear 

approximation., i.e. 𝜌1 ∙ 𝜌1 = 0 and B𝟏 ∙ B𝟏 = 0 etc. 

 

We assume that the perturbation quantities vary as exp[𝑖(𝐤.r − 𝜔𝑡)]. For Eq. 14 - Eq.16,  we use the 

following replacements: 𝜕 𝜕𝑡⁄ →  −𝑖𝜔  and ∇→  𝑖𝑘 . We applied scalar product Eq. 14 - Eq.16 with 

B𝟎̂ unit vector; 

 

𝜌0(𝑖𝜔)(v𝟏 ∙ B𝟎̂) +
1

𝜇
𝑖(B𝟎 ∙ 𝐤)(B𝟏 ∙ B𝟎̂) − 𝑣𝜌0𝑘2(v𝟏 ∙ B𝟎̂) = 0                                                               (17) 

 

(𝑖𝜔)(B𝟏 ∙ B𝟎̂) + 𝑖(B𝟎 ∙ 𝐤)(v𝟏 ∙ B𝟎̂)   − 𝜂𝑘2(B𝟏 ∙ B𝟎̂) = 0                                                                        (18) 

 

We can derive the dispersion relation from equations (17) and (18) as follows: 

 

𝜂𝑣𝑘4 + (𝑣𝐴
2 − 𝑖𝜔(𝑣 + 𝜂))𝑘2 − 𝜔2 = 0                                                                                                       (19) 

 

where  𝑣𝐴 = 𝐵0 √𝜇𝜌0⁄   is Alfvén velocity. 

 

We solved the equation (19) numerically using Matlab code, and we get two different complex values 

of 𝑘 (wave number), negative and positive of the same value. A negative value for 𝑘 indicates that the 

wave is damped as it propagates outward from the sun. Reversing the imaginary part of the smaller 𝑘 

value yielded the wave's damping length scale. 

 

For the range of 1.65-3.50 𝑅, the wave energy flux density is calculated using Priest's [48] formula. 

 

𝐹 = 𝜌〈𝛿𝑣2〉
𝜕𝜔

𝜕𝑘
                                                                                                                                                    (21) 

 

where  𝜕𝜔 𝜕𝑘⁄   is the wave's group velocity, and 〈𝛿𝑣2〉 = 2𝜉2 corresponds to the non-thermal part of 

the velocity which is related to fine-scale turbulent structures that remain unresolved [39]. 

 

The polynomial function provided by Esser et al. [45] was used by Devlen and Pekünlü [39] to 

express the non-thermal velocities of OVI ions as follows: 

 

𝜉 = 0.2 × 107𝑅3 − 107𝑅2 + 4 × 107𝑅 − 3 × 107                                                                                     (22) 
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Table 2. The energy flux density and length scale for damping of Alfvén waves of different periods 

propagating along a plume in the radial direction of 𝑅. x is chosen 40′′ for plotting purpose. The 

viscosity value was assumed as 1020 cm2 s-1 in the calculations.  

𝑷 (s) 𝑹 𝟏 𝒌𝒊⁄ (𝑹⨀) F(erg cm-2 s-1) 

6 

1.6 0.1983 1.01 × 107 
1.8 0.1983 6.79 × 106 
2.0 0.1983 4.70 × 106 
2.2 0.1982 3.45 × 106 
2.4 0.1982 2.72 × 106 
2.6 0.1982 2.31 × 106 
2.8 0.1983 2.10 × 106 
3.0 0.1983 2.01 × 106 

60 

1.6 0.6207 3.20 × 106 
1.8 0.6196 2.15 × 106 
2.0 0.6186 1.49 × 106 
2.2 0.6180 1.09 × 106 
2.4 0.6179 8.61 × 105 
2.6 0.6182 7.31 × 105 
2.8 0.6188 6.63 × 105 
3.0 0.6197 6.37 × 105 

600 

1.6 1.8142 1.04 × 106 
1.8 1.7977 7.05 × 105 
2.0 1.7855 4.93 × 105 
2.2 1.7785 3.64 × 105 
2.4 1.7768 2.87 × 105 
2.6 1.7802 2.43 × 105 
2.8 1.7883 2.19 × 105 
3.0 1.8003 2.09 × 105 

 

The wavelength 𝜆(= 2𝜋 𝑘𝑟)⁄  is compared with the value of the local pressure scale height (Λ𝑝). The 

scientific reliability of the "slowly varying medium" approach is examined for preferred frequencies 

and radial distances. We obtained that the criterion of "slowly varying medium", namely  𝜆 Λ𝑝⁄ ≪ 1, 

is satisfied for the period less than 60 s in the considered radial range. One should, however, keep in 

mind that this condition is not satisfied for the periods,  𝑃 > 60 s. Nonetheless, we consider them 

worthy of use because the observations have unambiguously shown that these waves are present in the 

NPCH [22],[23]. However, one should take caution when interpreting the results from this study for 

waves with longer periods. 

 

Because viscosity coefficient is not well-constrained in the conditions of the solar corona, we need to 

specify that we adopted this coefficients as a free parameter. 
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Figure 2. Comparison the damping length scale (1/𝑘𝑖) with 𝑅, where 𝑘𝑖 is the imaginary part of the 

wave vector. The variation of the wave energy flux density with respect to 𝑅 normalized radial 

distance is showed in bottom pannel. 

 

4. DISCUSSION 

 

In a collisionless plasma, like the NPCH region in sun, the effectiveness of Alfvén waves in heating 

and the propagation characteristics has not yet been studied in detail. We  tried to comprehend to 

understand how ions such as O VI react to the propagation of these waves within NPCH as far as 1.5 – 

3.5 𝑅 at frequencies that are close to their cyclotron frequency in this study. In addition to this, 

assuming that the solar plasma is an incompressible plasma, we examine the impact of the PL/IPL 

formation of coronal hole on the properties of wave propagation which has never been investigated 

before. 

 

The first step in the study is to compute the length scales for damping and to determine whether the 

waves with the appropriate value have the required energy that will cause coronal heating and the 

solar wind’s acceleration. In the context of incompressible MHD, for 𝜔 was given a value in the range 

6 < 𝑃 < 600 covering the radial distance of 1.5– 3.5 𝑅, we investigate how the ion-cyclotron waves 

propagate. The variation in length scale for damping (1/𝑘𝑖) of the wave obtained using Equ. (19) and 

Figure 2 presents the variation of this parameter in solar radius as a function of radial location relative 

to the sun (left). According to Fig. 2 (left), as the wave period increases, so does the damping length 

scale. The figure shows that that 𝑅 also causes an increase in the wave's damping length scale. Figure 

2 (right) demonstrates the change in energy flux density of the waves as a function of radial location 

relative to the sun. It is evident that the waves’s energy flux density increases with increasing radial 

distance and decreases with increasing wave period. The length scale for damping of the high 

frequency waves has larger values (> 5 𝑅), as can be seen in Fig. 2 (left). 

 

We made the first attempt to build a numerical solution of the dispersion relation for these waves to 

comprehend the properties of MHD wave propagation along the plume and interplume structure. For 
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this purpose, we calculated the energy flux densities and damping length scales in the radially using 

𝑥 = 40′′ as the plume's midpoint distance. Assuming viscosity has a value of 1020 cm2 s-1, at some 

radial distances, Table 2 shows the calculated parameters of waves for periods 6,60 and 600 s. As can 

be seen in the Table 2, as distance increases, the fluxes tend to decrease and this decrease in flux is 

more significant at shorter periods. 

 

Figure 3 illustrates how frequency and viscosity effects variations in the energy flux density (bottom) 

and the length scale for damping (top) of a waves in a plume at 𝑅 = 1.7 𝑅. We used false colors in 

this figure that display length-scales from 0.01 to 6.5 R (top figure) and the logaritmic energy flux 

density of the waves (Log F) between 5.5 and 8.5 (bottom figure). Viscosity is observed to rise 

linearly with frequency. For example, the damping length scale is ~2.5 − 3 𝑅 when the viscosity 

value is approximately 1021 cm2 s-1 and the period of the wave is ~ 60 s, i.e., the logarithmic 

frequency is -1.0 s-1. Since the viscosity coefficient in coronal conditions is uncertain, it appears that it 

is a crucial parameter in determining the distance at which the waves are damped, and for these waves 

that plays a role to the coronal's heating, its value should be greater than 1020 cm2 s-1. 

 

Studies suggest that for appropriate values of damping scale length, an energy flux density of MHD 

waves roughly 106 − 107 erg cm-2 s-1 is sufficient. The energy flux density of the wave is observed to 

increase with increasing viscosity when the frequency is fixed at a specific value. These waves have 

identical length scales for dissipation and energy flux densities for plumes and interplumes. On the 

other hand, as suggested by Cranmer et al. [44],  the heating interplume lanes perpendicular to 

magnetic field lines is more effective than heating plumes. Similarly, Dogan and Pekunlu [50] 

obtained that the resonance mechanism in the IPL is far more effective than in the PL using a model 

based on the kinetic theory. However, we could not find any evidence that the resonance mechanism 

works more efficiently in any of these regions. We consider that the incompressible plasma 

assumption for NPCH in our model may not be valid for this region, or the variations between the PL 

and IPL regions can be revealed by taking into account different ion contributions in the modelling as 

opposed to heating with the only O VI ion. 

 

In Figure 4, when waves with a wider period range (𝑃 = 0.0001 –  600 sec) are examined at 𝑅 =
1.7 𝑅, it is noticed that 𝐿 values of these waves is in the range of 1-1.5 𝑅 for all frequencies when the 

viscosity is < 1020 cm2 s-1. The 𝐿 is greater than 2 𝑅 for the frequency range of 0.001 −  100 s-1 

when the viscosity value is greater than 1020 cm2 s-1. At higher frequencies, the 𝐿 value is less than 

1.5 𝑅. 
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Figure 3. The length-scale for damping contours in Rsun unit (top) and flux densities (bottom) shown 

versus viscosity and frequency in logaritmic scales in the case of waves transmitting in a plume. 
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Table 2 shows that the waves’s flux densities continuously reduce as the radial direction increases. 

This energy decay suggests that waves and ions in plume structure in coronal hole are exchanging 

energy through ion cyclotron resonance process. The literature provides some information concerning 

energy fluxes and the wave’s length scales for damping and is used to compare the results obtained in 

our study (see Table 3). According to Hollweg [51] and Hollweg and Johson [52], the essential energy 

density flux for heating the corona is 5 × 105 erg cm
-2

 s
-1

. According to [53], 8 × 105  erg cm
-2

 s
-1

  is 

the MHD wave energy flux needed for heating this region. McIntosh et al. [54] examined spectral 

observations from the Solar Dynamics Observatory's (SDO) Atmospheric Imaging Assembly (AIA). 

They discovered that small amplitude waves in a NPCH region contain enough energy to account for 

the heating needs of coronal holes (1 − 2 × 105 erg cm
-2

 s
-1

). Magnetic wave energy dissipation is 

important not just for coronal heating in coronal holes, but also for the acceleration of the fast solar 

wind (for details see [55], [23]). According to Hahn et al. [56], the observed fast decline in line widths 

is needed to heat the NPCH and promote the solar wind acceleration. Hahn and Savin [57] calculated 

the energy flow density to be 6.7 × 105 erg cm
-2

 s
-1

. In addition to this, anisotropic heat conduction and 

isotropic viscosity effects on MHD wave propagation in the NPCH were examined by Devlen et al. 

[46] for compressible MHD waves. Their findings demonstrate that the wave propagation 

characteristics are novelly introduced by the perpendicular heat conduction. Alfvén waves have 

energy flux densities that range from 106 − 108.6 erg cm
-2

 s
-1

. Their findings imply that transformed 

magnetoacoustic waves might be the primary driver of the O VI ion heating and preferential 

acceleration that has been observed, as well as an additional accelarator concerning the fast solar wind 

in this region. 

 

The these waves’s flux densities in our investigation were calculated to be an interval of 105 − 107 erg 

cm
-2

 s
-1

, as indicated in Table 2. For example, 𝐿 and F are 2 𝑅 and 1.5 × 106 erg cm
-2

 s
-1

 respectively, 

for 𝑃 = 60 s and viscosity coefficient around Spitzer value (1020 cm
2
 s

-1
). Our findings imply that 

Alfvén waves deposit energy in the NPCH, supplying as a critical resource of heating this layer and 

primarily favored heating of oxygen ions. This quantity is expected to replace the energy lost in 

NPCH due to heat conduction to lower regions and optically thin emission. 

 

Table 3. An overview of some of the research on the waves’s energy flux density in various areas of 

solar corona. 

Region F(erg cm-2 s-1) References 
Coronal Hole 8 × 105  Withbroe & Noyes [53] 

Corona 4-5 × 105 Hollweg [51] 

Hollweg &Johson [52] 
NPCH 5 × 105 Banerjee et al. [31] 

Coronal Hole 1-2 10
5
 McIntosh et al. [54] 

Polar Coronal Hole 6.7 × 105 Hahn & Savin [57] 
NPCH 106 − 108.6  Devlen et al. [46] 
NPCH 105 − 107 This study 
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Figure 4. The length-scale for damping contours in Rsun unit (top) and flux densities (bottom) shown 

versus viscosity and frequency in logaritmic scales in the case of waves transmitting in a plume. The 

frequency range is between 0.0001 sec < P < 600 sec. 
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As shown by Antonucci et al. [58], coronal UVCS data can be utilized to detect an acceleration of the 

solar wind beyond 1.5 − 2 𝑅. The data collected indicates the presence of compelling evidence of the 

fast solar wind within the central region of polar coronal holes, following the path of exposed 

magnetic fields. According to Telloni et al. [59], it is stated that Alfvén waves that are in resonance 

with ions cause energy dissipation in the outer corona across the magnetic field at a maximum rate 

around 1.9 𝑅 which means the energy release can contribute to increase the wind speed. As a results, 

according to our findings, Alfvén waves have a greater damping length-scale (2 − 6 𝑅), Alfvén waves 

both in PL and IPL may be responsible for the extra the enhanced velocity of the fast solar wind that 

has been observed. 

 

5. CONCLUSION 

 

Our model, for the first time, takes into account the MHD wave propagation characteristics assuming 

an incompressible coronal plasma taking into account PL/IPL region in NPCH. Our investigation of 

the effect of the PL/IPL structure on Alfvén wave propagation characteristics yielded such results that 

the transmitting Alfvén waves’s lenght scales for damping and energy flux densities along the Pl and 

IPL regions are remarkably similar. Alfvén waves with periods less than 60 seconds can contribute to 

and accelerate the solar wind beyond a heliocentric range of 2 𝑅 and transport sufficient energy flux to 

heat this region. The Alfvén waves’s propagation properties in NPCH show results that these waves 

possess sufficient energy flux to heat the corona. The wave mechanical flux density is in the order of 

106 erg cm-2 s-1. It is possible that the longer dissipation length-scale of these waves, which exist in 

both in both PL and IPL, is contributing to the measured increase in speed of the fast solar wind. 

Various studies on the solar corona clearly show that this region's heating is not solely caused by the 

MHD wave dissipation. There are definitely various proposed mechanism at work, each with a 

different efficiency, in various areas of the solar corona. These include small-scale reconnection, the 

drifting of heating layers in phase mixing/resonant absorption known as nanoflare heating event, and 

others.  

 

In order to solve the heating problem, we need improved observations. In the near future, new 

telescope and instrument data will soon provide high quality observations of the solar atmosphere. 

Recognizing the properties of coronal hole plasma will advantage from upcoming measurements of 

electron temperatures in the corona using the Solar Orbiter's SPICE spectrometer or polarimetric 

studies of the magnetic field in the corona utilizing the Daniel K. Inoue Solar Telescope. With the 

availability of additional data, we intend to improve our model for NPCH. The plasma fluid 

description in our model is a rough approximation to the coronal condition. The model we constructed 

in this study will be utilized to examine the wave dissipation characteristics in NPCH applying the 

solution of the collisionless Vlasov equation. 
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ABSTRACT 

 

The structural, mechanical, anisotropy, and optical properties of the TiFe compound, which is the 

effective hydrogen storage material, were analyzed using the DFT method with the CASTEP program. 

The elastic constants of the cubic system, which have been determined by the stress-strain method, are 

stable according to the Born stability criteria. According to the mechanical properties, the compound 

was brittle and hard. Anisotropy properties were examined in 2D and 3D with the EIAM code. 

Finally, the optical properties using the complex dielectric function based on the electronic structure 

of TiFe; parameters such as dielectric constants, reflectivity, extinction coefficient, refractive index, 

and loss function were examined in the range of 0-50 eV. Generally, our obtained results are 

comparable with literature values. 

 

Keywords: Anisotropy, Hard Material, Brittle, Optic Properties. 

 

1. INTRODUCTION 

 

Today, the rapid development of technology, in parallel with the increasing population, has brought 

the need for energy and fuel [1]. Over the years, this energy need has turned from solid-source coal to 

liquid-source oil and natural gas. All these fossil fuels pollute the air by releasing CO, CO2, NOx, and 

SOx. While air pollution threatens all life, oil spills also threaten aquatic life. In addition to all these 

negativities, it is necessary to meet the increasing energy and fuel needs. Unfortunately, the oil will 

not meet the world's energy needs in the coming years.  

 

Hydrogen is an environmentally friendly fuel with a high potential to meet the world's energy needs 

[2,3]. However, hydrogen is an energy carrier, not an energy source like oil; not available directly 

[4,5]. Although it can be produced using other sources, it must be transported and stored after being 

built. Today, hydrogen storage materials have become attractive to many researchers due to their 
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applications in the energy field. Hydrogen storage materials are material classes whose primary 

material is metal [6,7]. 

 

Generally, B2-type intermetallic compounds can be used for technological applications such as energy 

and optoelectronics due to having a high melting point and ordering energy and showing high 

strength, good corrosion resistance, and high phase stability [8]. Ti compounds with a B2 structure are 

the most widely used hydrogen storage material [9]. In addition, the partially filled d states of Ti-

based compounds add extraordinary properties to the compounds formed. Titanium is particularly 

interested in the aerospace industry and high-friction materials [10]. In particular, TiFe is one of the 

most attractive materials due to its abundant and low-cost raw material, high strength, and mild 

hydrogenation conditions [11]. For this reason, we have attempted to review many theoretical and 

experimental studies on TiFe intermetallic compounds in the literature. Pawar et al. investigated the 

structural, electronic, phonon, and superconductivity properties of TiFe compounds using the 

QUANTUM ESPRESSO code based on the DFT method. They found that the compound is metallic 

and thermodynamically stable, and the transition temperature to superconductivity is 1.15 K [10]. Ko 

et al. calculated the role of ternary alloying elements in TiFe-based hydrogen storage alloys with the 

DFT-based VASP code. This study analyzed the effect of ternary elements on hydrogen storage with 

pressure composition and temperature curves [12]. Ciric et al. synthesized TiFe1-x Nix (X:0.2-0.6) by 

melt spinning. They analyzed the crystal structure, bond structure, and hybridization properties by 

varying the Fe and Ni concentration ratios. In this study, they determined that the increase in Ni 

concentration leads to a shift in hydrogen desorption temperatures to higher values and a decrease in 

the maximum amount of hydrogen absorbed under the same conditions [13]. Fodorougbo et al. 

analyzed the hydrogen production properties of TiFe1-xMx (M=Al, Be, Co, Cr, Cu, Mn, and Ni) 

compounds in the light of activation, kinetic and thermodynamic properties by DFT [14]. Sujan et al. 

evaluated the fabrication process of TiFe intermetallic compounds from fabrication to hydrogen 

storage in detail.[15] Kong et al. calculated the electronic and thermodynamic properties of TiM (M: 

Fe, Ru, and Os) compounds using the CASTEP code based on the DFT method. They determined the 

sensitivity of the thermal expansion coefficient at high temperature-high pressure, where the 

compounds are thermodynamically stable, and that this coefficient decreases with increasing 

pressure.[16] Bakulin et al. investigated the effect of impurities on the diffusivity of TiFe compounds 

by DFT. They found that impurities change the hydrogen absorption energy at the nearest positions 

and neighborhoods [17]. Eladati et al. studied the effect of plastic deformation on hydrogen storage 

and microstructure of TiFe1-x Mnx(x: 0, 0.15, and 0.3) compounds. Since the hydrogen storage 

performance is due to lattice defects and amorphous regions, it was determined that adding Mn 

expands the lattice and reduces the hydride formation energy, thereby lowering the 

hydrogenation/activation pressure [18]. Oliveira et al. experimentally determined hydrogen desorption 

kinetics at room temperature and hydrogen absorption kinetics for a cold-rolled TiFe IMC alloy 

processed under an inert atmosphere.[19] Dematteis et al. experimentally prepared TiFe-based alloys 

and provided information on the kinetics of adding Mn and copper in hydrogen storage. They also 

emphasized that the prepared samples have fast kinetics and high hydrogen storage properties [20]. 

Du et al. experimentally and theoretically analyzed the thermophysical properties of TiFe alloys [21]. 
In another experimental study, Yang et al. determined the microstructure and hydrogen storage 

properties of chromium, manganese, and irium elements in TiFe-based alloys [22]. 
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Conventional experimental methods allow us to grasp and evaluate general changes caused by 

element substitution. Still, changes at a much more fundamental level are beyond the reach of 

standard experimental tools. In this sense, computational approaches, such as first-principle density 

functional theory (DFT) calculations, are of great interest as they allow better evaluation and 

monitoring of even small changes in good physical properties. Due to its widespread use in 

technology, the TiFe compound has attracted the attention of many experimental and theoretical 

working groups. Many studies have continued in this direction, especially after the use of TiFe 

intermetallic compound in hydrogen energy became known. Hydrogen-storing compounds with a B2-

type structure utilizes the interatomic hydrogen storage mechanism. When hydrogen atoms are 

inserted into compounds, the lattice structure of the compound is disrupted by high temperature and 

pressure. Due to these changes during the hydrogen absorption and desorption, the material can be 

affected by elastic and plastic deformation. In the cycling process of hydrogen storage for the 

materials, poor plasticity can cause residual stress accumulates and defects which affect hydrogen 

storage performance. So mechanical properties of hydrogen storage material significantly affect the 

hydrogen storage performance. Selecting suitable materials to meet renewable energy needs is 

science's center. To expand this problem in a certain way, obtaining and optimizing the available 

materials is necessary. Optical properties need to be discussed because these properties are helpful to 

understand better the fundamental properties such as crystal vibrations, excitons, impurity levels, 

localized defects, and band structure to understand optical switching and optoelectronics applications. 

The optical properties of the material are attributed to electronic properties. Besides all these known 

facts, some physical properties of TiFe intermetallic compounds have not been observed. To 

contribute to the literature, TiFe compound was examined theoretically. Structural, Elastic, anisotropic 

and optical properties were analyzed in detail with the CASTEP program using the DFT based on the 

first-principles method. Before the synthesis procedure, utilizing such calculations, a very time-

consuming effort, is very important.  

 

2. MATERIAL METHOD 

 

The structural, elastic, anisotropy, and optical properties of TiFe compound have been calculated 

using the Ab initio method. Ab-initio is essential in determining many macroscopic properties 

important in technology based on fundamental quantum mechanical theory. The main advantage of 

ab-initio approaches is their independence from experimental data. When appropriate algorithms and 

software using ab-initio calculation methods are used, results close to experimental values can be 

obtained. The CASTEP package program used density functional theory (DFT) [23,24] to perform all 

calculations. Plane-wave basis sets with 300 eV energy cutoff and 10x10x10 Monkhorst and Pack 

[25] k-points in the Brillouin region are used for the TiFe compound. Interactions between ions and 

electrons were captured using Ultrasoft Vanderbilt pseudopotential [26,27]. The electronic valence 

configurations for each atomic species were chosen as Ti: 3d² 4s², Fe: 3d
6
 4s

2
. The parameters we used 

in our calculations were obtained by optimizing the TiFe compound. The stress-strain method is used 

to estimate the elastic properties [28]. Three-dimensional representation of anisotropy properties, 

EIAM code [29]. Finally, optical parameters were evaluated in the 0-50 eV range. 
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3. RESULTS and DISCUSSION 

 

3.1. Structural and Elastic Properties 

TiFe is found in 221 space groups in the CsCl structure. The representation of the atoms in the 

compound in the unit cell is as Fe atom in the center and Ti atom at the corners. It is presented in Fig. 

1a. The Bulk modulus and first derivative were calculated by fitting the Murnaghan equation of the 

graph given in Figure 1b. Structural parameters are listed in Table 1 and compared with the literature. 

The calculated values are comparable with previous studies [16,31-33]. It is possible to determine the 

material's structural stability by the formation's enthalpy. 

 

∆𝐻TiFe = 𝐸𝑡𝑜𝑡
TiFe − 𝐸𝑡

Ti − 𝐸𝑡
Fe                                                                                                                 (1)  

                                                          

Here,  𝐸𝑡𝑜𝑡
TiFe is the total energy of TiFe per unit cell, and 𝐸𝑡

Ti, 𝐸𝑡
Fe shows the computed energies per 

unit cell at 0K and 0GPa. The negative H is indicative of its stability and experimental feasibility. 

The computed formation enthalpy value of TiFe is -1.495 eV/f.u. The negative value of ΔH
TiFe

 shows 

the stability of TiFe thermodynamically. 

 

Table 1. The structural parameters of TiFe. 

 

 
 

 

 

 

 
 

 
 
 
 

 

 
 
 
 
 
 
 

a)                                                                                b) 

 

Figure 1. a) The unitcell of TiFe, b) Total energy - volume curve. 

 Lattice constant (Å) B(GPa) B’ 

TiFe 2.960          182.34            3.90 

Ref.       2.961[16] 

    2.978[1] 

    2.969[2] 

   2.965[3] 

         174.64[16]            2.135[16] 
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Elastic properties, determining the physical response of the material, are fundamental in understanding 

its effectiveness in device applications. In addition, the thermodynamic behavior of the material can 

be learned by knowing the elastic properties. Three elastic constants are required for the cubic system, 

while the elastic properties determine the material's response to stress. C11 determines the presence of 

rigidity of the material, while C12 determines the transverse expansion. C44 is related to shear 

deformation. These three elastic constants are essential in determining the stability of the material. 

The stability conditions of the cubic system, known as the Born-Huang criteria [34], are related to 

fulfilling the four criteria listed below. 

 

C11-C12  0                                                                                                                                            (2)   

                                

C11  0                                                                                                                                                   (3)  

       

C44  0                                                                                                                                                   (4)  

            

C11+2C12  0                                                                                                                                          (5)  

The mechanical properties can be calculated by the equations presented below by determining the 

elastic constants [35].  

 

𝐵 =
1

3
(𝐶11 + 2𝐶12)                                                                                                                               (6)    

         

𝐺 =
1

5
(𝐶11 − 𝐶12 + 3𝐶44)                                                                                                                     (7) 

 

𝐸 =
9𝐵𝐺

3𝐵+𝐺
                                                                                                                                               (8) 

 

𝐻𝑣 = 2 ((
𝐺

𝐵
)

2

𝐺)
0.585

− 3                                                                                                                     (9) 

C’’= C12-C44 

 

 =
3𝐵−2𝐺

2(3𝐵+𝐺)
                                                                                                                                          (10)  

            

𝐴 =
2𝐶44

𝐶11−𝐶12
                                                                                                                                         (11)  

 

Elastic constants and mechanical properties are calculated and presented in Table 2. C11, C12, and C44, 

satisfied the stability state. XTi(X=Fe, Co, Ni, Ru) compounds in the B2 structure presented in Table 

2 also have stable structures [36,37]. The Bulk modulus (B, GPa) indicates the material's 

compressibility and ability to resist fracture. The larger this value, the more difficult it is to compress 

the material. The Shear module (G, GPa) defines the resistance to plastic deformation. Young's 

modulus (E, GPa) is the stress per unit strain mainly related to the chemical bond of the atoms in the 

materials. E also gives information about the hardness of the material. Because of E value, TiFe 

compound is hard. When compared with the XTi(X=Fe, Co, Ni, Ru) compounds in the literature, it 
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was determined by our calculations that the hardest compound was TiFe [36,37], indicating the 

stronger chemical bond. The ductile or brittle behavior is determined from the B/G ratio, the Paugh 

ratio, and C’’ Cauchy pressure. If this ratio is greater than 1.75, it is ductile. Otherwise, it is brittle. It 

is ductile if positive for Cauchy pressure and brittle if negative. TiFe is brittle according to Cauchy 

pressure and Paugh ratio. However, XTi (X=Fe, Co, Ni, Ru) compounds show ductile properties in 

Table 2 [36,37]. The Poisson ratio (v) describes the bonding forces in solids and is the center of 

interatomic force in a material if v ranges from 0.25 to 0.50. When the v is 0.5, the material is nearly 

incompressible. The forces of the TiFe and XTi(X=Fe, Co, Ni, Ru) compounds are central [36,37]. Hv 

is a parameter that defines the stiffness against deformation. For the B2 structure the hardness increase 

with constant elastic C44[34]. If the value of this parameter is above 10, it is hard; if it is above 40, it is 

super-hard. TiFe compound has a hard structure with a value of 13.00. Higher values of the bulk 

modulus, shear modulus, B/G ratio, and Poisson’s ratio indicate that the hydrogen enhances the ability 

of TiFe to resist fracture and plastic deformation and improve ductility and cycle performance. Zener 

anisotropy A is calculated from elastic constants. It is isotropic when this value equals 1, and 

anisotropic when it is small or large. TiFe and XTi(X=Fe, Co, Ni, Ru) compounds have an anisotropic 

nature [36,37]. 

 

Table 2. Elastic constants (C11, C12, C44), Bulk modulus (B, GPa), Shear modulus (G, GPa), Young 

modulus (E, GPa), Paugh ratio (B/G), Cauchy pressure (C’’= C12-C44), Poisson ratio (v), Hardness 

(Hv),. Anizotropy(A) of TiFe and other compounds. 

 

 

The mechanical parameters, Young's modulus (Emin and Emax, GPa), Shear modulus (Gmin and Gmax, 

GPa), and Poisson's ratio (vmin, vmax), are presented in Table 3. The minimum and maximum values of 

mechanical parameters are given in Table 3; all parameters are anisotropic. Mechanical parameters 

were plotted using the ELATE code. The mechanical parameters Young's modulus, shear modulus, 

and Poisson's ratio depending on the two-three-dimensional orientation, are presented in Figure 2. 

Deviation from sphericity in the figures indicates anisotropy; it is anisotropic like other intermetallic 

compounds [36,37]. Minimum values are shown in green, while maximum values are shown in blue. 

 

Table 3. Variation of mechanical parameters. 

 

 
C11 C12 C44 B G E B/G C’’ v Hv A 

TiFe 369.742 72.059 82.038 171.287 99.989 251.106 1.713 
-

9.979 
0.267 13 0.438 

FeTi(2) 372.95 87.1 68.63 182.38 92.49 237.36 1.97 18.47 0.28 

 

0.48 

CoTi(2) 286.51 113.79 74.66 173.56 79.13 205.74 2.16 39.13 0.29 

 

0.86 

NiTi(2) 195.93 157.59 62.9 160.03 39.14 109.09 4.35 94.68 0.39 

 

3.28 

RuTi(3) 386.97 135.37 109.27 220.97 133.69 138.32 1.81 10.04 0.26 

 

0.58 

 

TiFe 

Emin (GPa) Emax (GPa) Gmin(GPa) Gmax(GPa) vmin vmax 
212.23 346.24 82.038 148.84 0.110 0.432 

Anisotropy 1.631 1.814 3.903 
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Figure 2. The Calculated two- and three-dimensional elastic anisotropy parameters of TiFe. 

 

3.2 Optic Properties  

Optical properties are the compound's response to electromagnetic waves. Optical constants are 

obtained using the complex dielectric function. 

 

ε (E) = ε1 (E) + i ε2 (E)                     (12) 
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It is the wave vector's polarization response to the external electromagnetic field in a given system. 

The photon's electric field allows transitions between the occupied and unoccupied wave vector states. 

ε1(ω) shows the dispersion of incoming photons by the materials, while ε2 (ω) is related to the energy 

absorbed by the material [38]. In Fig. 3a, the variation of the real part ε1(ω) and the real part ε2(ω) of 

the dielectric function in the energy range from 0 to 50 eV is given. The limit value ε1(0) = 45.73, 

corresponding to the near-zero radiation frequency, is called the static dielectric constant. ε1(ω) shows 

that the zero crossing of the spectrum means no scattering. Between [2.86–16.71eV] and [35.86–35.35 

eV], ε1(ω) exhibits negative values, in which case the compound shows metallic character [39]. The 

fluctuations in the dielectric function's real part indicate localized absorption and reflection maxima. 

The dielectric function's imaginary part ε2(ω), indicating the electronic excitations between 0 and 50 

eV, was also examined. It was determined that it peaked in the visible region and took the maximum 

value. Values indicate optical absorption when the dielectric function is greater than zero. Absorption 

and reflection decrease toward zero in the UV region. 

 

The graph of the refractive index n(ω) and the extinction coefficient k(ω) according to the energy 

change is given in Fig 3b. When a light beam changes medium, it changes direction, and refraction 

occurs due to the change in propagation speed. The behavior of the n(ω) against energy is similar to 

the real part of the dielectric constant. The square of the n(ω) at zero frequency equals the ε1(ω). 

While the points where the refractive index is maximum are in the IR region, it decreases in the 

Visible region and fluctuates in the UV region. The extinction coefficient peaks k(ω), which indicates 

the transition between bands in the range of 0-10 eV, then after 10 eV, fluctuations occur in the UV 

region.  

 

In Figure 3c, the variation of the absorption of the material against the energy values indicating the 

portion of energy lost by the wave when passed through the material is given. The region with the 

highest absorption is the UV region with fluctuations in this region. The maximum absorption is 5.68 

105 cm-1, corresponding to an energy value of 36.18 eV. These results show TiFe as a prospective 

material for optoelectronics in the ultraviolet region mainly due to its extremely sharp cut-off 

response, particularly in this region. 

 

The reflectivity of the material, expressed as a percentage, is given in Fig 3d. R(w) can be defined as 

the ratio between reflected and incident luminous flux. Different peaks are indicative of the reflection 

of photons from the material surface. R (0) is high at zero energy, and its value is 54%. At low 

energies, R(w) fluctuates and reaches a maximum of 70% in the UV range, with a maximum value of 

around 60% in the visible range (1.73–3.4 eV). The highest reflective region of TiFe is UV, with a 

reflectance value of 70 percent. 

 

The energy loss function L(ω) is the energy loss of an electron moving through a material, indicating 

the energy lost by the high-speed electron, and is presented in Figure 3e. The energy loss function 

L(ω) has no significant peak in the visible and near-infrared regions. This situation can be interpreted 

as ε2(ω) showing large values in these ranges. The prominent peak in the figure is called the plasma 

frequency, which indicates the combined performance of the loosely bounded electrons in the valence 

and conduction bands. Its value is about 4.48. 
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Figure 3. Optic parameters of TiFe 

 

      

 

      

 

Figure 3. Optical properties of TiFe. 
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4.  CONCLUSION 

 

Structural, Elastic, anisotropic, and optical properties of TiFe were analyzed by the first-principles 

method using DFT. The CASTEP program was used in our calculations as a purely theoretical study. 

The structural and mechanical properties for TiFe were compared with experimental and theoretical 

results available in the literature. The results were found to be generally in agreement with the 

literature data. Second-order elastic constants and mechanical parameters of the TiFe compound at 

zero pressure were calculated. TiFe compound shows a hard and brittle structure. The mechanical 

parameters of the TiFe compound calculated with the 2D and 3D ELATE program also show 

anisotropy (A) properties. Optical properties were examined in the range of 0-50 eV to understand the 

improved application status of TiFe compound. It has a refractive index of 6.76 and a reflectivity of 

70 percent in the UV region. Obtained results in this study could help improve the hydrogen storage 

performance of TiFe as a promising candidate for optoelectronic devices.  

 

ACKNOWLEDGEMENT 

 

The authors declare that they have no conflict of interest. 

 

 

REFERENCES 

 

[1] Niaz, S., Manzoor, T., Pandith, A.H. (2015). Hydrogen storage: Materials, methods and 

perspectives. Renewable and Sustainable Energy Reviews, 50, 457-469. 

 

[2]  Nazir, G., Tariq, S., Mahmood, Q., Saad, S., Mahmood, A., Tariq, S. (2018). Under Pressure 

DFT Investigations on Optical and Electronic Properties of Under Pressure DFT Investigations 

on Optical and Electronic Properties of PbZrO 3. Acta Physica Polonica A, 133, 105-113. 

 

[3]  Vezirolu, T.N., Barbir, F. (1992). Hydrogen: the wonder fuel. International Journal of Hydrogen 

Energy, 17(6), 391-404. 

 

[4] Andreas, Z. (2004). Hydrogen storage methods. Published online, 91, 157-172. 

 

[5]  Graetz, J. (2009). New approaches to hydrogen storage. Chemical Society Reviews, 38(1), 73-

82. 

 

[6]  Collins, D.J., Zhou, H.C. (2007). Hydrogen storage in metal – organic frameworks. Journal of 

Materials Chemistry,  17(30), 3154-3160. 

 

[7]  Long, J.R., Murray, L.J., Dinca, M. (2009). Hydrogen storage in metal – organic frameworks. 

Chemical Society Reviews, 38(5), 1294-1314. 

 



 
 
 

 
 

 
 
 

Taş, et al., Journal of Scientific Reports-A, Number 53, 118-130, June 2023 
 

 
 

128 
 

[8]   Kaneno, Y., Takasugi, T. (2003). Effects of microstructure and environment on room-

temperature tensile properties of B2-type polycrystalline CoTi intermetallic compound. Journal 

of materials science, 38, 869-876. 

 

[9] Guo, Q., Kleppa, O.J. (1998). Standard enthalpies of formation of some alloys formed between 

group IV elements and group VIII elements, determined by high-temperature direct synthesis 

calorimetry II. Alloys of (Ti, Zr, Hf) with (Co, Ni). Journal of Alloys and Compounds, 269, 181-

186. 

 

[10] Pawar, H., Shugani, M., Aynyas, M., Sanyal, S.P. (2019). Electronic structural, lattice dynamics 

and superconducting properties of tife intermetallic compound: A first-principles study. AIP 

Conference Proceedings, 2115, 030336. 

 

[11]  Edalati, K., Matsuda, J., Arita, M., Daio, T., Akiba, E., Horita, Z. (2013). Mechanism of 

activation of TiFe intermetallics for hydrogen storage by severe plastic deformation using high-

pressure torsion. Applied Physics Letters, 103, 143902. 

 

[12] Ko, W.S., Park, K.B., Park, H.K. (2021). Density functional theory study on the role of ternary 

alloying elements in TiFe-based hydrogen storage alloys. Journal of Materials Science & 

Technology, 92, 148-158. 

 

[13] Ćirić, K.D., Kocjan, A., Gradišek, A., Koteski, V.J., Kalijadis, A.M., Ivanovski, V.N., Laušević, 

Z.V., Stojić, D.L. (2012). A study on crystal structure, bonding and hydriding properties of Ti–

Fe–Ni intermetallics – Behind substitution of iron by nickel. İnternational journal of hydrogen 

energy, 37, 8408-8417. 

 

[14 ] Fadonougbo, J.O., Park, K.B., Na, T.W., Park, C.S., Park, H.K., Ko, W.S. (2022). An integrated 

computational and experimental method for predicting hydrogen plateau pressures of TiFe1-

xMx-based room temperature hydrides. İnternational journal of hydrogen energy, 47, 17673-

17682. 

 

[15] Sujan, G.K., Pan, Z., Li, H., Liang, D., Alam, N. (2019). An overview on TiFe intermetallic for 

solid-state hydrogen storage: microstructure, hydrogenation and fabrication processes. Critical 

Reviews in Solid State and Materials Sciences, 45(5), 410-427. 

 

[16] Kong, Z., Duan, Y., Peng, M., Qu, D., Bao, L. (2019). Theoretical predictions of thermodynamic 

and electronic properties of TiM (M= Fe, Ru and Os). Physica B: Condensed Matter, 573, 13-21.  

 

[17] Bakulin, A.V., Kulkov, A.S., Kulkova, S.E. (2023). Impurity influence on the hydrogen 

diffusivity in B2-TiFe. İnternational journal of hydrogen energy, 48, 232-242. 

 

[18] Edalati, K., Matsuo, M., Emami, H., Itano, S., Alhamidi, A., Staykov, A., Smith, D.J., Orimo, S-

i., Akiba, E., Horita, Z. (2016). Impact of severe plastic deformation on microstructure and 

hydrogen storage of titanium-iron-manganese intermetallics. Scripta Materialia, 124, 108-111. 



 
 
 

 
 

 
 
 

Taş, et al., Journal of Scientific Reports-A, Number 53, 118-130, June 2023 
 

 
 

129 
 

[19] Oliveira, V.B., Beatrice, C.A.G., Leal Neto, R.M., Silva, W.B., Pessan, L.A., Botta, W.J., Leiva, 

D.R. (2021). Hydrogen absorption/desorption behavior of a cold-rolled tife intermetallic 

compound. Materials Research, 24(6), 2021-0204. 

 

[20] Dematteis, E.M., Cuevas, F., Latroche, M. (2020).  Hydrogen storage properties of Mn and Cu 

for Fe substitution in TiFe0. 9 intermetallic compound. Journal of Alloys and Compounds,  851, 

156075. 

 

[21] Du, L.Y., Wang, L., Zhai W., Hu, L., Liu, J.M., Wei, B. (2018). Liquid state property, structural 

evolution and mechanical behavior of TiFe alloy solidified under electrostatic levitation 

condition. Materials and Design, 160, 48-57. 

 

[22] Yang, T., Wang, P., Xia, C., Liu, N., Liang, C., Yin, F., Li, Q. (2020). Effect of chromium, 

manganese and yttrium on microstructure and hydrogen storage properties of TiFe-based alloy. 

International Journal of Hydrogen Energy, 45, 12071-12081. 

 

[23] Mehmood, N., Ahmad, R., Murtaza, G. (2017). Ab Initio Investigations of Structural, Elastic, 

Mechanical, Electronic, Magnetic, and Optical Properties of Half-Heusler Compounds RhCrZ (Z 

= Si, Ge). Journal of Superconductivity and Novel Magnetism, 30(9), 2481-2488. 

 

[24] Kresse, G., Hafner, J. (1993). Ab initio molecular dynamics for liquid metals. Physical Review B, 

47(1), 558-561. 

 

[25]  Le Page, Y., Saxe, P. (2002). Symmetry-general least-squares extraction of elastic data for 

strained materials from ab initio calculations of stress. Physical Review B - Condensed Matter 

and Materials Physics, 65(10), 1-14. 

 

[26] Perdew, J.P., Chevary, J.A., Vosko, S.H., Jackson, K.A., Pederson, M.R., Singh, D.J., Fiolhais, 

C. (1992). Atoms, molecules, solids, and surfaces: Applications of the generalized gradient 

approximation for exchange and correlation. Physical review B, 46(11), 6671-6687. 

 

[27] Vanderbilt, D. (1990). Soft self-consistent pseudopotentials in a generalized eigenvalue 

formalism. Physical review B, 41(11), 7892-7895. 

 

[28]  Mehl, M.J., Osburn, J.E., Papaconstantopoulos, D.A., Klein, B.M. (1990). Structural properties 

of ordered high-melting-temperature intermetallic alloys from first-principles total-energy 

calculations. Physical Review B, 41(15), 10311-10323. 

 

[29] Marmier, A., Lethbridge, Z.A.D., Walton, R.I., Smith, C.W., Parker, S.C., Evans, K.E. (2010).  

ElAM : A computer program for the analysis and representation of anisotropic elastic properties. 

Computer Physics Communications, 181(12), 2102-2115. 

 

[30] Murnaghan, F.D. (1944). The compressibility of media under extreme pressure. Proceedings of 

the National Academy of Sciences. 30(9), 244-247. 



 
 
 

 
 

 
 
 

Taş, et al., Journal of Scientific Reports-A, Number 53, 118-130, June 2023 
 

 
 

130 
 

[31] Melnyk, G., Tremel, W. (2003). The titanium–iron–antimony ternary system and the crystal and 

electronic structure of the interstitial compound Ti5FeSb2. Journal of alloys and compounds, 

349(1-2), 164-171. 

 

[32] Duwez, P., Taylor, J. (1950). The structure of intermediate phases in alloys of titanium with iron, 

cobalt, and nickel. Journal of Metals, 188, 1173-1176. 

 
[33] Fischer, P., Hälg, W., Schlapbach, L., Stucki, F., Andresen, A.F. (1978). Deuterium storage in 

FeTi. Measurement of desorption isotherms and structural studies by means of neutron 

diffraction. Materials Research Bulletin, 13(9), 931-946. 

[34]  Mouhat, F., Coudert, F.X. (2014). Necessary and sufficient elastic stability conditions in various 

crystal systems. Physical Review B - Condensed Matter and Materials Physics, 90(22), 1-4. 

 

[35]  Kars Durukan, I., Oztekin Ciftci, Y. (2020). First-principles calculations of vibrational and 

optical properties of half-Heusler NaScSi. Indian Journal of Physics, Published online, 95, 2303-

2312. 

 

[36]  Acharya, N., Fatima, B., Chouhan, S.S., Sanyal, S.P. (2013). First Principles Study on Structural 

, Electronic , Elastic and Thermal Properties of Equiatomic MTi ( M = Fe , Co , Ni ). Chemistry 

and Materials Research, 3, 22-30. 

 

[37] Jain, E., Pagare, G., Chouhan, S.S., Sanyal, S.P. (2014). Electronic structure, phase stability and 

elastic properties of ruthenium based four intermetallic compounds: Ab-initio study. 

Intermetallics, 54, 79-85. 

 

[38] Liu, Z.T.Y., Gall, D., Khare, S.V. (2014). Electronic and bonding analysis of hardness in pyrite-

type transition-metal pernitrides. Physical review B, 90(13), 134102. 

 

[39]  Anissa, B., Radouan, D., Durukan I.K. (2022). Study of structural, electronic, elastic, optical and 

thermoelectric properties of half ‑  Heusler compound RbScSn : A TB ‑  mBJ DFT study. 

Optical and Quantum Electronics, 54(6), 1-17. 

 

 

 



 

 

 

 

 

 

RESEARCH ARTICLE 

131 

 

 

EVALUATION OF GROUND VIBRATION AND AIR BLAST MEASUREMENTS INDUCED 

BY BLASTING IN A QUARRY MINE 

 

Bahadır ŞENGÜN
1
, Yavuz GÜL

2
 
 

 
1Sivas Cumhuriyet University, Engineering Faculty, Civil Engineering, bsengun@cumhuriyet.edu.tr,  

ORCID: 0000-0003-0413-1748 
2 Sivas Cumhuriyet University, Engineering Faculty, Civil Engineering,ygul@cumhuriyet.edu.tr,  

ORCID: 0000-0002-2969-577X 

 

 

 
Receive Date:27.12.2022                             Accepted Date: 24.04.2023 

 

 

 

ABSTRACT 

 

The energy released during blasting in underground and surface mines for excavation purposes can 

cause flyrock, excessive level of ground vibration and air blast. In this study, ground vibration and air 

blast induced by blasting were measured and evaluated for a quarry mine in the Kangal district of 

Sivas province. Within the scope of this study, observations and measurements were made before, 

during, and after two blasting operations in a quarry mine to evaluate the environmental effects of 

blasting. The environmental effects of blasting were assessed by considering both the blasting 

parameters and the ground vibration and air blast measurement results. 

 

Keywords: Quarry mine, Blasting, Ground vibration, Air blast 

 

1. INTRODUCTION 

 

The use of explosives in underground and surface mines continues to increase. The energy newly 

entering the environment as a result of blasting disrupts the equilibrium position in the environment 

and causes land motions. If the blasted environment does not show an elastic property to the new 

incoming energy, the energy is damped and only reflected as waves with reduced vibrations. If the 

environment exhibits elastic properties, the neighboring environments leave the equilibrium position 

as a result of the disrupted environment and create an oscillation similar to the spring-weight 

mechanism [1]. Ground vibration, airblast, and fly rocks problems may occur as a result of these 

oscillating movements. Parameters related to ground vibrations can be divided into two main classes 

as controllable (blast geometry parameters) and uncontrollable parameters (rock characteristics and 

site geology) (Siskind et al., 1980). The peak particle velocity (PPV) is considered most appropriate 

and accurate indicator of the damaging capabilities blast vibration [2]. 

 

Nowadays, environmental effects during blasting are monitored, evaluated and necessary precautions 

are taken in order to determine and control the environmental effects caused by blasting. Particle 

velocity and frequency are taken into account in most blasting safe limit criteria developed by 
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numerous researchers [3 – 12]. In addition to these studies, the principles regarding the control of 

environmental vibration induced by various vibration sources have been determined under the heading 

of "Environmental Vibration Principles and Criteria" of the environmental noise assessment and 

management regulation in Turkey dated 04.06.2010. Approaches based on predicting the particle 

velocity depending on the scaled distance have been introduced with the development and use of 

geophones and pressure sensing microphones. The scaled distance-based prediction of the peak 

particle velocity has been accepted in most studies in the literature [13]. 

 

Within the scope of this study, ground vibration and air blast were measured at 6 points for two 

different blasts in a quarry (basalt) mine, and the effects of blasts on the Kangal-Zara highway, which 

is located at a distance varying between 50-100 m from the mining site, were evaluated.  

 

2. MATERIAL and METHODOLOGY 

 

2.1. Study Area  

Basalt is produced by the open pit mine method in a quarry mine located in the Kangal district of 

Sivas province (Figure 1). Basalt masses (30-150 cm) fragmented-loosed by blasting are loaded on the 

truck with an excavator and transported to the crusher in the mine. The Kangal-Zara highway (which 

is separated from the D260 Sivas-Divriği highway) passes parallel to the east boundary of the mine at 

distances varying between 50-100 m. 

 

 
Figure 1. Studied area. 

 

3. OBSERVATION and MEASUREMENT RESULTS  

 

A detailed research was carried out before, during, and after two blasts performed at different times in 

the study area [14]. Ground vibration and air blast measurements of the blasts performed within the 

mine area were selected from among the points close to the highway. Two trial blasts were planned 

and implemented to reveal the environmental effects of controlled bench blasting in the quarry. In 

these trial blasts, there are no two free faces in bench blasting, but there is only one free face since  
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Before Blasting (First Blasting)                                            After Blasting (First Blasting) 

 

                                         
 

Before Blasting (Second Blasting)                                            After Blasting (Second Blasting) 

Figure 2. Controlling of blasting area. 
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only the top part of the blasted mass is open. Ground vibration and air blast were measured 

simultaneously at three points during the trial blasts (Figure 2). The specific charge amount of the first 

blast was calculated as  0,444 kg/m
3
, whereas the specific charge amount of the second blast was 

calculated as 0,449 kg/m
3
. The specific charge amounts in question may be reduced to lower values 

due to the presence of two free faces in bench blasting. In this case, lower ground vibration and air 

blast values can be obtained because the maximum charge per delay will decrease. Table 1 contains 

the blasting parameters applied in these blasts. In the surface mine using ANFO as an explosive, the 

average charge per hole was applied as 35,65 kg in the first blast and 56,95 kg in the second blast. 

Since a single hole is blasted simultaneously in both blasts (Table 2), the maximum charge per delay 

values are the same as the charge per hole values. Moreover, a delay of at least 8 ms, predicted in the 

literature [15], was ensured between the holes in both blasts  (Figure 3). First, data on the basic 

blasting parameters of the above-mentioned blasts were obtained. After performing detailed 

examinations in the field for each blast, geophones and pressure sensing microphones were placed to 

measure ground vibration and air blast along the east boundary of the mine, and their distances from 

the blasting point were found (Figure 4 and 5). The locations of the geophones and pressure sensing 

microphones used in the blasts are presented in Figures 6 and  7. In the first blast, the geophones and 

pressure sensing microphones coded CUM-1 were placed closest to the blasting point (Distance: 168 

m), while the other two (CUM-5 and CUM-3) were placed along the highway north of CUM-1 

(Figure 6). The distances of CUM-5 and CUM-3 to the blasting point are 185 m and 253 m, 

respectively (Table 3). In the second blast, the geophones and pressure sensing microphones coded 

CUM-5 were placed closest to the blasting point (Distance: 150 m), and the other two (CUM-1 and 

CUM-3) were placed along the highway north and south of CUM-5 (Figure 7). Table 3 contains the 

distances of the geophones and pressure sensing microphones to the blasting point. 

 

The results of ground vibration and air blast measurements induced by blasting are presented in Table 

3. The peak particle velocity and frequency were measured as 4,57 mm/s and 39 Hz, respectively, and 

the peak noise was measured as 119,2 dB in the first blast, while the peak particle velocity and 

frequency were measured as 15,10 mm/s and 37 Hz, respectively, and the peak noise was measured as 

114,0 dB in the second blast. While the peak particle velocity varied between 2,03-15,10 mm/s in the 

blasts, the frequencies varied between 27-39 Hz. Furthermore, the calculated scaled distance values 

are presented in Table 3. Scaled distance is a concept introduced using the amount of explosive that 

affects the distance and the basis of seismic waves or creates energy in air blasts. The scaled distance 

is correlated with the amount of land motions' blasting levels at varying distances. Scale is a unitless 

factor used depending on distance [16]. The scaled distance is derived from combinations of charge 

per delay, impacting seismic development and air blast energy, and the distance between the blast and 

the measurement point. The formula of the scaled distance (SD1) most frequently used in the literature 

and this study is presented below. The safe distance can also be computed using the same formula. 

Furthermore, it is used in air blast predictions (SD2). 

 

𝑆𝐷1 = 𝑅 √𝑊⁄    ;    𝑅 = 𝑆𝐷 √𝑊  

𝑆𝐷2 = 𝑅 ∛𝑊⁄       
 

Here,  

 



 

 

 

 

 

 
 

 
Şengün, B. and Gül, Y., Journal of Scientific Reports-A, Number 53, 131-146, June 2023 

 

 

 

 

135 

 

SD : Scaled distance 

R  : Distance to blasting point or safe distance (m) 

W  : Maximum charge per delay (kg) 

 

Since the charge shape used in surface mine studies is usually cylindrical (if the charging level-hole 

diameter ratio is ≥ 6, it is considered cylindrical, if the ratio is < 6, the charge is considered spherical), 

the waves from the column charge are propagated with the expanding shape of this cylinder. It is an 

accepted approach that the volume of this pressure cylinder varies with the square of its radius.  

 

Table 1. Blasting parameters. 

* Specific charge= kg Anfo/(Burden x Spacing x (Hole depth - subdrill)) 

 

 

 

Blasting Parameters First Blasting         Second Blasting         

Type of blasting Loose Loose 

Hole diameter (mm) 89 102 

Hole slope (˚)  85-90 85-90 

Drilling patern Staggered - 

Burden (m) 2,5 3,5 

Spacing (m)  3,5 3,5 

Hole depth (m)  10 11 

Subdrill (m) 1,0 1.0 

Stemming (m)  2,0 2,9 

Stemming material Hole material Hole material 

Charge type Colon Colon 

Charge per hole (kg)  35,65 

(35 kg ANFO+0,5 kg Dyn.) 

56,95 

(55 kg ANFO+1,5 kg Dyn.) 

*Specific charge (kg Anfo)/m
3
) 0,444 0,449 

Number of holes 48 10 

Number of rows 4 1 

Maximum charge per delay 

(kg) 

35,65  

 (35 kg ANFO+0,5*1,3Dyn.) 

56,95 

(55 kg ANFO+1,5*1,3 Dyn.) 

Total charge (kg) 1680 kg ANFO 

24 kg Dynamite 

550 kg ANFO 

15 kg  Dynamite 

 Firing system Non-electric capsule Non-electric capsule 

Delay order  

 In the hole (ms)  0 0 

 Between holes (ms) 25 25 

 Between rows (ms) 42 - 
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Table 2. Firing times of blast holes. 

First Blasting 

Row_A 

Hole_# 

Time 

(ms) 

Row_B  

Hole_# 

Time 

(ms) 

Row_C  

Hole_# 

Time 

(ms) 

Row_D  

Hole_# 

Time 

(ms) 

#1 25 #13 92 #25 159 #37  226 

#2 50 #14 117 #26 184 #38  251 

#3 75 #15 142 #27 209 #39  276 

#4 100 #16 167 #28 234 #40  301 

#5 125 #17 192 #29 259 #41  326 

#6 150 #18 217 #30 284 #42  351 

#7 175 #19 242 #31 309 #43  376 

#8 200 #20 267 #32 334 #44  401 

#9 225 #21 292 #33 359 #45  426 

#10 250 #22 317 #34 384 #46  451 

#11 275 #23 342 #35 409 #47  476 

#12 300 #24 367 #36 434 #48  501 

Second Blasting (Single Row) 

#1 25 #4 100 #7 175 #9 225 

#2 50 #5 125 #8 200 #10 250 

#3 75 #6 150     

 

 
Figure 3. Drilling patern and firing times of first blasting holes. 

 

 

 

 



 

 

 

 

 

 
 

 
Şengün, B. and Gül, Y., Journal of Scientific Reports-A, Number 53, 131-146, June 2023 

 

 

 

 

137 

 

   

CUM-1 CUM-3 CUM-5 

Figure 4.  Placing of geophones and microphones (First blasting). 

 

 

CUM-1 

 

CUM-3 

 

 

CUM-5 

Figure 5. Placing of geophones and microphones (Second blasting). 
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Figure 6. Measurement points of ground vibration and air blast (First blasting). 
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Figure 7. Measurement points of ground vibration and air blast (Second blasting). 
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Table 3. Measurement results of ground vibration and air blast. 

Geophone 

Number 

 

Partical 

Velocity 

(Transverse)          

PVT 

mm/s 

[Frequency,Hz] 

Partical 

Velocity  

(Vertical)  

PVV  

mm/s 

[Frequency,Hz] 

Partical Velocity  

(Longitudinal) 

PVL  

mm/s 

[Frequency, Hz] 

Peak Partical 

Velocity 

PPV   

inch/s 

(mm/s) 

[Frequency, 

Hz] 

Noise 

N 

dB 

(Pa) 

 

Distance 

R 

(m) 

Scaled Distance  

SD  

    
SD1 SD2 

First Blasting 

CUM-1 
3,05 

[57] 

2,67 

[30] 

4,57 

[39] 

0,180 

(4,57) 

[39] 

119,2 

(18,3) 
168 

 

28,14 

 

51,04 

CUM-5 
3,30 

[37] 

2,29 

[37] 

2,79 

[51] 

0,130 

(3,30) 

[37] 

115,4 

(11,8) 
185 

 

30,98 

 

56,21 

 

CUM-3 
2,03 

[73] 

1,14 

[85] 

2,03 

[27] 

0,08 

(2,03) 

[27] 

110,9 

(7,0) 
253 

 

42,37 

 

76,81 

 

Second Blasting 

CUM-1 
3,56 

[32] 

2,41 

[18] 

2,41 

[43] 

0,140 

(3,56) 

[32] 

106,5 

(4,25) 
271 

 

35,91 

 

70,44 

CUM-5 
5,21 

[30] 

7,75 

[34] 

9,02 

[30] 

0,355 

(9,02) 

[30] 

114,0 

(10,0) 
150 

 

19,88 

 

38,99 

CUM-3 
9,91 

[32] 

6,60 

[37] 

15,10 

[37] 

0,594 

(15,10) 

[37] 

108,0 

(5,0) 
173 

 

22,92 

 

44,97 

 

4. EVALUATION of the MEASUREMENT RESULTS 

 

4.1. Evaluation of ground vibration measurement results 

In the current study, the calculated scaled distance (SD1) values varied between 28,14 - 42,37 in the 

first blast and 19,88 – 35,91 in the second blast (Table 3). Numerous studies in the literature state that 

there is no need for seismic recording as long as the scaled distance factors (Table 4) of the U.S. 

Office of Surface Mining (OSM) are applied. Considering the distance values from the blasting points 

in the trial blasts, the SD value must be higher than 55 to perform blasting without seismic recording. 
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The fact that all the SD values calculated are lower than 55 indicates the necessity of vibration and air 

blast measurements. 

 

Table 4. Recommended scaled distance factors for lack of siesmic monitoring [7]. 

Distance from the blast site 
 

Scaled distance to be applied without 

seismic monitoring  

(SD) 
 

ft m 

0 – 300 0 – 90 50 

301 – 5000 91 – 1500 55 

5001 1500 65 

 

The ground vibration and air blast values measured simultaneously at three points in both blasts were 

evaluated by considering the approaches of some researchers [3 - 7] and the "Regulation on 

Evaluation and Management of Environmental Noise; Environmental Vibration Criteria in Buildings 

(28.07.2013) in force in our country. It was found that the ground vibration and air blast measurement 

values (Table 3) did not have the risk of damaging any structure in the places where the measurements 

were performed according to these damage criteria. 

 

The ground vibration and air blast measurement results (Table 3) were evaluated by considering the 

OSM, 1983 alternative criterion analysis approach, which is commonly employed nowadays and 

overlaps with the regulation in Turkey (Figure 8). As seen in Figure 8, the ground vibration values 

induced by the blasts were in the permitted region and did not carry any risk.  

 

Simple regression analysis was conducted between the measured particle velocity and scaled distance 

values (Table 3), and as in the literature, the highest correlation was acquired in the power relationship 

(Figure 9). Figure 10 shows the correlation between the particle velocity acquired using this 

relationship and the measured particle velocity values. As is known, it is recommended in the 

literature to have more than 30 data pairs so that this relationship, in which site factors are determined, 

can be more reliable and more highly correlated. In the present study, 6 different measurements were 

carried out. Since bench blasting will be performed during the operation phase, lower particle 

velocities can be expected. However, ground vibration measurements should be made at more than 30 

points to make the relationship between particle velocity and scaled distance (Figure 9) more reliable. 

Nevertheless, controlled bench blasting can be performed by considering this relationship to be 

acquired. 
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Figure 8.  Safe limit criteria [7]. 

 

 

Figure 9. Relationship between peak particle velocity and scaled distance. 
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Figure 10. Relationship between measured and predicted peak particle velocities. 

 

4.2. Evaluation of Air Blast Measurement Results 

It is known that the propagation of the blast-induced air blast wave depends on atmospheric and 

topographic conditions, such as temperature, wind, and altitude. Even cloud closure at a particular 

distance can sometimes cause the pressure wave to be reflected back to the ground. The intensity of 

the audible parts of the blasts is usually between the noise caused by pneumatic breakers and the 

aircraft during landing. In the legal regulations in the US [5, 7], the air blast level corresponding to 

140 decibels is determined as the starting level of damage and the top level of noise. In Turkey, the 

daily exposure limit values were given as (LEX, 8 hours) = 87 dB(A) or (Peak) = 200 Pa [140 dB(C) 

re. 20 µPa] under the heading of the "Exposure duration values and exposure limit values" (Second 

Section, Article 5) of the Regulation on the Protection of Employees from Risks Related to Noise, 

published in the Official Gazette dated 28.07.2013. The peak air blast values measured as 119.2 dB 

(18,3 Pa) and 114.0 dB (10,0 Pa), respectively, in the first and second blasts in the study area are 

below the starting level of damage and the top level of noise predicted by both regulations, and the 

exposure duration is very short (< 1 minute). Simple regression analysis was also carried out between 

the air blast and scaled distance values (Table 3). An acceptable correlation (R
2
=0,0526) between air 

blast and SD1 could not be acquired. However, an acceptable correlation (R
2
=0,6642) was determined 

between air blast and SD2 (Figure 11). 
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Figure 11. Relationship between sound pressure and scaled distance. 

 

5. CONCLUSIONS and RECOMMENDATIONS 

 

This study evaluated the ground vibration and air blast measurement results induced by two trial blasts 

performed for controlled blasting in a quarry mine. 

 

ANFO was used as an explosive in the trial blasts, and the maximum charge per delay was applied as 

35,65 kg in the first blast and 56,95 kg in the second blast. The specific charge amounts were 

calculated as 0,444 kg/m
3
 and 0,449 kg/m

3
 in the first and second blasts, respectively. It was indicated 

that the specific charge amounts could be reduced to lower values due to the presence of two free 

faces in bench blasting, and in this case, lower ground vibration and air blast values could be acquired 

since the maximum charge amount per delay would also decrease. Ground vibration and air blast 

measurements were performed simultaneously at three points during each of the blasts, and it was 

revealed that the blasts to be performed over a distance of 50-100 m did not have the risk of damaging 

the highway and/or any structure or building located after this distance. Simple regression analysis 

was carried out between the measured particle velocity and scaled distance values, and a highly 

correlated relationship was developed. Furthermore, a good correlation was found between the particle 

velocity obtained using this relationship and the measured particle velocity values. On the other hand, 

similar evaluations were performed for the air blast. It was seen that the measured air blast values 

were below the starting level of damage and the top level of noise. An acceptable correlated 

relationship was also acquired between the air blast and the scaled distance. 
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It was indicated that lower particle velocities could be expected since bench blasting would be 

performed during the operation phase. However, it was recommended to perform ground vibration 

measurements at more than 30 different points in order to make the particle velocity and scaled 

distance relationship more reliable for controlled bench blasting.  
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ABSTRACT 

 

Coronary artery disease (CAD) is one of the leading causes of death and morbidity in our country, 

which is also true for the world in general as well. CAD generally develops atop atherosclerosis 

events. In this study, changes in heart-type fatty acid binding protein (H-FABP) and certain other 

biomarker levels during chronic artery diseases were investigated.. For the present paper, serum 

samples collected from patients who applied to Van Yüzüncü Yıl University Dursun Odabaş Medical 

Center Emergency Department and Cardiology Polyclinics with acute ischemic chest pain between 

January - June of 2019 were evaluated. Patients were not given any drugs or other kinds of substances 

before sample collection. Of the patients who applied to the cardiology clinic, 24 of these patients 

were diagnosed with chronic arteritis, 12 patients with cardiological problems were diagnosed with 

diabetes mellitus (DM), 12 patients with hypertension (HT) problems and heart complaints, and 12 

healthy individuals (who were not diagnosed with diabetes, hypertension or CAD) were included as 

research materials.  

 

Certain markers like Troponin, CK, CK-MB, AST, ALT, LDL-Cholesterol, HDL-Cholesterol, LDH, 

Glucose, and Creatinine in the blood samples were biochemically determined using an autoanalyzer 

(Abbott ci16200),while H-FABP values were determined using ELISA method.  

 

As a result of the analyses carried out : LDL-cholesterol values reached their highest in the CAD 

group (108,06 ± 6,82 MG/DL), while HDL-Cholesterol and LDH values peaked in the CAD+HT 

group (51,52 ± 3,92 MG/DL), (318,83 ± 37,42 MG/DL), and CK, CK-MB, cTnI, AST, Glucose, 

creatinine, and H-FABP levels were found to be high in the DM+CAD group. Meanwhile, cTnI 
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values were increased in people with HT or DM as well as CAD, but there was no statistical 

significance. Similarly, LDL-cholesterol levels stayed similar between the groups. Intergroup changes 

in other biomarkers examined showed the importance of CK and Glucose levels at p≤ 0.001, AST p≤ 

0.002, LDH p≤ 0.003, CK-MB p≤ 0.004, HDL-Cholesterol p≤ 0.049, Creatinine p≤ 0.011, and H-

FABP p≤ 0.050. H-FABP has recently taken its place in the field of cardiology with increasing 

importance in the diagnosis of CAD and MI. The findings obtained in this study show that the H-

FABP level was increased in all groups except the test group, and we recommend its use as a practical 

parameter in cardiology clinics. 

 

Keywords: Diabetes mellitus, Hypertension,  H-FABP, Cardiac markers, Coronary artery disease 

 

1. INTRODUCTION 

 

Coronary artery disease (CAD) is quite prevalent in the world and is associated with serious cardiac 

effects in many patients. Coronary artery disease is often triggered by physical or psychological stress. 

Symptoms related to it usually don’t last long. That being said, a coronary artery is completely 

blocked during the disease which can cause permanent damage to the heart muscles (myocardial 

infarction) if not diagnosed and treated early. This can cause severe symptoms which usually occur in 

the form of chest pain and shortness of breath. In certain cases, it can result in death. Diabetes, 

hypertension, smoking, hypercholesterolemia, inactive life, obesity, and genetic factors are possible 

risk factors for CAD. Rarely, patients with CAD may show no symptoms. Cardiomyocytes are 

extremely rich in various proteins and enzymes, including troponin, creatine kinase (CK), creatine 

kinase MB (CK-MB), and lactic dehydrogenase (LDH). These proteins and enzymes can be released 

and dispersed into the bloodstream following cardiomyocyte necrosis and breakdown. These are then 

broken down and mixed into the blood and can be used as vital markers for the early diagnosis of 

coronary artery disease. In addition to these cardiomyocytes Heart-type fatty acid-binding protein (H-

FABP), which may be introduced into the blood even earlier, can help facilitate early diagnosis [1].  

 

Although H-FABP is expressed mainly in cardiomyocytes, it also occurs in much lower 

concentrations in skeletal  muscle, renal distal tubular cells, and the brain. There is also the use of H-

FABP as a sensitive marker for exercise-induced skeletal injury [2]. Myocardial infarction, congestive 

heart failure and angina pectoris [3]  in the damaged area of the heart, for example, the heart isoform 

of the first described biochemical marker creatine kinase (CK-MB) has found its place in the clinic as 

a 'gold standard' protein. [4]  Plasma H-FABP concentrations increase and decrease faster than 

creatine kinase (CK), indicating that H-FABP is more useful than CK for early diagnosis of such 

damage and monitoring of damage during repeated exercise sessions. The potential use of H-FABP as 

a rapidly changing biomarker to diagnose the early stages of acute myocardial infarction was studied 

in [5]. The results of this study were later put to test by many other researchers as well. Normally, 

plasma or interstitial fluid contains no H-FABP, which is only released following cellular injury to the 

heart. This release occurs approximately 2 hours following the onset of the symptoms, and studies 

suggest that it peaks at approximately 4 to 6 hours. Return to its normal baseline occurs within 20 

hours. For the next 3 to 4 hours following the symptom onset, H-FABP has more than 80% sensitivity 

for AMI events. Other heart markers (CK), such as creatine kinase, CK-muscle and brain (MB) (mass 

or activity), cardiac troponin I (cTnI), and cardiac troponin T (cTnT) will only begin to accumulate in 
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plasma within 0-6 hours of symptom onset, and their sensitivity has been reported to be around 64% 

[5].   

 

The main causes of coronary artery disease are the result of the loss of elasticity of the coronary 

arteries. CAD occurs with lipid plaque accumulation and hardening and rupture of the vessels. These 

plaques have a high tendency to cause deterioration of the vascular structure and subsequent formation 

of clots. A significant part of the CAD can result in AMI, and even death if the intervention is late. 

Most such sudden and untimely deaths are due to atherosclerosis, which often goes unnoticed due to 

its associated risk factors being prone to modification, prevention, or reduction. 

 

A heart attack occurs due to the death of cells in the heart tissue, which in turn is the result of the 

blockage of one or more of the main vessels in the heart that feed that particular tissue. This scenario 

can lead to fatal results. Depending on the severity of the obstruction, symptoms such as sweating, 

nausea, vomiting, and sometimes fainting may occur, which may be accompanied by severe pain in 

the chest. Although chest pain indicates a heart attack, it may sometimes be felt in the upper abdomen 

and stomach area in some people. Such pain is often ignored, thinking that it’s just a temporary 

discomfort caused by the stomach. Generally, in elderly people, the crisis may occur in the form of 

shortness of breath that increases with effort. These symptoms can be seen in 75-80 out of 100 people. 

The other 20% occur in a condition called "silent heart attack", which shows no symptoms. The first 

symptom in these cases is often death [6]. 

 

Factors like nutritional disorders, overeating, a fatty diet, consuming too many ready-made foods, 

hypertension, high cholesterol, coronary arteriosclerosis (Atherosclerosis), diabetes, smoking, obesity, 

and an inactive life are among the leading causes of heart problems [7]. 

 

2. MATERIALS and METHODS 

 

This research was conducted on a total of 60 patients between the ages of 20 and 100, between 

January 2019 and June 2019, after obtaining permission with the Ethics Committee Approval No: 

12.10.2018 decision no 06. Of these 60 individuals, 48 were patients and 12 were healthy. 

 

The relationship between H-FABP and some biochemical and cardiac parameter values (CK-MB, 

Troponin, AST, ALT, LDL-Cholesterol, HDL-Cholesterol, LDH, Glucose, and Creatinine) of patients 

admitted to emergency departments of hospitals and cardiology outpatient clinics (with complaints of 

coronary artery disease and chest pain) were examined.  

 

2.1. Patient Selection  

In this study, blood samples collected from patients who applied to Van Yüzüncü Yıl University 

Dursun Odabaş Medical Center Emergency Department and Cardiology Polyclinics between January 

2019 and June 2019 were evaluated. No medication or other substance was given to these people or no 

application was made. Of the patients who came to the cardiology with similar demographic 

characteristics, 24 patients (CAD=24) with acute ischemic chest pain and diagnosed with chronic 

arteritis disease, 12 patients with cardiological problems diagnosed with diabetes mellitus 

(DM+CAD=12), 12 patients with hypertension problems and again came to the clinic with a heart 
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complaint (HT+CAD=12) and 12 healthy people who were not diagnosed with diabetes, hypertension 

and with similar demographic characteristics CAD (CONTROL=12) as research material it was used. 

Certain markers like Troponin, CK, CK-MB, AST, ALT, LDL-Cholesterol, HDL-Cholesterol, LDH, 

Glucose, and Creatinine in the blood samples were biochemically determined using an autoanalyzer 

(Abbott ci16200), while H-FABP values were determined using ELISA method. 

 

2.1.1. Human heart fatty acid binding protein (H-FABP) 

Principle: ELISA Kit Biont, Catalog No: YLA1747HU. This kit uses enzyme-linked immunosorbent 

assay (ELISA) based on biotin double antibody sandwich technology to assay human heart fatty acid 

binding protein (H-FABP). H-FABP is added to pre-coated cavities with monoclonal antibodies and 

then incubated. After that, anti-H-FABP antibodies labeled with biotin are added to combine with 

streptavidin-HRP, which forms an immune complex. After incubation and washing, unbound enzymes 

are removed. Substrates A and B are added. Then the solution turns blue, and under the influence of 

acid, turns yellow. The colorimetric tones of the solution and the concentration of H-FABP are 

positively correlated. 

 

2.1.2. Assay procedure summary 

1. Prepare all reagents, samples and standards. 

2. Prepared samples, standards and ELISA solutions are added. They are allowed to react for 60 min 

at 37 °C. 

3. The plate is washed five times. Chromogen solutions A and B are added for color development. 

Incubate at 37 °C for 10 minutes. 

4. The stop solution is added. 

5. The OD value is read and calculated within 10 minutes. 

Working range： 0.05 ng/ml → 20 ng/ml 25 

Sensitivity：0.01 ng/ml 

 

2.1.3. Statistical analysis 

For the descriptive statistics for the features emphasized, the average is expressed as the SEM value. 

The Kruskal-Wallis test was used to compare the groups in terms of these features. In the calculations, 

the statistical significance level was taken as 5%. SPSS (ver: 21) statistical package program was used 

for the calculations. 

  

3. RESULTS 

 

Table 1. Control and change of biochemical parameters studied in chronic arterial disease. 

Group  

Test 

CAD 

avg ± SEM 

n=24 

DM+CAD 

avg ± SEM 

n=12 

HT+CAD 

avg ± SEM 

n=12 

Control 

avg ± SEM 

n=12 

P 

      CK (U/L) 67.23 ± 9.12
b
 135.95±17.91

a 
73.33±11.86

b
 40.80±5.72

b
 0.001 

CK-MB (U/L) 22.11 ± 4.31
b
 45.81 ± 9.99

a
 19.04± 5.38

b
 14.20±1.56

b
 0.004 

CTnI (NG/ML) 0.60 ± 0.44 6.76 ± 3.78 4.07 ± 4.05 0.023±0.002 0.269 
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H-FABP (MG/L) 8.43 ± 1.45
c
 16.16 ± 0.92m 11.82±0.97

b
 1.86 ±0.43m 0.050 

ALT (U/L) 29.58±5.82
ab

 39.91 ± 6.08
a
 22.42±2.91

b
 18.50±1.45

b
 0.048 

AST (U/L) 31.21 ± 3.96
b
 89.36 ± 29.36

a
 31.67±6.10

b
 23.00±1.34

b
 0.002 

LDH (MG/DL) 298.29±26.81
a 

292.64±3.04
a 

318.83±37.42
a 

160.92±6.87
b 

0.003 

HDL (MG/DL) 50.20 ± 3.69
a
 36.55 ± 2.90

b
 51.52± 3.92

a
 45.63±2.51

ab
 0.049 

LDL (MG/DL) 108.06 ± 6.82 101.75 ± 10.77 90.59±11.44 82.57±5.30 0.143 

CREATININE (MG/DL) 0.85 ± 0.18b 1.32 ± 0.25m 1.05± 0.07
ab

 0.93±0.03
b
 0.011 

GLUCOSE (MMOL/L) 110.04±4.47
b
 239.36±40.08

a
 111.92±6.18

b
 97.42±2.56

b
 0.001 

       a,b,c,d The difference between the means shown with different letters in each column is statistically 

significant 

 

According to these findings, the CK enzyme, which shows changes in muscular destruction, followed 

a profile similar to the AST level. CK values for the DM+CAD group were calculated to be 3.5 times 

higher than the controls, and 2 times higher than the other 2 groups (135.95 U/L). This shows how 

strongly DM is correlated to heart damage (Table 1) (p ≤ 0.001). 

 

CK-MB, one of the three important isoenzymes of the CK enzyme, is very important as a cardiac 

marker. A similar table to that of AST-CK can also be found here. The same conclusions reached for 

the CK analysis can also be used for the interpretation of CK-MB (Table 1). The 14.2 U/L activity 

observed in the controls reached up to 45.81 U/L in the DM+CAD group (p≤ 0.004). 

The values for cTn1, which is an important cardiac marker, have also increased significantly in the 

HT+CAD and DM+CAD groups. As shown in (Table 1), the level was almost zero in the controls, 

increasing to 6.76 ng/ml in the DM+CAD group. Once again the negative effects of diabetes can be 

observed (p≥ 0.269). 

 

While control group H-FABP level was 1.86, the peak was 11.82 mg/l in the hypertension group and 

8.43 mg/l in the CAD group, while it was 16.16 mg/l in the DM+CAD group. This result further 

emphasizes the negative effect of diabetes on the heart (p≤ 0.050). 

 

While the ALT enzyme was measured as 18.50 U/L in the control group, the highest level was found 

in the DM+CAD group. This shows that diabetes also has negative effects on the liver (Table 1) (p≤ 

0.048) 

 

AST increases liver or muscle damage and was used as a good diagnostic enzyme to determine heart 

muscle damage in the past. Here, AST levels were shown to undergo significant changes in CAD 

cases.The peak value was observed in the DM+CAD group (89.36 U/L) and similar levels were 

measured in CAD and HT+CAD groups. All three groups had higher AST levels than the controls 

(Table 1) (p≤ 0.002). 

 

The detected HDL-cholesterol levels appear to have decreased, predisposing the patients to heart 

diseases (Table 1) shows the HDL-cholesterol levels of the other 2 groups, as well as the controls (p≤ 

0.049). 
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LDH levels were increased in the HT+CAD group compared to the control’s (318.83 – 160.92 U/L). 

Similar elevations were found in all 3 groups related to CAD compared to the control (p ≤ 0.003). 

 

When LDL-cholesterol levels are high, the risk of heart and circulatory diseases increases. 

Accordingly, (Table 1) has a very good graphical appearance. The lower level in controls (82.57 

mg/dl) reached 108.06 mg/dl in the CAD group (p≥0.143). 

 

Although creatinine, whose clinical significance as a kidney function test is not discussed, did not 

show much change, the highest value was once again seen in the DM+CAD group (1.32 mg/dl) 

(p≤0.011). 

 

As expected, the hunger glucose level was high in the diabetic group and significant changes were 

detected in the other groups. In Table 1, the value of the DM+CAD group 239.36mmol/L was 

significantly higher than the others (p≤ 0.001). 

  

4. DISCUSSION 

 

The incidence and mortality of cardiovascular disease are increasing worldwide [8] and acute 

myocardial infarction (AMI) has become an important cause of death [9]. In addition, AMI exhibits a 

rapid growth trend in young and low-income groups [10]. It is possible to detect these proteins and 

determine the potential location, severity and course of tissue damage. As such, these are often 

referred to as biochemical markers, and their correct and quick evaluation is essential to formulate 

correct treatment and discharge plans. If the rise and fall of these markers in the blood can be detected 

in time, they can also help discharge or redirect patients who are not actually suffering from tissue 

damage, or to determine when their recovery is complete. This, in turn, helps reduce hospitalization 

costs. 

 

That being said, use of such markers accurately to formulate a treatment plan depends on a range of 

factors. These markers have different release times and rates into the circulatory system, and their 

elimination rates and paths also vary. Taken both of these into consideration yields the plasma 

reference levels, which are essential for correct diagnosis and treatment. As such, efforts are focused 

on identifying tissue-specific proteins that have previously been raised above plasma reference values 

from biomarker proteins used today. Second, new technologies need to be applied for faster 

determination of these markers levels to allow for rapid outcomes. In particular, the development of 

the tests that are applied in the patient room, also known as the point-of-care tests, is attracting a lot of 

attention, significantly promoting the clinical application of biochemical marker proteins. 

 

Fatty acid-binding proteins (FABPs) are small cytoplasmic proteins that are readily available in large 

quantities in tissues with active fatty acid metabolisms. Examples of such tissues include the heart and 

liver. As of this study, nine different types of the FABP families are identified. The most studied is 

heart-type FABP (H-FABP) largely due to its abundant presence in cardiomyocytes. 

 

Many researchers have studied H-FABP to determine if it can be used as a myocardial damage 

indicator [5, 11, 12]. Early clinical markers of myocardial infarction include myoglobin (Myo), 
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creatine kinase-Mb (CK-MB), cardiac troponin T (cTnT), and cardiac troponin I (cTnI) (13). A new 

myocardial marker, heart type fatty acid binding protein (H-FABP), has been discovered for the early 

diagnosis of AMI (14). Under normal physiological conditions, H-FABP is not seen in plasma or 

tissue fluids and can only be detected in the case of myocardial injury; H-FABP begins to increase 1-3 

hours after the onset of acute coronary syndrome. It peaks after 6-8 hours and returns to normal after 

12-24 hours. It is one of the earliest markers released into the circulating blood during myocardial 

injury (15). 

 

All these findings show that, different biomarkers have different utilization windows, and some of this 

potential can be hidden or lost by the time of initial hospitalization. Many studies have taken this into 

consideration and compared the potential usability of H-FABP, myoglobin, cTnT, and cTnI for the 

rapid detection of AMI. The results mostly conclude that H-FABP is an prime candidate as a 

biomarker for rapid diagnosis and differentiation of clinical events [14]. Table 1 contains the 

summarized results of 5 similar comparison studies that study how early H-FABP can be used as a 

marker candidate in hospital-presenting patients with complaints of chest pain suggestive of AMI 

(Table 1). In each study, the recipient study for accepted blood samples from all patients showed that 

H-FABP was significantly higher than myoglobin, which demonstrated superior performance. 

 

H-FABP plasma levels usually reach their maximum about 6-8 hours after the first symptoms, and fall 

back to their normal levels within approximately 1-2 days. Although H-FABP concentration level 

changes are similar to that of myoglobin (quick to release and clear), its cardiac specificity is 

approximately 15-20 times greater, so it is a much more effective indicator for myocardial damage. 

Additionally, the normal serum/plasma levels of H-FABP are significantly lower than that of 

myoglobin, making it much safer in terms of false-positives.  

 

In some cases, serum H-FABP levels were found to increase within half an hour of ischemic events, 

making it possible to detect them early. This possibility was tested in numerous studies on bypass 

graft patients and cardiopulmonary bypass (CPB) pump cases [16,17]. In these studies, it was found 

that H-FABP has more sensitivity and specificity than troponins and myoglobin. Wider-scope 

prospective studies were also performed, and in one such study with a cardiac surgery patient count of 

1298, various biomarkers like CK-MB, CPB, and H-FABP levels were analyzed. As a result, H-FABP 

was revealed as an independent marker which could be used to predict death in both the post-op 

period and beyond [18]. 

 

While troponin-I and H-FABP have some a certain degree of variance in terms of their post tissue 

damage biochemical behaviors, many studies have shown that their plasma levels share similar and 

often overlapping curves [16,17]. Ischemia can be driven forth as an explanation for this similarity. 

That being said, neither the reperfusion nor the cytotoxic events caused by neurohormones in plasma 

are specific to AMI, which also correlates to any troponin-I value beyond the reference. High-

sensitivity troponin-I may increase during perioperative myocardial stress as a result of increasing 

cardiomyocyte apoptosis, stretching of the myocardial wall, or due to proteolysis of the contractile 

apparatus. None of these cases have myocardial necrosis but high sensitivity troponin-I may increase 

nonetheless. 
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For H-FABP, levels above 26 ng/mL18.2-51.5 ng/mL were found to be a sensitive indicator of 

ventricular dysfunction, extended hospitalization periods, and mortality rates. One particular study 

determined a cut-off value of 6.8ng/mL to distinguish myocardial damage in patients undergoing 

bypass grafting at the pump [19]. The ROC curve-based cutting value was 19.7ng/mL (sensitivity 

77%, specificity 75%). The correlation between the various types of biomarkers examined in the 

present study is slightly different from the studies mentioned above. As a result, it was seen that the 

largest correlation was found between H-FABP and CK-MB. The correlation between Troponin I and 

H-FABP is low.  

 

CK-MB is an auxiliary parameter for diagnosis in cases of myocardial injury or infarction. In this 

study, CK-MB values increased from 14.20 U/L in controls to 45.81 U/L in the DM+CAD group. The 

most valuable finding of this study is that similar results have been observed in many of the studied 

parameters related to the heart. The increase in troponin levels is also seen here,where the difference 

between patient groups and control was statistically significant (p≤ 0.004). CK levels also showed a 

similar profile, resulting in a similar increase in myocardial damage levels (p≤ 0.001). 

 

In clinical practices, troponins are now widely adopted as the markers MI detection [20]. However, 

they are not very well suited to diagnose congestive heart failure and unbalanced angina Pectoris. The 

same holds true for certain any disorders including ventricular remodeling, or for the cases where 

extracellular matrix undergoes alterations. Minor myocardial injuries and calcium regulation disorders 

also challenge the successful use of troponins. Death of cardiac muscle cells was also studied in the 

literature [21,22]. According to the observations of Setsuda et al., only 48.3% of the CHF patients 

displayed increased cTnT levels, whereas H-FABP was found to have a success rate of 72.4%. This 

finding clearly shows that H-FABP was much more sensitive to small cardiomyocyte necrosis 

compared to cTnT [3].  

 

Another study similar to that of Setsuda et al. was performed with the difference being the tissue 

damage location. This new study has investigated the differences between sensitivity and accuracy of 

biomarkers in cases of skeletal muscle injury [23]. The results show that the plasma myoglobin/H-

FABP ratio was lower than 1 to 15, proving no correlation between skeletal muscle damage and H-

FABP levels (ratio <15) [3]. Therefore, high H-FABP levels only emerge as a result of cardiomyocyte 

damage.  

 

In that particular study, cTnT levels were found to have raised in CHF and UAP cases, whereas H-

FABP levels were found to have stayed the same. This can be explained by the cases being minor 

MI’s, in which H-FABP is rapidly eliminated from the blood but cTnT initially stayed high. This 

finding is especially profound when we consider the fact that patients displayed no other symptoms 

that could indicate AMI. This underlies that finding sensitive markers for different tissue damage 

cases is truly important, and is indicative that H-FABP has a higher sensitivity compared to cTnT for 

the determination of mild muscle cell damage.  

 

In the presented study, the H-FABP level was measured as 1.86 mg/l in the control group, 11.82 mg/l 

in the hypertension group, 8.43 mg/l in the CAD group, and 16.16 mg/l in the DM+CAD group (p≤ 

0.050). Since the difference in the H-FABP mean of the 4 groups examined shows statistical 
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importance, this parameter can be suggested as a biomarker in cardiac destructive pathologies. When 

the H-FABP values were compared proportionally, a 4.5-fold increase was detected in the CAD group 

compared to the controls. This increase was found to be 6.5 times compared to the HT group and 8.7 

times to the DM+CAD group. These elevations seem to be important as a descriptor of a heart 

problem that will be shaped by different reasons in the patient and will help guide the clinical 

diagnosis. 

 

Current clinical norm is that ALT and AST tests are the primary methods of determining and 

monitoring the course of hepatocellular injuries and various other types liver diseases [24]. Current 

liver function tests are sufficiently specific for liver disease despite their lack of sensitivity. While it’s 

true that ALT analysis has become rapid, cheap and easily accessible thanks to wide range of clinical 

analyzers, it still has the issue that ALT is a large molecule (96 kD) and it only starts to increase in 

circulation after severe cell damage or death. Various cytoplasmic proteins share the same problem, 

but owing to the fact that hepatocytes lack an interstitial barrier due to their large endothelial clefts 

and are in close contact with vasculature, protein with smaller molecular size diffuse in plasma faster 

compared to their large counterparts, as in damaged cardiomyocytes, and therefore increase beyond 

their normal values earlier in serum compared to their larger counterparts. All things considered, new 

specific and sensitive liver injury markers are generally needed for acute hepatocellular injury 

diagnosis and treatment [24]. 

 

α-GST has been suggested as one such marker for hepatocellular damage due to its strong sensitivity 

and specificity. Found in the liver, kidneys, and intestines, this cytoplasmic 26 kD protein is quick to 

be released to the circulation from even slightly-damaged liver cells. α-GST also has a relatively 

shorter plasma presence [25,26]. That being said it’s not specificity is still not as sharp as that of H-

FABP, as this has been shown in some studies [20] . Still, α-GST was shown to be a great biomarker 

in post liver-transplant rejection cases [2]. 

 

In the present study, when the ALT level was examined, the highest activity was found in the DM + 

CAD group. As can be seen in Table 1, the intergroup significance was determined at the level of 

p<0.048. While a value close to that of the controls was determined in the HT-CAD group, higher 

values were calculated in the CAD group.  

 

Creatinine levels are important for kidney function. In this study, creatinine level was highest in the 

DM+CAD group. The nephropathic effect of diabetes is underlined by this finding. In the statistical 

interpretation of the mean between the groups, importance was found at the level of p≤0.011 (Table 

1). 

 

Considering all of these, H-FABP stands above others as an early cardiac tissue damage marker. 

Smaller proteins are released to the circulation faster than their larger counterparts in case of cell 

damage [4], and H-FABP is lighter compared to many other markers. Another factor influencing the 

rate of increase of a marker in circulation is its amount in the cells, the more a tissue contains that 

particular marker, the faster it will rise beyond its reference serum value. Therefore, the best marker 

for the detection of injuries on a given tissue has to be specific to that particular tissue [27,28]. It 

should also be protein with a relatively smaller molecular size, as this is usually related to early 
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release. Similarly, the marker should be readily available on that particular tissue, while 

simultaneously having a low plasma presence in healthy individuals. H-FABP meets all these criteria 

for cardiac muscle damage. 

 

Troponins are also good candidates due to their good cardiac specificity, however they are still late 

markers compared to H-FABP [29]. This delay is due to the fact that they are broken down from 

tropomyosin, which takes time. Another shortcoming of troponins is their extended plasma presence, 

which may last days. 

 

LDH enzyme activity showed a lot of variation in this study. An LDH level of 160.92 U/L was 

determined in the control group, which was 298.29, 292.64,and 318.83 U/L  in the CAD, DM+CAD, 

and HT+CAD groups respectively(p≤0.003). 

 

H-FABP and myoglobin are similar in many regards regarding cardiac tissue damage. They both 

increase beyond their reference values rapidly, and they both are eliminated from the circulation 

quickly through the kidney path. This makes both elements good candidates for early markers, from 

the onset of symptoms to approximately 1-2 days. Their plasma levels reach the peak within 6 - 12 

hours of MI, and return to normal within 1 day (36 hours if no thrombolytics are used). However it’s 

still possible to consider H-FABP as a better choice compared to myoglobin as the preferred early 

cardiac marker [20]. The level difference of H-FABP concentration in healthy and CAD individuals 

[30] and the high sensitivity of H-FABP to minor myocardial damages, will enable it to be used in 

diagnosis - even in patients with chronic heart failure or unbalanced angina Pectoris [31,32]. 

 

FABP seems to be a bright candidate for future rapid tissue damage diagnosis parameters. While some 

members of the family are not tissue-specific (H and L-FABP), they are still reported as the most 

sensitive early diagnosis markers for myocardial, bone, kidney, brain, liver, and intestine damage. 

Other members of FABP family are tissue specific, where L-FABP shows liver damage, while I-

FABP shows intestine and B-FABP shows brain damage. 

 

New rapid testing systems that implement specific monoclonal antibodies and antigens will enable 

FABP to become a very rapid diagnosis tool in clinics, especially in conjunction with other clinical 

findings. This can lead to reduced mortality and morbidity.  

 

In the presented study, the changes in biochemical parameters due to combinations of CAD with 

different diseases and conditions (Hypertension and Diabetes) were examined. The most severe 

changes in the studied parameters were observed in individuals with diabetes. The increase in H-

FABP was mostly shaped in the Diabetic group, and the differences in the parameters between the 

groups were important for all markers, except for cTnI and LDL. These are important results for 

cardiological studies. 

 

As a result: clinically, CAD and MI are diagnosed with biochemical measurements such as troponin, 

CK-MB, LDH, AST, CK, and early treatment plans were shaped according to such findings. The 

results of this study, however, show that H-FABP levels in different groups such as CAD, DM+CAD, 

and HT+CAD had changed significantly compared to the control. This means that H-FABP can be 
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used as a biochemical cardiomarker, and should be taken into account from the first minutes of 

damage. Due to its early occurrence, specificity and sensitivity compared to other cardiac markers as 

stated by the literature and as shown here, it can be included in routine biochemistry tests. We hope 

that our findings will contribute to H-FABP being considered in clinical use. 
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ABSTRACT 

 

The current study aimed to determine the transportation distance of Sporosarcina pasteurii (ATCC 

11859) and the number of cells present in porous media. The experiments were carried out in 

continuous-flow columns, which were plastic columns with an inner diameter of 2.4 cm and a height 

of 50 cm, and which contained glass beads with average diameters of 0.25 mm, 0.50 mm and 1 mm to 

mimic porous media. To investigate cell transport through columns, suspension of Sporosarcina 

pasteurii was introduced into columns at a flow rate of 2 mL/min and the cell densities of OD600 0.15, 

0.75, 2.25. To count the bacteria in each section, the column was divided into five equal parts. The 

results showed that the most cells, which were counted as 1.72*10
10

 cells, were deposited in the 

columns packed with 0.25 mm glass beads for the experiments with OD600 2.25, while the 

deposited cell number decreased at the bottom of the column. The cell deposition was greater at the 

bottom of the column in the case of columns packed with 1 mm glass beads. According to the 

findings, while using smaller glass beads resulted in more cell deposition in the porous media, using 

larger glass beads resulted in more cell transport through the porous media. It can be concluded that 

larger particle sizes may result in easier transportation conditions for cells transporting deep into 

porous media. 

 

Keywords: Cells, column, glass beads, porous media, Sporosarcina pasteurii. 

 

1. INTRODUCTION 

 

Nowadays, transportation of bacterial cells gains importance due to the importance of developing 

environmentally friendly technologies, which can be listed in biotechnology methods including 

bioaugmentation and biotreatment, for many fields. Bacterial precipitation, which is related for 

producing insoluble organic and inorganic compounds using bacteria, is one of the environmentally 

friendly technology [1-2]. Bacterial precipitation has been used by many researchers to improve the 

soil properties [3-5], seal cracks [6], reduce hydraulic conductivity of porous media [7-8]. 

Sporosarcina pasteurii was used by many researchers for bacterial precipitation [9-12] because 

Sporosarcina pasteurii is a nonpathogenic bacterium with high urea activity [7]. The process of 
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bacterial precipitation carried out by Sporosarcina pasteurii relies on the metabolic activity of the 

bacteria. Sporosarcina pasteurii utilizes urease to break down urea into ammonia and carbon dioxide, 

leading to an increase in pH levels. This rise in pH triggers the precipitation of calcite in the presence 

of calcium ions [13]. In the most studies, the researchers used urea hydrolysis in a solution containing 

calcium chloride to introduce Ca
2+

 ions [14-15]. 

 

Various factors, including pH, temperature, nutrient presence, nutrient concentration, precipitation 

reagent concentration, and oxygen availability, influence the effectiveness of the bacterial 

precipitation process [16-17]. Another of these influencing factors is cell density, which correlates 

with the urease enzyme [9]. According to Eryürük, the amount of bacterial precipitation can be 

expressed as a function of the bacterial biomass deposited in the column [18]. Therefore, it is critical 

to understand the transportation distance of cells through the column to achieve bacterial precipitation. 
Glass beads of varying diameters were used to pack the columns in the current study, and the 

transportation distance was evaluated by introducing Sporosarcina pasteurii cell suspensions of 

varying densities. 

 

2. MATERIAL and METHOD 

 

2.1. Preparation of cell culture and measurement of OD        

In this study, the transportation of cells was examined using Sporosarcina pasteurii (ATCC 11859) as 

the experimental bacterium. To create the culture medium (Tris-YE), a combination of Tris buffer 

(130 mM, pH 9.0), ammonium sulfate (10 g/L), and yeast extract (20 g/L) was utilized. To obtain a 

solid medium for stock culture, a mixture of 2% agar was added to 1000 milliliters of liquid medium. 

Prior to being mixed together, all of the components were subjected to separate autoclaving at a 

temperature of 121 °C for a duration of 15 minutes [7]. Sporosarcina pasteurii cells were acquired by 

introducing cells into Tris-YE medium and allowing them to incubate overnight at a temperature of 

30 °C. The incubation process involved continuous shaking at a rate of 120 rpm. The collected cells 

were separated by centrifugation at 10,000 times the force of gravity (10,000 * g) for a duration of 10 

minutes [7]. Afterward, the cells were washed twice with distilled water [7]. Finally, 200 mL of 

distilled water was used to obtain the cell suspension with the optical densities (OD) at 600 nm for 

0.15, 0.75, and 2.25 (abbreviated as OD600 0.15, 0.75, and 2.25) [7]. To measure the optical density 

(OD) values, a Hitachi U-1900 Spectrophotometer from Tokyo, Japan, was employed [7]. 

 

2.2. Experimental Setup and Conditions 

The columns in the experiments were made of a plastic pipe with an inner diameter of 2.4 cm and a 

height of 50 cm (Figure 1).  
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Figure 1. Experimental Setup. 

 

In the experiments, glass beads of varying average diameters (0.25 mm, 0.50 mm, and 1.0 mm) were 

utilized as the porous media. Prior to each experiment, the glass beads were subjected to a cleansing 

process in which they were first washed with an acidic solution of 0.1 N HCl. Following that, the 

cells were subjected to multiple rinses with deionized water until pH was attained as 7.0. Saturated 

conditions were ensured for each experiment. A consistent temperature of 22 °C was maintained 

throughout all experiments, and the influent rate in the downward direction was regulated using a 

peristaltic pump. A suspension of Sporosarcina pasteurii cells, equivalent to four pore volumes of 

glass beads placed in columns, was introduced into the column at a flow rate of 2 mL/min. To ensure 

a uniform cell suspension during the introduction process, a magnetic stirrer was employed. Figure 2 

indicates that the measured optical densities for 2.25, 0.75, and 0.15 at 600 nm were reflective of the 

following cell concentrations: 2.15 * 10
9
 cells/mL, 8.10 * 10

8
 cells/mL, and 5.89 * 10

8
 cells/mL, 

respectively.  
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Figure 2. Number of cells for OD600 0.15, 0.75, and 2.25. 

 

The conditions for all the experiments were summarized in Table 1. 

 

Table 1. Conditions for the experiments. 

Glass beads size (mm) OD600 

0.25 0.15 

0.75 

2.25 

0.50 

1 

 

The column was divided into five equal parts. To determine the number of cells in each part, the glass 

beads from the corresponding part were transferred to a beaker and distilled water was added to the 

beaker. The quantity of cells deposited in the respective section was determined by sampling from the 

beaker. To quantify the cell population, a microscope model Olympus BX50WI from Tokyo, Japan, 

was employed. 

 

3. RESULTS and DISCUSSION 

 

This study was carried out to investigate the transportation of cells through porous media. As shown 

in Figure 3, in the columns consisting of small glass beads, cell accumulation was more in the upper 

parts of the column (1.72*10
10

 cells in the columns filled with glass beads measuring 0.25 mm in 

diameter and introduction of OD600 2.25 for 0-10 cm) comparing to lower parts (5.50*10
9
 cells in the 

columns filled with glass beads measuring 0.25 mm in diameter and introduction of OD600 2.25 for 0-

10 cm 40-50 cm , while the cell accumulation increased in the lower parts of the column as the glass 

bead size increased (2.05*10
9
 cells in the columns packed with 1 mm and introduction of OD600 2.25 

for 40-50 cm) comparing to upper parts (7.00*10
8
 cells in the columns packed with 1 mm and 

introduction of OD600 2.25 for 0-10 cm) . The accumulation of cells in the lower sections of the 

columns, which were packed with larger-sized glass beads, can be attributed to the enlargement of 
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pore size in those beads. The smaller glass beads have smaller pore size which led more cell 

deposition in the columns packed with smaller glass beads size. The quantity of accumulated cells was 

additionally influenced by the cell densities of the introduced cell suspensions. Lower densities of the 

cell suspension led to a reduced number of cells accumulating in the column. 

 

 

 
 

Figure 3. The total quantity of cells deposited in the packed columns with a) 0.25 mm GB b) 0.50 mm 

GB c)1 mm GB introducing cells suspensions with OD600 0.15, 0.75, 2.25. 

 

Figure 4 indicates that the total number of cells deposited in the columns. While the most cells 

accumulated in the column packed with 0.25 mm glass beads, the least cells accumulated in the 

column packed with 1 mm. This could be explained by the small pore size of porous media. In the 

column consisting of 0.25 mm glass beads, the cells deposited more because the pore size was 

smaller. Since the pore size was larger in the column consisting of 1 mm glass beads, the cells could 

not adhere to the glass beads and flowed away. 
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Figure 4. The number of total cells deposited in the columns packed with a) 0.25 mm GB b) 0.50 mm 

GB c)1 mm GB. 

 

It can be said that the suggested method would be used in bioremediation methods by creating an 

impermeable layer by transporting bacteria to the deeper parts of the ground. 

 

4. CONCLUSION 

 

In this study, transportation of cells, which is crucial for environmentally friendly biotechnology 

methods, was investigated. It can be seen from the obtained results that the transportation of cells was 

effective when the porous media have larger size of particles. However, the total number of cells 

deposited indicated that more cell accumulation was achieved with smaller particle sizes. The smaller 

average pore size and correspondingly the pore volume could be reasoning more cell deposition in 

smaller glass beads. There was more accumulation in the upper parts of the columns containing small 

glass beads indicated that the biotechnology method to be developed will be effective at the surface 

level. On the contrary, there was more accumulation in the lower parts of the columns containing large 

glass beads indicated that the biotechnology method to be developed will also be effective at the lower 

levels. 

 

This study indicated that density of cell introduced and the particle size of porous media would be 

crucial factors for improving biotechnology methods. This study can serve as an important motivation 

for future academic studies on bacterial transportation especially the transportation of Sporosarcina 
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pasteurii, a commonly utilized bacterium among researchers, has contributed to the advancement of 

biotechnology methods. 
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ABSTRACT 

 

Multiple sclerosis (MS) is an autoimmune, neurodegenerative, chronic disease that affects the central 

nervous system and manifests itself with attacks. Although there is no definite cure for the disease, it 

is possible to control these attacks. Follow-up of the disease has great importance in terms of 

disability. An Extended Disability Status Scale (EDSS) is used to show how much the disease affects. 

This score is determined by specialized clinicians. In this study, the EDSS score, previously 

determined by neurologists, was attempted to be estimated using the EEG signals. 32-channel EEG 

signals were recorded while 17 MS patients with EDSS 1.0, 1.5, and 2.0 were performing a working 

memory task. Using the band power of these 6-minute EEG signals, EDSS estimation was performed 

with the Decision Tree Regressor, resulting in a Mean Absolute Error (MAE) of 0.088. With the 

Leave One Out Cross-Validation, 17 trees were extracted and 12 were found to be identical. As a 

result, the band power features of F7 and CP2 EEG channels were found to be successful in predicting 

3-level EDSS scores with a decision tree regressor with 0.0 MAE. Additionally, the relationship 

between the scores obtained in the working memory task and the EDSS scores of MS patients was 

statistically calculated with One-way ANOVA. There was no significant difference between the EDSS 

score and the task scores (p>.05). 

 

Keywords: Multiple sclerosis (MS), EEG, EDSS, Working Memory, Decision Tree Regressor. 

 

1. INTRODUCTION 

 

Multiple sclerosis (MS) is a chronic, autoimmune disease of the central nervous system that affects 

the brain, cerebellum, brain stem, and spinal cord. The immune system attacks the myelin sheath that 

surrounds the nerve cells, causing damage. Plaques called sclerosis form in damaged tissues. 

Depending on the involvement of these plaques, various symptoms are observed in patients [1]. The 

main symptoms are cognitive problems, fatigue, muscle weakness, vision problems, lack of 
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coordination, tingling and numbness, bowel, bladder and sexual problems, mood swings, dizziness, 

and double vision. The disease is commonly detected using magnetic resonance images (MRI), 

evoked potentials (EP), and electroencephalography (EEG) signals. Although there is no cure for the 

disease, the attacks can be brought under control, and the damage caused by the disease can be 

minimized or reduced to zero. Approximately 2.5 million individuals worldwide are afflicted with MS 

[2]. Early diagnosis of the disease, monitoring, and controlling its progression are great importance. 

The disease course of multiple sclerosis (MS) can be classified into five types: Benign MS, Relapsing-

Remitting MS (RRMS), Primary Progressive MS (PPMS), Secondary Progressive MS (SPMS), and 

Progressive Relapsing MS (PRMS) [3]. About 85% of MS patients have the RRMS type. The 

Extended Disability Status Scale (EDSS), presented by Kurtzke, is used as an indicator of the impact 

of MS patients [4]. Despite its flaws, it is the most widely used scale in the clinic due to its ease of 

application. It combines disability and impairment, has moderate inter-rater reliability, and primarily 

focuses on ambulation-related disability [5]. It is used to monitor the level of disability rather than 

measuring treatment effects [6]. Additionally, the EDSS scale remains valid [7]–[9], although other 

scales besides the EDSS [10], [11] are also available in the literature. The EDSS, determined by a 

detailed neurological examination, corresponds to a value between 0 and 10. Disability status 

according to the EDSS scores [12], [13] is given in Table 1. 

 

Table 1. Disability status according to the EDSS scores. 

EDSS Score Description 

0 - 3.5 No obvious disability. 

4.0 - 5.5 Patients have difficulty walking and climbing stairs. They need assistance at distances 

longer than 100 meters. 

6.0 - 6.5 Patients need assistance while walking. 

7.0 - 7.5 Wheelchair-dependent. 

8.0 - 8.5 The bedridden state. 

9.0 - 9.5 Completely immobile with no ability to communicate or safely consume food orally. 

10.0 MS-caused death. 

 

Upon reviewing the existing literature, it is evident that no studies have estimated the EDSS score 

using EEG signals. However, Alexandra et al. [14] demonstrated that cognitive reserve has a 

significant impact on the association between EDSS score and specific cognitive domains such as 

processing efficiency, visuospatial learning and memory, and verbal memory disposition. 

Interestingly, no negative correlation was observed between these cognitive domains and EDSS scores 

in MS patients with high cognitive reserve. 

 

Kaufmann et al. [15] estimated EDSS based on patient feedback. Based on three questions about 

patients' mobility, they developed a three-category (EDSS≤3.5, EDSS=4–6.5, EDSS≥7) self-reported 

disability status scale. With self-reported disability status results, they achieved an accuracy rate of 

88.4% in estimating the EDDS determined by clinicians. 
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Zurawski et al. [16] studied the relationship between time and EDSS. They showed that the time 

interval between specific EDSS levels showed significant variation. They emphasized that certain 

functional system scores demonstrated higher predictive ability for future EDDS-related disability, 

even among patients with the same current EDDS level. 

 

Xiaodong et al. [17] investigated the relationship between Cervical Spinal Cord Atrophy (CSCA) and 

EDSS scores by synthesizing existing data from MRI images in their review. They analyzed 22 

eligible studies involving 1933 participants and showed that the correlation between CSCA and EDSS 

scores was significant but moderate. 

 

Cao et al. [18] estimated EDSS from posturographic data. The study included 118 volunteers with a 

range of EDSS scores from 0 to 4.5, who performed the test with their eyes closed.  They used 

second-order polynomial regression models to estimate EDSS based on two postural sway parameters 

(length and surface) and four recurrence quantification analysis parameters (%Rec, Shannon entropy, 

mean diagonal line length (LL), and trapping time). To identify the most accurate method for 

estimating EDSS, they compared the clinical and estimated EDSS scores and demonstrated that the 

estimates based on surface, %Rec, and LL parameters were correlated with the clinical scores. 

 

In another study by Cao et al. [19], a novel method was presented that utilized decision tree analysis 

for evaluating the EDSS score using posturographic data. Multiple decision trees were constructed 

using the training data and evaluated using the test data. A decision tree was presented demonstrating 

75% agreement between the clinical and estimated EDSS scores in the test group. The results 

indicated that the decision tree model effectively automated the evaluation of EDSS scores, and both 

linear and nonlinear postural sway measures were capable in distinguishing between different EDSS 

scores. 

 

In a study by Alves et al. [20], the EDSS was estimated using notes and EDSS scores recorded by 

clinicians in the "OM1 MS Registry data" through the use of machine learning algorithms. The 

performance of the model was evaluated using metrics such as the area under the curve (AUC), 

positive predictive value (PPV), and negative predictive value (NPV). The proposed model achieved a 

PPV of 0.85, an NPV of 0.85, and an AUC of 0.91. 

 

Salim et al. [21] investigated evidence of gray matter brain lesions in patients with MS by evaluating 

the alpha rhythm of brain electrical activity at rest using EEG recordings. The study included 50 

patients diagnosed with MS and 50 control participants. The researchers examined posterior dominant 

rhythm (PDR) parameters, including wave frequency and amplitude, in the EEG recordings. 

Functional disability among MS patients was evaluated using the EDSS. One-way analysis of 

variance and t-test were used to determine the statistical significance. The study found significantly 

lower PDR frequency and amplitude values in MS patients compared to the control group (p< .01), 

with 34% of MS patients exhibiting PDR frequency lower than 8.5 Hz. Moreover, a negative 

correlation was found between PDR frequency and the level of functional disability in MS patients 

(p<.001). The study showed that monitoring of the PDR spectrum with EEG could be used as an 

alternative or complementary tool to other imaging techniques for detecting and monitoring cerebral 

cortical lesions in MS patients.  
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Gschwind et al. [22] investigated whether the millisecond time range in topographic EEG analysis 

was altered in patients with RRMS, and whether the temporal characteristics of the millisecond time 

range reflected a link to the clinical characteristics of the patients. The study included 53 patients with 

RRMS (EDSS ≤ 4, mean 2.2) and 49 healthy controls, and 256-channel EEG signals were used for 

analysis. The researchers analyzed 5-minute EEG segments at rest and identified four dominant 

millisecond time ranges for both groups using established clustering methods. Significant differences 

were found in the temporal dynamics of the EEG signals between RRMS patients and healthy 

controls. Using stepwise multiple linear regression models with 8-fold cross-validation, they obtained 

evidence that these electrophysiological measures predict a patient's total disease duration, annual 

relapse rate, disability score, as well as depression score, and cognitive fatigue measure. 

 

Vázquez-Marrufo et al. [23] conducted a study examining the relationship between EEG signal 

characteristics and EDSS in MS patients and a healthy control group. They performed correlation 

analysis using behavioral, neuropsychological test scores, EDSS scores, event-related potentials 

(ERP), and event-related desynchronization (ERD) parameters, as well as correlation scores between 

individual participants’ P3/ERD maps and the overall average P3/ERD maps. They found that the 

strongest correlation was between EDSS and reaction time, ERD, and ERP. 

 

Considering the existing literature, it is noted that there is a gap in research on EDSS estimation using 

EEG signals recorded during cognitive tasks. Therefore, the aim of this study was to contribute to the 

literature by investigating the estimated EDSS score obtained from EEG signals of MS patients while 

they performed a working memory task. EDSS was attempted to be estimated using the Decision Tree 

Regressor based on EEG signals obtained during the working memory task of 17 MS patients with 

EDSS scores of 1.0, 1.5, and 2.0.  

 

A generalized tree model, which included only 2 features of the EEG signal, was presented for 

estimating EDSS using the Decision Tree Regressor method. The band power features of the F7 and 

CP2 EEG channels were identified to be effective in predicting 3-level EDSS scores using a 

generalized decision tree model, achieving MAE of 0.0. In addition to EDSS estimation, the statistical 

relationship between the scores obtained in the working memory task and the EDSS scores of MS 

patients was calculated using One-way ANOVA. The p-value for the comparison between the EDSS 

score and the task scores was greater than 0.05, indicating that there was no significant difference 

between the two. 

 

The study flow diagram is given in Figure 1. 

 

 
Figure 1. Study flow diagram. 
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In the second part of the study, titled “Material and Method”, participants, experimental procedure, 

signal preprocessing, feature extraction, Decision Tree Regressor, and the proposed method are 

provided. In the third part, the obtained regression and statistical results are presented. The fourth 

section discusses the results in comparison with other relevant studies. Finally, the conclusion of the 

study is presented in the final section. 

 
2. MATERIAL and METHOD 

 

2.1. Participants 

In this study, EEG signals from 17 patients diagnosed with RRMS and having EDSS score of 2.0 or 

lower  (EDSS=1.0, EDSS=1.5, EDSS=2.0) were used. Healthy individuals were excluded from the 

study because a detailed examination is required to determine the EDSS score in healthy individuals. 

The characteristics of MS patients included in the study are as follows:  

 No attacks in the last 6 months 

 Not taking cortisone treatment 

 No comorbid diseases 

The distribution of MS patients is given in Table 2.  

 

Table 2. The distribution of MS patients. 

Feature Distribution 

Count (Female/Male) 17 (11/6) 

EDSS (Score+SD) 1.4± 0.38 

Age (Mean+SD) 31.11±8.27 

 

2.2 .Experimental Procedure 

Study permission was obtained from the Clinical Research Ethics Committee of Kütahya Health 

Sciences University (18.06.2021-2021/03). In the continuation of our previous study [24], the number 

of MS patients was increased, and EEG signals were recorded during different cognitive tasks. The 

experiments were conducted at Kütahya Dumlupınar University Neurotechnology Education, 

Application and Research Center. MS patients performed a cognitive task for working memory on the 

computer for 6 minutes [25]. This task is a Visual Pattern Test [26] based task for short-term visual 

memory and visual attention. The patients were shown a square matrix with a pattern and asked to 

keep it in their memory and to draw the pattern again with the help of the mouse when the matrix 

disappeared. As the correct moves were made, the square matrix increased in size, and the level 

became more difficult. The level decreased with the number of wrong moves. Each participant 

received a score after the task. 

          

2.3. Data Acquisition and Preprocessing 

EEG signals of the volunteers were recorded for 6 minutes with a 32-channel active electrode Brain 

Products ActiChamp EEG device during the memory task. The sampling frequency was 500 Hz. 

Electrode placements were made according to the international 10-20 system, and electrode 

impedances were kept below 10 kohm. The Cz electrode was chosen as the reference. 
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As a part of signal preprocessing, a bandpass filter with a frequency range of 0.1-50 Hz was used to 

eliminate any undesired noise or signal outside of this frequency range. Furthermore, a notch filter 

with a frequency of 50 Hz was employed to eradicate any electrical interference at this specific 

frequency. The EEG signal, which was acquired for a duration of 6 minutes, underwent the filtering 

procedure before subsequent analyses were performed. The filtering process was performed using the 

MNE library. A 50-second segment of the filtered EEG signal recorded from the participants during 

the task, according to their EDSS scores, is presented in Figure 2. 

 

 
 Figure 2. A 50-second segment obtained from volunteers during the task. a) EDSS=1.0. b) 

EDSS=1.5. c) EDSS=2.0. 
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2.4. Feature Extraction 

The filtered 32-channel EEG signals were divided into subbands using the Welch method. These 

subbands were delta (δ: 0.5-4 Hz), theta (θ: 4-8 Hz), alpha (α: 8-16 Hz), beta (β: 16-31 Hz), and 

gamma (γ: 31-50 Hz).  

Power Spectral Density (PSD), band ratios, and relative band powers were extracted as features. The 

features were obtained using the MNE library in Python [27]. 

 

2.4.1. Power spectral density   
During the feature extraction, the power spectral density of the subbands of the EEG signal was 

calculated using the Fourier Transform-based Welch method. 

The EEG signal was divided into windows with power of 2, and the improved periodogram was 

calculated for these windows. In the Welch method, which is the improved version of the periodogram 

method, the windows can overlap while the EEG signal is windowed. Eq. 1 shows the data segments.  

 

𝑥𝑖(𝑛) = 𝑥(𝑛 + 𝑖𝐷);  𝑖 = 0, 1, … , 𝐿 − 1;  𝑛 = 0, 1, … , 𝑀 − 1     (1) 

 

 An improved periodogram is calculated for these windows, and then the average of these sections is 

obtained [28].  

 i. improved periodogram is given in Eq. 2. f, K, and w(n) demonstrate a normalized frequency, 

normalization factor, and windowing function, respectively. 

 

𝑃̂𝑥𝑥
(𝑖)

(𝑓) =
1

𝐾.𝑀
|∑ 𝑥𝑖(𝑛)𝑤(𝑛)𝑒−𝑗2𝜋𝑓𝑛𝑀−̂1

𝑛=0
|

2

, i=0,1,…, L-1     (2) 

 

In Eq. 3, the normalization factor is given. 

 

𝐾 =
1

𝑀
∑ (𝑤2(n))

𝑀−1

𝑛=0
         (3) 

 

Eq. 4 shows the power spectrum density. 

 

𝑃𝑆𝐷 = 𝑃̂𝑥𝑥
𝑤 (𝑓) =

1

𝐿
|∑ 𝑃̂𝑥𝑥(𝑓)

𝐿−1

𝑖=0
|         (4) 

 

2.4.2. Band ratios 

The band ratios of the EEG signal divided into subbands were calculated and used as a feature in this 

study. The band ratios used are as follows: α/β, α/γ, α/δ, α/θ, β/γ, β/θ, β/δ, θ/γ, θ/δ, δ/γ. 

 

2.4.3. Relative band powers 

After calculating the total PSD of the EEG signal, the relative band powers were calculated using the 

formulas given in Eq. 5, Eq. 6, Eq. 7, Eq. 8, Eq. 9, and Eq. 10. These relative band powers were used 

as features in the study. 

 

∑ 𝑃𝑆𝐷 = 𝑃𝑆𝐷(𝛼 +  𝛽 + 𝜃 +  𝛿 + 𝛾  )       (5) 
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𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 α =
α

Ʃ𝑃𝑆𝐷
         (6) 

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 β =
 β

Ʃ𝑃𝑆𝐷
         (7) 

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 θ =
θ

Ʃ𝑃𝑆𝐷
         (8) 

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 δ =
 δ

Ʃ𝑃𝑆𝐷
         (9) 

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 γ =
 γ

Ʃ𝑃𝑆𝐷
                      (10) 

 

 

 

2.5. Decision Tree Regression 

In the study, a Decision Tree Regressor from the Python Scikit-Learn library [29] was used for 

regression analysis. Unlike the classification, the aim of regression is to predict continuous numerical 

values. Independent variables were ranked based on the information gain values, and a comparison is 

made with this ranking during the testing step. Mean Squared Error (MSE) was used as the 

measurement for feature selection. 

 

2.6. Proposed Method 

In the study, EEG signals were recorded during the working memory task. The recorded EEG signals 

were filtered using a bandpass filter of 0.1-50 Hz and notch filter of 50 Hz. Subsequently, the EEG 

signals were separated into sub-bands (alpha, beta, gamma, delta, and theta) using the Welch method 

on the MNE library in the Python programming language [27]. Spectral features (band powers, power 

ratios, and relative powers) were extracted from each subband. Using these features, a total of 17 

decision trees were trained using a Decision Tree Regressor with Leave One Out Cross Validation 

(LOOCV). It was observed that 12 out of these 17 trees were identical to each other, and any of these 

12 trees could be proposed as a generalized tree. The block diagram of the proposed method is shown 

in Figure 3. 
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Figure 3. The proposed method block diagram. 

 

2.7. Performance Evaluation Metrics 

2.7.1. Mean absolute error 

The Mean Absolute Error (MAE) given in Eq. 11 represents the mean of the absolute values of the 

differences between the real data and the predicted data [30].  
 

𝑀𝐴𝐸 =
1

𝑁
∑ |𝑥𝑖

𝑟𝑒𝑎𝑙 − 𝑥𝑖
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

|𝑁
𝑖=1                     (11)  

 

2.7.2. Mean squared error 

Mean Squared Error (MSE) given in Eq. 12 represents the mean of the squared differences between 

the real data and the predicted data [30]. 

 

𝑀𝑆𝐸 =
1

𝑁
∑ |𝑥𝑖

𝑟𝑒𝑎𝑙 − 𝑥𝑖
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

|
2

𝑁
𝑖=1                     (12) 

2.7.3. Coefficient of determination 

The coefficient of determination (R
2
) given in Eq. 13 represents the ratio of the variance in the 

dependent variable that is explained by the linear regression model [31]. 

 

𝑅2 = 1 −
∑|𝑥𝑖

𝑟𝑒𝑎𝑙−𝑥𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑|
2

∑|𝑥𝑖
𝑟𝑒𝑎𝑙−𝑥𝑚𝑒𝑎𝑛|

2                     (13) 

 

3. RESULTS 

 

The statistical features of the EEG signals recorded from the participants during the task are presented 

in Table 3. The selected features on the nodes of the 17 trees were F7 theta/gamma, FC6 relative 

alpha, CP2 relative beta, and P3 delta/gamma. These trees are given in Figure 4, showing that 12 of 

them were identical when analyzing the EEG signals of 17 MS patients using the Decision Tree 

Regressor with Leave One Out Cross Validation. It was observed that the F7 theta/gamma and CP2 
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relative beta feature pairs were used repeatedly in 14 trees. It was also observed that all decision trees 

could separate the EDSS level using two nodes. 

 

The graphs created according to the EDSS of the features used by the trees are given in Figure 5. F7 

theta/gamma and CP2 relative beta features were found to be distinctive in EDSS. 

 

Table 3. Statistical parameters of the EEG signals recorded from the participants during the task. 

Channel Min Max SD Skewness Kurtosis VPP 

Fp1 -0.00075 0.00101 0.00013 1.54492 19.49554 0.00176 

Fz -0.00011 0.00014 0.00003 0.42954 5.51061 0.00025 

F3 -0.00035 0.00035 0.00007 0.18917 6.55013 0.00070 

F7 -0.00034 0.00041 0.00007 0.18918 10.81776 0.00074 

FT9 -0.00026 0.00033 0.00005 0.81777 15.57779 0.00059 

FC5 -0.00020 0.00019 0.00004 -0.06336 5.69386 0.00038 

FC1 -0.00015 0.00015 0.00003 -0.13508 5.64678 0.00030 

C3 -0.00009 0.00009 0.00002 -0.00865 4.28930 0.00018 

T7 -0.00041 0.00059 0.00008 0.43319 13.30249 0.00100 

TP9 -0.00038 0.00064 0.00009 0.75868 12.69678 0.00102 

CP5 -0.00010 0.00009 0.00002 -0.18525 4.89025 0.00019 

CP1 -0.00011 0.00008 0.00002 -0.30563 6.86306 0.00019 

Pz -0.00017 0.00025 0.00003 0.14124 4.89261 0.00041 

P3 -0.00008 0.00008 0.00002 0.10255 4.48578 0.00016 

P7 -0.00026 0.00023 0.00005 -0.08180 5.14539 0.00049 

O1 -0.00020 0.00019 0.00003 -0.05169 6.29524 0.00039 

Oz -0.00016 0.00016 0.00003 0.00548 4.55911 0.00033 

O2 -0.00019 0.00019 0.00004 -0.04872 4.88903 0.00038 

P4 -0.00007 0.00007 0.00002 0.02542 3.94477 0.00014 

P8 -0.00027 0.00027 0.00005 -0.16267 7.75689 0.00054 

TP10 -0.00030 0.00039 0.00006 0.37740 8.53761 0.00069 

CP6 -0.00010 0.00010 0.00002 -0.19806 6.31914 0.00020 

CP2 -0.00008 0.00007 0.00002 -0.18043 5.89390 0.00015 

C4 -0.00009 0.00008 0.00002 -0.12843 4.83436 0.00017 

T8 -0.00031 0.00029 0.00005 -0.44179 13.14973 0.00060 

FT10 -0.00054 0.00070 0.00011 0.65780 14.32443 0.00125 

FC6 -0.00020 0.00023 0.00004 -0.02664 5.63375 0.00043 

FC2 -0.00007 0.00007 0.00002 0.04355 3.66873 0.00014 

F4 -0.00019 0.00020 0.00004 0.11452 5.68868 0.00038 
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F8 -0.00053 0.00067 0.00012 0.10190 9.45513 0.00120 

Fp2 -0.00036 0.00049 0.00007 1.60709 14.17754 0.00084 

VPP: Amplitude of peak to peak SD: Standard Deviation 
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Figure 4. Decision Trees obtained in the LOOCV step a) tree_0, tree_1, tree_2, tree_4, tree_5, and 

tree_14 b) tree_3 c) tree_6, tree_9, tree_10, and tree_11 d) tree_7 e) tree_8 f) tree_12 and tree_15 g) 

tree_13 h) tree_16. 
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Figure 5. Feature-EDSS graphs used by the decision tree regressor. 

 

The performances of the trees obtained from the Leave One Out Cross Validation steps are presented 

in Table 4. It is observed that the performances of tree_3, tree_13, and tree_16 are relatively lower 

compared to the other trees. When the other 14 tree models were used for testing, EDSS scores in the 

range of 1.0-2.0 (EDSS:1.0, EDSS:1.5, EDSS:2.0) were estimated with an MAE of 0.0, indicating 

accurate prediction. The overall EDSS estimation using Leave One Out Cross Validation was made 

with MAE of 0.088. 

 

Table 4. The performances of the trees belonging to the Leave One Out Cross Validation steps. 

tree_ID EDSS MAE MSE R
2
 EEG Features 

tree_0* 1.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_1* 1.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_2* 1.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_3 2.0 0.029 0.015 0.890 F7 theta/gamma, P3 delta/gamma 
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tree_4* 1.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_5* 1.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_6* 1.5 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_7 1.5 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_8 1.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_9* 1.5 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_10* 1.5 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_11* 1.5 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_12* 2.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_13 1.5 0.029 0.015 0.890 F7 theta/gamma, CP2 relative beta 

tree_14* 1.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_15* 2.0 0 0 1 F7 theta/gamma, CP2 relative beta 

tree_16 1.5 0.029 0.015 0.890 F7 theta/gamma, FC6 relative alpha 

LOOCV - 0.088 0.044 0.669  

tree_ID: States the subject selected from MS patients for the Leave One Out Cross Validation steps. 

Identical trees are indicated with asterisks (*). 

 

While making the EDSS estimation, 12 decision trees with the same node parameters were obtained in 

the LOOCV steps. The proposed decision tree is shown in Figure 6. 

 

 
Figure 6. The proposed decision tree. 
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The actual-predict performance of the decision tree is shown in Figure 7. 

 

 
Figure 7. The actual-predict performance of the decision tree. 

 

Statistical results of MS patients' scores obtained during the task according to EDSS are presented in 

Table 5. One-way ANOVA results showed that there was no significant difference between the 

cognitive task scores of MS patients with EDSS 1.0, 1.5, and 2.0 (p>.05). However, it was observed 

that the mean task score decreased as the EDSS increased. 

 

Table 5. Statistical results of MS patients’ task scores according to the EDSS score. 

EDSS N Task Score (Max) Task Score (Min) Task Score (Mean) SD p 

1.0 
1.5 

7 83.00 49.00 66.00 10.89 
.907 

2.0 .082 

1.5 
1.0 

7 86.00 28.00 62.43 20.02 
.907 

2.0 .144 

2.0 
1.0 

3 53.00 25.00 40.33 14.19 
.082 

1.5 .144 

SD denotes the standard deviation, p denotes the p-value obtained as a result of the One-way ANOVA 

test. 
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4. DISCUSSION 

 

Since MS is a chronic and inflammatory disease of the central nervous system, monitoring disease 

progression and control is crucial. MRI is commonly used for disease follow-up as the lesions seen on 

MRI are known to correlate with EDSS scores. However, in this study, EDSS estimation was 

performed using EEG signals, which are more accessible and easier to apply compared to MRI. By 

using the theta/gamma ratio of the F7 channel and the CP2 relative beta features, accurate EDSS score 

estimations were achieved for 17 MS patients using a decision tree regressor. Table 6 presents 

comparisons with relevant studies from the literature that have also attempted EDSS estimation. 

 

Table 6. The EDSS estimation studies in the literature. 

Study Subject EDSS Feature Method 
Performance 

Metrics 

Kaufmann et 

al. [15] 
173 MS 

≤3.5, 4–6.5, 

≥7 

Self-report 

on patient 

mobility 

Statistical 

analysis 
Accuracy:88.4% 

Cao et al. 

[18] 

89 MS 

29 Healthy 
0-4.5 

Postural 

sway 

parameters 

Second-order 

polynomial 

regression 

models 

Agreement:70.49% 

Mean error:0.63 

Cao et al. 

[19] 

 

89 MS 

29 Healthy 
0-4.5 

Postural 

sway 

parameters 

Decision 

trees 
Agreement:75.00% 

Alves et al. 

[20] 
684 MS 0-10 

Clinical notes 

from 

neurologist 

visits (OM1 

MS Registry 

data) 

XGBoost 

gradient- 

boosting 

regression 

models 

PPV: 0,85  

NPV: 0,85  

AUC: 0,91  

Gschwind et 

al. [22] 

53 MS 

49 Healthy 
0-4.0 

EEG 

topographies 

Stepwise 

Multiple 

Linear 

Regression 

Models 

R
2
:0.97 

This Study 17 MS  1.0, 1.5, 2.0 
EEG band 

powers 

Decision 

Tree 

Regressor 

(LOOCV) 

MAE: 0.088  

MSE: 0.044 

R
2
: 0.669 

Decision 

Tree 

Regressor 

(Proposed 

Tree) 

MAE: 0.0  

MSE: 0.0 

R
2
: 1.0 
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In previous studies, Kaufmann et al. achieved an accuracy of 88.4% in classifying 3-class EDSS 

estimation based on self-reported mobility status of MS patients with EDSS scores between 0-10 

using statistical methods. Cao et al. estimated EDSSs between 0 and 4.5 with a mean error of 0.63 

using second-order polynomial regression models based on postural sway parameters of MS patients. 
In another study by Cao et al., EDSS estimation with 75.00% agreement was achieved using the 

Decision Tree method with the same data. Alves et al., used the XGBoost gradient regression model 

to estimate EDSS scores between 0 and 10 using data recorded by neurologists, achieving an AUC of 

0.91. Gschwind et al. Obtained an r-squared value of 0.97 using Stepwise Multiple Linear Regression 

Models based on EEG topographies of MS patients with EDSS scores between 0-4. In the current 

study, the  Decision Tree Regressor method was used with features extracted from the band powers of 

EEG signals. It was observed that 14 out of the 17 decision trees obtained in the LOOCV steps were 

similar, with 12 of them being identical. Using these 12 identical trees, accurate 3-category EDSS 

estimation with 0.0 MAE was achieved. 

 

The results of the study showed that the theta/gamma ratio of the F7 channel and the relative beta 

features of the CP2 channel were significant in the EDSS estimation between 0-2.0. 

 

The study has several limitations, including the inclusion of a limited number of MS patients with 

only the RRMS type and the low range of EDSS scores. Further research with larger sample sizes and 

inclusion of  other types of MS patients in a more homogeneously distributed population is needed. 

Thus, the stability and reliability of the proposed method will be understood. 

 

5. CONCLUSION 

 

In the study, for the first time, EDSS was estimated using decision tree regression with PSD features 

of EEG signals from volunteers with MS during a cognitive task. The proposed tree model achieved 

EDSS estimation with 0.0 MAE, indicating high accuracy. This proposed method could be an 

important tool for the monitoring the progression of MS disease. The theta/gamma features of the F7 

channel and the relative beta features of the CP2 channel were found to be significant in the proposed 

decision tree; however, further investigation is warranted for these features. 
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ABSTRACT 

 

The aim of the present study was to numerically investigate the effects of circular inserts placed inside 

a circular tube in order to evaluate the heat transfer characteristics under different operating 

conditions. Computational Fluid Dynamics methods were used to solve the model, which is a heat 

pipe with an outer diameter of 21 mm equipped with circular inserts with a distance of 20 cm. 

Different mass flow rates of the heat transfer fluid, including 25, 50, 75, 100, and 125 g/s were 

examined, and the thermal behavior of the turbulators and the flow structure were investigated. R19.0 

version of ANSYS Fluent software was used as the CFD program to obtain the desired results and 

contours. From the results, it was found that circular inserts can be used in heat pipes to produce 

vortices and thus improve the heat transfer. 

 

Keywords: Vortex generator, Turbulator, Circular Pipe Inserts, Numerical study, ANSYS Fluent, 

Turbulent flow, Friction factor, Heat Transfer 

 

1. INTRODUCTION 

 

Whether running on renewables or fossil fuels, i.e., coal, oil, or gas, thermal systems that transport 

energy from one medium to another are always put into use in numerous applications. Improving the 

heat exchanger performance and ensuring maximum thermal transmission while also keeping the 

system as small as possible with high efficiency is of great importance [1]. The efficiency of these 

systems is primarily determined by their heat transfer characteristics, and several approaches aimed at 
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improving the heat transfer processes have been developed over the last decades. As such, there has 

been an exponential increase in the number of studies focused on heat transfer enhancement, in 

parallel with the increasing number of patents and products [2]. 

 

Heat transfer enhancement technologies are based on active systems that rely on the use of external 

power sources and passive systems that do not require external power but rather take advantage of 

geometrical changes, arrangements, or modifications, rough surfaces, swirling flow devices, etc. [3]. 

One of the most considered approaches is dealing with the flow regime throughout the system and 

improving the heat transfer, enabling development of more compact systems, with a smaller room 

requirement for installation [4], reduced initial cost and lower payback time. In this area, studies 

involve numerical and experimental methods and mostly employ a circular single tube or pipe as the 

test section through which lies an insert (which are also called swirl/vortex generator or turbulator) to 

create turbulent flow [5–13]. Inserted into the pipes or tubes as blades [14], rods [15, 16], rings [17, 

18], tapes [8, 19], strips [8, 20] or coils [21, 22], tube inserts enhance heat transfer by providing 

increased flow mixing and thus creating turbulent flow induced by longitudinal vortices. Among the 

parameters that affect the enhancement rate induced by the turbulators are their shapes, geometry, 

placement, spacing or pitch, flow attack angle, material, effective diameter, Reynolds number, and 

further modifications such as perforations, wings, etc. [1]. Surveying the literature, numerous studies 

are available on the improvement of heat transfer using inserts, turbulators, and swirl/vortex 

generators. Some involve only numerical/analytical and some only experimental studies, whereas 

others involve both numerical and experimental studies in a comparative and confirmative manner. In 

a study by Tatsumi et al. [23], 3D unsteady flow was analyzed in a square channel with rough walls, 

in the cases where full-span ribs or discrete ribs were attached in sets to the wall of the channel. The 

flow and associated heat transfer in the channel were reported to be 3D even in the case of full-span 

ribs when the ratio of rib height to channel height was small. Large-scale downstream eddies that 

rotate in counter directions were reported to have accompanied the flow through the ribs and thus have 

improved flow mixing in the case of discrete ribs, resulting in higher wall heat transfer. 

 

In a study aimed at investigating the effects of conical ring inserts, placed as having 10, 20 and 30 mm 

spacing, on the performance characteristics through entropy generation minimization and efficiency 

improvements. For this purpose, maximum entropy generation was determined at same Re number for 

each configuration. In terms of entropy generation, conical ring inserts were thermodynamically 

advantageous up to Re 8000. The efficiency increased as the pitch decreased from 0.86 to 1.16 [24]. 

Salman et al. [25] carried out a comparative numerical investigation of the effects of V-cut and 

classical twisted tape inserts with different twist ratios on heat transfer and friction factor. The 

enhancement factor was reported to have been found to be positively related to the Re number and 

inversely related to the twist ratio for both the classical and V-cut twisted tape inserts. Furthermore, 

the V-cut twisted tape provided a better surface for fluid contact and hence a greater heat transfer 

coefficient compared to right-left helical tape inserts. The overall maximum heat transfer 

enhancement was reported to be 107%. 

 

In order to experimentally investigate the effect of coiled wire inserts on the occurrence of dynamic 

instabilities in a straight tube for forced convection boiling test tube, experiments were carried out in a 

circular tube with and without the inserts using water as the working fluid at different inlet 

temperatures and the results were compared. Circularly coiled wire inserts with two different pitch 
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ratios were tested under the conditions that a constant temperature was applied to the outer surface of 

the test tube and a constant outlet restriction was used at mass flow rates ranging from 110 to 20 g/s. 

As a result, density waves and pressure drops were reported to have occurred at each configuration 

and the oscillations occurred at all inlet temperatures [26]. 

 

In another study, a comprehensive literature review was presented to investigate heat transfer and flow 

structure in air ducts. It has been found that perforation in ribs/chambers/blocks and a combined rib 

and delta fin combination resulted in better thermo-hydraulic performance [27]. Using an uncommon 

insert material and geometry, Razzaghi et al. [28] investigated overall heat transfer along 10 rows of 

staggered bundle of elliptic tubes with changeable transverse and longitudinal pitches and aluminum 

foam porous media inserts. Despite increased pressure drop at higher Reynolds numbers, the results 

suggested that the use of aluminum foams has brought on a significant improvement in the heat 

transfer and overall efficiency while flow regime remained laminar. An array of conical rings having 

different pitches were employed in a horizontal tube as tube inserts by Yeşilyurt [29] in a forced-

convection boiling two-phase flow system in order to investigate their effects on the flow instabilities 

as well as the heat transfer characteristics under constant pressure, constant inlet temperature, constant 

heat flux and output restriction conditions. The characteristic curve of the flow system was reported to 

have shifted to the right with the smallest increase in the input thermal power, resulting in increased 

pressure drops at any mass flow rate. The hydraulic and thermal performance of a water-to-air heat 

exchanger, where air passed through the outer pipes and water flowed through inner pipe, was 

investigated in the presence of perforated and typical helical fins at different pitch ratios and Re 

number. Using NSGA II and ANSYS Fluent14, thermal performance, Darcy friction factor and Nu 

number were obtained using proposed empirical equations [30]. 

 

Karagoz et al. [14] used cylindrical inserts with different attack angles and pitches (101, 216, 340) to 

create turbulent flow in the heat exchanger tube at different flow rates and Reynolds numbers (6000, 

11,000, 17,000) and investigated the effects of Nusselt number, Reynolds number and friction factor 

on the heat transfer rate. The inserts in the heat exchanger tube were reported to have led to a 

significant increase in Nu number and energy efficiency. Zheng et al. [15] numerically studied the 

effect of rod type swirl generators placed in a heat exchanger tube on the thermal and the hydraulic 

performance of the system and showed that multiple vortices were induced by the introduction of 

inserts. The slope of the rod, diameter ratio and Re were considered to affect the heat transfer rate and 

friction factor significantly. Artificial neural networks were also used to supports a multi-objective 

optimization model in order to ensure maximum heat transfer, minimum pressure drop, and an 

optimal Pareto front. Applying a thermal-hydraulic performance evaluation criterion, the greatest 

improvement in the heat transfer were achieved with the 0.058 diameter and 57.057° inclined vortex 

rod at 426.767 Re number. Li et al. [31] investigated the turbulent flow and heat transfer through a 

tube equipped with drainage inserts. By diverting the fluid running at the central section of the pipe 

towards the wall, the drainage inserts were reported to improve the mixing of cold and hot fluid as 

well as create vortices that agitate the fluid. The results obtained from the numerical analyses as well 

as their confirmation with the experimental data revealed that a 3.3 pitch ratio and a 45° inclination 

angle of the insert were reported to be the optimum arrangement to yield the greatest performance 

evaluation criteria, hence better heat transfer and flow performance. The thermal and hydraulic 

properties of nanofluid flow in a turbulent forced convection regime in a circular tube equipped with 

cone-shaped inserts were analyzed with numerical studies using the finite volume method. 



 

 

 
 

 

 
Yeşilyurt, et al., Journal of Scientific Reports-A, Number 53, 190-209, June 2023 

 

 

 

 

 

193 

 

Karuppasamy et al. [32] used Al2O3 and CuO whereas Mohammed et al. [10] used Al2O3, CuO, SiO2 

and ZnO particles of various diameter at different volume fractions in water as the carrier fluid. While 

Karuppasamy et al. [32] achieved the highest improvement with Al2O3 Mohammed et al. [10] 

reported highest increase in the Nu number and friction factor with SiO2. In a study, helical-surface 

disc inserts were examined for their effects on the pressure drop and heat transfer characteristics in a 

double-tube heat exchanger (DTHE) where hot water flowed through the inner pipe, and cold air 

flowed inside the annulus. Having tested different values of spacing, helix angle (ɸ) and diameter ratio 

(DR), the best improvement in the overall heat transfer, Nu and friction factor was reported with 

DR = 0.42, which was the smallest of all tested, and helix angle of ɸ = 40°, which was the greatest of 

all tested [33]. 

 

In another study, heat transfer and flow characteristics of mist/steam refrigerant in a U-shaped gas 

turbine were investigated and the mass ratio and mist to steam as well as the mist diameter were 

carefully analyzed. With the increase in the mist-to-steam mass ratio, the heat transfer from the ribbed 

wall has increased proportionally. When the mist diameter was 10μm, the mass ratio of the mist 

increased from 2% to 10%, whereas the increase in the average Nu number in the first and second 

passages were 60.13% and 112.5%, respectively [34]. In another study, the turbulent thermal behavior 

of CuO-distilled HO-based nanomaterials resulting from the placement of a new turbulator was 

modeled. Four different cases with different geometries, namely straight pipe, twisted band, barrier 

twisted band, and perforated barrier twisted band, were considered and a two-phase mixing model was 

applied. The intensification of turbulence by the addition of barriers led to a remarkable improvement 

in the heat transfer and an increase in the pressure drop was noted due to placement of barrier on the 

twisted tapes [35]. Recent technological advances have led to significant advances towards more 

compact and efficient heating. 

The development of novel heat transfer improvement techniques remained a hot topic in the global 

research. Over several decades, various active and passive heat transfer improvement techniques were 

developed for convective heat transfer. While passive methods are favorable for their simplicity and 

not needing external energy consumption, active methods enable the modification and deterioration of 

the thermal boundary layer. Such a technique is the use of tube inserts that create fluid mixing and 

secondary flows, diverting and/or rerouting the flow stream [20]. 

 

The convective heat transfer in an oval channel exposed to a constant heat flow from the bottom was 

modeled as two-phase water-Al2O3 mixture nanofluid and the effects of Re number, nanofluid volume 

ratio and different combinations of co-conical inward inserts (CCI-in), counter-conical inserts (CoCI) 

and co-conical outward inserts (CCI-out) on the flow pattern and heat transfer characteristics were 

investigated. The highest heat transfer coefficient was observed with the CCI-inward inserts, by 

approximately 17% higher than the plain tube, owing to the induction of secondary flows [20]. In 

another study, heat transfer characteristics and flow properties of a mist-steam two-phase flow were 

numerically investigated and experimentally validated in different channels with different void ratios 

(ε) and rib designs. With ε greater than 0.264, the thermal recovery performance obtained with 

column-row-ribs was better than with solid ones. On the other hand, the increase in the mist droplet 

diameter was reported to worsen thermal enhancement factor and increased instabilities in the heat 

transfer [36]. In another study, the effect of spherical troughs on exergy efficiency and thermos-

hydraulic performance of a MWCNT-Al2O3/water hybrid parabolic solar collector was investigated 

through the Nu number, pressure loss and exergy performance. Results showed that the groove height 
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was associated with higher heat transfer, higher exergy efficiency whereas pressure loss was 

associated with higher Re number and φ [37]. The effects of conical and fusiform inserts in a DTHE 

with circular and rectangular tubes on heat transfer and turbulent flow patterns were investigated using 

21 different configurations at Re 4000, 7000, 10000 and 13000. The highest convection coefficient 

was reached when the inner tube of the DTHE was circular [38]. The effects of water-to-water 

aluminum oxide addition in a six-toothed disc turbulator double-pipe heat exchanger were numerically 

investigated; Nanoparticles with 1%, 4% and 6% concentrations were added to the hot liquid and 

flowed in a tube with a Reynolds range of 3000 to 13000. At Reynolds 500, cold water flows through 

the shell and a six-toothed disc turbulator is located in the shell. The increase in the local Nu number 

by about 70%, hence the improved heat transfer, induced by the collision of the fluid with the surface 

of the inserts and due to the breaking of the boundary layer resulted in increased the thermal 

efficiency [39]. The effects of ring turbulators on the flow instabilities were also investigated in 

another study on an experimental forced-convection two-phase flow system featuring a straight 

horizontal tube. The effects of a series of rings in variable fluid inlet flow rate were investigated, 

keeping the pressure, inlet temperature, and thermal power constant. In addition, the wall temperatures 

and pressure-flow changes of the pipes were also investigated and it was found that at a given mass 

flow rate, the pressure increased with thermal power at any mass flow rate [18]. In a study, 

Shivamallaiah and Fernandes [13] numerically investigated the friction characteristics of air flowing 

through a circular pipe with semi-elliptical inserts at varying aspect ratios, flow attack angles and 

longitudinal pitches in the range of Re 8000–26000 turbulent flow regime to simulate the heat transfer 

along the pipe. The presence of semielliptical inserts was reported to have a remarkable effect on the 

friction characteristics and the Nu number by generating strong longitudinal eddies that intensify fluid 

mixing in the vicinity of tube wall. While attach angle, pitch and aspect ratio, all had significant 

effects on friction, aspect ratio’s effect on heat transfer was more significant. The enhancement in Nu 

was 2.1 folds whereas the greatest friction increase was 6.34 folds at 30 mm pitch. 

 

Analyzing available studies in the literature indicated the importance of turbulators and tube inserts as 

well as CFD simulation. In the present study, the effects of ring inserts, placed inside a circular tube 

with an interval of 20cm, on the heat transfer along the tube was investigated. The originality of this 

work is proposing the CFD methods to solve engineering problems in the field of heat exchangers. In 

this context, the study by Yeşilyurt [29] on the effects tube inserts consisting of conically wound 

spring arrays on the enhancement of heat transfer and  flow instabilities was considered and model 

simulation of the problem was performed. Further, the present study is based on CFD numerical 

calculations and the main results of the current study flow structure and temperature distribution 

contours were obtained and discussed in detail. 

 

2. PHYSICAL MODEL and GEOMETRIC CONFIGURATION 

 

As a common test section used in several other studies in the literature, a circular pipe was used in the 

test setup in this study. The dimensions of the pipe are the same as in Yeşilyurt [29] but the length of 

the test section was limited to 500 mm. The inner diameter, outer diameter and wall thickness of the 

pipe are 17 mm, 21 mm, and 4 mm, respectively. Ring inserts made of 13 mm diameter aluminum 

wire attached on two sides to two straight aluminum rods at an interval of 20 cm were designed and 

modeled as the turbulators to be employed in the pipe (Figure 1). 
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Figure 1. The arrangement and geometric details of the ring turbulators modeled to be employed in 

the study. 

 

3. COMPUTATIONAL FLUID DYNAMICS ANALYSIS 

 

In the CFD method, several numerical calculations, such as finite elements, finite volumes and finite 

differences, can be used to solve problems numerically and determine flow characteristics, heat and 

mass transfer and make predictions about the solutions of real-life problems. CFD solves the 

conservation equations by making use of equation sets prepared according to control volumes. 

ANSYS Fluent, a commercial CFD software, that is one of the most popular choices for numerical 

analyses, was used to carry out the numerical investigation in this study. The analyses were conducted 

as per the basic steps given below: 

 
 Creating the physical model to be analyzed, 

 Designing and meshing the model with a proper mesh quality, 

 Constructing the numerical model based on the mathematical set of equations that describe the 

flow and setting the boundary conditions, 

 Running the solution and iterating through all elements, 

 Reviewing the results obtained from the solution with the boundary conditions applied, 

 Assessing the results in terms of accuracy and precision and starting over the process making any 

necessary improvements to the model or mesh structure, if necessary. 
 

In this respect, the physical model was first simulated in ANSYS Fluent. The pipe, the insert and the 

fluid were defined and other necessary definitions were made at first. Afterwards, the mesh was 

defined and validated. Having ensured that the mesh covers all required zones and is duly sized with 

all dimensions correct, the solver was chosen and the boundary conditions of the system were defined. 

After the preparation of the model, solver was established and the equations that govern the flow were 
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solved iteratively to determine the parameters’ values in the flow domain. The number of iterations 

was about 1000 depending on the required precision and the available time allocated for the solution 

to converge. 

 

The numerical analysis was first carried out for the plain pipe (without the insert placed in) and the 

values of parameters were saved and analyzed to be referred to as baseline data. Thus, the second 

numerical analysis will be able to reveal the effect of introducing the insert into the pipe on the values 

of parameters. The analyses of the water flow through the 500 mm circular heat pipe, with and 

without the insert, were carried out at a constant wall heat of 6.5 kW, seeking insight into heat transfer 

characteristics and friction induced by the ring inserts.  

 

3.1. Governing Equations and Assumptions 

In the numerical analyses, the exact solution of real life models may be very time-consuming and 

unnecessarily complex, as such, as a general approach, some assumptions have been made to enable 

flow and energy equations to be applied in the model.  

 

In the present study, the working fluid was water, and the assumptions made in the analysis are as 

follows: 

 

i. constant physical properties of the fluid, 

ii. incompressible flow, 

iii. steady, three-dimensional and fully-developed flow, 

iv. gravity acts on the flow. 

 

The two-equation k–ε model, a widely used turbulence model available in most CFD software, such 

as Fluent, was used in this study to solve the flow field through our circular pipe. The k–ε model can 

also explicate history effects, such as convection and diffusion of turbulent energy by the virtue that it 

represents the turbulent properties of the flow by two extra transport equations: the turbulent kinetic 

energy, k, and the turbulent dissipation, ε, [40]. 

The first of the transport equations, k, as the name suggests, determines the energy in the turbulence 

whereas the second, ε, determines the scale of the turbulence, i.e. the rate of dissipation of turbulent 

kinetic energy. 

 

Considering the abovementioned assumptions, the continuity equation, conservation of momentum 

and conservation of energy equations, turbulent kinetic energy equation, and turbulent dissipation 

energy equations, which are given below in sequential order, have been involved in the computational 

domain. 
The continuity equation is expressed as: 

 
𝜕𝜌 

𝜕𝑡
 + 

𝜕𝜌𝑢 

𝜕𝑥
 + 

𝜕𝜌𝑣 

𝜕𝑦
 + 

𝜕𝜌𝑤 

𝜕𝑧
 = 0 (1) 

 

Momentum equation: 
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𝜕𝜌 

𝜕𝑡
 + 𝛻⃑ . (𝜌𝑉⃑ ) = 

𝜕𝜌 

𝜕𝑡
 + 𝑉 . 𝛻 𝜌 + 𝜌𝛻⃑ . 𝑉⃑  = 0   (2) 

 

Energy equation: 

 

𝜌𝑐𝑣  
𝑑𝑇 
𝑑𝑡
 = 𝑘𝛻2𝑇+𝛷 (3) 

 

The turbulence kinetic energy equation, k, is expressed as follows: 

 
𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖
(𝜌𝑘𝑢𝑖) =

𝜕

𝜕𝑥𝑗
((𝜇 +

𝜇

𝜎𝑘
)
𝜕𝑘

𝜕𝑥𝑓
) + 𝐺𝑘 + 𝐺𝑏 + 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘 (4) 

 

and the dissipation rate of turbulent kinetic energy, ε, is given as:  

 
𝜕

𝜕𝑡
(𝜌𝜀) +

𝜕

𝜕𝑥𝑖
(𝜌𝜀𝑢𝑖) =

𝜕

𝜕𝑥𝑗
((𝜇 +

𝜇𝑡

𝜎𝑒
)
𝜕𝑒

𝜕𝑥𝑗
) + 𝐶1𝜖

𝜀

𝑘
(𝐺𝑘 + 𝐶3𝜖𝐺𝑏) + 𝐶2𝜖𝜌

𝜀2

𝑘
+ 𝑆𝑒 (5) 

 

where Gk is the turbulent kinetic energy generation due to average velocity magnitudes; Gb is the 

turbulent kinetic energy generation from buoyancy; YM is the effect of increasing or decreasing 

compressible turbulence on the overall dissipation rate; C1ε , C2ε , C3ε and Cμ are constants; σk and σε 

are the Prandtl numbers for k and ε, respectively; and Sk and Se user-defined source terms.  

The turbulent viscosity (μt) is calculated with Equation 6; 

 

𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
  (6) 
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Figure 2. Model selection. 

 

The constants in the model are set as shown in Figure 2. The energy equation used in convection heat 

and mass transfer in standard k-ε models of turbulent flow is calculated as given in Equation 7; 

 
𝜕

𝜕𝑡
(𝜌𝐸) +

𝜕

𝜕𝑥𝑖
(𝑢𝑖(𝜌𝐸 + 𝜌)) =

𝜕

𝜕𝑥𝑗
(𝑘𝑒𝑓𝑓

𝜕𝑇

𝜕𝑥𝑗
+ 𝑢𝑖(𝜏𝑖𝑗)𝑒𝑓𝑓) + 𝑆ℎ (7) 

 

where E is the total energy, keff is the effective heat transfer coefficient, and τij is the deviatoric stress 

tensor. 

 

3.2. Boundary Conditions 

The model was designed based on the experimental system used in Adiguzel and Göcücü [18] and 

Yeşilyurt [29]. The boundary conditions for the numerical analysis to be carried out in ANSYS Fluent 

were, therefore, determined with reference to the data obtained from the experimental system. As such, 

the temperature, velocity and pressure values determined during the experiments were used as the 

boundary conditions in the model. The temperature of water at the inlet was uniform at 292 K and the 

inlet velocity varied based on the preset mass flow rates. The relative average pressure at the outlet 

has been defined as zero since it discharges to open air at atmospheric pressure. The Reynolds number 

was determined by the velocity of water at the inlet, as well as the hydraulic diameter. A constant heat 
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flow rate of 6.5 kW was defined at the pipe wall surface, and a no-slip velocity condition was 

considered on the pipe wall. 

 

3.3. Meshing and Mesh Validation (Grid Independence Test) 

In the 3D analysis, "tetrahexonal" type mesh was used and boundary layer theory was applied by 

choosing the "infiltration" option on the pipe wall (Figure 3).  

 

 

Figure 3. Pipe and mesh structure analyzed. 

 

The mesh structure was created on the determined model and the mesh quality was adjusted. The 

number of these elements is important to converge to the correct solution. In order to determine the 

mesh quality, the "skewness" criterion was taken as a reference among the relevant options. Values 

below the threshold of 0.94 are considered applicable values, and it is generally aimed to further 

decrease this value.  

 

 

Figure 4. Mesh skewness spectrum and the scales for the Skewness criterion. 

Errors due to mesh structure are a problem that results in an unsuccessful or erroneous analysis. 

Consideration must be given to cell type, cell count, and mesh quality to ensure the correct solution 
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and obtain reliable results. Therefore, mesh independence tests are necessary to ensure accurate results 

while also avoiding an excessive mesh number, hence a longer analysis time. First of all, 

independence from mesh number analyses were performed. After the mesh structure was arranged, the 

solution part was passed. k-ε turbulence model was selected to solve the problem. Figure 2 shows the 

operations performed in the solution part. While performing flow and heat analysis, water was chosen 

as the heat transfer fluid and only the flow region was defined. At this stage, the results of the 

analyzed model were examined. 

 

4. RESULTS and DISCUSSION 

 

In Figure 5, the geometry of the experimental setup, the inlet and outlet and the heat transfer 

application have been illustrated in three dimensions in the form of a schematic view of the pipe 

length. The circular turbulators inside the pipe can be seen in the picture. Circular turbulators have 

been located at the same distances inside the pipe as shown in the figure. 

 

 
Figure 5. 3-D boundary condition and geometry of the pipe and circular pipe inserts. 

 

In this study, after the mesh independence was ensured for the defined domain, solutions were 

performed and the results were compared. Various cell configurations and sizes were also performed 

and no remarkable change was observed. As a result of mesh analysis, the defined geometry was 

meshed using a maximum cell number of 4,000,000 cells. It should be noted in the meshing process 

that the defined meshes are well concentrated in the regions close to the wall and circular turbulators 

in order to get results with the desired accuracy. In the meshing procedure, the skewness value was 

0.84 with a growth rate of 1.2. In Figure 6, two views of the mesh configuration have been presented 

to show the quality of the applied mesh inside the pipe and circular turbulator. 
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Figure 6. Mesh quality of pipe and circular turbulator. 

 

To ensure the accuracy of the solutions, a simulation was performed for plain pipe (with no 

turbulators placed in) and the necessary contours were obtained. The velocity and temperature 

distributions obtained for plain pipe are in good agreement with the existing studies in the literature as 

shown in the following figures. In Figure 7, the velocity contours for plain pipe have been presented at 

different mass flow rates from 0.25 g/s to 125 g/s. With increasing mass flow rates, velocity increases 

gradually.  In Figure 8, temperature contours for the plain pipe have also been presented. The effect of 

mass flow rate on the temperature distribution can be clearly seen in the figure. Moreover, the higher 

temperature of the regions near the boundary wall can be s in the obtained contours.  
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Figure 7. Velocity contours for plain pipe at different mass flow rates. 

 

Figure 8. Temperature contours for plain pipe at different mass flow rates. 
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Figure 9. Velocity contour inside pipe at flow rate of 125 g/s. 

 

In Figure 9, the velocity contour of the model has been shown at the fluid flow rate of 125 g/s. The 

circular turbulators have a favorable effect on disturbing and fluid mixing, and it can be seen that the 

maximum velocity is in the center of the pipe and the area inside the circular turbulators. The direction 

of fluid flow has been indicated by an arrow from right to left.  

 

Additionally, velocity contours for pipe inserts (circular turbulators) have been presented in Figure 10 

for different fluid flow rates of 25, 50, 75, 100, and 125 g/s. The numerical study was carried out to 

reveal the influence of installing circular turbulators on flow structure and heat transfer characteristics. 

It can be observed that Figure 10 demonstrates the fluid flow behavior inside the used pipe from the 

side view. By increasing the mass flow rate, the velocity variations for all experiments can be 

compared with those of the presented results.  

 

flow direction  
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Figure 10. Velocity contours for pipe inserts at different mass flow rates. 

 

To demonstrate the temperature distribution along the pipe equipped with circular turbulators for 

given mass flow rates, the temperature contours between two turbulators are presented in Figure 11. 

Temperature variation inside the pipe demonstrates the growth of thermal boundary layers through 

pipe length and regions around circular turbulators at different fluid mass flow rates. By analyzing 

temperature contours for different mass flow rates of 25, 50, 75, 100, and 125 g/s, it can be seen that 

the temperature gradient becomes larger in the boundary layer at lower mass flow rates. The figure 

also shows the effect of the turbulators on the temperature profile along the pipe.  
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Figure 11. Temperature contours for pipe inserts at different mass flow rates. 

 

5. CONCLUSION 

 

In this study, the numerical results obtained for plain pipe were compared to those obtained for the 

pipe equipped with circular inserts. Adding the circular pipe inserts into the pipe and producing 

turbulence flow definitely improved the heat transfer characteristics of the water flow throughout the 

circular pipe, which received a constant heat flux. In the numerical experiments, different water mass 

flow rates were examined and by using simulation and visualization techniques, the thermal behavior 

and structure of the flow were characterized and significant contours were provided.  
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ABSTRACT 

 

In this study, the performances of refrigerant mixtures in ideal vapor compression refrigeration cycles 

were investigated theoretically. By choosing six different refrigerants as dimethyl ether (DME), R125, 

R134a, R143a, R152a, and R32, eleven different refrigerant mixtures were handled. Each mixture's 

vapor compression refrigeration cycle performances were evaluated according to three different 

condenser outlet temperatures and nine different mass fractions (90%/10% to 10%/90%). To examine 

the thermodynamic performance of refrigerant mixtures, constant evaporator outlet temperature (-10 
o
C) and different constant condenser outlet temperatures (20 

o
C, 25 

o
C, and 30 

o
C) were determined. 

According to the evaluated refrigerant mixtures, the COPR values of the refrigerant mixtures 

containing DME were calculated as the highest among all the mixtures. In the mixtures containing 

DME, it was observed that the COPR values decreased as the mass percentage of DME decreased. The 

COPR values are calculated in the range of 3.66-5.70 for the R134a/R32 mixture, 3.82-5.81 for the 

R134a/R143a mixture, 3.97-5.99 for the R143a/R32 mixture, 3.83-5.83 for the R125/R143a mixture, 

3.86-5.98 for the R125/R32 mixture, 4.34-6.24 for R134a/R152a mixture, 3.78-5.81 for R143a/R152a 

mixture, 3.57-5.55 for R152a/R32 mixture, 3.40-6.28 for DME/R125 mixture, 4.34-6.27 for 

DME/R134a mixture and 3.59-5.82 for the DME/R32 mixture. 

When the pure forms and mixtures of the refrigerants discussed in the study are compared, it is seen 

that the pure DME and R32 gases are slightly more performant than the gas mixtures examined. The 

R125 gas mixture shows a higher performance than the pure R125 gas, and the R134a and R143a 

mixtures show slightly higher performance than the pure gas forms. Finally, the specific energies of 

pure refrigerants and refrigerant mixtures were calculated within the scope of the study. DME has the 

highest specific energy among pure refrigerants, while DME/R32 mixture has the highest specific 

energy among refrigerant mixtures. 

 

Keywords: Refrigerant mixture, Dimethyl Ether, R125, R134a, R143a, R152a, R32, COPR. 
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1. INTRODUCTION 

 

Heat pumps and refrigeration machines work according to the vapor compression refrigeration cycle, 

and refrigerants are used in these cycles. Different refrigerants perform differently in vapor 

compression refrigeration cycles with the same pressure ranges. In this study, eleven different 

refrigerant mixtures were created by choosing six different refrigerants. The performance (COPR) of 

the refrigerant mixtures in the ideal vapor compression refrigeration cycle has been investigated 

theoretically. This study aims to compare the refrigerant mixture performances with the pure 

refrigerant performances. 

 

Dalkılıç theoretically investigated the performance of various refrigerants/refrigerant mixtures in a 

cascade refrigeration cycle in his study. Mixtures of mixed refrigerants consisting of HFC-134a,      

HFC-152a, HC-600a, and HC-290 were investigated. Theoretical calculations were made according to 

different evaporator and condenser temperatures. It has been stated that azeotrope mixtures have 

higher performance than zeotrope mixtures [1]. Hasan and Chitheer investigated the performance of 

various pure refrigerants and binary or triple refrigerant mixtures in the refrigeration cycle [2]. Kılıç 

and İpek investigated the thermodynamic performance of R410A gas, which is a mixture of R125 and 

R32 gases. COP values of the cycle were calculated according to different evaporator and condenser 

temperatures [3]. Taylor et al. compared the thermodynamic performances of binary alkane mixtures 

and pure alkanes. COP values and exergy efficiencies of the mixtures were calculated [4]. Wu et al. 

investigated the thermodynamic performance of zeotropic mixtures of refrigerants. In addition, 

expressions giving residual enthalpy and entropy values are created [5]. Zühlsdorf et al. investigated 

the thermodynamic performance of 14 different refrigerants by simulating their mixtures with each 

other [6]. Khordad and Mirhosseini theoretically investigated the thermal conductivity of refrigerant 

mixtures and studied the relationship of thermal conductivity with temperature [7]. Baskaran and 

Mathews investigated the thermodynamic performance of DME and R152a mixtures. According to 

the results, it was determined that the mixture was more performant than the pure R152a fluid [8]. 

Saleh et al. investigated the thermodynamic performances of pure refrigerants and refrigerant mixtures 

in ideal and cascade refrigeration cycles [9]. Sawjanya and Rao examined the mixtures of 27 different 

refrigerants according to 3 different mixing methods and compared the Vapor-Liquid Equilibrium of 

the theoretical data with the experimental data [10]. Bolaji and Huan investigated the thermodynamic 

performance of R290 and R600a refrigerant mixtures in different mass fractions. According to the 

results obtained, it was stated that the mixtures showed more cooling effect than the R134a 

refrigerant, and the COP values were close to each other [11]. Arcaklıoğlu and Erişen investigated the 

thermodynamic performances of binary/triple/quadruple mixtures of R12, R125, R134a, R143a, 

R152a, R22, R290, R32, R502, and R600a refrigerants. It was stated that the COPR values of all 

mixtures ranged from 3.7 to 6.7. Fixed evaporator and condenser temperatures are considered in 

theoretical calculations [12]. Ranjan Panda and Behera experimentally investigated the performances 

of R290/R600a, R290/R600, LPG (R290/R600/R600a) and LPG/R134a refrigerant blends. 

Theoretical calculations depended on the different condenser and evaporator temperatures [13]. This 

study investigated and evaluated the ideal vapor-compression refrigerant cycle performances of DME, 

R125, R134a, R143a, R152a, and R32 refrigerants at different condenser outlet temperatures. Energy 

efficiency can be achieved by putting the studies on the ideal cycle into practice. 
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2. MATERIAL and METHOD 

 

2.1. Selected Refrigerants 

This study evaluated the thermodynamic performance of DME refrigerant and R125, R134a, R143a, 

R152a, and R32 refrigerants. Although DME is a highly flammable substance, it has recently found 

reuse as a working fluid in cooling and heating systems due to its minimal GWP and zero ODP 

[14,15]. Ozone Depletion Potential (ODP) and Global Warming Potential (GWP) values and 

ASHRAE Safety Groups of the selected refrigerants are shared in Table 1. All selected refrigerants 

have ODP values of 0, while R125 and R143a refrigerants have high GWP values. DME fluid has a 

low GWP. In the selection of refrigerants, attention was paid to the low ODP value, fire safety, cost-

effectiveness, and accessibility of the thermophysical properties of the refrigerants for theoretical 

calculations. Thermophysical properties of all refrigerants whose thermodynamic performances were 

examined were obtained from NIST databases [16]. Theoretical calculations of the refrigerant mixture 

performances were made under ideal vapor compression refrigeration cycle conditions. Evaporator 

and condenser outlet temperatures were determined to suit all mixing ratios' ideal vapor compression 

refrigeration cycle conditions. The mass fractions of the mixtures were evaluated for primary and 

secondary gas; 90%/10%, 80%/20%, 70%/30%, 60%/40%, 50%/50%, 40%/60%, 30%/70%, 

20%/80%, and 10%/90% respectively. 

 

Table 1. ODP and GWP values of selected refrigerants. 

Refrigerant ODP GWP  

(100 years) 

Safety Group 

[17] 

Reference 

Dimethyl ether (DME) 0 0.3 A3 [14,18] 

R125 0 2800 A1 

[19] 

R134a 0 1300 A1 

R143a 0 3800 A2 

R152a 0 140 A2 

R32 0 650 A2 

 

2.2. Ideal Vapor Compression Cooling Cycle 
The performances of the refrigerant mixtures were evaluated in the ideal vapor compression 

refrigeration cycle. To examine the thermodynamic performance of refrigerant mixtures, constant 

evaporator outlet temperature (-10 
o
C) and three different constant condenser outlet temperatures (20 

o
C, 25 

o
C, and 30 

o
C) were determined. The specific pressure-enthalpy and temperature-entropy 

diagrams of the ideal vapor compression refrigeration cycle are shown in Figure 1 [20]. 
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Figure 1. P-h and T-s diagrams of the ideal vapor compression refrigeration cycle [20]. 

 

The COPR value of the ideal vapor compression refrigeration cycle is calculated by Eq. 1. 

 

𝐶𝑂𝑃𝑅 =
ℎ1−ℎ4

ℎ2−ℎ1
                                                                                                                                             

(1) 

 

Depending on the isentropic efficiency of the compressor, the enthalpy of point 2 is calculated by          

Eq. 2. 

 

ℎ2 =
(ℎ2𝑠−ℎ1)

𝜂𝑐
+ ℎ1(𝑘𝐽/𝑘𝑔)                                                                                                                      

(2) 

 

The assumptions made in the calculations are given below. 

 

Assumptions 

 

 Steady-state flow. 

 The cycle is accepted as the ideal vapor compression refrigeration cycle. 

 In the calculations, the pressure drops in the cycle components, heat losses from the cycle to the 

environment, and heat gains from the environment to the cycle are neglected. 

 The evaporator outlet temperature (T1) was accepted as -10 
o
C, condenser outlet temperature (T3) 

was accepted as 20 
o
C, 25 

o
C, and 30 

o
C. 

 Compressor isentropic efficiency is accepted as 80%. 

 Mixing ratios are given as mass fractions. 
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3. RESULTS 

 

3.1. Thermodynamic Performance of Refrigerant Mixtures 

The COPR charts of the refrigerant mixtures, according to their mass fractions and condenser outlet 

temperatures, are given below. 

 

 

Figure 2. Thermodynamic performance of R134a/R32 mixture. 

 

Figure 2 shows the COPR values of the R134a/R32 mixture according to different condenser outlet 

temperatures and mass fractions. While it was observed that the COPR value increased as the R32 

mass ratio in the mixture increased, the highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.66-5.70, in line with the acceptances. 

 

Figure 3 shows the COPR values of the R134a/R143a mixture according to different condenser outlet 

temperatures and mass fractions. While the mass ratio of R134a is high in the mixture, it is seen that 

the COPR values are higher. The highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.82-5.81, in line with the acceptances. 
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Figure 3. Thermodynamic performance of R134a/R143a mixture. 

 

Figure 4 shows the COPR values of the R143a/R32 mixture according to different condenser outlet 

temperatures and mass fractions. It is seen that the COPR value of the mixture increases as the R32 

mass ratio increases in the mixture. The highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.97-5.99, in line with the acceptances. 

 

Figure 5 shows the COPR values of the R125/R143a mixture according to different condenser outlet 

temperatures and mass fractions. It is seen that the COPR value of the mixture increases as the R143a 

mass ratio increases in the mixture. The highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.83-5.83, in line with the acceptances. 

 

Figure 6 shows the COPR values of the R125/R32 mixture according to different condenser outlet 

temperatures and mass fractions. It is seen that the COPR value of the mixture increases as the R32 

mass ratio increases in the mixture. The highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.86-5.98, in line with the acceptances. 
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Figure 4. Thermodynamic performance of R143a/R32 mixture. 

 

 

Figure 5. Thermodynamic performance of R1125/R143a mixture. 

 

Figure 7 shows the COPR values of the R134a/R152a mixture according to different condenser outlet 

temperatures and mass fractions. Although the COPR values are constant according to the mass 

fractions, the COPR values increase slightly as the ratio of R152a increases in the mixture. The highest 
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COPR values were calculated for the condenser outlet temperature of 20 
o
C. COPR values are in the 

range of 4.34-6.24, in line with the acceptances. 

 

 

 

Figure 6. Thermodynamic performance of R125/R32 mixture. 

 

 

Figure 7. Thermodynamic performance of R134a/R152a mixture. 
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Figure 8 shows the COPR values of the R143a/R152a mixture according to different condenser outlet 

temperatures and mass fractions. While it was observed that the COPR value increased as the R152a 

mass ratio in the mixture increased, the highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.78-5.81, in line with the acceptances. 

 

 

Figure 8. Thermodynamic performance of R143a/R152a mixture. 

 

Figure 9 shows the COPR values of the R152a/R32 mixture according to different condenser outlet 

temperatures and mass fractions. While it was observed that the COPR value increased as the R152a 

mass ratio in the mixture increased, the highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.57-5.55, in line with the acceptances. 
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Figure 9. Thermodynamic performance of R152a/R32 mixture. 

 

Figure 10 shows the COPR values of the DME/R125 mixture according to different condenser outlet 

temperatures and mass fractions. As the mass ratio of R125 increases in the mixture, there is a sharp 

decrease in the COPR values. The highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.40-6.28, in line with the acceptances. 

 

 

Figure 10. Thermodynamic performance of DME/R125 mixture. 
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Figure 11 shows the COPR values of the DME/R134a mixture according to different condenser outlet 

temperatures and mass fractions. Although the COPR values are constant according to the mass 

fractions, the COPR values increase slightly as the ratio of DME increases in the mixture. The highest 

COPR values were calculated for the condenser outlet temperature of 20 
o
C. COPR values are in the 

range of 4.34-6.27, in line with the acceptances. 

 

 

Figure 11. Thermodynamic performance of DME-R134a mixture. 

 

Figure 12 shows the COPR values of the DME/R32 mixture according to different condenser outlet 

temperatures and mass fractions. As the mass ratio of DME increases in the mixture, there is a sharp 

decrease in the COPR values. The highest COPR values were calculated for the condenser outlet 

temperature of 20 
o
C. COPR values are in the range of 3.59-5.82, in line with the acceptances. 

 



 
 
 

 
 

 
 
 

Yolcan, O. O., Journal of Scientific Reports-A, Number 53, 210-232, June 2023 
 

 
 

221 
 

 

Figure 12. Thermodynamic performance of DME/R132 mixture. 

 

The COPR values of the refrigerant mixtures according to the condenser outlet temperatures and mass 

fractions are given in Table 2. 

 

Table 2. COPR values of the refrigerant mixtures according to the condenser outlet temperatures and 

mass fractions. 

Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR 

R134a/R32 

0.9/0.1 

-10 

20 

5.38 

R134a/R143a 

0.9/0.1 

-10 

20 

5.81 

0.8/0.2 5.07 0.8/0.2 5.59 

0.7/0.3 4.94 0.7/0.3 5.45 

0.6/0.4 4.93 0.6/0.4 5.36 

0.5/0.5 4.99 0.5/0.5 5.32 

0.4/0.6 5.09 0.4/0.6 5.32 

0.3/0.7 5.25 0.3/0.7 5.37 

0.2/0.8 5.45 0.2/0.8 5.48 

0.1/0.9 5.70 0.1/0.9 5.63 

0.9/0.1 

25 

4.56 0.9/0.1 

25 

4.87 

0.8/0.2 4.33 0.8/0.2 4.71 

0.7/0.3 4.23 0.7/0.3 4.60 

0.6/0.4 4.22 0.6/0.4 4.52 

0.5/0.5 4.26 0.5/0.5 4.48 

0.4/0.6 4.34 0.4/0.6 4.48 
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0.3/0.7 4.45 0.3/0.7 4.51 

0.2/0.8 4.60 0.2/0.8 4.57 

0.1/0.9 4.78 0.1/0.9 4.67 

0.9/0.1 

30 

3.93 0.9/0.1 

30 

4.15 

0.8/0.2 3.75 0.8/0.2 4.02 

0.7/0.3 3.67 0.7/0.3 3.93 

0.6/0.4 3.66 0.6/0.4 3.87 

0.5/0.5 3.69 0.5/0.5 3.83 

0.4/0.6 3.74 0.4/0.6 3.82 

0.3/0.7 3.83 0.3/0.7 3.83 

0.2/0.8 3.94 0.2/0.8 3.88 

0.1/0.9 4.07 0.1/0.9 3.94 

 

Table 2. COPR values of the refrigerant mixtures according to the condenser outlet temperatures and 

mass fractions (continued). 

Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR 

R143a/R32 

0.9/0.1 

-10 

20 

5.69 

R125/R143a 

0.9/0.1 

-10 

20 

5.64 

0.8/0.2 5.69 0.8/0.2 5.67 

0.7/0.3 5.74 0.7/0.3 5.71 

0.6/0.4 5.81 0.6/0.4 5.74 

0.5/0.5 5.87 0.5/0.5 5.76 

0.4/0.6 5.91 0.4/0.6 5.78 

0.3/0.7 5.95 0.3/0.7 5.80 

0.2/0.8 5.97 0.2/0.8 5.82 

0.1/0.9 5.99 0.1/0.9 5.83 

0.9/0.1 

25 

4.72 0.9/0.1 

25 

4.61 

0.8/0.2 4.72 0.8/0.2 4.65 

0.7/0.3 4.77 0.7/0.3 4.68 

0.6/0.4 4.82 0.6/0.4 4.71 

0.5/0.5 4.87 0.5/0.5 4.74 

0.4/0.6 4.91 0.4/0.6 4.76 

0.3/0.7 4.94 0.3/0.7 4.77 

0.2/0.8 4.96 0.2/0.8 4.79 

0.1/0.9 4.98 0.1/0.9 4.80 

0.9/0.1 

30 

3.97 0.9/0.1 

30 

3.83 

0.8/0.2 3.98 0.8/0.2 3.87 

0.7/0.3 4.02 0.7/0.3 3.90 

0.6/0.4 4.07 0.6/0.4 3.93 

0.5/0.5 4.12 0.5/0.5 3.95 

0.4/0.6 4.15 0.4/0.6 3.97 

0.3/0.7 4.18 0.3/0.7 3.99 
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0.2/0.8 4.20 0.2/0.8 4.01 

0.1/0.9 4.22 0.1/0.9 4.02 

 

Table 2. COPR values of the refrigerant mixtures according to the condenser outlet temperatures and 

mass fractions (continued). 

Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR 

R125/R32 

0.9/0.1 

-10 

20 

5.64 

R134a/R152a 

0.9/0.1 

-10 

20 

6.12 

0.8/0.2 5.70 0.8/0.2 6.13 

0.7/0.3 5.77 0.7/0.3 6.15 

0.6/0.4 5.83 0.6/0.4 6.17 

0.5/0.5 5.88 0.5/0.5 6.19 

0.4/0.6 5.93 0.4/0.6 6.21 

0.3/0.7 5.95 0.3/0.7 6.22 

0.2/0.8 5.97 0.2/0.8 6.23 

0.1/0.9 5.98 0.1/0.9 6.24 

0.9/0.1 

25 

4.63 0.9/0.1 

25 

5.10 

0.8/0.2 4.70 0.8/0.2 5.12 

0.7/0.3 4.77 0.7/0.3 5.14 

0.6/0.4 4.83 0.6/0.4 5.16 

0.5/0.5 4.88 0.5/0.5 5.18 

0.4/0.6 4.92 0.4/0.6 5.19 

0.3/0.7 4.95 0.3/0.7 5.21 

0.2/0.8 4.96 0.2/0.8 5.22 

0.1/0.9 4.98 0.1/0.9 5.23 

0.9/0.1 

30 

3.86 0.9/0.1 

30 

4.34 

0.8/0.2 3.94 0.8/0.2 4.36 

0.7/0.3 4.00 0.7/0.3 4.38 

0.6/0.4 4.06 0.6/0.4 4.39 

0.5/0.5 4.11 0.5/0.5 4.41 

0.4/0.6 4.15 0.4/0.6 4.43 

0.3/0.7 4.18 0.3/0.7 4.44 

0.2/0.8 4.20 0.2/0.8 4.45 

0.1/0.9 4.22 0.1/0.9 4.46 
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Table 2. COPR values of the refrigerant mixtures according to the condenser outlet temperatures and 

mass fractions (continued). 

Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR 

R143a/R152a 

0.9/0.1 

-10 

20 

5.61 

R152a/R32 

0.9/0.1 

-10 

20 

5.55 

0.8/0.2 5.40 0.8/0.2 5.14 

0.7/0.3 5.25 0.7/0.3 4.91 

0.6/0.4 5.17 0.6/0.4 4.79 

0.5/0.5 5.15 0.5/0.5 4.75 

0.4/0.6 5.20 0.4/0.6 4.79 

0.3/0.7 5.31 0.3/0.7 4.91 

0.2/0.8 5.51 0.2/0.8 5.13 

0.1/0.9 5.81 0.1/0.9 5.47 

0.9/0.1 

25 

4.67 0.9/0.1 

25 

4.72 

0.8/0.2 4.54 0.8/0.2 4.41 

0.7/0.3 4.44 0.7/0.3 4.23 

0.6/0.4 4.39 0.6/0.4 4.13 

0.5/0.5 4.39 0.5/0.5 4.10 

0.4/0.6 4.44 0.4/0.6 4.12 

0.3/0.7 4.53 0.3/0.7 4.20 

0.2/0.8 4.69 0.2/0.8 4.36 

0.1/0.9 4.91 0.1/0.9 4.61 

0.9/0.1 

30 

3.95 0.9/0.1 

30 

4.08 

0.8/0.2 3.86 0.8/0.2 3.84 

0.7/0.3 3.80 0.7/0.3 3.69 

0.6/0.4 3.78 0.6/0.4 3.61 

0.5/0.5 3.79 0.5/0.5 3.57 

0.4/0.6 3.84 0.4/0.6 3.59 

0.3/0.7 3.92 0.3/0.7 3.65 

0.2/0.8 4.05 0.2/0.8 3.76 

0.1/0.9 4.23 0.1/0.9 3.95 

 

Table 2. COPR values of the refrigerant mixtures according to the condenser outlet temperatures and 

mass fractions (continued). 

Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR Mixture 
Mass 

Fraction 

T1 

(
o
C) 

T3 

(
o
C) 

COPR 

DME/R125 

0.9/0.1 -10 20 6.28 

DME/R134a 

0.9/0.1 -10 20 6.27 

0.8/0.2 6.26 0.8/0.2 6.27 

0.7/0.3 6.22 0.7/0.3 6.26 

0.6/0.4 6.13 0.6/0.4 6.26 

0.5/0.5 5.98 0.5/0.5 6.25 



 
 
 

 
 

 
 
 

Yolcan, O. O., Journal of Scientific Reports-A, Number 53, 210-232, June 2023 
 

 
 

225 
 

0.4/0.6 5.74 0.4/0.6 6.24 

0.3/0.7 5.40 0.3/0.7 6.21 

0.2/0.8 4.98 0.2/0.8 6.16 

0.1/0.9 4.63 0.1/0.9 6.10 

0.9/0.1 25 5.27 0.9/0.1 25 5.27 

0.8/0.2 5.25 0.8/0.2 5.26 

0.7/0.3 5.22 0.7/0.3 5.25 

0.6/0.4 5.15 0.6/0.4 5.25 

0.5/0.5 5.04 0.5/0.5 5.24 

0.4/0.6 4.85 0.4/0.6 5.23 

0.3/0.7 4.59 0.3/0.7 5.20 

0.2/0.8 4.25 0.2/0.8 5.16 

0.1/0.9 3.95 0.1/0.9 5.10 

0.9/0.1 30 4.51 0.9/0.1 30 4.51 

0.8/0.2 4.49 0.8/0.2 4.50 

0.7/0.3 4.46 0.7/0.3 4.49 

0.6/0.4 4.41 0.6/0.4 4.49 

0.5/0.5 4.31 0.5/0.5 4.48 

0.4/0.6 4.17 0.4/0.6 4.46 

0.3/0.7 3.95 0.3/0.7 4.44 

0.2/0.8 3.67 0.2/0.8 4.39 

0.1/0.9 3.40 0.1/0.9 4.34 

 

Table 2. COPR values of the refrigerant mixtures according to the condenser outlet temperatures and 

mass fractions (continued). 

Mixture Mass Fraction T1 (
o
C) T3 (

o
C) COPR 

DME/R32 

0.9/0.1 

-10 

20 

5.82 

0.8/0.2 5.45 

0.7/0.3 5.16 

0.6/0.4 4.94 

0.5/0.5 4.81 

0.4/0.6 4.75 

0.3/0.7 4.78 

0.2/0.8 4.93 

0.1/0.9 5.28 

0.9/0.1 

25 

4.93 

0.8/0.2 4.66 

0.7/0.3 4.43 

0.6/0.4 4.27 

0.5/0.5 4.16 

0.4/0.6 4.10 

0.3/0.7 4.12 
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0.2/0.8 4.23 

0.1/0.9 4.48 

0.9/0.1 

30 

4.25 

0.8/0.2 4.04 

0.7/0.3 3.86 

0.6/0.4 3.73 

0.5/0.5 3.64 

0.4/0.6 3.59 

0.3/0.7 3.60 

0.2/0.8 3.67 

0.1/0.9 3.86 

 

3.2. Comparison of Thermodynamic Performances of Pure and Mixed Refrigerants 

In this part of the study, the pure thermodynamic performances of six different refrigerants whose 

thermodynamic performances were examined in the mixed state were evaluated. The conditions and 

assumptions applied in the thermodynamic performances discussed in the mixed form are also valid 

for pure refrigerants. 

 

 

Figure 13. Thermodynamic performance of pure refrigerants. 

 

The ideal vapor compression refrigeration cycle performances of pure refrigerants at evaporator outlet 

temperatures -10 
o
C and three different condenser outlet temperatures (20 

o
C, 25 

o
C, and 30 

o
C) are 

shown in Figure 13. According to the calculations, for the specified evaporator and condenser outlet 

temperatures, the COPR values calculated; for DME gas are 6.3, 5.3, and 4.5; the COPR values of 

R125 gas are 5.6, 4.6, and 3.8, and the COPR values of R134a gas are 6.1, 5.1 and 4.3, COPR values of 

R143a gas 5.8, 4.8 and 4.0, COPR values of R152a gas 6.2, 5.2 and 4.5, COPR values of R32 gas 6.0, 

5.0 and 4.2, respectively. 

 



 
 
 

 
 

 
 
 

Yolcan, O. O., Journal of Scientific Reports-A, Number 53, 210-232, June 2023 
 

 
 

227 
 

Table 3 compares the refrigerants' pure state performances with the mixing performances. In Table 3, 

the COPR values of the pure refrigerants according to the condenser outlet temperatures and the 

highest and lowest COPR values of the evaluated refrigerants in the mixture (IM) are given. Mixture 

details are given in the table description (MF=mass fraction). 

 

Table 3. Comparison of pure and mixed refrigerants (a=DME/R125, T3= 20 
O
C, MF=0.9/0.1, 

b=DME/R125, T3= 30 
O
C, MF=0.1/0.9, c=DME/R134a, T3= 20 

O
C, MF=0.9/0.1, d=R134a/R32,         

T3= 30 
O
C, MF=0.6/0.4, e=R143a/R32, T3= 20 

O
C, MF=0.1/0.9, f=R134a/R32, T3= 30 

O
C, 

MF=0.6/0.4, g=R134a/R152a, T3= 20 
O
C, MF=0.1/0.9, h=R152a/R32, T3= 30 

O
C, MF=0.5/0.5). 

 T3= 20 
o
C T3= 25 

o
C T3= 30 

o
C Highest COPR IM Lowest COPR IM 

DME 6.3 5.3 4.5 6.28 (a) 3.40 (b) 

R125 5.6 4.6 3.8 6.28 (a) 3.40 (b) 

R134a 6.1 5.1 4.3 6.27 (c) 3.66 (d) 

R143a 5.8 4.8 4.0 5.99 (e) 3.78 (f) 

R152a 6.2 5.2 4.5 6.24 (g) 3.57 (h) 

R32 6.0 5.0 4.2 5.99 (e) 3.57 (h) 

 

When Table 3 is examined, it is seen that pure DME and R32 gases are slightly more performant than 

the gas mixtures examined. The R125 gas mixture performs better than the pure R125 gas, and the 

R134a and R143a mixtures show slightly higher performance than the pure gas forms. 

 

The specific energies (SE) of pure refrigerants and refrigerant mixtures are also calculated. While 

calculating the specific energies, the evaporator cooling load is considered in the ideal cycle. The 

specific cooling energy is calculated by Eq. 3. 

 

𝑆𝐸 = ℎ1 − ℎ4(𝑘𝐽/𝑘𝑔)                                                                                                                                
(3) 

 

Table 4. Specific energies of pure refrigerants according to different condenser outlet temperatures 

(kJ/kg). 

Refrigerant T3=-20 
o
C  T3=-25 

o
C  T3=-30 

o
C  

DME 377.16 365.02 352.74 

R125 102.22 95.37 88.33 

R134a 165.19 158.11 150.94 

R143a 151.52 143.35 134.98 

R152a 265.38 256.42 247.35 

R32 276.9 267.42 257.7 

 

The specific energies of pure refrigerants are shown in Table 4. Accordingly, the highest specific 

energy was calculated for DME fluid in the ideal vapor compression cycle, and the lowest specific 

energy was calculated for R125 fluid. As the constant condenser outlet temperature increases, the 

specific energy decreases. 
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The specific energies of the refrigerant mixtures according to different mass fractions and condenser 

outlet temperatures are shown in Table 5. The DME/R32 mixture had the highest specific energy, 

while the lowest was in the R125/R143a mixture. As the constant condenser outlet temperature 

increases, the specific energy decreases. In mixtures containing DME, it is seen that the mass fraction 

of DME and the specific energy are directly proportional.  

 

Table 5. Specific energies of refrigerant mixtures according to different mass fractions and condenser 

outlet temperatures (kJ/kg). 

T3 

(
o
C) 

MF 
R134a / 

R32 

R134a / 

R143a 

R143a / 

R32 

R125 / 

R143a 

R125 / 

R32 

R134a/ 

R152a 

20 

0.9/0.1 176.41 164.17 160.93 107.81 119.04 176.06 

0.8/0.2 187.68 163.08 171.25 113.19 135.64 186.67 

0.7/0.3 198.97 161.94 182.38 118.39 152.31 197.05 

0.6/0.4 210.28 160.72 194.26 123.44 169.21 207.24 

0.5/0.5 221.56 159.43 206.8 128.36 186.43 217.26 

0.4/0.6 232.79 158.07 219.92 133.17 203.96 227.12 

0.3/0.7 243.96 156.61 233.57 137.87 221.79 236.85 

0.2/0.8 255.05 155.04 247.64 142.5 239.91 246.46 

0.1/0.9 266.05 153.36 262.11 147.04 258.28 255.97 

25 

0.9/0.1 169.1 157 152.58 100.82 111.84 168.75 

0.8/0.2 180.14 155.8 162.74 106.07 128.13 179.15 

0.7/0.3 191.19 154.56 173.73 111.13 144.51 189.32 

0.6/0.4 202.26 153.24 185.46 116.05 161.15 199.32 

0.5/0.5 213.3 151.85 197.88 120.84 178.11 209.14 

0.4/0.6 224.29 150.37 210.88 125.52 195.39 218.83 

0.3/0.7 235.22 148.8 224.41 130.09 212.99 228.38 

0.2/0.8 246.07 147.12 238.38 134.59 230.88 237.82 

0.1/0.9 256.81 145.32 252.74 139 249.02 247.17 

30 

0.9/0.1 161.68 149.71 144.02 93.65 104.46 161.35 

0.8/0.2 172.47 148.41 154.01 98.77 120.42 171.53 

0.7/0.3 183.28 147.06 164.83 103.69 136.51 181.5 

0.6/0.4 194.1 145.63 176.43 108.48 152.87 191.29 

0.5/0.5 204.88 144.12 188.71 113.13 169.56 200.93 

0.4/0.6 215.62 142.53 201.59 117.68 186.6 210.43 

0.3/0.7 226.29 140.84 215.01 122.12 203.96 219.81 

0.2/0.8 236.88 139.03 228.87 126.48 221.61 229.08 

0.1/0.9 247.36 137.09 243.13 130.77 239.53 238.26 
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Table 5. Specific energies of refrigerant mixtures according to different mass fractions and condenser 

outlet temperatures (kJ/kg) (continued). 

T3 (
o
C) MF R143a / R152a R152a / R32 DME / R125 DME / R134a DME / R32 

20 

0.9/0.1 162.32 266.77 353.34 357.12 370.7 

0.8/0.2 173.33 268.23 329.24 336.96 363.73 

0.7/0.3 184.46 269.74 304.79 316.67 356.18 

0.6/0.4 195.7 271.25 279.89 296.21 348.01 

0.5/0.5 207.04 272.73 254.41 275.53 339.1 

0.4/0.6 218.48 274.09 228.14 254.57 329.37 

0.3/0.7 230.02 275.32 200.79 233.25 318.65 

0.2/0.8 241.68 276.28 171.82 211.43 306.68 

0.1/0.9 253.46 276.88 140.23 188.87 293.01 

25 

0.9/0.1 154.11 257.79 341.78 345.49 358.89 

0.8/0.2 165.06 259.22 318.26 325.85 352.24 

0.7/0.3 176.12 260.69 294.38 306.07 345.02 

0.6/0.4 187.29 262.16 270.05 286.12 337.15 

0.5/0.5 198.55 263.59 245.13 265.96 328.54 

0.4/0.6 209.9 264.9 219.43 245.51 319.09 

0.3/0.7 221.35 266.06 192.63 224.7 308.63 

0.2/0.8 232.92 266.96 164.19 203.37 296.88 

0.1/0.9 244.61 267.48 133.08 181.31 283.41 

30 

0.9/0.1 145.7 248.68 330.09 333.74 346.94 

0.8/0.2 156.61 250.08 307.15 314.62 340.63 

0.7/0.3 167.62 251.5 283.85 295.36 333.71 

0.6/0.4 178.72 252.92 260.09 275.93 326.16 

0.5/0.5 189.91 254.29 235.75 256.28 317.84 

0.4/0.6 201.18 255.54 210.62 236.34 308.66 

0.3/0.7 212.55 256.63 184.36 216.04 298.44 

0.2/0.8 224.03 257.44 156.45 195.22 286.91 

0.1/0.9 235.63 257.87 125.8 173.66 273.6 

 

4. EVALUATIONS 

 

In this study, by choosing six different refrigerants as dimethyl ether (DME), R125, R134a, R143a, 

R152a, and R32, 11 different refrigerant mixtures were handled, and vapor compression refrigeration 

cycle performances of each mixture were evaluated according to three different condenser outlet 

temperatures and nine different mass fractions. 

  

According to the evaluated refrigerant mixtures, the COPR values of the refrigerant mixtures 

containing DME were calculated as the highest among all the mixtures. The COPR value of the 

DME&R125 mixture with 90% DME - 10% R125 mass fraction was calculated as 7.85 for -10 
o
C 
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evaporator outlet temperature and 20 
o
C condenser outlet temperature. The COPR value of the 

DME&R134a mixture with 90% DME - 10% R134a mass fraction was calculated as 7.84 for -10 
o
C 

evaporator outlet temperature and 20 
o
C condenser outlet temperature.  

 

When the pure forms and mixtures of the refrigerants discussed in the study are compared, it is seen 

that the pure DME and R32 gases are slightly more performant than the gas mixtures examined. The 

R125 gas mixture shows a higher performance than the pure R125 gas, and the R134a and R143a 

mixtures show a slightly higher performance than the pure gas forms. 

In this study, the vapor compression refrigeration cycle performances of six different pure refrigerants 

were determined, and the vapor compression refrigeration cycle performances of eleven different 

refrigerant mixtures formed by these pure refrigerants were theoretically investigated under the 

accepted conditions. In future studies, the performance of refrigerant mixtures under real conditions 

can be evaluated by considering an example system. At the same time, exergy analyses of refrigerant 

mixtures will be evaluated in future studies. 
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ABSTRACT 

 

Heat treatment processes are widely used because they inactivate microorganisms and enzymes. 

However, thermal applications lead to changes in the physical and chemical structure of foods, as well 

as to deterioration of their sensory properties and natural components. For this reason, studies have 

been conducted on non-thermal technologies for food preservation. This technology extends the shelf 

life of foods and provides microbiologically safe, higher quality products. From the studies, it has 

good potential for the meat industry. The aim of this review was to compile the current state of 

research in this field and provide information on the characteristics, applications, advantages and 

disadvantages of non-thermal high hydrostatic pressure technology in meat and meat products. 

 

Keywords: High hydrostatic pressure, Meat quality, Meat products, Sensory, Texture profile 

 

1. INTRODUCTION 

 

Numerous thermal and non-thermal processes have been developed in the meat industry to meet 

consumer demand for less processed products. Among all these non-thermal processes, the use of high 

hydrostatic pressure (HHP) is perhaps the most widely used [1]. High hydrostatic pressure is now 

used in the meat industry in many countries [2]. As a result, both food scientists and industry are 

increasingly interested in HHP processing [3]. Since this technology is applied at normal 

temperatures, which is one of the outstanding methods within the alternative processes, is one of the 

preservation methods that minimizes the negative effects that can be caused by high temperatures [4]. 

 

High hydrostatic pressure process is widely used not only for meat and meat products, but also for 

seafood, fruits and vegetables [5]. HHP is a physical process in which food is subjected to uniform 

pressure treatment from all directions [6]. It is a process in which solid and liquid foods are subjected 

to pressures of 100-1000 MPa with or without packaging [7; 8; 9; 10; 11; 12; 13]. Commercially, 

pressure application times range from milliseconds (by agitator pumps) to over 1200 seconds [14]. 

Sterilization of packaged foods by high hydrostatic pressure allows lower energy consumption and 
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reduction of chemical additives and preservatives [15]. The main principle is the compression of water 

by the surrounding material [7; 9; 11, 16]. However, it is also extremely important that the product is 

placed in a flexible container before the food is subjected to this process [17]. The packaging material 

should be able to form a strong barrier (about 15% deformation at 600 MPa for vacuum packed meat) 

and not migrate into the product [18]. 

 

The effects of HHP application on microorganisms and proteins/enzymes are similar to the effects of 

high temperatures. HHP is considered as "light technology" [19]. Thanks to low temperature, the 

natural properties of food such as smell, taste texture, and nutritional values are better preserved [20]. 

High pressure affects the morphological structures of microorganisms. The cell structure is very 

sensitive to pressure [21]. A pressure of several tens of MPa can reduce the growth rate, while a 

pressure of several hundreds of MPa can reduce the viability of bacterial cells [22]. Increasing the 

pressure and time applied to the food accelerates microbial inactivation [23]. 

 

High hydrostatic pressure does not break the covalent bonds [4]. During the preservation process, 

vitamins, flavors, and color molecules are preserved without degrading [24]. High hydrostatic 

pressure has the most application in meat technology [25]. In addition, HHP of meat products is a fast-

growing industry as shown by the large number of patents granted in recent years [26]. This 

application has been developed and put into practice in many countries to obtain soft meat and 

improve its quality [27]. Food treated with high hydrostatic pressure is now commercially produced in 

developed countries [28]. 

 

A high hydrostatic pressure system consists of four main parts [29]: 

- Pressure vessel 

- Pressure generation system 

- Material conveying system 

- Temperature control device 

 

The pressure chamber is loaded, closed, and degassed, and the pressure is transferred to the food via a 

liquid using a pump. HHP accelerates reactions involving volume change at the molecular level [18]. 

Special hydraulic oils, hydrocarbons, or water are used as pressurized fluids to transfer the pressure 

applied in the high-pressure hydrostatic system to the food. However, in practice, water is most 

commonly used because it reduces volume and is cheaper than gasses [30]. 

The main applications of high hydrostatic pressure are shown in Figure 1 [8, 16]. 
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Figure 1. The main applications of HHP. 

 

The advantages of using HHP 

 

 Environmentally friendly method, as it consumes only electrical energy and does not generate 

waste [19]. 

 Since the pressure is evenly distributed on the food, it ensures homogeneous preservation of the 

food [8] 

 Short processing times (compared to traditional methods) [11] 

 The pressure to be applied does not depend on the shape and size of the food. Therefore, separate 

process parameters for each food are not required [31] 

 HHP can be used to reduce the salt amount of emulsion-type meat products [8]. 

 

The disadvantages of using HHP [31] 

 

 HHP requires the use of specially designed packaging. 

 Some enzymes are resistant to high pressure processing, which affects food quality. 

 High investment cost. 

 

2. HISTORY of HHP 
 

The first application of HHP in the food industry was carried out by Hite in 1899 for pasteurization of 

milk and fruit products [26]. It was found that the shelf life of milk could be extended by 4 days by 
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subjecting raw milk to 600 MPa pressure at room temperature for one hour. Between 1970 and 1980, 

there were positive developments in the ceramic and metal industries. In the 1990s, various 

commercial food products entered the Japanese market. Japan is now a world leader in jam, 

marmalade, juice, yogurt, salad dressing, and fruit sauces [7, 8]. 

 

3. EFFECTS ofF HHP on MEAT QUALITY 

 

HHP increases meat crispness, microbiological inactivation, pasteurization, prevention of 

overcooking, extension of storage time in the refrigerator, binding and gelatinization of sausage and 

salami meat with the help of pressure. It has been found to have many beneficial effects, such as 

increasing the capabilities of the meat, less dissolution losses at low temperatures, and faster 

dissolution of the meat [32]. 

 

This technology is a practical method for inactivating microorganisms in prepared foods, the shelf life 

of which is highly dependent on good hygiene and manufacturing practices. Therefore, many studies 

are concerned with the use of high hydrostatic pressure applications to extend the shelf life of raw 

hams, specialty sausages, etc. [26]. 

 

Additionally, to the microbiological quality of meat and meat products, physicochemical properties 

are also important for consumer preferences. The color of meat products, which is one of the most 

important quality characteristics, is an important criterion for consumer selection and purchase of the 

product [33]. It can also be used for the tenderness of meat [34]. HHP treatment of fresh meat 

products can result in a cooked appearance. Sometimes this application cause rubbery texture [35]. In 

addition, it has very important effects on lipid oxidation, color, and phase change of meat. It has also 

been reported that the salt content of emulsion meat products can be decreased [34]. 

 

In addition, the using of HHP reduces the heat required for the dissolution process and does not effect 

the appearance, shape, and size of the products because the pressure is uniform in the samples. Due to 

these advantages, freezing and thawing methods have been the focus of interest for many researchers 

in recent years [36]. The studies on HHP technology for meat and meat products are listed in Table 1. 

 

Table 1. Studies of HHP technology in meat and meat products. 

PRODUCT PROCESS 

CONDITIONS 

BASIC EFFECT REFERANCE 

Biceps femoris 

veal patties 

High Hydrostatic 

Pressure (350, 475, 

or 600 MPa) for 5, 

10, or 15 minutes) 

and sous vide 

cooking technique 

(55, 60, 65°C) 

combination   

 Significant changes in color and 

texture parameters were reported in the 

HHP and sous vide combination. 

 Combinations of 350 MPa for 

10 minutes and sous-vide cooking at 

55°C reduced hardness and cooking 

loss.  

[37]  

 

Iberian 600 MPa for 8  Microbial counts decreased.  [38] 
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“salchichón”  

 

minutes  

 

 

 L* and a* values decreased 

during storage at 20 °C. 

 b* values increased.  

 Color changes were reported in 

the sensory evaluation. 

 Lipid and protein oxidation 

values increased. 

Yellowfin Tuna 

Meat  

-individual 

histamine-

forming bacteria 

inoculated 

(Morganella 

morganii & 

Photobacterium 

phosphoreum) 

250, 350, 450 and 

550 MPa, 5 

minutes 

 

 The number of Histamine-

forming bacteria decreased significantly 

as the high hydrostatic pressure 

increased.  

 Histamine-forming bacteria 

were not found in samples treated at 450 

and 550 MPa.  

[39] 

 

Raw and 

smoked trout 

200 MPa, 

15 minutes, 

liquid smoke 

(0.50%, v/v) and 

freezing (−80 °C, 

overnight)  

 HHP, liquid smoke, and 

freezing were found to have a significant 

synergistic effect, resulting in a 5.48 or 

1.93 log CFU/g reduction when smoked 

or raw trout were used, respectively.  

[40] 

 

Red Claw 

Crayfish Cherax 

quadricarinatus  

 

200 MPa, 400 

MPa, and 600 MPa   

 

 A statistically significant 

decrease in the moisture value. 

 Except for the crude lipid 

content, no statistically significant 

differences in ash, crude protein, or 

crude lipid content were found between 

the 200 MPa and 600 MPa treatments. 

[41] 

New Zealand 

lamb meat 

200–600 MPa  The total free amino acid 

composition increased significantly at all 

applied HHP when compared to the 

control. 

 It has been reported that 400 

and 600 MPa pressure application 

resulted in higher levels of TBARS. 

[42] 

Fresh beef 300, 600 MPa 

 

 

 The combination of treatments 

provided acceptable color and 

microbiological stability during 4 and 6 

weeks of storage at 4
o
C. 

[43] 

Chicken breast  600 MPa, 2 

minutes, 20 °C 
 HHP treatment of cooked 

chicken resulted in a <3.3 log reduction 

[44] 
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 of Listeria monocytogenes. 

 A combination of 2% Na lactate 

and high pressure maintained Listeria 

monocytogenes numbers below 50 

CFU/g during storage. 

Inegol meatballs  100-200-400-600 

MPa, 10 minutes, 

4 ̊C. 

 Pressure application increased 

the gel strength and improved its elastic 

properties.  

 The microbial load decreased 

with the increase in the pressure level.  

 High pressure had negative 

effects on the color parameters of 

uncooked meatball samples.  

However, it was reported that after 

firing, the color difference disappeared. 

 The panelists stated that the 

consistency, flexibility and flavor of the 

patties, which were pressurized 

especially at 200-400 MPa, were better. 

[45] 

Sausages 

(mechanically 

separated 

poultry and 

minced pork) 

500 MPa, 50-60-

70-75 °C, 30 

minutes or cooked 

at 75 °C, 30 

minutes 

 More flexible and firm but with 

a more cohesive sausage structure. 

 High pressure can impart an 

acceptable texture to cooked sausages 

produced with mechanically separated 

poultry meat. 

[46] 

Tilapia fillets  220MPa, 10 

minutes 
 L* values of the HHP and 

UV+HHP applied groups were found to 

be higher than the control and only UV-

treated samples. 

[47] 

Tan Mutton  

 

100, 200, 300, 400 

MPa  

15 minutes 

25 ± 1°C 

 The tenderness value of lamb 

leg meat increased when 200 MPa 

pressure was applied. 

[48] 

Beef mince 

meat (frozen, 

unfrozen, 

vacuum-packed) 

350 MPa, 10 

minutes, 10 ◦C 
 Freezing and high hydrostatic 

pressure caused increase pH value and 

decrease TBA value. 

[49] 

Rendered pork 

fat 

800MPa, 19°C, 20 

minutes 
 The pressure treated samples 

have a higher peroxide value compared 

to the control group samples. This effect 

became more pronounced as the pressure 

increased. 

 The extent of lipid oxidation at 

[50] 
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800 MPa for 20 minutes was increased 

by increasing the treatment temperature. 

Beef 100- 600 MPa, 260 

seconds at 10 °C 

 

 While the myofibrils of the 

control group of beef, on which they did 

not apply pressure, showed thin and 

thick filament ultrastructure and a normal 

sarcomere arrangement, there was no 

difference in the using of 130 MPa 

pressure for 260 seconds at 10°C 

compared to the control. 

 325 MPa pressure did not cause 

a change in myofibril structure, but 520 

MPa pressure caused a complete change 

in myofibril structure. 

[51] 

Cured ham and 

fillet 

200 MPa (15-30 

minutes)  

300 MPa (15-30 

minutes) 

 Protein oxidation increased with 

increasing pressure and time. 

[52] 

Peccary meat 

(Tayassu tajacu) 

100 - 400 MPa  As pressure increased, shear 

force decreased and meat tenderness 

increased above 200 MPa. 

 HHP was effective in 

tenderizing the meat and having potential 

positive effects on color. 

[53] 

Asian hard clam 

(Meretrix 

lusoria) 

200, 300, 400, 500, 

and 600 MPa for 

3 minutes 

 Clam meat became brighter and 

more transparent when the pressure was 

increased. 

 High pressure also significantly 

reduces the loads of aerobic plate count, 

psychotropic bacteria, coliforms, and V. 

parahaemolyticus. 

[54] 

Beef gels 200 MPa, 10 

minutes, room 

temperature 

 The total free amino acid 

content of beef gels was increased to 200 

MPa. 

 200 MPa was effective in 

producing beef gels while providing high 

quality textural and sensory properties. 

[55] 

Spanish  

chorizo sausage 

349–600 MPa, 

18°C 
 Pathogen reductions increased 

with the pressure and duration of high 

hydrostatic pressure however pressures 

below 400 MPa did not lead to 

significant pathogen reductions.  

[56] 

Red abalone  200, 300, 400, and  High hydrostatic pressure [57] 

https://www.sciencedirect.com/topics/food-science/chorizo
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/haliotis-rufescens
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muscle 500 MPa, 5 

minutes 

application improved abalone muscle 

protein digestibility. 

 The smallest changes in 

secondary protein structure were 

reported at 500 MPa. 

 

4. CONCLUSION  

 

In recent years, with the increasing demand for ready-to-eat, easy-to-prepare, and minimally 

processed foods, new food quality and safety issues have emerged. To address these issues, 

approaches such as HHP through non-thermal processes are being investigated. High hydrostatic 

pressure can have both positive and negative effects depending on the type of product, the pressure 

conditions used (time, temperature, pressure level), and the other processing technologies with which 

it is used. This process extends the shelf life of food and provides microbiologically safe, higher 

quality products. 

It is possible to largely avoid quality losses in terms of texture and sensory properties when microorga

nisms are inactivated using new technologies as an alternative to heat treatment. This is because heat t

reatment causes vitamins and antioxidants to degrade, which results in nutritional losses. Their 

importance is increasing day by day and they can meet the demands of consumers in recent years. 
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