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Gürbüz, Burcu
Johannes Gutenberg-University Mainz, Institute of
Mathematics, Germany

Hammouch, Zakia
ENS Moulay Ismail University Morocco;

Thu Dau Mot University Vietnam and China Medical
University, Taiwan

i



Hristov, Jordan
University of Chemical Technology and Metallurgy
Bulgaria

Jafari, Hossein
University of Mazandaran, Iran;

University of South Africa, South Africa

Jain, Shilpi
Poornima College of Engineering, Jaipur
India

Kaabar, Mohammed K.A.
Washington State University

USA

Kumar, Devendra
University of Rajasthan
India

Kumar, Sunil
National Institute of Technology

India

Lupulescu, Vasile
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3 Construction of different types of traveling wave solutions of the relativistic wave

equation associated with the Schrödinger equation

Asıf Yokuş 24-31
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A numerical approach to the coupled atmospheric
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Abstract

In the present framework, the coupled mathematical model of the atmosphere-ocean system called El Nino-Southern
Oscillation (ENSO) is analyzed with the aid Adams-Bashforth numerical scheme. The fundamental aim of the present
work is to demonstrate the chaotic behaviour of the coupled fractional-order system. The existence and uniqueness are
demonstrated within the frame of the fixed-point hypothesis with the Caputo–Fabrizio fractional operator. Moreover, we
captured the chaotic behaviour for the attained results with diverse order. The effect of the perturbation parameter and
others associated with the model is captured. The obtained results elucidate that, the present study helps to understand the
importance of fractional order and also initial conditions for the nonlinear models to analyze and capture the corresponding
consequence of the fractional-order dynamical systems.

Key words: Caputo–Fabrizio derivative; El Nino-Southern oscillation model; fixed point theorem

AMS 2020 Classification: 34A08; 26A33; 65L05

1 Introduction

The study of mathematical models is always a venue for innovation. It attracted researchers to illustrate their viewpoints and
forecast the future significances of the associated phenomena. In this regard, the most efficient and reliable tool is calculus
with both integral and differential operators. Most of the phenomena associated with the rate of change are modelled to assist
these operators in the modernization of day-day life. For instance, the security of the country, biological processes, economic
status, physical mechanism, chemical reaction, weather forecast, coastal and ocean engineering, and many others are examined
as well moderated with the aid of mathematical modelling. Moreover, it becomes an interdisciplinary subject due to its ability to
exemplify complex phenomena, and also it plays a vital role in creating a bridge between diverse areas. However, many researchers
proved that the generalization of classical calculus is very essential to capture the more complex nature of the nonlinear problems
associated with daily life. Later, they suggest the concept of calculus with fractional order called fractional calculus (FC) [1, 2, 3, 4, 5].
Even though it originated earlier, it recently fascinated scholars to investigate more essential behaviours the mathematical models
described by differential equations [6, 7, 8, 9, 10].

On the other hand, the study of climate with irregularly intervallic changes in sea surface and wind temperatures is a hot topic
in the present era due to its significance in diverse fields associated with living beings. Here, we consider the mathematical
model exemplifying the atmospheric component coupled with the sea temperature change high air surface pressure, called El
Nino-Southern Oscillation (ENSO) [11, 12, 13, 14]. In the tropical western Pacific, La Niña is with low air surface pressure and El
Niño with high air surface pressure. The dynamics of recount the oscillating physical mechanism of the ENSO model with the
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thermocline depth anomaly v(t) and temperature of the eastern equatorial Pacific Sea surface u (t) is presented with perturbation
coefficient ε as [15, 16, 17, 18] follows

du (t)
dt

= βu + ηv – εu3,

dv (t)
dt

= –θu – γv, (1)

where β, η, θ and γ are physical constants. The projected coupled system plays an important role in various phenomena. The
projected system is analysed by many researchers to present their viewpoints and also capture linear and complex nature using
many semi-analytical and numerical schemes [11, 12, 13, 14, 15, 16, 17, 18]. In the literature, we have distinct fractional operators,
each one has its own limitation while examining the complex phenomena. In the present investigation, we consider the fractional
operator without singular kernel, called Caputo-Fabrizio (CF) operator in Caputo sense [6], to examine the projected system. Due
to more ability to capture the complex nature associated with history-based consequences and memory-related properties, FC is an
interdisciplinary subject. Its fundamentals and theories are considered to study diverse real-world problems and attain numerous
essential results [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. Notably, results associated with hereditary, memory, randomwalk, long-
range memory, non-Markovian processes, anomalous diffusion, and others highly necessitate the concept of FC. In this regard,
authors in [36], the effect of generalizing the classical concept with the newly defined fractional operator to investigate about the
HBV infection with antibody immune response, the nature of Belousov–Zhabotinskii reaction systems have been captured within
the frame of Atangana–Baleanu fractional-order derivative by researchers in [37], some ingesting results are derived by authors
in [38] about the vector born disease with the help of efficient scheme and Caputo–Fabrizio derivative, the strong interacting
internal waves model has been examined with the reliable numerical method with a novel fractional operator in [39], and authors
in [40, 41, 42, 43, 44, 45] derived some essential properties of the fractional operators.

Here, we consider Eq. (1) with the CF operator as follows

CF
0 D

µ
t u (t) = βu + ηv – εu3,

CF
0 D

µ
t v (t) = –θu – γv, (2)

where CF0 D
µ
t is a CF derivative with order µ.

The rest of the investigation is organized as follows: we recalled basic definitions of the considered fractional operator in the next
section. In Section 3, the basic algorithm of the considered method is presented, and in the next section, the condition for the
existence and uniqueness of solutions for the projected system is illustrated. The results and discussion on the derived results are
illustrated in Section 5, and concluding remarks are presented in the lost section.

2 Preliminaries

The basic notions of FC are recalled in the present segment [30, 31].
A real function f(t), t > 0 is said to be in space Cν,ν ∈ R if there exists a real number k(> ν), such that f(t) = tkf1, where f1(t) ∈ C[0,∞),
which is also in space if and only if u(n) ∈ Cν,n ∈ N.
Definition 1. The Caputo fractional derivative of f ∈ Cn–1 is presented as

Dµt f (t) =
1

Γ(n – µ)

∫ t

0
(t – ϑ)n–µ–1

dn

dtn
f (ϑ) dϑ. (3)

Definition 2. The Caputo-Fabrizio (CF) fractional derivative in Caputo sense for a function f ∈ H1 (a, b) ( b > a) is [6]

CF
0 D

µ
0,t

(

f (t)
)

=
N [µ]
1 – µ

∫ t

0
f
′

(ϑ) exp
[

–
µ (t – ϑ)
1 – µ

]

dϑ, (4)

where N [µ] (N [0] = N [1] = 1) is normalization function.
But, in case the function u does not belong to H1(a, b), the CF derivative for this version is defined as

CF
0 D

µ
0,t

(

f (t)
)

=
µN [µ]
1 – µ

∫ t

0
f(t) – f (ϑ) exp

[

–
µ (t – ϑ)
1 – µ

]

dϑ. (5)

Later, Losada and Nieto in [20] modified the above CF fractional derivative as follows

CF
0 D

µ
0,t

(

f (t)
)

=
(2 – µ)N [µ]
2(1 – µ)

∫ t

0
f
′

(ϑ) exp
[

–
µ (t – ϑ)
1 – µ

]

dϑ. (6)

Definition 3. The Caputo-Fabrizio (CF) fractional integral for µ ∈ (0, 1) is defined as

CF
0 I

µ
t

(

f (t)
)

=
1 – µ

N [µ]
f(t) +

µ

N [µ]

∫ t

0
f (ϑ) dϑ, t ≥ 0. (7)
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3 Numerical method

In this segment, with the Caputo–Fabrizio operator, the two-step Adams–Bashforth method is hired [32, 33, 34]

CF
0 D

µ
t (u (t)) =

N [µ]
1 – µ

∫ t

0
u
′

(ϑ) exp
[

–µ
t – ϑ

1 – µ

]

dϑ . (8)

Now, the grid size for some integer N for finite difference method is k = 1
N
. Further, the grid points are presented in the time

interval [0, T] as tn = nk, n = 0, 1, 2, . . . , TN. At the grid point, the value of the function ui = u
(

ti
)

. For the fractional-order
Caputo–Fabrizio derivative, a discrete approximation is presented as [34]

CF
0 D

µ
t (u (tn)) =

N [µ]
1 – µ

∫ tn

0
u
′

(ϑ) exp
[

–µ
tn – ϑ

1 – µ

]

dϑ . (9)

By the assist of first-order approximation, the above equation simplifies

CF
0 D

µ
t

(

u
(

tj

))

=
N [µ]
1 – µ

n∑

j=1

∫ jk

(j–1)k

(

uk+1 – uk

∆t
+O (∆t)

)

exp

[

–µ
tj – ϑ

1 – µ

]

dϑ . (10)

But

N [µ]
1 – µ

n∑

j=1

(

uj+1 – uj

∆t
+O (∆t)

) ∫ jk

(j–1)k
exp

[

–µ
tj – ϑ

1 – µ

]

dϑ , (11)

CF
0 D

µ
t

(

u
(

tj

))

=
N [µ]

µ

n∑

j=1

(

uj+1 – uj

∆t
+O (∆t)

)

dj,k, (12)

where

dj,k = exp
[

–µ
k

1 – µ
(n – j + 1)

]

– exp
[

–µ
k

1 – µ
(n – j)

]

. (13)

Finally, we obtained

CF
0 D

µ
t (u (tn)) =

N [µ]
µ

n∑

j=1

(

uj+1 – uj

∆t

)

dj,k +
N [µ]

µ

n∑

j=1

dj,kO (∆t). (14)

4 Existence and uniqueness of solutions

Here, present the existence and uniqueness of the hired model within the frame of the fixed-point theorem. The system defined
in Eq. (2) hired as follows

{

CF
0 D

µ
t [u (t)] = G1 (t, u) = βu + ηv – εu3,

CF
0 D

µ
t [v (t)] = G2 (t, v) = –θu – γv.

(15)

Now, using Eq. (2), we have

u (t) – u (0) = CF0 I
µ
t

{

βu + ηv – εu3
}

,

v (t) – v (0) = CF0 I
µ
t {–θu – γv} . (16)

Then we have from [35] as follows

u (t) – u (0) =
2µ

(2 – µ)N (µ)

∫ t

0
G1 (ζ, u) dζ +

2 (1 – µ)
(2 – µ)N (µ)

G1 (t, u) ,

v (t) – v (0) =
2µ

(2 – µ)N (µ)

∫ t

0
G2 (ζ, v) dζ +

2 (1 – µ)
(2 – µ)N (µ)

G2 (t, v) . (17)

Theorem 1. The kernels G1 and G2 satisfies the Lipschitz condition and contraction if 0 ≤
(

β + ηλ2 – ε
(

a2 + b2 + ab
))

< 1 and

0 ≤ (θλ1 + γ) < 1, satisfies respectively.
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Proof. We consider the two functions u and u1 to prove the required result, then

‖G1 (t, u) – G1 (t, u1)‖ =
∥

∥

∥

(

β [u (t) – u (t1)] + ηv (t) – ε[u3 (t) – u3 (t1)]
)∥

∥

∥

=
∥

∥

∥

(

β [u (t) – u (t1)] + ηv (t) – ε[u2 (t) + u2 (t1) + u (t) u (t1)] [u (t) – u (t1)]
)∥

∥

∥

≤
∥

∥

∥
β + ηv (t) – ε

(

a2 + b2 + ab
)∥

∥

∥

∥

∥u (t) – u(t1)
∥

∥

≤
(

β + ηλ2 – ε
(

a2 + b2 + ab
))

∥

∥u (t) – u(t1)
∥

∥ , (18)

where ‖v (t)‖ ≤ λ2 be the bounded function. Since u and u1 are bounded, we have ‖u (t)‖ ≤ a and ‖u (t1)‖ ≤ b. Setting ρ1 =

β + ηλ2 – ε
(

a2 + b2 + ab
)

in the above inequality, then we have

‖G1 (t, u) – G1 (t, u1)‖ ≤ ρ1 ‖u (t) – u (t1)‖ . (19)

Eq. (19) provides the Lipschitz condition for G1. Similarly, we can see that if 0 ≤
(

β + ηλ2 – ε
(

a2 + b2 + ab
))

< 1, then it implies

the contraction. In the same way for ρ2 = θλ1 + γ, we can prove

‖G2 (t, v) – G2 (t, v1)‖ ≤ ρ2 ‖v (t) – v (t1)‖ . (20)

By the assist of Eq. (20), Eq. (17) gives

u (t) = u (0) +
2µ

(2 – µ)N (µ)

∫ t

0
G1 ( ζ, u) dζ +

2 (1 – µ)
(2 – µ)N (µ)

G1 ( t, u) ,

v (t) = v (0) +
2µ

(2 – µ)N (µ)

∫ t

0
G2 ( ζ, v) dζ +

2 (1 – µ)
(2 – µ)N (µ)

G2 ( t, v) . (21)

Then obtain the recursive form as

un (t) =
2µ

(2 – µ)N (µ)

∫ t

0
G1 (ζ, un–1) dζ +

2 (1 – µ)
(2 – µ)N (µ)

G1 (t, un–1) ,

vn (t) =
2µ

(2 – µ)N (µ)

∫ t

0
G1 (ζ, vn–1) dζ +

2 (1 – µ)
(2 – µ)N (µ)

G1 (t, vn–1) . (22)

The associated initial conditions are

u (0) = u0 (t) and v (0) = v0 (t) . (23)

Now, between the terms the successive difference is presented as

φ1n (t) = un (t) – un–1 (t) =
2 (1 – µ)

(2 – µ)N (µ)
(G1 (t, un–1) – G1 (t, un–2)) +

2µ

(2 – µ)N (µ)

∫ t

0
(G1 (t, un–1) – G1 (t, un–2)) dζ,

φ2n (t) = vn (t) – vn–1 (t) =
2 (1 – µ)

(2 – µ)N (µ)
(G2 (t, vn–1) – G2 (t, vn–2)) +

2µ

(2 – µ)N (µ)

∫ t

0
(G2 (t, vn–1) – G2 (t, vn–2)) dζ. (24)

Notice that

un (t) =
n∑

i=1

φ1i (t),

vn (t) =
n∑

i=1

φ2i (t). (25)

Therefore

‖φ1n (t)‖ = ‖un (t) – un–1 (t)‖ =

∥

∥

∥

∥

2 (1 – µ)
(2 – µ)N (µ)

(G1 (t, un–1) – G1 (t, un–2)) +
2µ

(2 – µ)N (µ)

∫ t

0
(G1 (t, un–1) – G1 (t, un–2)) dζ

∥

∥

∥

∥

∥

. (26)

The above equation simplifies with the assist of the triangular inequality, as

‖φ1n (t)‖ = ‖un (t) – un–1 (t)‖ =
2 (1 – µ)

(2 – µ)N (µ)
‖(G1 (t, un–1) – G1 (t, un–2))‖ +

2µ

(2 – µ)N (µ)

∥

∥

∥

∥

∥

∫ t

0
(G1 (t, un–1) – G1 (t, un–2)) dζ

∥

∥

∥

∥

∥

. (27)

Then we have for u admitting the Lipschitz condition

‖φ1n (t)‖ = ‖un (t) – un–1 (t)‖ ≤
2 (1 – µ)

(2 – µ)N (µ)
ρ1

∥

∥

∥
φ1(n–1) (t)

∥

∥

∥
+

2µ

(2 – µ)N (µ)
ρ1

∫ t

0

∥

∥

∥
φ1(n–1) (t)

∥

∥

∥
dζ. (28)
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Similarly, one can get

‖φ2n (t)‖ ≤
2µ

(2 – µ)N (µ)
ρ2

∫ t

0

∥

∥

∥
φ2(n–1) (ζ)

∥

∥

∥
dζ +

2 (1 – µ)
(2 – µ)N (µ)

ρ2

∥

∥

∥
φ2(n–1) (t)

∥

∥

∥
. (29)

Now, we state the following theorem with the assist of the above attained results:
Theorem 2. If we have specific t0 , then the solution for Eq. (2) will exist and be unique. Further, we have for i = 1, 2.

2 (1 – µ)
(2 – µ)N (µ)

ρi +
2µ

(2 – µ)N (µ)
ρit0 < 1,

Proof. Let u (t) and v (t) be the bounded functions admitting the Lipschitz condition. Then, we get by Eqs. (28) and (29)

∥

∥φ1i (t)
∥

∥ ≤ ‖u (0)‖
[

2µ

(2 – µ)N (µ)
ρ1t +

2 (1 – µ)
(2 – µ)N (µ)

ρ1

]n
,

∥

∥φ2i (t)
∥

∥ ≤ ‖vn (0)‖
[

2µ

(2 – µ)N (µ)
ρ2t +

2 (1 – µ)
(2 – µ)N (µ)

ρ2

]n
. (30)

Therefore, for the obtained solutions, continuity and existence are verified. Now, to prove the Eq. (30) is a solution for Eq. (2), we
consider

u (t) – u (0) = un (t) –K1n (t) ,

v (t) – v (0) = vn (t) –K2n (t) . (31)

Let us consider

‖K1n (t)‖ = ‖
2 (1 – µ)

(2 – µ)N (µ)

(

G1 (t, u) – G1(t, un–1)
)

+
2µ

(2 – µ)N (µ)

∫ t

0
(G1 (ζ, u) – G1 (ζ, un–1)) dζ‖

≤
2 (1 – µ)

(2 – µ)N (µ)
‖(G1 (t, u) – G1 (t, un–1))‖ +

2µ

(2 – µ)N (µ)

∫ t

0
‖(G1 (ζ, u) – G1 (ζ, un–1))‖ dζ

≤
2 (1 – µ)

(2 – µ)N (µ)
ρ1 ‖u – un–1‖ +

2µ

(2 – µ)N (µ)
ρ1 ‖u – un–1‖ t. (32)

This process gives

‖K1n (t)‖ ≤

(

2µ

(2 – µ)N (µ)
t +

2 (1 – µ)
(2 – µ)N (µ)

)n+1
ρ
n+1
1 M.

Similarly, at t0we can obtain

‖K1n (t) ‖ ≤

(

2µ

(2 – µ)N (µ)
t0 +

2 (1 – µ)
(2 – µ)N (µ)

)n+1
ρ
n+1
1 M. (33)

As n→ ∞ and from Eq. (33), ‖K1n (t)‖ → 0. Similarly, we can verify for ‖K2n (t)‖. Next, for the solution of the projected model, we
prove its uniqueness. Suppose u∗ (t) and v∗ (t) , be the set of other solutions, then

u (t) – u∗ (t) =
2 (1 – µ)

(2 – µ)N (µ)

(

G1 (t, u) – G1
(

t, u∗
))

+
2µ

(2 – µ)N (µ)

∫ t

0

(

G1 (ζ, u) – G1
(

ζ, u∗
))

dζ. (34)

Now, employing the norm on the above equation, we get

∥

∥u (t) – u∗ (t)
∥

∥ =

∥

∥

∥

∥

∥

2 (1 – µ)
(2 – µ)N (µ)

(

G1 (t, u) – G1
(

t, u∗
))

+
2µ

(2 – µ)N (µ)

∫ t

0

(

G1 (ζ, u) – G1
(

ζ, u∗
))

dζ

∥

∥

∥

∥

∥

≤
2µ

(2 – µ)N (µ)
ρ1t
∥

∥u (t) – u∗ (t)
∥

∥ +
2 (1 – µ)

(2 – µ)N (µ)
ρ1
∥

∥u (t) – u∗ (t)
∥

∥ . (35)

On solving

∥

∥u (t) – u∗ (t)
∥

∥

(

1 –
2µ

(2 – µ)N (µ)
ρ1t –

2 (1 – µ)
(2 – µ)N (µ)

ρ1

)

≤ 0. (36)

From Eq. (36), it is clear that u (t) = u∗ (t), if

(

1 –
2µ

(2 – µ)N (µ)
ρ1t –

2 (1 – µ)
(2 – µ)N (µ)

ρ1

)

≥ 0. (37)

Hence, Eq. (37) proves our required proof.
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5 Results and discussion

The study of complex nature associated with real-world models always attracted young researchers to present their viewpoints
and illustrated novel properties of the corresponding system. In this work, we hired coupled system exemplifying the atmospheric
ocean, namely ENSOmodel using a novel fractional derivative. The considered coupled system is analysedwith the initial conditions
u (0) = u0 (t) = 1 and v (0) = v0 (t) = 1. The nature of hired model for different µ is captured in Figure 1. From these figures, we can
observe that as order increase, the complex nature reduces, specifically for µ = 0.85 we can observe more cycles in the plots. For
different values of the perturbation parameter, the response of the achieved results is captured and cited in Figure 2. For η = 4,
we can evidence the more complex nature as compared to η = 2. Similarly, we captured the nature for distinct θ and presented
it in Figure 3. The present investigation confirms that the slight changes in the physical parameters associated to systems and
furthers will help us investigate and predict the corresponding essential behaviour of the system. The fractional operator allows
us to capture the more complex nature of the same system associated with time-based properties.
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μ= 0.99
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Figure 1. Behaviour of the results achieved for (a) µ = 0.85, (b)µ = 0.90 and (c)µ = 0.99 at β = 1, η = 1, θ = 1,γ = 1 and ǫ = 0.1.
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Figure 2. Nature of the results achieved for (a) η = 2 and (b)µ = 4 at β = 1, µ = 0.95, θ = 1,γ = 1 and ǫ = 0.1.
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θ = 2
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θ = 4

-1.0 -0.5 0.0 0.5 1.0 1.5

-3

-2

-1

0

1

2

u(t)

v
(t
)

θ = 4 u(t)

v(t)

0 20 40 60 80 100

-3

-2

-1

0

1

2

t

(c)

Figure 3. Response of the results achieved for (a) θ = 2, (b) θ = 3 and (c) θ = 4 at β = 1, η = 1,µ = 0.95,γ = 1 and ǫ = 0.1.

6 Conclusion

In the present study, we analysed the atmospheric ocean model within the frame of the novel fractional operator using an efferent
numerical scheme. The complex nature of the considered ENSO model captured for distinct fractional order in parametric plots.
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The behaviour for different parameters associated with coupled system is analysed and presented in plots. The conditions for
both existence and uniqueness are archived in the present study for the considered system with the aid of Fixed-point theory and
Banach space.

The capture plots show that the hired system is exceptionally reliant on the fractional operator. The projected method finds the
solution for the employed system without making any perturbation, transformations, or discretization. The consequences attained
in the present study are simulating as related to results available in the literature. Moreover, the hired system plays an important
part in weather forecast and ocean consequences related to the daily life of the living beings. Hence, the present investigation
can aid the researchers to investigate more regarding the model and opens the door for innovation. Finally, the efficiency and
reliability of both considered operator and algorithm can be evidence with the help of the present investigation and further, they
can employ for the complex model to study corresponding consequences.
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Abstract

In the present paper, we implement a novel numerical method for solving differential equations with fractional variable-
order in the Caputo sense to research the dynamics of a circulant Halvorsen system. Control laws are derived analytically to
make synchronization of two identical commensurate Halvorsen systems with fractional variable-order time derivatives.
The chaotic dynamics of the Halvorsen system with variable-order fractional derivatives are investigated and the identical
synchronization between two systems is achieved. Moreover, graph simulations are provided to validate the theoretical
analysis.

Key words: Variable-order fractional derivative; chaotic system; Lyapunov exponent; synchronization
AMS 2020 Classification: 34D06; 26A33; 34C28

1 Introduction

Recently chaos theory has attracted the scientific community. It has revalorized the evolution of science and technology immedi-
ately its appearance in 1963 [1]. This is primarily due to the unpredictable dynamic behavior and the sensitivity to initial conditions.
The concept of chaotic science is extensively referred to the science of revelations, of the unpredictable and nonlinear. Therefore,
when studying chaotic phenomena one should expect the unexpected. Besides, chaos theory has become an effective research area,
because of the various applications of chaos in several disciplines like economy, chemistry, physics, engineering, ecology, robotics,
secure communications etc [2]. In the literature, there are many familiar chaotic systems like: Lorenz system, Lu system, Ikeda
system, Sprott-Linz system, Jerk system etc [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28,
29, 30, 31].
Moreover, the modeling of problems in physics, engineering, and real-life phenomena reflects the mathematical tools available
at the time of their development. Therefore, most real-life problems have been described by means of differential equations with
non-integer order derivatives [32]. Recently, many papers focused their attention on ODEs and PDEs with non-integer-order
derivatives owing to their common aspect in assorted applications in finance, medical, fluid mechanics, viscoelasticity, biology,
physics, and engineering [33, 34, 35, 36, 37]. Therefore, there is abundant literature developed touching the applications of frac-
tional differential equations in non-linear dynamics [38, 39, 40, 41, 42, 43, 44]. Accordingly, considerable attention of fractional
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equations and their solutions have been given [45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61]. Nowadays, the
variable-order fractional calculus (VOFC) is becoming a very useful instrument, due to the numerous applications in science and
engineering [62] and a few studies have been declared in the literature using derivatives with variable-order [63, 64]. More re-
cently, in [65], a physical empirical study that includes the variable-order operators has been investigated.
In this paper, we will discuss a novel numerical method for obtaining the solutions of ODEs with variable-order time-fractional
derivatives (VOFD). We then study the chaotic dynamics of a Halvorsen system with VOFD and achieve the identical synchroniza-
tion between two systems.
Our paper organization is as follows: Section 2 deals with some fundamental definitions of VOFC and stability theory as well as
it introduces a new numerical scheme for solving fractional-ordered DEs. Besides three illustrative examples explain the compar-
isons between solutions we obtained and the results in the literature in this section. In section 3, a circulant chaotic system with
fractional-order derivatives is presented, its qualitative properties are explained in detail. Section 4 deals with the synchronization
results. In section 5, numerical simulations are reported. Finally, in section 6, the main conclusions are outlined.

2 Preliminaries

Preliminaries for variable-order fractional calculus

In this section, we recall some definitions and properties of the VOFC; they are obtained by changing the order of the fractional
derivation by a continuous bounded function in the counterparts.

Definition 1 [66] For any bounded function κ(t), the variable-order Caputo fractional derivative (VOCFD) of a functionφ is given by

Dκ(t)
C

φ(t) =
1

Γ(r – κ(t))

∫ t

0

[

φ(r)(s)

(t – s)κ(s)+1–r

]

ds, (1)

as long as the integral exists, with r – 1 < κ(t) ≤ r, r =
[

max0≤t≤Tκ(t)
]

+ 1, where [ρ] is the integer part of ρ, and Γ(.) is the Gamma function.

When κ(t) is a constant, then we retrieve the constant-order fractional derivative in the Caputo sense.

Remark 1 Throughout this paper we think that the function κ(t) is defined such that the integral in the previous definition exists.

Remark 2 Theoretical analysis on existence of solutions of various initial value problems with VOFDs has been given in some
studies (see for instance [62] and [67]).

The stability theorem

Consider a general variable-order fractional (VOF) system































Dκ(t)c x(t) = ξ1(x, y, z),

Dκ(t)c y(t) = ξ2(x, y, z),

Dκ(t)c z(t) = ξ3(x, y, z),

(2)

where κ(t) ∈ (0, 1] is the order function that is bounded and continuous, t ≥ 0, and initial conditions (x(0), y(0), z(0)) = (x0, y0, z0).
The equilibrium of system (2) can be deduced via solving the coupled equations



























ξ1(x, y, z) = 0,

ξ2(x, y, z) = 0,

ξ3(x, y, z) = 0,

(3)

and the Jacobian of system (2) is shown as follows

J =









∂ξ1
∂x

∂ξ1
∂y

∂ξ1
∂z

∂ξ2
∂x

∂ξ2
∂y

∂ξ2
∂z

∂ξ3
∂x

∂ξ3
∂y

∂ξ3
∂z









. (4)

The stability of system (2) counts on the stability of eigenvalues λi of the Jacobian J. To categorize the equilibrium point of system
(2), we will use the extended necessary stability condition for VOF systems [66].
We denote κR = max0≤t≤T κ(t) and κr = min0≤t≤T κ(t).

Theorem 1 Say that E is a given equilibrium point of the following autonomous system

Dκ(t)t X(t) = F(X), (5)
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where X(0) = X0, 0 < κ(t) ≤ 1 is bounded and continuous and X ∈ R
n.

If the λi values of J =
∂F
∂X
|E hold

|arg(λi)| >
π

2
κR, (6)

in that case system (5) is locally asymptotically stable at the balance value E. Else, if |arg(λi)| <
π
2 κr system (5) is unstable.

A numerical scheme for solving VOF differential equations

Taking into account that variable-order fractional differentiation is a generalization constant-order fractional differentiation
(COFD), some well-known relations including composition and sequential derivative rules for COFD do not remain valid for VOFD.
Consequently, solving differential equations under variable-order derivatives needs different methodologies, modifications, and/or
generalizations for the known concepts. Inspired by the recent works [68] and [69], we introduce in what follows a new scheme
for solving FDEs with variable-order.
Let us take the following VOF system:

{

C
0Dx

κ(t) (t) = F(t, x (t)) for 0 < t ≤ T,
x (0) = x0,

(7)

where F is a general nonlinear function, 0 < κ(t) ≤ 1 and x0 is the initial condition.
Applying the operator Iκ(t) on both sides of equation (7) we get

x (t) = x0 +
1

Γ(κ(t))

∫ t

0
F (s, x (s)) (t – s)κ(t)–1ds. (8)

Now we choose the following uniform grid:

h =
T

N
, tn = nh, forn = 0, 1, 2, ...,N, t0 = 0 and Tn = T.

For a given t = tn+1, n = 0, 1, 2 . . . ,N it yields

x (tn+1) = x0 +
1

Γ(κ(t))

∫ tn+1

0
F (s, x (s)) (tn+1 – s)

κ(t)–1ds

= x0 +
1

Γ(κ(t))

n∑

k=0

∫ tk+1

tk

F (s, x (s)) (tn+1 – s)
κ(t)–1ds. (9)

It is well-known that composite Lagrange interpolation consists in splitting the interval into many subintervals, and uses a
lower order Lagrange interpolation in each subinterval, in order to have a good approximation of a function. Therefore, on each
subinterval

[

tk, tk+1
]

, we approximate F (s, x (s)) with a Lagrange interpolation polynomial:

Pk (τ) =
s – tk–1
tk – tk–1

F
(

tk, x
(

tk
))

–
s – tk
tk – tk–1

F
(

tk–1, x
(

tk–1
))

=
F
(

tk, x
(

tk
))

h

(

s – tk–1
)

–
F
(

tk–1, x
(

tk–1
))

h
(s – tk)

≃
F
(

tk, xk
)

h

(

s – tk–1
)

–
F
(

tk–1, xk–1
)

h

(

s – tk
)

.

Coming back to (9), we get the following

xn+1 = x0 +
1

Γ(κ(t))

n∑

k=0

F
(

tk, xk
)

h

∫ tk+1

tk

(

s – tk–1
)

(tn+1 – s)
κ(t)–1ds (10)

–
1

Γ(κ(t))

n∑

k=0

F
(

tk–1, xk–1
)

h

∫ tk+1

tk

(

s – tk
)

(tn+1 – s)
κ(t)–1ds.

Next, we compute the following coefficients

A
κ(t),k,1 =

∫ tk+1

tk

(

s – tk–1
)

(tn+1 – s)
κ(t)–1ds,

and

B
κ(t),k,2 =

∫ tk+1

tk

(

s – tk
)

(tn+1 – s)
κ(t)–1ds.
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A simple integration leads to

A
κ(t),k,1 =

(n + 1 – k)κ(t)
(

n – k + 2 + κ(t)
)

– (n – k)κ(t)(n – k + 2 + 2κ(t))
κ(t)(κ(t) + 1)

, (11)

and

B
κ(t),k,2 =

(n + 1 – k)κ(t)+1 – (n – k)κ(t)(n – k + 1 + κ(t))
κ(t)(κ(t) + 1)

. (12)

Inserting (11) and (12) in equation (10) gives the following approximation

xn+1 = x0 +
n∑

k=0

Qk

(

(n + 1 – k)κ(t)
(

n – k + 2 + κ(t)
)

– (n – k)κ(t)(n – k + 2 + 2κ(t))
)

–
n∑

k=0

Qk–1

(

(n + 1 – k)κ(t)+1 – (n – k)κ(t)(n – k + 1 + κ(t))
)

. (13)

Qk =
hκ(t)F(tk,xk)
Γ(κ(t)+2)

and Qk–1 =
hκ(t)F(tk–1,xk–1)

Γ(κ(t)+2)
.

To prove the accuracy and the applicability of the above described method, we give some examples and find their solutions. The
obtained numerical solutions are compared with the exact solutions if the case arises, otherwise, we made a comparison with
obtained results via other known methods.

Example 1 First we take the following linear FDE, where the fractional operator is taken in the Caputo sense:











Dκ(t)c x(t) = cos(2t), t ∈ [0, T]

x(0) = 0.
(14)

The application of the fractional integral on both sides of (14) gives the following exact solution:

x(t) =
–23/2–κ(t)tα (t)LS (κ (t) + 1/2, 3/2, 2 t) + 2 tκ(t)+1/2κ (t)

2Γ (2 + κ (t))
√
t

+
2 tκ(t)+1/2 – 2–κ(t)+1/2LS (κ (t) + 3/2, 1/2, 2 t)

2Γ (2 + κ (t))
√
t

,

where LS is the Lommel’s function. Let us take κ(t) = 0.9 – 0.05 t1+t solve equation (14) numerically using the above proposed scheme for a
step-size h = 0.01, N = 1000 and T = 10. Figure 1 plots the profile of numerical solution vs exact solution of (14), it is clear that the suggested
algorithm furnishes accurate numerical results.

Figure 1. Exact vs numerical solution of (14) for κ(t) = 0.9 – 0.05 t1+t .
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Example 2 Now we take into account the following equation











Dκ(t)c x(t) = e
–
√
t2 , t ∈ [0, T]

x(0) = 0.

(15)

Similarly, we get the following exact solution for equation (15)

x(t) =
t1/2κ(t)e–1/2 tW (–1/2κ (t) , 1/2κ (t) + 1/2, t)

t (1 + κ (t)) Γ (κ (t))

+
t1/2κ(t)e–1/2 tW (–1/2κ (t) + 1, 1/2κ (t) + 1/2, t)

tκ (t) (1 + κ (t)) Γ (κ (t))
,

whereW is the Whittaker function.
To prove the high accuracy of the novel method, we solve equation (15) by taking κ(t) = 0.94 + 1

30 sin
(

t
6

)

, h = 0.05 and T = 10. Figure 2

shows that an excellent agreement between the exact and numerical solution of (15).

Figure 2. Exact vs numerical solution of (15) for κ(t) = 0.94 + 1
30 sin

(

t
6

)

Example 3 Let us now consider the problem for the VFO Duffing oscillator [32]











x′′(t) + 0.2Dκ(t)c x(t) + x(t) + x
3(t) = p(t),

x(0) = 0, x′(0) = 0,
(16)

where

κ(t) = 1 – exp(–t), and p(t) = 2 + t2 + t6 + 0.4
t1+e

–t
et

Γ
(

e–t
) (

1 + e–t
) . (17)

The exact solution of Eq. (16) is x(t) = t2. In Figure 3, we remark that the solution we obtained and the exact solution are in high agreement for
h = 0.01.
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Figure 3. Exact vs numerical solution of (16) for κ(t) = 1 – exp(–t).

3 A variable-order fractional Halvorsen system

This section aims to present a study of a 3D circulant system, called the Halvorsen system [3] with variable fractional-order
derivative in Caputo sense, which is described by the following































Dq(t)c x = –ax – by – bz – y
2,

Dq(t)c y = –ay – bz – bx – z
2,

Dq(t)c z = –az – bx – by – x
2.

(18)

It is clear that system (18) is symmetric respectively to cyclic interchanges of the states x, y, and z. According to Halvorsen,
system (18) is chaotic for the values of the parameters are given as a = 1.3 and b = 4 (for the classical case q(t) = 1). In what
follows, we describe the qualitative properties of the Halvorsen chaotic system (18). Throughout this section we will take q(t) =

0.7 + 0.2 exp(–t)
1+exp(–t)

.

Dissipativity

As in [3], the Halvorsen system (18) can be written as

Dq(t)c X(t) = F(X(t)), (19)

where X =







x

y

z






, F =







f1(X)
f2(X)
f3(X)






and



























f1(X) = –ax – by – bz – y2,

f2(X) = –ay – bz – bx – z2,

f3(X) = –az – bx – by – x2.

The divergence of the vector field f on R
3 is expressed as

divF =
∂f1
∂x

+
∂f2
∂y

+
∂f3
∂z

= –3.9 < 0. (20)

Let us denote byΩ a subset of R3 with a smooth boundary such thatΩ(t) = Φt(Ω) where Φt is the flow of F. Additionally, let V(t)
refers to the hypervolume of Ω(t). By the Liouville’s theorem, we get

dV

dt
=
∫

Ω(t)
divFdxdydz. (21)

Replacing divF from (20) into (21), we get

dV

dt
= –3.9

∫

Ω(t)
dxdydz = –3.9V(t), (22)
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Integrating equation (22) we obtain

V(t) = V(0) exp(–3.9t). (23)

According to Eq. (23), V(t) is converging to zero exponentially as t becomes infinite. Consequently, the VOF Halvorsen system (18)
is a dissipative one.

Equilibrium point and the stability

The equilibria of the VOF Halvorsen system (18) are deduced by solving the following system



























–ax – by – bz – y2 = 0,

–ay – bz – bx – z2 = 0,

–az – bx – by – x2 = 0.

(24)

We find that (24) has two equilibrium points, namely

E0 = (0, 0, 0) and E1 = (–9.27, –9.27, –9.27). (25)

The Jacobian matrix of the VOF Halvorsen system (24) at E0 is obtained as

JE0 =











–1.27 –4 –4

–4 –1.27 –4

–4 –4 –1.27











. (26)

The matrix JE0 has the eigenvalues







λ1 = 2.73,
λ2 = –9.27,
λ3 = 2.73.






(27)

Similarly, the Jacobian matrix of system (24) at E1 is given as

JE1 =











–1.27 14.54 –4

–4 –1.27 14.54

14.54 –4 –1.27











. (28)

The eigenvalues of JE1 are :







κ1 = –6.54 + 16.0561109861635i,
κ2 = –6.54 – 16.0561109861635i,

κ3 = 9.27.






(29)

We conclude that the equilibrium point E0 is a saddle then it is unstable. Therefore, the necessary condition to ensure chaos is
satisfied.

Quantitative characterization of VOFD Halvorsen system

The computation of Lyapunov exponents (LE) is a basic problem in the study of dynamical systems since they provide a quantifi-
cation of the exponential divergence of initially close state-space trajectories and measure the amount of chaos in a given system
[3]. Actually, a positive (LE) is sufficient to claim the presence of chaos in a dynamical system.
A numerical calculation using the Gram-Schmidt orthonormalization procedure for the initial conditions (x, y, z) = (0.2, 0.6, 0.2)

reveals that system (24) when q(t) = 0.7 + 0.2 exp(–t)
1+exp(–t)

, has the following Lyapunov exponents :







L1 = 0.7935801,
L2 = 0.0002090,
L3 = –4.6037936.






(30)
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Since L1 + L2 + L3 = –3.8100045 < 0, the VOF Halvorsen chaotic system (24) is dissipative.
Moreover, the Kaplan-Yorke dimension of the VOF Halvorsen chaotic system (24) is obtained as

DKY = 2 +
L1 + L2
|L3|

= 2.1724206533, (31)

which is fractional.

4 Active control synchronization

The synchronization of two coupled chaotic systems is an important topic due to its applications in various fields of science and
engineering, for instance, secure communication, cryptography, analog and digital signals, control processing, time series analy-
sis, as well as earthquake dynamics [70]. Moreover, numerous techniques have been investigated for chaos synchronization like
linear and nonlinear feedback control [71], back stepping nonlinear control approach [72], sliding mode control [73], adaptive
control [74], etc. In this paper, we will design active nonlinear controllers to synchronize two identical Halvorsen systems with
variable-order time-fractional derivatives.

To achieve synchronization, we define the drive-response scheme of two VOF identical Halvorsen systems, namely

Drive































Dq(t)t x1 = –ax1 – by1 – bz1 – y
2
1 ,

Dq(t)t y1 = –ay1 – bz1 – bx1 – z
2
1 ,

Dq(t)t z1 = –az1 – bx1 – by1 – x
2
1 .

(32)

Response































Dq(t)t x2 = –ax2 – by2 – bz2 – y
2
2 + U1(t),

Dq(t)t y2 = –ay2 – bz2 – bx2 – z
2
2 + U2(t),

Dq(t)t z2 = –az2 – bx2 – by2 – x
2
2 + U3(t),

(33)

where Ui(t); i = 1, 2, 3 are unknown active control functions to be computer lated. Recall that the initial conditions (x1,0, y1,0, z1,0)
and (x2,0, y2,0, z2,0) are different and we target to synchronize the signals even if there is discrepancy between the initial conditions.
First, we define the error vector e(t) as the following



































e1 = x2 – x1,

e2 = y2 – y1,

e3 = z2 – z1.

(34)

Subtracting (32) from (33) and using (34), we find































Dq(t)t e1 = –ae1 – be2 – be3 – (y
2
2 – y

2
1 ) + U1(t),

Dq(t)t e2 = –ae2 – be3 – be1 – (z
2
2 – z

2
1 ) + U2(t),

Dq(t)t e3 = –ae3 – be1 – be2 – (x
2
2 – x

2
1 ) + U3(t).

(35)

Let



























U1(t) = be2 + be3 + (y22 – y
2
1 ),

U2(t) = (z22 – z
2
1 ) + be3,

U3(t) = (x22 – x
2
1 ).

(36)

Consequently, the fractional-order error dynamical system is reduced to































Dq(t)t e1 = –ae1,

Dq(t)t e2 = –ae2 – be1,

Dq(t)t e2 = –be1 – be2 – ae3.

(37)
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Theorem 2 For any initial conditions, the drive and response defined by the synchronization scheme (32) and (33) are with the control law
(36).

Proof The above error system (37) has a unique equilibrium point (0, 0, 0) and the Jacobian matrix at this point is

J(0,0,0) =











–1.3 0 0

–4 –1.3 –4

0 0 –1.3











.

Clearly, λ = –1.3 is triple eigenvalue of J(0,0,0) and |arg(λ)| = π which is always greater than π
2 qM. Therefore, based on the stability

theorem, we conclude that it is direct to see that the error dynamics converge to the manifold (e1, e2, e3) = (0, 0, 0) as t → ∞.
Consequently, the synchronization between two identical systems (32) and (33) is achieved via the control law (36).

5 Numerical simulations

This section presents the numerical simulations of Sections 3 and 4. The time step is fixed to h = 0.01 and the calculations are

carried out for q(t) = 0.7 + 0.2 exp(–t)
1+exp(–t)

.

(a) (b)

(c)

Figure 4. Time series of system (18) : (a) x(t), (b) y(t) and (c) z(t).
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(a) (b)

(c) (d)

Figure 5. (a) Phase plane x – y, (b) Phase plane x – z, (c) Phase plane y – z and (d) The attractor x – y – z.

(a) (b)

(c) (d)

Figure 6. Synchronization of the VOF system (18): (a) x1(t) vs x2(t), (b) y1(t) vs y2(t), (c) z1(t) vs z2(t) and (d) The error functions e1(t), e2(t), e3(t) → 0 as t → ∞.

6 Conclusion

This paper introduced a novel numerical method for solving ordinary differential equations with variable-order time-fractional
derivatives. It is shown that there is no computational complexity in the algorithm, the method is easy to program. The accuracy
of the method is demonstrated through numerical examples. Moreover, the chaotic dynamics of a Halvorsen system with variable-
order fractional derivatives are investigated and the identical synchronization between two systems is achieved. Besides, the
results of this paper reveal that the variable-order derivation can be very useful for describing chaotic phenomena, their control,
and synchronization.
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Abstract

In this study, an alternative method has been applied to obtain the new wave solution of mathematical equations used in
physics, engineering, and many applied sciences. We argue that this method can be used for some special nonlinear partial
differential equations (NPDEs) in which the balancing methods are not integer. A number of new complex hyperbolic
trigonometric traveling wave solutions have been successfully generated in the Eckhaus equation (EE) and nonlinear Klein-
Gordon (nKG) equation models associated with the Schrödinger equation. The graphs representing the stationary wave are
presented by giving specific values to the parameters contained in these solutions. Finally, some discussions about new
complex solutions are given. It is discussed by giving physical meaning to the constants in traveling wave solutions, which
are physically important as well as mathematically. These discussions are supported by three-dimensional simulation. In
order to eliminate the complexity of the process and to save time, computer package programs have been utilized.

Key words: Eckhaus equation; nonlinear Klein Gordon equation; complex hyperbolic trigonometric travelling wave solu-
tions; non-integer balancing term
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1 Introduction

The proposed method has been shown to be an effective mathematical instrument to solve the nonlinear wave of equations in
mathematics, physics, and engineering. So the discussion of NPDEs exact solutions in the nonlinear sciences is very important.
Over the past few years, many researchers have used this beneficial method extensively, for example, the Jacobi elliptic expansion
method [1], modified Kudryashov method [2, 3], the tanh method [4], sub-equation analytical method [5], the inverse scattering
method [6], the first integral method[7, 8], the extended tanh-function method [9, 10], the Hirota’s direct method [11], the auxil-
iary equation method [12], improved Bernoulli sub-equation function method [13], expansion method [14], (G′/G, 1/G)–expansion
method [15, 16, 17], generalized exponential rational functionmethod [18, 19, 24], Sinh–Gordon functionmethod [20], Sine-Gordon
expansion method [21], Bernoulli sub-equation method [22], (G′/G)–expansion method [23].
The equation of the Eckhaus is as follows [25]:

iut + uxx + 2(|u|
2)xu + |u|

4u = 0, (1)

where u = u(x, t) is a complex function. Eq. (1) is of the Schrödinger nonlinear type and recognizes a linearization of the Schrödinger
linear equation that depends on free time. The EE has been found as a multi-scale asymptotic reduction of certain classes of NPDE.

➤ Received: 11.07.2021 ➤ Revised: 17.08.2021 ➤ Accepted: 20.08.2021 ➤ Published: 25.08.2021

24

https://orcid.org/0000-0002-1460-8573


A. Yokus | 25

The EE was linearized by a variation of the dependent variable. Many scientists have worked with this equation for example, the
first-integral method [25], weakly nonlinear effects [26], the Laplace transform [27], the EE was linearized by an appropriate
change of variable [28], many of the properties of the EE were researched [29], the EE can be integrated by a change of dependent
variable [30], the intent of this work is to discover exact solutions of the EE by expansion method.

In this work, we use the expansion method to contract several new cases with the exact solutions for some NPDEs such as the
nKG equation, which in mathematical physics is very important and many researchers paid attention to the balance number, not
integer. In this paper, we analyze the nKG equation [31] as follows:

utt –ω
2uxx + αu –βu

3 + γu5 = 0, (2)

whereω, α, β , and γ are arbitrary constant. In many scientific applications, these equations play an important role, such as the
quantum field theory [32], the solid state physics [33], the nKG equations, and found many types of exact traveling wave solutions
including compact solutions, periodic solutions, soliton solution using the tanh-function method [34], generalized Kudryashov
method [35], Homotopy Perturbation Method [36].
The nonlinear Klein-Godon equation, which is directly related to the Schrödinger equation, has become famous in the literature as
the relativistic wave equation[37]. It is also one of the indispensable equations of relativistic quantum mechanics, which examines
the behavior of particles exposed to high energy. Space and rocket industry, nuclear and medical waste treatment, earthquake,
high energy, and plasma physics are the application areas.

2 The methodology of the (1/G′)-expansion method

In this segment, general realities of the (1/G′)-expansion method [38, 39, 40] are displayed. To start with, we consider the general
type of nonlinear PDE that depends on t and x variables.

W(u, ut, ux, uxx, . . . ) = 0, (3)

here is u(x, t) a function that depends on x and t, ξ = k(x – 2at) in the form of u(x, t) = Uei(ax+bt) where k, a and b are constants that
are not zero. PDE referred to as Eq. (3), using this conversions

Q(U,U′,U′′, . . .) = 0, (4)

the ODE is shaped. On the other hand, the solution of the linear ODE is given below G = G(ξ).

G
′′

+ λG
′

+ µ = 0. (5)

The solution of nonlinear ODE given by Eq. (4) can be written as follows.

u (ξ) =
m∑

i=1

ai

(

1
G′

)m
, (6)

here are a1, a2, . . . ,λ,µ constants and m is the balancing term. The term balance is a fixed number obtained in any non-linear
ODE between the highest order linear term and the highest order non - linear term. This number Eq. (6) is written in place and
then the needful derivatives for the solution are obtained. In such derivatives, G

′′

= –λG – µ taken as (1/G′) is a polynomial and
homogeneous equation. Here (1/G′)m, m ∈ Q equals the coefficients of the terms to zero and a system of algebraic equations is
built. This algebraic system of equations is calculated by using computer technology. These constants are written in place in Eq.
(6). The ξ-linked solution must provide Eq. (4). After the necessary controls, the wave transformation is reversed and we reach
the solution of Eq. (3).

3 Application 1

In this section, the solution given by Eq. (1) with (1/G′)-expansion method will be obtained. We can choose the following trans-
formation of the wave for Eq. (1):

u(x, t) = U(ξ)ei(ax+bt), ξ = k(x – 2at), (7)

under Eq. (1) wave transformation, Eq. (1) is converted to ODE as follows:

k2U′′ – (b + a2)U + 4kU′U2 + U5 = 0. (8)

In Eq. (8), the balancing constant between the highest order linear term U′′ and the highest nonlinear term U5 is that m = 1
2 is

not integer. The solution of the ODE obtained in the form of Eq. (8) can be given in the following way considering Eq. (6):

U (ξ) = a1

(

1
G′

) 1
2
, (9)
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we take the 1st and 2nd derivatives of Eq. (9) and put them in Eq. (8), we get a polynomial with
(

1/G′
) r
2 , r ∈ N variable.

(

1/G′
) r
2

the polynomial term coefficients equal to zero.

(

1
G′

) 1
2 : –a2a1 – ba1 +

1
4 k
2λ2a1 = 0,

(

1
G′

)
3
2 : k2λµa1 + 2kλa

3
1 = 0,

(

1
G′

)
5
2 : 3

4 k
2µ2a1 + 2kµa

3
1 + a

5
1 = 0.

(10)

The system of Eq. (10) can be solved with the help of a computer package program. The solutions obtained here are put into Eq.
(9). Finally, the conversion is reversed and a new complex hyperbolic trigonometric travelling wave solution for Eq. (1) is obtained.
The results are as follows:

a1 = ∓ i
√
k
√
µ

√
2
, λ = ∓ 2

√
a2+b
k

,

u(x, t) = – ie
i(ax+bt)

√
k
√
µ

√
2





1
kµ

2
√
a2+b

+A cosh
[

2(x–2at)
√
a2+b

]

+A sinh
[

2(x–2at)
√
a2+b

]





1
2

,

(11)
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Figure 1. In terms of the Eq (11), for the constants a = 1, b = 1, A = –5, k = –1, µ = 6 the new complex hyperbolic trigonometric travelling wave solution of

Eq. (1).

4 Application 2

In this section, we use the proposed method to solve the nKG equation. We can choose the following transformation of the wave
for Eq. (2):

u (x, t) = U (ξ) , ξ = x – Vt (12)

where V is constant. The travelling wave variable Eq. (12) allows us to convert Eq. (2) to the following ODE for U = U (ξ):

(

V2 –ω2
)

U′′ + αU –βU3 + γU5 = 0, (13)
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In Eq. (13), the balancing constant between the highest order linear term U′′ and the highest nonlinear term U5 is that m = 1
2 is

not integer. The solution of the ODE obtained in the form of Eq. (13) can be given in the following way considering Eq. (6).

U (ξ) = a1

(

1
G′

) 1
2
, (14)

we take the 1st and 2nd derivatives of Eq. (14) and put them in Eq. (13), we get a polynomial with
(

1/G′
) r
2 , r ∈ N variable.

(

1/G′
) r
2

the polynomial term coefficients equal to zero.

(

1
G′

) 1
2 : αa1 –

1
4ω

2λ2a1 +
1
4 v
2λ2a1 = 0,

(

1
G′

)
3
2 : –ω2λµa1 + v

2λµa1 –βa
3
1 = 0,

(

1
G′

)
5
2 : – 34ω

2µ2a1 +
3
4 v
2µ2a1 + γa

5
1 = 0,

(15)

The system of Eq. (15) can be solved with the help of a computer package program. The solutions obtained here are put into
Eq. (14). Finally, the conversion is reversed and a new complex hyperbolic type trigonometric travelling wave solution to Eq. (2)
is obtained. The results are as follows:

a1 = ∓ 2i
√
α
√
µ√

β
√
λ
, γ = 3β2

16α
, v = ∓

√
–4α+ω2λ2

λ
,

u(x, t) = – 2i
√
α
√
µ

√
β
√
λ

[

–µ
λ
+A cosh

[

λ

(

x+ t
√
–4α+ω2λ2

λ

)]

–A sinh
[

λ

(

x+ t
√
–4α+ω2λ2

λ

)]] 1
2
.

(16)
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Figure 2. In terms of Eq. (16), for the constants α = 2, β = 1 , A = 3, k = 2.5, µ = 1, λ = 1, ω = 0.001 the new complex hyperbolic trigonometric travelling wave

solution of Eq. (2).

5 Results and discussions

In this study, we have introduced a new method for a new complex hyperbolic trigonometric travelling wave solution of partial
differential equations that are not integer in the balancing term. We have implemented the application here for the balancing
term m = 1

2 . In next studies, both m < 0 and m 6= 1
2 can be used for balancing terms that m is not integer. For Eq. (1), the

complex hyperbolic trigonometric travelling wave solution presented in the form of Eq. (11), and for Eq. (2), the complex hyper-
bolic trigonometric travelling wave solution presented in the form of Eq. (16) is new and the solutions provide Eq. (1) and Eq. (2).
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By giving special values to the parameters in these solutions, we can present the three-dimensional graphics representing the
constant wave as follows.
The traveling wave solutions obtained in this study are valuable physically as well as mathematically. In order to understand its
physical value, the constants in the obtained traveling wave solutions must be given physical meaning. In physics, the mathe-
matical model representing the assumption that the envelope of a forward-moving wave pulse changes slowly in time and space
compared to a period or wavelength can be represented by Eq. (7) [41]. In Eq. (7), ξ = k(x – 2at) is the variable of the traveling
wave. U(ξ) represents an amplitude of the traveling wave solution. In addition, ka and a represent the velocity and frequency of
the traveling wave, respectively, which is physically prominent in this study and whose different values will be analyzed for the
behavior of the traveling wave. The a parameter is directly related to both the speed of the wave and the length of the wave. So
let us analyze the behavior simulation of the traveling wave solution for different values of a in Eq. (11) traveling wave solution
produced by the (1/G′)–expansion method for Eq. (1).

Figure 3. In terms real part of Eq. (11), for the constants b = 1, A = –5, k = –1, µ = 1 the new complex hyperbolic trigonometric travelling wave solution of Eq. (1).
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Figure 4. In terms imaginary part of Eq. (11), for the constants b = 1, A = –5, k = –1, µ = 1 the new complex hyperbolic trigonometric travelling wave solution of

Eq. (1).

Physically, we can observe in Figs. 3 and 4 that the parameter a is related to both the velocity and the frequency of the traveling
wave. As the frequency increases, the wavelength of the traveling wave decreases while its speed increases. When a =, the
traveling wave exhibits triangular wave behavior. The frequency of the traveling wave is directly related to the wave number. As
the frequency increases, the number of waves increases. We can support the validity of this discussion with Figs. 3 and 4. In
addition, the interpretations are similar as it exhibits similar behaviors for the real and imaginary parts.
The Klein-Gordon equation is related to the Schrödinger equation and is known as the relativistic wave equation. In physics,
relativistic quantum mechanics studies the behavior of particles exposed to high energy [37]. We think that the Klein-Gordon
equation, whose traveling wave solution is produced in this study, can be a mathematical model of a high-energy seismic wave.
Traveling wave solutions, which play an important role in the transfer of energy from one point to another, may lead to different
discussions about earthquakes in the future.

6 Conclusions

In this paper, we explored a new application (1/G′) -expansion method, we obtained exact solutions of the EE and nKG equation,
and obtained new types of complex hyperbolic trigonometric travelling wave solution for the EE and nKG equation. Many scientists
were less interested, when the balancing term used in the expansionmethods was non-integer or negative. In order to increase this
interest, the method can be applied for non-integer balancing terms of partial differential equations. This paper presented wider
applicability using the (1/G′) -expansion method to handle nonlinear evolutionary equations. The parameters in the obtained
traveling wave solution were given physical meaning. A three-dimensional simulation of the wave behavior is constructed for
different values of the a parameter, which affects the frequency and speed of the traveling wave. The dynamics of the wave
supported by simulation are discussed. Results show that this method was effective. The new wave solution obtained in this paper
can present different perspectives on future researches.
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Abstract

The theory of convexity plays an important role in various branches of science and engineering. The main objective of
this work is to introduce the idea of a generalized convex function by unifying s–type m–convex function and Raina type
function. In addition, some beautiful algebraic properties and examples are discussed. Applying this new definition,
we explore a new sort of Hermite-Hadamard inequality. Furthermore, to enhance the paper we investigate several new
estimations of Hermite-Hadamard type inequality. The concepts and tools of this paper may invigorate and revitalize for
additional research in this mesmerizing and absorbing field of mathematics.

Key words: Convex function; m-convex function; s-type convex function; Hölder’s inequality; improved power-mean
integral inequality
AMS 2020 Classification: 26A51; 26A33; 26D07; 26D10; 26D15

1 Introduction

The expression "convexity" is the main, intriguing, regular, and principal documentations in mathematical analysis. For the first
time, it was utilized generally in a book by Hardy, Little, and Polya (see [1]). As of late, the hypothesis of convexity assumes an
exceptionally entrancing and astonishing part in the realm of science, hence anyone working, especially in the field of inequalities
cannot ignore its importance and significance. Numerous analysts consistently attempt to utilize novel thoughts for the pleasure
and beautification of convexity theory. This hypothesis gives us fascinating and amazing mathematical strategies to tackle and to
take care of a great deal of the issue which emerges in pure and applied sciences. During the last few decades, numerous scientists
specially mathematicians have added to the advancement of the theory of convex analysis in different directions. For the attention
of the readers, we encourage the references [2, 3, 4, 5, 6, 7] to see.
The theory of inequality is one of the most important aspects in many branches of mathematics such as functional analysis,
theory of differential and integral equations, probability theory, mechanics, and other sciences. In this manner, the hypothesis
of inequalities might be viewed as an autonomous field of mathematical analysis. As of late, the idea of convex analysis and the
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concept of inequality have been generalized, improved and extended in many directions. The relationship between these two fields
has roused numerous scientists specially mathematicians because of its broad applications. For some related papers on convexity,
see the references [8, 9, 10, 11].
As everybody knows, there exists a class of numerical models depicted by differential equations, for example, Malthus population
model. In any case, a great deal of a differential equation does not have a specific arrangement. Under this case, integral inequalities
are critical for researching the boundedness, stability, asymptotic behavior of solutions to differential equations.
Motivated by the ongoing research activities, the aim of this paper is to introduce a new class of a convex function, called a
generalized s–type m–convex function of Raina type. Next, we explore some of its algebraic properties and examples. As main
results, a new version of Hermite–Hadamard inequality and its refinements in support of the new definition are presented.

2 Preliminaries

Definition 1 [3] LetΥ : I→ R be a real valued function. A functionΥ is said to be convex, if

Υ (♭a1 + (1 – ♭) a2) ≤ ♭Υ (a1) + (1 – ♭)Υ (a2) (1)

holds for all a1, a2 ∈ I and ♭ ∈ [0, 1].

The most important inequality concerning convex functions is Hermite–Hadamard inequality [12] given as:

Theorem 1 IfΥ : [a1, a2]→ R is a convex function, then

Υ
(

a1 + a2

2

)

≤
1

a2 – a1

∫
a2

a1

Υ(x)dx ≤
Υ(a1) +Υ(a2)

2
. (2)

Since its discovery, many researchers have presented various generalizations and improvements with reference to different types of
generalized convex functions like s- convex functions,m- convex functions, Harmonically convex functions, log-convex functions,
exponentially convex functions, and many more. This inequality along with inequalities such as Ostrowski inequality, Simpson
inequality, Bullen type inequality, Opial type inequality, and Mercer type inequality have accumulated a lot of attention among
mathematicians due to their widespread view and applications in the field of mathematical analysis.
In 2005, Raina [13] introduced a new class of function defined formally by

F
σ
ρ,λ(z) = F

σ(0),σ(1),...
ρ,λ (z) =

+∞∑

k=0

σ(k)
Γ(ρk + λ)

zk, (3)

where σ = (σ(0), . . . ,σ(k), . . .) and ρ,λ > 0, |z| < R. The above class of functions is a generalization of the classical Mittag–Leffler
function and the Kummer function.
Cortez [14, 15] established a new class of set and function involving the Raina’s function, which is said to be a generalized convex
set and a convex function.

Definition 2 [15] Let σ = (σ(0), . . . ,σ(k), . . .) and ρ,λ > 0. A set X 6= ∅ is said to be generalized convex, if

a2 + ♭ F
σ
ρ,λ(a1 – a2) ∈ X, (4)

for all a1, a2 ∈ X and ♭ ∈ [0, 1].

Definition 3 [15] Let σ denote a bounded sequence, then σ = (σ(0), . . . ,σ(k), . . .) and ρ,λ > 0. If Υ : X → R satisfies the following
inequality

Υ
(

a2 + ♭ F
σ
ρ,λ(a1 – a2)

)

≤ ♭Υ(a1) + (1 – ♭)Υ(a2), (5)

for all a1, a2 ∈ X,where a1 < a2 and ♭ ∈ [0, 1], thenΥ is called a generalized convex function.

Remark 1 We have Fσ
ρ,λ(a1 – a2) = a1 – a2 > 0, and so we obtain Definition 1.

Condition A: Let X ⊆ R be an open generalized convex subset with respect to (w.r.t.) Fσ
ρ,λ(·). For any a1, a2 ∈ X and ♭ ∈ [0, 1],

F
σ
ρ,λ

(

a2 – (a2 + ♭ F
σ
ρ,λ(a1 – a2))

)

= –♭ F
σ
ρ,λ(a1 – a2),

F
σ
ρ,λ

(

a1 –
(

a2 + ♭ F
σ
ρ,λ(a1 – a2)

))

= (1 – ♭) Fσ
ρ,λ(a1 – a2).

Note that, for every a1, a2 ∈ X and for all ♭1, ♭2 ∈ [0, 1], using Condition A, we have

F
σ
ρ,λ

(

a2 + ♭2 F
σ
ρ,λ(a1 – a2) – (a2 + ♭1 F

σ
ρ,λ(a1 – a2))

)

= (♭2 – ♭1) F
σ
ρ,λ(a1 – a2). (6)
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Definition 4 [16] A non-negative function Υ : A → R is said to be an s–type convex function if the following inequality for a1, a2 ∈ A,
s ∈ [0, 1] and ♭ ∈ [0, 1] holds true:

Υ (♭a1 + (1 – ♭) a2) ≤
[

1 – (s(1 – ♭))
]

Υ (a1) + [1 – s♭]Υ (a2) . (7)

Definition 5 [3] An inequality of the form

(Υ(a1) –Υ(a2))(Ψ(a1) –Ψ(a2)) ≥ 0, ∀a1, a2 ∈ R, (8)

is said to be similarly ordered.

Inspired and excited by the ongoing research activities, the construction of this paper is marked as follows. First of all, in section 3,
we discuss the new definition of the generalized s–type (m)–convex function of Raina type and its algebraic properties. In section
4, on the basis of a new identity, we attain the refinements of Hermite–Hadamard type inequality employing the new definition.

3 Generalized Preinvex function and its algebraic properties

In this section, we present the definition of a new class of convex functions called generalized s–type m–convex function of Raina
type and also discuss its algebraic properties.

Definition 6 Let X be a nonempty generalized convex set w.r.t. Fσ
ρ,λ : X × X → R.Then the nonnegative functionΥ : X → R is said to be a

generalized s–typem–convex function of Raina type for fixedmm ∈ (0, 1]× (0, 1], if

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ (1 – s♭)Υ (a2) +

(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

(9)

holds for every a1, a2 ∈ X, σ = (σ(0), . . . ,σ(k), . . .), ρ,λ > 0, s ∈ [0, 1], and ♭ ∈ [0, 1].

Remark 2 (i) Taking s = m = 1 in Definition 6, we attain the definition of a generalized convex function of Raina type which was explored by
Cortez [14, 15].
(ii) Takingm = 1 and Fσ

ρ,λ(a1 – a2) = a1 – a2 in Definition 6, we attain the definition of s–type convex function which was given by İşcan et

al. [16].
(iii) Taking s = m = 1 and Fσ

ρ,λ(a1 – a2) = a1 – a2 in Definition 6, we obtain the definition, namely a convex function which was investigated

by Niculescu et al. [3].

Lemma 1 The following inequalities

♭ ≤ (1 – (s(1 – ♭))) and 1 – ♭ ≤ 1 – s♭

hold, for all ♭ ∈ [0, 1],m ∈ (0, 1] and s ∈ [0, 1].

Proof The rest of the proof is clearly seen. �

Proposition 1 Every nonnegative generalizedm–convex function of Raina type is a generalized s–typem–convex function of Raina type for
s ∈ [0, 1],m ∈ (0, 1] and ♭ ∈ [0, 1].

Proof By using Lemma 1 and the definition of a generalized m–convex function of Raina type for s ∈ [0, 1], m ∈ (0, 1] and ♭ ∈ [0, 1],
we have

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ (1 – ♭)Υ (a2) +m♭Υ

(

a1

m

)

≤ (1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

.

Proposition 2 Every non-negative generalized s–type m–convex function of Raina type for s ∈ [0, 1], m ∈ (0, 1], n ∈ N and ♭ ∈ [0, 1], is a
generalized (h,m)–convex function of Raina type with h(♭) =

(

1 – (s(1 – ♭))
)

.

Proof Using the definition of a generalized s–type m–convex function of Raina type for s ∈ [0, 1], m ∈ (0, 1] and ♭ ∈ [0, 1] and in
view of the condition h(♭) =

(

1 – (s(1 – ♭))
)

, we have

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ (1 – s♭)Υ (a2) +

(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

,

≤ h(1 – ♭)Υ(a2) + hm(♭)Υ(
a1

m

).

�

Now, we will investigate some algebraic properties of the new definition.
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Theorem 2 LetΥ,Ψ : A = [a1, a2]→ R. IfΥ, Ψ are two generalized s–typem–convex functions of Raina type w.r.t. the same Fσ
ρ,λ, then

(i) The sum ofΥ andΨ is again a generalized s–typem–convex function of Raina type w.r.t. Fσ
ρ,λ.

(ii) The scalar multiplication of the functionΥ is a generalized s–typem–convex function of Raina type w.r.t. Fσ
ρ,λ.

Proof (i) Let Υ, Ψ be generalized s–type m–convex functions of Raina type w.r.t. the Fσ
ρ,λ, then for all a1, a2 ∈ X, s ∈ [0, 1],

m ∈ (0, 1] and ♭ ∈ [0, 1], we have

(Υ +Ψ) (a2 + ♭ F
σ
ρ,λ(a1 – a2))

= Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)) +Ψ(a2 + ♭ F

σ
ρ,λ(a1 – a2))

≤ (1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

+ (1 – s♭)Ψ (a2) +
(

1 – (s(1 – ♭))
)

mΨ
(

a1

m

)

= (1 – s♭) [Υ (a2) +Ψ (a2)] +
(

1 – (s(1 – ♭))
)

[

mΥ
(

a1

m

)

+mΨ
(

a1

m

)]

= (1 – s♭) (Υ +Ψ)(a2) +
(

1 – (s(1 – ♭))
)

m(Υ +Ψ)(
a1

m

).

(ii) Let Υ be a generalized s–type m–convex function of Raina type w.r.t. Fσ
ρ,λ, then for all a1, a2 ∈ A, s ∈ [0, 1], c ∈ R(c ≥ 0),

m ∈ (0, 1] and ♭ ∈ [0, 1], we have

(cΥ) (a2 + ♭ F
σ
ρ,λ(a1 – a2))

≤ c
[

(1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

]

= (1 – s♭) cΥ (a2) +
(

1 – (s(1 – ♭))
)

cmΥ
(

a1

m

)

= (1 – s♭) (cΥ) (a2) +
(

1 – (s(1 – ♭))
)

m (cΥ)
(

a1

m

)

.

It is the required proof. �

Theorem 3 LetΥ : A → Y be a generalized s–typem–convex function of Raina typew.r.t. Fσ
ρ,λ andΨ : Y → R be a non-decreasing function.

Then the functionΨ ◦ Υ is a generalized s–typem–convex function of Raina type w.r.t. Fσ
ρ,λ for s ∈ [0, 1],m ∈ (0, 1] and ♭ ∈ [0, 1].

Proof For all a1, a2 ∈ A, s ∈ [0, 1], m ∈ (0, 1] and ♭ ∈ [0, 1], we have

(Ψ ◦ Υ) (a2 + ♭ F
σ
ρ,λ(a1 – a2))

= Ψ(Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)))

≤ Ψ

[

(1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

]

≤ (1 – s♭)Ψ(Υ (a2)) +
(

1 – (s(1 – ♭))
)

mΨ(mΥ
(

a1

m

)

)

= (1 – s♭) (Ψ ◦ Υ) (a2) +
(

1 – (s(1 – ♭))
)

m
2(Ψ ◦ Υ)

(

a1

m

)

.

It is the required proof. �

Remark 3 (i) If n = s = 1 in Theorem 3, then

(Ψ ◦ Υ) (ma2 + ♭η(a1, a2,m)) ≤ (1 – ♭)(Ψ ◦ Υ) (a2) + ♭m
2(Ψ ◦ Υ)

(

a1

m

)

.

(i) If s = m = 1 in Theorem 3, then

(Ψ ◦ Υ) (a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ (1 – ♭)(Ψ ◦ Υ) (a2) + ♭(Ψ ◦ Υ) (a1) .

(ii) If we putm = 1 and η(a1, a2,m) = a1 –ma2 in Theorem 3, then

(Ψ ◦ Υ) (♭a1 + (1 – ♭)a2) ≤ (1 – s♭)(Ψ ◦ Υ) (a2) + (1 – (s(1 – ♭))(Ψ ◦ Υ) (a1) .

Theorem 4 Let 0 < a1 < a2, Υj : A = [a1, a2] → [0, +∞) be a class of generalized s–type m–convex functions of Raina type w.r.t. Fσ
ρ,λ

and Υ(u) = supjΥj(u). Then Υ is a generalized s–type m–convex function of Raina type for s ∈ [0, 1], m ∈ (0, 1] and ♭ ∈ [0, 1], and
U = {τ ∈ [a1, a2] : Υ(τi) <∞} is an interval.
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Proof Let a1, a2 ∈ U, s ∈ [0, 1], m ∈ (0, 1] and ♭ ∈ [0, 1], then

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2))

= sup
j

Υj(a2 + ♭ F
σ
ρ,λ(a1 – a2))

≤ (1 – s♭) sup
j

Υj (a2) +
(

1 – (s(1 – ♭))
)

m sup
j

Υj

(

a1

m

)

= (1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

<∞.

This is the required proof. �

Theorem 5 IfΥi : R
n → R is a generalized s–typem–convex function of Raina type w.r.t. Fσ

ρ,λ for s ∈ [0, 1],m ∈ (0, 1] and ♭ ∈ [0, 1], then
the setM = {τ ∈ R : Υi(τ) ≤ 0, i = 1, 2, 3, ...,n} is a generalizedm–convex set.

Proof Since Υi(τ), (i = 1, 2, 3, ...,n) are generalized s–type m–convex functions of Raina type for s ∈ [0, 1], m ∈ (0, 1] and ♭ ∈ [0, 1],
then for all a1, a2 ∈ R

n

Υi(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ (1 – s♭)Υ (a2) +

(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

,

holds, where i = 1, 2, 3, ...,n
When a1, a2 ∈ M, we know Υi(a1) ≤ 0 and Υi(a2) ≤ 0, from the above inequality, it yields that

Υi(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ 0, i = 1, 2, 3, ...,n.

That is a2 + ♭ Fσ
ρ,λ(a1 – a2) ∈ M. Hence, M is a generalized m–convex set. �

Theorem 6 IfΥ : A ⊆ R
n → R is a generalized s–typem–convex function of Raina type w.r.t. Fσ

ρ,λ for s ∈ [0, 1],m ∈ (0, 1] and ♭ ∈ [0, 1],
then the functionΥ is also a generalized quasim–convex function of Raina type on a generalizedm–convex set of Raina type Aw.r.t. Fσ

ρ,λ.

Proof Since Υ is a generalized s–type m–convex function of Raina type w.r.t. Fσ
ρ,λ for s ∈ [0, 1], m ∈ (0, 1] and ♭ ∈ [0, 1], and we

assume that mΥ( a1
m
) ≤ Υ(a2), then for all a1, a2 ∈ A, we have

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2))

≤ (1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

≤
[(

1 – (s(1 – ♭))
)

+ (1 – s♭)
]

Υ (a2)

≤ Υ (a2) .

In the same manner, let Υ(a2) ≤ mΥ( a1
m
), for all a1, a2 ∈ A. We can also get

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ mΥ

(

a1

m

)

.

Consequently,

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ max{Υ(a1),Υ(a2)}.

That is, Υ : A ⊆ R
n → R is a generalized quasi m–convex function of Raina type on a generalized m–convex set of Raina type A

w.r.t. Fσ
ρ,λ. �

Theorem 7 If Υ : R◦ → R◦ is a generalized s–type m–convex function of Raina type w.r.t. Fσ
ρ,λ : R◦ × R◦ × (0, 1] → R◦ for s ∈ [0, 1],

m ∈ (0, 1] and ♭ ∈ [0, 1]. Assume that Υ is monotone decreasing, Fσ
ρ,λ is monotone increasing regarding m for fixed a1, a2 ∈ R◦ and

m1 ≤ m2 (m1,m2 ∈ (0, 1]). IfΥ is an s–typem1–preinvex function on R◦ w.r.t. Fσ
ρ,λ, thenΥ is an s–typem2–preinvex function on R◦ w.r.t.

Fσ
ρ,λ.

Proof Since Υ is a generalized s–type m1–convex function of Raina type, for all a1, a2 ∈ R◦

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ (1 – s♭)Υ (a2) +

(

1 – (s(1 – ♭))
)

m1Υ

(

a1

m1

)

.

Combining the monotone decreasing of the function Υ with the monotone increasing of the mapping Fσ
ρ,λ regarding m for fixed

a1, a2 ∈ R◦ and m1 ≤ m2, it follows that

(1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

m1Υ

(

a1

m1

)

≤ (1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

m2Υ

(

a1

m2

)

.
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Finally, we have

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2)) ≤ (1 – s♭)Υ (a2) +

(

1 – (s(1 – ♭))
)

m2Υ
(

a1

m2

)

.

Hence, Υ is a generalized s–type m2–convex function of Raina type on R◦ w.r.t. η for fixed s ∈ [0, 1] and m ∈ [0, 1], which ends
the proof. �

Theorem 8 Let Υ,Ψ : A = [a1, a2] → R. If Υ, Ψ are two generalized s–type m–convex functions of Raina type w.r.t. Fσ
ρ,λ and Υ, Ψ are

similarly ordered functions and
[

1 – (s(1 – ♭))
]

+ [1 – s♭] ≤ 1, then the product ΥΨ is a generalized s–type m–convex function of Raina type
w.r.t. Fσ

ρ,λ for s ∈ [0, 1],m ∈ (0, 1] and ♭ ∈ [0, 1].

Proof Let Υ, Ψ be a generalized s–type m–convex function of Raina type w.r.t. same Fσ
ρ,λ, s ∈ [0, 1], m ∈ (0, 1] and ♭ ∈ [0, 1], then

Υ(a2 + ♭ F
σ
ρ,λ(a1 – a2))Ψ(a2 + ♭ F

σ
ρ,λ(a1 – a2))

≤

[

(1 – s♭)Υ (a2) +
(

1 – (s(1 – ♭))
)

mΥ
(

a1

m

)

]

×

[

(1 – s♭)Ψ (a2) +
(

1 – (s(1 – ♭))
)

mΨ
(

a1

m

)

]

≤ (1 – s♭)2Υ(a2)Ψ(a2) +
(

1 – (s(1 – ♭))
)2

m
2
Υ(

a1

m

)Ψ(
a1

m

)

+
1
n2

(

1 – (s(1 – ♭))
)

(1 – s♭) [mΥ(
a1

m

)Ψ(a2) +Υ(a2)mΨ(
a1

m

)]

≤ (1 – s♭)2Υ(a2)Ψ(a2) + [1 – (s(1 – ♭))]2m2Υ(
a1

m

)Ψ(
a1

m

)

+
(

1 – (s(1 – ♭))
) (

1 – (s♭)
)

[m2Υ(
a1

m

)Ψ(
a1

m

) +Υ(a2)Ψ(a2)]

=
[

(1 – s♭)Υ(a2)Ψ(a2) + (1 – (s(1 – ♭)))m2Υ(
a1

m

)Ψ(
a1

m

)
]

×

(

(

1 – (s(1 – ♭))
)

+ (1 – s♭)
)

≤ (1 – s♭)Υ(a2)Ψ(a2) +
(

1 – (s(1 – ♭))
)

m
2
Υ(

a1

m

)Ψ(
a1

m

).

This completes the proof. �

Remark 4 Takingm = 1 and Fσ
ρ,λ(a1, a2,m) = a1 –ma2 in Theorem 8, then

Υ(♭a1 + (1 – ♭)a2)Ψ(♭a1 + (1 – ♭)a2) ≤ [1 – (s(1 – ♭))]Υ (a1)Ψ(a1) + [1 – s♭]Υ (a2)Ψ(a2).

4 Hermite–Hadamard type inequality via a generalized convex function of Raina type

The principal intention of this section is to establish a novel version of Hermite–Hadamard type inequality in the mode of the
newly discussed concept.

Theorem 9 LetΥ : [a1, a2] ∈ R be a generalized s–typem–convex function of Raina type, if a1 < a2 andΥ ∈ L[a1, a2], then the following
Hermite–Hadamard type inequalities hold:

Υ(a2 +
1
2

F
σ
ρ,λ(a1 – a2)) ≤

(1 – s
2 )

Fσ
ρ,λ(a1 – a2)

[ ∫
a2+ F

σ
ρ,λ(a1–a2)

a2

mΥ(
x
m

)dx +
∫
a2

ma2+ Fσ
ρ,λ(a1–ma2)

m

Υ(x)dx
]

≤ (2 – s)
[

Υ(a2) +mΥ(
a1

m

)
]

.

Proof Since a1, a2 ∈ X
◦ and X

◦ is a generalized convex set with respect to Fσ
ρ,λ for every m ∈ (0, 1] and ♭ ∈ [0, 1], we have

a2 + ♭ Fσ
ρ,λ(a1 –a2) ∈ X

◦. For the first inequality, using the Definition of generalized s-type m-convex function of Raina type, and
condition C for Fσ

ρ,λ and integrating over [0, 1],

Υ(y + ♭ F
σ
ρ,λ(x – y)) ≤ (1 – (s♭))Υ(y) + (1 – (s(1 – ♭)))mΥ(

x
m

)

Υ(y +
1
2

F
σ
ρ,λ(x – y)) ≤

(

1 –
s
2

)[

mΥ(
x
m

) +Υ(y)
]

.

Put x = a2 + ♭ Fσ
ρ,λ(a1 – a2) and my = ma2 + (1 – ♭) Fσ

ρ,λ(a1 –ma2) in above inequality, the L.H.S of above inequality becomes

Υ(y +
1
2

F
σ
ρ,λ(x – y)) = Υ(a2 +

1
2

F
σ
ρ,λ(a1 – a2)).
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Now,

Υ(a2 +
1
2

F
σ
ρ,λ(a1 – a2))

≤

(

1 –
s
2

)[ ∫ 1

0
mΥ(

a2 + ♭ Fσ
ρ,λ(a1 – a2)

m

)d♭ +
∫ 1

0
Υ(a2 +

(1 – ♭)
m

F
σ
ρ,λ(a1 –ma2))d♭

]

≤

(

1 –
s
2

)

1
Fσ
ρ,λ(a1 – a2)

[ ∫
a2+ F

σ
ρ,λ(a1–a2)

a2

mΥ(
x
m

)dx +
∫
a2

ma2+ Fσ
ρ,λ(a1–ma2)

m

Υ(x)dx
]

.

For the proof of the second inequality, using the definition of generalized s–type m convex function, as a result we attain

1
Fσ
ρ,λ(a1 – a2)

[ ∫
a2+ F

σ
ρ,λ(a1–a2)

a2

mΥ(
x
m

)dx +
∫
a2

ma2+ Fσ
ρ,λ(a1–ma2)

m

Υ(x)dx
]

≤

[ ∫ 1

0
Υ(a2 + ♭ F

σ
ρ,λ(a1 – a2))d♭ +

∫ 1

0
Υ(a2 +

(1 – ♭)
m

F
σ
ρ,λ(a1 –ma2))d♭

]

≤

∫ 1

0
(1 – (s♭))Υ(a2)d♭ +

∫ 1

0
(1 – (s(1 – ♭)))mΥ(

a1

m

)d♭

+
∫ 1

0
(1 – (s(1 – ♭)))Υ(a2)d♭ +

∫ 1

0
(1 – s♭)mΥ(

a1

m

)d♭

≤

(

2 – s
2

)

[

Υ(a2) +Υ(a2) +mΥ(
a1

m

) +mΥ(
a1

m

)
]

≤ (2 – s)
[

Υ(a2) +mΥ(
a1

m

)
]

.

This completes the proof. �

Corollary 1 If s = m = 1 and Fσ
ρ,λ(a1–a2) = a1–a2 in Theorem9, then as a result, we attain the classical Hermite-Hadamard type inequality

in [12].

5 Estimations of Hermite–Hadamard type inequality

The subjective aim of this section is to derive the estimations of (H–H) type inequality for a generalized s–type m–convex function
of Raina type.

Lemma 2 Let X ⊆ R be a generalized convex subset w.r.t. Fσ
ρ,λ : X×X → R and a1, a2 ∈ X with Fσ

ρ,λ(a1 –a2) 6= 0. Suppose thatΥ : X → R

is a differentiable function. IfΥ is integrable on the Fσ
ρ,λ, then the following equality holds:

–
Υ(a2) +Υ(a2 + Fσ

ρ,λ(a1 – a2))

2
+

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx

=
Fσ
ρ,λ(a1 – a2)

2

∫ 1

0
(1 – 2♭)Υ′(a2 + ♭ F

σ
ρ,λ(a1 – a2))d♭.

Proof Suppose that a1, a2 ∈ X. Since X is a generalized convex set w.r.t. Fσ
ρ,λ , for every ♭ ∈ [0, 1], we have a2 + ♭ Fσ

ρ,λ(a1 – a2) ∈ X.
Integrating by parts

∫ 1

0
(1 – 2♭)Υ′(a2 + ♭ F

σ
ρ,λ(a1 – a2))d♭

=
[ (1 – 2♭)Υ(a2 + ♭ Fσ

ρ,λ(a1 – a2))

Fσ
ρ,λ(a1 – a2)

]1

0
+

2
Fσ
ρ,λ(a1 – a2)

∫ 1

0
Υ(a2 + ♭ F

σ
ρ,λ(a1 – a2))d♭

= –
Υ(a2) +Υ(a2 + Fσ

ρ,λ(a1 – a2))

2
+

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx.

This completes the proof. �

Theorem 10 Suppose I◦ is a generalized convex set w.r.t. Fσ
ρ,λ andΥ : I

◦ ⊆ R → R is a differentiablemapping on I◦, a1, a2 ∈ I◦ with a1 < a2

and suppose that Υ′ ∈ L[a1, a2]. If |Υ′| is a generalized s–type m–convex function of Raina type on L[a1, a2] for ♭ ∈ [0, 1], m ∈ (0, 1] and
s ∈ [0, 1], then

∣

∣

∣

∣

Υ(a2) +Υ(a2 + Fσ
ρ,λ(a1 – a2))

2
–

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx
∣

∣

∣

∣

≤ | Fσ
ρ,λ(a1 – a2)|

(

2 – s
4

)

A
(

m|Υ′(
a1

m

)|, |Υ′(a2)|
)

,

where A is the arithmetic mean.
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Proof Assume that a1, a2 ∈ I◦. Since I◦ is a generalized convex set w.r.t. Fσ
ρ,λ, for any ♭ ∈ [0, 1], we have a2 + ♭ Fσ

ρ,λ(a1 – a2) ∈ I◦.
Using Lemma 2, generalized s–type m–convex function of Raina type of |Υ′| and properties of modulus, we have

∣

∣

∣

∣

Υ(a2) +Υ(a2 + Fσ
ρ,λ(a1 – a2))

2
–

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx
∣

∣

∣

∣

≤

∣

∣

∣

∣

Fσ
ρ,λ(a1 – a2)

2

∫ 1

0
(1 – 2♭)Υ′(a2 + ♭ F

σ
ρ,λ(a1 – a2))d♭

∣

∣

∣

∣

≤
| Fσ

ρ,λ(a1 – a2)|

2

∫ 1

0
|1 – 2♭|

(

(1 – (s♭))|Υ′(a2)| + (1 – (s(1 – ♭)))m|Υ′(
a1

m

)|
)

d♭

≤
| Fσ

ρ,λ(a1 – a2)|

2

(

|Υ′(a2)|
∫ 1

0
|1 – 2♭|(1 – (s♭))d♭ +m|Υ′(

a1

m

)|
∫ 1

0
|1 – 2♭|(1 – (s(1 – ♭)))d♭

)

≤
| Fσ

ρ,λ(a1 – a2)|

2

(

|Υ′(a2)|
(

2 – s
4

)

+ |mΥ
′(
a1

m

)|
(

2 – s
4

))

≤ | Fσ
ρ,λ(a1 – a2)|

(

2 – s
4

)

A
(

m|Υ′(
a1

m

)|, |Υ′(a2)|
)

.

This is the required proof. �

Corollary 2 If we putm = 1 and s = 1 in Theorem 10, then we obtain Theorem (2.1) in [17].

Corollary 3 If we put s = m = 1 and Fσ
ρ,λ(a1 – a2) = a1 – a2 in Theorem 10, we get inequality (4.1) in [18].

Theorem 11 Suppose I◦ is a generalized convex set w.r.t. Fσ
ρ,λ and Υ : I◦ ⊆ R → R be a differentiable mapping on I◦, a1, a2 ∈ I◦ with

a1 < a2, q > 1, 1p +
1
q = 1 and suppose thatΥ

′ ∈ L[a1, a2]. If |Υ′|q is a generalized s–typem–convex function of Raina type on L[a1, a2] for
♭ ∈ [0, 1],m ∈ (0, 1] and s ∈ [0, 1], then

∣

∣

∣

∣

Υ(a2) +Υ(a2 + Fσ
ρ,λ(a1 – a2))

2
–

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx
∣

∣

∣

∣

≤
| Fσ

ρ,λ(a1 – a2)|

2

(

1
p + 1

)
1
p
(

2 – s
2

)
1
q
A
1
q

(

m|Υ′(
a1

m

)|q, |Υ′(a2)|q
)

,

where A is the arithmetic mean.

Proof Assume that a1, a2 ∈ I◦. Since I◦ is a generalized convex set w.r.t. Fσ
ρ,λ, for any ♭ ∈ [0, 1], we have a2 + ♭ Fσ

ρ,λ(a1 – a2) ∈ I◦.
Using Lemma 2, Hölder’s integral inequality and generalized s–type m–convex function of Raina type of |Υ′|q and properties of
modulus, we have

∣

∣

∣

∣

Υ(a2) +Υ(a2 + Fσ
ρ,λ(a1 – a2))

2
–

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx
∣

∣

∣

∣

≤

∣

∣

∣

∣

Fσ
ρ,λ(a1 – a2)

2

∫ 1

0
(1 – 2♭)Υ′(a2 + ♭ F

σ
ρ,λ(a1 – a2))d♭

∣

∣

∣

∣

≤
| Fσ

ρ,λ(a1 – a2)|

2

( ∫ 1

0
|1 – 2♭|p

)
1
p
( ∫ 1

0
|Υ′(a2 + ♭ F

σ
ρ,λ(a1 – a2))|qd♭

)
1
q

≤
| Fσ

ρ,λ(a1 – a2)|

2

(

1
p + 1

)
1
p
(

|Υ′(a2)|q
∫ 1

0
(1 – (s♭))d♭ +

∫ 1

0
m|Υ′(

a1

m

)|q(1 – (s(1 – ♭)))d♭
)
1
q

≤
| Fσ

ρ,λ(a1 – a2)|

2

(

1
p + 1

)
1
p
(

2 – s
2

)
1
q
A
1
q

(

m|Υ′(
a1

m

)|q, |Υ′(a2)|q
)

,

which is the required proof. �

Corollary 4 Ifm = 1 and s = 1 in Theorem 11, then we attain Theorem (2.2) in [17]

Corollary 5 If we putm = s = 1 and Fσ
ρ,λ(a1 – a2) = a1 – a2 in Theorem 11, then we get inequality (4.2) [18]

Theorem 12 Suppose I◦ is a generalized convex set w.r.t. Fσ
ρ,λ and Υ : I◦ ⊆ R → R is a differentiable mapping on I◦, a1, a2 ∈ I◦ with

a1 < a2, q ≥ 1, and suppose thatΥ′ ∈ L[a1, a2]. If |Υ′|q is a generalized s–typem–convex function of Raina type on L[a1, a2] for for ♭ ∈ [0, 1],
m ∈ (0, 1] and s ∈ [0, 1], then

∣

∣

∣

∣

Υ(a2) +Υ(a2 + Fσ
ρ,λ(a1 – a2))

2
–

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx
∣

∣

∣

∣

≤
| Fσ

ρ,λ(a1 – a2)|

2

(

1
2

)1– 2q
(

2 – s
4

)
1
q
A
1
q

(

m|Υ′(
a1

m

)|q, |Υ′(a2)|q
)

,

where A is the arithmetic mean.
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Proof Assume that a1, a2 ∈ I◦. Since I◦ is a generalized convex set w.r.t. Fσ
ρ,λ, for any ♭ ∈ [0, 1], we have a2 + ♭ Fσ

ρ,λ(a1 – a2) ∈ I◦.
Suppose that q > 1. Using Lemma 2, power-mean inequality and generalized s–type m–convex function of Raina type of |Υ′|q and
properties of modulus, we have

∣

∣

∣

∣

Υ(a2) +Υ(a2 + Fσ
ρ,λ(a1 – a2))

2
–

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx
∣

∣

∣

∣

≤

∣

∣

∣

∣

Fσ
ρ,λ(a1 – a2)

2

∫ 1

0
(1 – 2♭)Υ′(a2 + ♭ F

σ
ρ,λ(a1 – a2))d♭

∣

∣

∣

∣

≤
| Fσ

ρ,λ(a1 – a2)|

2

( ∫ 1

0
|1 – 2♭|d♭

)1– 1q
( ∫ 1

0
|1 – 2♭||Υ′(a2 + ♭ F

σ
ρ,λ(a1 – a2))|qd♭

)
1
q

≤
| Fσ

ρ,λ(a1 – a2)|

2

(

1
2

)1– 1q
( ∫ 1

0
|1 – 2♭|

[

(1 – (s♭))|Υ′(a2)|q + (1 – (s(1 – ♭)))|Υ′(a1)|q
]

d♭
)
1
q

≤
| Fσ

ρ,λ(a1 – a2)|

2

(

1
2

)1– 1q

× (|Υ′(a2)|q
∫ 1

0
|1 – 2♭|(1 – (s♭))d♭ +

∫ 1

0
|1 – 2♭|m|Υ′(

a1

m

)|q(1 – (s(1 – ♭)))d♭
)
1
q

=
| Fσ

ρ,λ(a1 – a2)|

2

(

1
2

)1– 2q
(

2 – s
4

)
1
q
A
1
q

(

m|Υ′(
a1

m

)|q, |Υ′(a2)|q
)

.

For the case q = 1, we apply the same technique step by step as used in the Theorem 10. This completes the proof. �

Corollary 6 If we put n = m = 1 and s = 1 in Theorem 12, then

∣

∣

∣

∣

Υ(a2) +Υ(a2 + Fσ
ρ,λ(a1 – a2))

2
–

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx
∣

∣

∣

∣

≤
Fσ
ρ,λ(a1 – a2)

4
A
1
q

[

|Υ′(a1)|q, |Υ′(a2)|q
]

.

Corollary 7 If s = m = 1 and Fσ
ρ,λ(a1 – a2) = a1 – a2 in Theorem 12, we get inequality (4.3) in [18].

Theorem 13 Suppose I◦ is a generalized convex set w.r.t. Fσ
ρ,λ and Υ : I◦ ⊆ R → R is a differentiable mapping on I◦, a1, a2 ∈ I◦ with

a1 < a2, q > 1, 1p +
1
q = 1 and suppose thatΥ

′ ∈ L[a1, a2]. If |Υ′|q is a generalized s–typem–convex function of Raina type on L[a1, a2], then

∣

∣

∣

∣

Υ(a2) +Υ(a2 + Fσ
ρ,λ(a1 – a2))

2
–

1
Fσ
ρ,λ(a1 – a2)

∫
a2+ F

σ
ρ,λ(a1–a2)

a2

Υ(x)dx
∣

∣

∣

∣

≤
| Fσ
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,

holds for ♭ ∈ [0, 1],m ∈ (0, 1] and s ∈ [0, 1].

Proof Suppose that a1, a2 ∈ I◦. Since I◦ is a generalized convex set w.r.t. Fσ
ρ,λ, for any ♭ ∈ [0, 1], we have a2 + ♭ Fσ

ρ,λ(a1 – a2) ∈ I◦.

Using Lemma 2, Hölder-İscan integral inequality and generalized s–type m–convex function of Raina type of |Υ′|q and properties
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of modulus, we have
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which is the required proof. �

Corollary 8 Ifm = 1 and s = 1 in Theorem 13, then
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Corollary 9 If we put s = m = 1 and Fσ
ρ,λ(a1 – a2) = a1 – a2 in Theorem 13, we get inequality (4.4) in [18].

Theorem 14 Suppose I◦ is a generalized convex set w.r.t. Fσ
ρ,λ and Υ : I◦ ⊆ R → R is a differentiable mapping on I◦, a1, a2 ∈ I◦ with

a1 < a2, q ≥ 1 and suppose thatΥ′ ∈ L[a1, a2]. If |Υ′|q is a generalized s–typem–convex function of Raina type on L[a1, a2], then
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holds for ♭ ∈ [0, 1],m ∈ (0, 1] and s ∈ [0, 1]. Where

k1(s) =
∫ 1
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(1 – ♭)|1 – 2♭|(1 – (s(1 – ♭)))d♭ =

∫ 1
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(1 – ♭)|1 – 2♭|(1 – (s♭))d♭.

Proof Suppose that a1, a2 ∈ I◦. Since I◦ is a generalized convex set w.r.t. Fσ
ρ,λ, for any ♭ ∈ [0, 1], we have a2 + ♭ Fσ

ρ,λ(a1 – a2) ∈ I◦.
Suppose that q > 1. Using Lemma 2, improved power-mean integral inequality and generalized s–typem–convex function of Raina
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type of |Υ′|q and properties of modulus, we have
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For the case q = 1, we apply the same technique step by step as used in the Theorem 10. This completes the proof. �

Corollary 10 If we putm = 1 and s = 1 in Theorem 14, then
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Corollary 11 If we put s = m = 1 and Fσ
ρ,λ(a1 – a2) = a1 – a2 in Theorem 14, we get inequality (4.5) in [18].

Note: We pass the some comments regarding comparison on the above estimations of the mentioned lemma. On Lemma 2, we
examined Theorem 11 and Theorem 13, in which we used the Hölder and Hölder-İscan inequality. On the comparison, Theorem
13 gives a better result as compared to Theorem 11. Similarly, on Lemma 2, we examined Theorem 12 and Theorem 14, in which
we used power mean and improved power mean inequality. On the comparison, Theorem 14 gives a better result as compare to
Theorem 12.

6 Conclusion

In the development of this paper, some results have been established that generalize, from the definition of Raina integral operator
and the use of s–type m–convex function. In particular, those concerning the integral inequality of Hermite–Hadamard. Some
algebraic properties are attained in relation to the newly introduced definition. In addition, we described the novel variant of
Hermite–Hadamard type inequality in the manner of a generalized s–type m–convex function of Raina type. Our attaining results
in the order of lemma can be considered as refinements and remarkable extensions to the new family of generalized convex
functions of Raina type. In the future, we hope the results of this paper and the new idea can be extended in different directions
like fractional calculus, quantum calculus, time scale calculus, etc. We hope the consequences and techniques of this article will
energize and inspire the researcher to explore a more interesting sequel in this area.
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Abstract

In this paper, a fractional-order generalization of the susceptible-infected-recovered (SIR) epidemic model for predicting
the spread of an infectious disease is presented. Also, an incommensurate fractional-order differential equations system
involving the Caputo meaning fractional derivative is used. The equilibria are calculated and their stability conditions are
investigated. Finally, numerical simulations are presented to illustrate the obtained theoretical results.
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1 Introduction

The topic of fractional calculus (FC) has gained considerable popularity and importance in the last three decades, mainly because
of its wide variety of applications in science and engineering. Also, it has been found that many systems can be described with
fractional differential equations in many interdisciplinary fields [1]. Fractional-order differential equation (FODE) models have
advantages over classical ordinary differential equation (ODE) and/or delayed differential equation models because integer deriva-
tives are used to obtain information about only local properties of a state, while fractional derivatives describe the entire space.
In other words, in FODE models, the next precise location for a physical phenomenon depends not only on the current situation,
but also on all historical situations. Thus, these models not only give more realistic biological models involving memory but also
expand the stability region of states [2]. Fractional-order systems (FOSs) are can be considered in two parts, as commensurate
FOS (CFOS) and incommensurate FOS (IFOS) according to the derivative orders in the system. CFOS can be considered as a special
case of derivative orders in IFOS [3]. Given the fact that the stability theorem of fractional differential equations favors stability
analysis and controller synthesis, this motivates us to adopt stability criteria for the field of incommensurate fractional-order
nonlinear systems and give sufficient conditions for determining stability [4]. Therefore, modeling of biological dynamics with
IFOS is more comprehensive in terms of predicting the behavior of the system [5]. Furthermore, theorems of existence, uniqueness
and dependence upon initial conditions according to some special conditions of IFOS are given in [6, 7].
There are many recent studies in the literature on the stability of IFOS [8, 9, 10, 11]. In addition, modeling and stability analysis
of biological systems by IFOS has been frequently discussed in the literature recently [12, 13, 5, 7, 14] and CFOS [15, 16, 17, 18, 19,
20, 21, 22, 23, 24] .
In the field of epidemiology, many schemes have been developed to mathematically model various infectious epidemics. Compart-
ment models such as SIR modeling, which divide communities into certain main classes, are the most widely used models. The
interactions between these classes are mainly determined by certain pre-mathematical formulas. The classical SIR epidemiological
model was first introduced by Kermack and McKendrick in 1927. This ordinary differential equation system (ODES) models the
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spread of an epidemic in a population. More recently, there has been increased interest in extending SIR models through the inclu-
sion of fractional derivatives [27]. Modified SIR mathematical modeling through CFOS are in recent years analyzed in [28, 29, 30].
In here, the time-dependent changes in sizes of susceptible, infected and recovered individuals in a population in case of an
infectious disease were investigated by mathematically modeling with IFOS. An innovation has been presented to the literature in
terms of the use of IFOS in the model. In addition, the results were supported by numerical studies.
The remainder of the article is arranged as follows:

• In Section 2, the existence of equilibrium points of the proposed model and their stabilities are analyzed.
• In Section 3, the mathematical formulation of the proposed SIR model is presented. Furthermore, the threshold parameter is
presented.

• Section 4 proposes the stability conditions of the mentioned biological system.
• Section 5 backs up the qualitative analysis results of the proposed IFOS. In this respect, numerical simulations are performed.
• The article ends in Section 6 with some concluding remarks.

2 Preliminaries and definitions

In here, it is given some basic definitions and notations with respect to follows: FODE with Caputo derivatives and locally asymp-
totically stability (LAS) of the equilibrium point of an n-dimensional FOS, respectively.

Definition 1 According to the definition of Caputo sense, the fractional derivative of the function f (t) is defined as

CDαt
(

f (t)
)

=
1

Γ (n – α)

(

d

dt

)n ∫ t

a
(t–x)n–α–1

(

d

dx

)n
f (x) dx, n – 1<α≤n, (1)

where Γ (.) is the Gamma function, which is described by Γ (x) =
∫
∞

0 t
x–1e–tdt, f: (0, +∞)→R andα> 0 [31].

The Caputo fractional order sense is used in this study.

Remark 1 The nonlinear FOS can be defined as following

dαX (t)
dtα

=F (t,X (t)) , (2)

where it is considered initial conditions by X (0) =X0, the state vectors by X (t) =[x1 (t) , x2 (t) , . . . , xn (t)]
T∈Rn, the functions by

F=
[

f1, f2, . . . , fn
]T∈Rn, fi: [ 0, +∞) xR

n→R, (i= 1, 2, . . . ,n) and the derivative-orders byα=[α1,α2, . . . ,αn]T such that
dαX(t)
dtα

=
[

dα1 x1(t)
dtα1

, d
α2 x2(t)
dtα2

, . . . , d
αn xn(t)
dtαn

]T
[32].

For the rest of the article, αi is in (0, 1| .

Definition 2 For system (2), autonomous IFOS can be presented as

dαX (t)
dtα

=F (X (t)) , X (0) =X0. (3)

Also, the equilibrium point of system (3) is found from F
(

X
)

= 0 for X= (x1, x2, . . . ,xn) [6].

Lemma 1 Eigenvalues λi for i= 1, 2, . . . ,m (α1+α2+ · · ·+αn) of system (3) are obtained from

det
(

diag
(

λ
mα1 , λmα2 , . . . ,λmαn

)

– J
(

X
))

= 0, (4)

wherem is the smallest of the commonmultiples of the denominators of rational numbersα1,α2, . . . ,αn and J
(

X
)

= ∂F
∂X

∣

∣

∣

X=X
. If all eigenvalues

λi obtained from equation (4) satisfy

∣

∣arg
(

λi
)∣

∣>
π

2m
, (5)

then X is LAS for system (3) [33, 34].

As a result, Figure 1 shows the stability conditions of the incommensurate order SIRmodel given in (3), whereα1 6= α2 6= · · · 6= αn < 1
and λi for i= 1, 2, . . . , m (α1+ α2+ · · ·+αn).
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Figure 1. Regions of stability and instability of the equilibrium point in terms of the roots of the characteristic equation of the system (3) [5].

3 The SIR model through IFOS

We consider a SIR epidemic disease model. Define the following dependent-time t:

Table 1. State variables and their meanings

State Variable Meaning

S (t) The susceptible individuals at the t-time
I (t) The infected symptomatic individuals at the t-time
R (t) The recovered individuals at the t-time

Therefore, the dynamics is governed by a system of three FODE as follows:

dα1S (t)
dtα1

= Λ + νR – ηIS – (µ + b) S,

dα2 I (t)
dtα2

= ηIS – (γ + d + b) I, (6)

dα3R (t)
dtα3

= µS + γI – (ν + b)R,

where t ≥ 0, αi ∈ ( 0, 1] for i = 1, 2, 3. Also, the initial conditions are S (t0) = S0 > 0, I (t0) = I0 > 0 and R (t0) = R0 > 0 for t > t0.
Restrictions are imposed on the parameters to ensure that solutions are nonnegative. Therefore, the following conditions hold

Λ, ν, η, µ, b, γ, d > 0. (7)

In Table 2, it is illustrated parameters with their meaning.

Table 2. Parameters and their meanings in the proposed model

Parameter Meaning

Λ The constant birth number in the overall population
v The immunity loss rate of recovered individuals
η The contact number, the average number of successful contacts resulting

in infection and made by one infected individual
µ Rate of the vaccinated susceptible individuals
b The death rate due to the different conditions other than the disease for

the overall population.
γ Recovery rate of the infected individual
d Average fatality rate of the infected individual due to infectious disease

Therefore, Figure 2 is obtained from system (6).

Definition 3 The baseline reproduction number, often denoted as R0, describes the average number of secondary infections caused by an
infected individual in a fully susceptible population. This number indicates whether the infection will spread to the population or not [35].

For the proposed model, it is described this parameter as

R0 =
η

(γ + d + b)
Λ

b
(b + ν)

(b + ν + µ)
. (8)
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Figure 2. The movement of the individuals between compartments in the proposed model

It is clear that

R0 > 0, (9)

due to the inequalities in (7).

4 Stability analysis

Proposition 1 Let us consider the equations, dα1 S(t)
dtα1

= 0, d
α2 I(t)
dtα2

= 0, d
α3R(t)
dtα3

= 0, for equilibrium points. The proposed model has two

types of the equilibriumpoints. Thesearedisease free equilibriumpoint E0
(

Λ
b

(b+ν)
(b+ν+µ)

, 0, Λ
b

µ

(b+ν+µ)

)

and the endemic equilibriumE1 (S∗, I∗,R∗)
when

R0 > 1. (10)

In here, it is















































S∗ = (γ+d+b)
η ,

I∗ = S
∗(R0–1)(b+ν+µ)
(

γ+d+b+ν d
b
+ν
) ,

R∗ =

(

S∗(R0–1)(b+ν+µ)
(

γ+d+b+ν d
b
+ν
) + S

∗

γ µ

)

γ

(b+ν)
.

(11)

Proposition 2 Considering the proposed model in (6), there are follows.

i. Letα1 = α2 = α3 ≤ 1. For CFOS, it is satisfied the followings:

a) IfR0 < 1, the equilibrium point E0, namely trivial disease-free equilibrium, is LAS.
b) If

((

ηI∗ + (µ + b)
)

+ (ν + b)
) (

ηI∗
(

(ν + b) + ηS∗
)

+ b (µ + ν + b)
)

– ηI∗
(

(ν + b)ηS∗ + γν
)

> 0, (12)

then the equilibrium point E1, existing biologically meaning whenR0 > 1, is LAS.

ii. For IFOS in system (6), whereα1 6= α2 6= α3 < 1, it is satisfied the followings:

a) IfR0 < 1 and all roots λi for i = 1, 2, . . . ,m
(

α1 + α3
)

founded from the equation

λ
m(α1+α3) + λ

mα1 (ν + b) + λ
mα3 (µ + b) + b (µ + ν + b) = 0

satisfy Routh-Hurwitz stability criteria [36] or the condition
∣

∣arg
(

λi
)∣

∣ > 1
m

π
2 [37] as seen inequalities (5), then the equilibrium point E0 is

LAS.

b) LetR0 > 1. If all roots λi for i = 1, 2, . . . ,m
(

α1 + α2 + α3
)

founded from the equation

λm(α1+α2+α3) + λm(α1+α2) (ν + b) + λm(α2+α3) (ηI∗ + (µ + b)) + λmα2 (ηI∗ (ν + b) + b (µ + ν + b))
+ λmα3 (γ + d + b)ηI∗ + ηI∗ ((γ + d + b) (ν + b) + γν) = 0 satisfy Routh-Hurwitz stability criteria or the condition

∣

∣arg
(

λi
)∣

∣ > 1
m

π
2 , then

the equilibrium point E1 is LAS.
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Proof By the equations in (6), the Jacobian matrix evaluated at the equilibrium point Ei
(

S, I,R
)

for i = 0, 1 is

J
(

Ei
)

=









–
(

ηI + (µ + b)
)

–ηS ν

ηI
(

ηS – (γ + d + b)
)

0

µ γ – (ν + b)









. (13)

i. The system in (6) translates to CFOS, when 0 < α1 = α2 = α3 ≤ 1.

a) For E0, the eigenvalues are obtained by considering the equation Det

(

J
(S,I, R)=E0

(

Λ
b

(b+ν)
(b+ν+µ)

,0,Λ
b

µ

(b+ν+µ)

) – λI3x3

)

= 0. Ac-

cordingly, it is

(λ – (γ + d + b) (R0 – 1))
(

λ
2 + λ ((ν + b) + (µ + b)) + (µ + ν + b)

)

= 0. (14)

Therefore, the eigenvalues obtained from equation in (14) are determined as followings:

λ1 = (γ + d + b) (R0 – 1) , (15)

and λ2 and λ3 are found by solving the equation

λ
2 + λ ((ν + b) + (µ + b)) + (µ + ν + b) . (16)

It can be observed that ((ν + b) + (µ + b)) > 0 and (µ + ν + b) > 0, due to inequalities in (7). The LAS conditions for E0 are
provided for the eigenvalues λ2 and λ3. Thus, it is sufficient to examine the sign of λ1. If

R0 < 1, (17)

then λ1 is a negative real number due to inequalities (7). Routh-Hurwitz stability conditions are satisfied. In this case, E0 is
LAS.
b) Let R0 > 1. There is positive equilibrium point. Charasteristic equation obtained from Det

(

J(S,I, R)=E1(S∗,I∗,R∗) – λI3x3
)

= 0

for the equilibrium point E1 is founded as

λ
3 + a1λ

2 + a2λ + a3= 0, (18)

where

a1 =
(

ηI∗ + (µ + b) + (ν + b)
)

, a2 =
(

ηI∗
(

(ν + b) + ηS∗
)

+ b (µ + ν + b)
)

, a3 = ηI∗
(

(ν + b)ηS∗ + γIν
)

. (19)

Let us consider that Routh-Hurwitz stability criteria. It is already clear that a1, a3>0 due to inequalities in (7) and (9). In
addition, we have

a1a2 – a3 =
((

ηI∗ + (µ + b)
)

+ (ν + b)
) (

ηI∗
(

(ν + b) + ηS∗
)

+ b (µ + ν + b)
)

– ηI∗
(

(ν + b)ηS∗ + γν
)

.

If

((

ηI∗ + (µ + b)
)

+ (ν + b)
) (

ηI∗
(

(ν + b) + ηS∗
)

+ b (µ + ν + b)
)

– ηI∗
(

(ν + b)ηS∗ + γν
)

> 0, (20)

then a1a2 – a3 > 0. Hence, E1 is LAS when inequality in (20) is satisfied.

ii. In case of 0 < α1 6= α2 6= α3 < 1, we have IFOS of (6). In this sense, the determinant found by the equation

det
(

diag
(

λ
mα1 , λ

mα2 ,λmα3
)

– J(x1, x2,..., xn)=(x1,x2,...,xn)

)

= 0 (21)

is

∣

∣

∣

∣

∣

∣

∣

∣

λmα1 +
(

ηI + (µ + b)
)

–ηS ν

ηI λmα2 –
(

ηS – (γ + d + b)
)

0

µ γI λmα3 + (ν + b)

∣

∣

∣

∣

∣

∣

∣

∣

= 0. (22)

a) Firstly, if the determinant in (22) evaluates in the point E0
(

Λ
b

(b+ν)
(b+ν+µ)

, 0, µ

(ν+b)
Λ
b

(b+ν)
(b+ν+µ)

)

or

E0
(

(γ+d+b)
η R0, 0,

µ

(ν+b)
(γ+d+b)

η R0
)

with respect to (8), then it is achieved the equations:

λ
mα2 – (γ + d + b) (R0 – 1) = 0, (23)
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and

(

λ
mα1 + (µ + b)

)(

λ
mα3 + (ν + b)

)

– µν = 0. (24)

These equations are examined as the followings: Taking into consideration the equation in (23), it is found that
λmα2 = (γ + d + b) (R0 – 1). If

R0 < 1, (25)

then λmα2 is a negative real number due to inequalities in (7). Otherwise, at least one root of (23) would be a positive real num-

ber, in which case the equilibrium point E0 would be unstable. By De-Moivre formulas, we have λmα2 =

>0 due to (7),(25)
︷ ︸︸ ︷
(γ + d + b) (1 –R0) cisπ,

and so, λk =
[

(γ + d + b) (1 –R0)
]

1
mα2 cis

(

π+2kπ
mα2

)

for k = 0, 1, 2, . . . , (mα2 – 1), such that cisπ = cosπ + isinπ , i =
√
–1. Also, we

have







































































|arg (λ0)| =
π

mα2
,

|arg (λ1)| =
3π
mα2

,

...

∣

∣

∣
arg

(

λ(mα2–1)

)∣

∣

∣
= (
2mα2 – 1)π
mα2

.

(26)

Considering the conditions |arg (λ)| > π
2m for the stability of the equilibrium point, the stability condition for E0 is given as

π
mα2

, 3πmα2
, . . . , (2mα2–1)π

mα2
> π
2m , and so,























α2 < 2,
α2 < 6,
...
α2 < 2 (2mα2 – 1) .

(27)

Inequalities in (27) have been always provided since the derivative-orders 0 < α1,α2,α3 ≤ 1 in (6) are already satisfied.
On the other hand, we have considered the equation (24)). If this equation is arranged, then

λ
m(α1+α3) + λ

mα1 (ν + b) + λ
mα3 (µ + b) + b (µ + ν + b) = 0 (28)

is obtained. If the eigenvalues, which are the roots of equation (28), satisfy Routh-Hurwitz stability condition or the conditions
∣

∣arg
(

λi
)∣

∣ > π
2m for i = 1, 2, . . . ,m

(

α1 + α3
)

, then E0 is LAS.
b) Let R0 > 1. In this case, the equilibrium point E1 emerges as positive definite. By calculating the determinant (22) at this
equilibrium point, it is obtained the following characteristic equation

λm(α1+α2+α3) + λm(α1+α2) (ν + b) + λm(α2+α3) (ηI∗ + (µ + b)) +
λmα2 (ηI∗ (ν + b) + b (µ + ν + b)) +
λmα3 (γ + d + b)ηI∗ + ηI∗ ((γ + d + b) (ν + b) + γν) = 0.

(29)

When the signs of the terms of the last equation are examined according to Descartes’ sign rule [38], it is clear that the equation
does not have a positive real root. This does not disturb the stability of the equilibrium point. Therefore, if the eigenvalues
λi for i = 1, 2, . . . ,m

(

α1 + α2 + α3
)

, which are the roots of the equation (29), satisfy Routh-Hurwitz stability condition or the
conditions

∣

∣arg
(

λi
)∣

∣ > 1
m

π
2 , the equilibrium point E1 is LAS.

Therefore, the proof is completed. �

As a result, it can be reached to Table 3.

Corollary 1 Let us consider Table 3. IfR0 < 1 and some additional conditions are satisfied, then the equilibrium point E0, always existing, is
LAS. However, the equilibrium point E1 biologically exists whenR0 > 1. In this context, it can be said the followings:

i. In case the unexistence of E1, E0 can be a stable equilibrium point,

ii. In case the unstability of E0, whereR0 > 1, E1 exists.

Therefore, these two points cannot be stable under the same conditions.
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Table 3. The existence conditions for the equilibrium points of system (6) and the stability conditions of these points according to
different states of its derivative orders

Equilibrium Point The exis-

tence con-

dition

Derivative-orders Stability conditions

E0

(

Λ
b

(b+ν)
(b+ν+µ) , 0,

Λ
b

µ

(b+ν+µ)

)

Always α1=α2=α3≤1 If R0 < 1

E0

(

Λ
b

(b+ν)
(b+ν+µ) , 0,

Λ
b

µ

(b+ν+µ)

)

Always α1 6=α2 6=α3,
α1,α2,α3 ∈ (0, 1)

If R0 < 1 and all roots λi for i = 1, 2, . . . ,m (α1 + α3) founded
from the equation λm(α1+α3) + λmα1 (ν + b) + λmα3 (µ + b) +
b (µ + ν + b) = 0 satisfy Routh-Hurwitz stability criteria or the
condition |arg (λi)| > 1

m
π
2 .

E1 (S∗, I∗,R∗) R0 > 1 α1=α2=α3≤1 ((ηI∗ + (µ + b)) + (ν + b)) (ηI∗ ((ν + b) + ηS∗) + b (µ + ν + b)) –
ηI∗ ((ν + b)ηS∗ + γν) > 0,

E1 (S∗, I∗,R∗) R0 > 1 α1 6=α2 6=α3,
α1,α2,α3 ∈ (0, 1)

If all roots λi for i = 1, 2, . . . ,m (α1 + α2 + α3) founded
from the equation λm(α1+α2+α3) + λm(α1+α2) (ν + b) +
λm(α2+α3) (ηI∗ + (µ + b)) + λmα2 (ηI∗ (ν + b) + b (µ + ν + b)) +
λmα3 (γ + d + b)ηI∗ + ηI∗ ((γ + d + b) (ν + b) + γν) = 0
satisfy Routh-Hurwitz stability criteria or the condition

|arg (λi)| > 1
m

π
2 ,

where R0 is in (8) and the components S∗, I∗ and R∗ of E1 are in (11).

5 Numerical results

To highlight the stability analysis results of this work using the proposed model for both CFOS and IFOS, two numerical examples
are investigated. To do this, it is examined the behavior of the solutions of the model by valuing the parameters. It has been used
Matlab R2012b. The parameter values are given in Table 4.

Table 4. The considered values of the parameters

Parameter Value1 Value2 Unit

Λ 100 1000 individuals
v 0.001 0.01 day –1

η 0.0001 0.0001 day –1

µ 0.045 0.05 day –1

b 0.0032 0.15 day –1

γ 0.25 0.25 day –1

d 0.022 0.022 day –1

α1 0.9 0.8 Rational
number

α2 0.9 0.6 Rational
number

α3 0.9 0.4 Rational
number

Value1 is used in numerical study 1.
Value2 is used in numerical study 2.

Numerical study 1

Consider Value1 in Table 4. It is found as R0 ≈ 0.969. This only means the existence of the equilibrium point E0 (2668, 0, 28582).
In addition, since R0 < 1, it is seen that the equilibrium point E0 for CFOS (α1 = α2 = α3 = 0.9) is stable according to Table 3 . This
situation with initial conditions

[

S0 I0 R0
]

= [1000 1000 10000] can be seen in Figures 3 and 4.

Numerical study 2

When the values in Table 4 are used, the threshold parameter is found as R0 ≈ 1.2. Also, the trivial equilibrium point is
E0 (5079, 0, 1587). Since R0 > 1, the positive equilibrium point E1 (4220, 409, 1958) exists and E0 is an unstable point according to
Table 3. Only the stability of E1 can be examined.

Derivatives-orders are given as
[

α1 α2 α3
]

=
[

0.8 0.6 0.4
]

. Sincem is the least commonmultiple of the denominators of derivative-
orders, it is 5. Equation (29) translates to

λ
9 + 0.16λ7 + 0.2409λ5 + 0.038044λ3 + 0.0172598λ2 + 0.002863818 = 0. (30)
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Figure 3. Time-dependent variation of susceptible and infectious populations for CFOS in (6)

Figure 4. Time-dependent variation of the recovered population for CFOS in (6)

Roots of (30) are

λ1 = –0.4990 + 0.5267i,

λ2 = –0.4990 – 0.5267i,

λ3 = 0.5039 + 0.4542i,

λ4 = 0.5039 – 0.4542i,

λ5 = –0.4042,

λ6 = 0.2018 + 0.3738i,

λ7 = 0.2018 – 0.3738i,

λ8 = –0.0047 + 0.4025i,

λ9 = –0.0047 – 0.4025i.
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Also, we have

argλ1 = 133.4530°,

argλ2 = 226.5470°,

argλ3 = 42.0305°,

argλ4 = 317.9695°,

argλ5 = 180°,

argλ6 = 61.6371°,

argλ7 = 298.3629°,

argλ8 = 90.6690°,

λ9 = 269.3310°.

Eigenvalues λi for i = 1, 2, . . . , 9 are greater than
π
2m = 18°. Therefore E1 is LAS.

Let the initial conditions by
[

S0 I0 R0
]

= [10000 100 100]. In this case, the numerical simulation is obtained along the following
Figures 5, 6 and 7.

Figure 5. Time-dependent variation of susceptible population for IFOS in (6)

6 Conclusions

In this study, it is suggested the newly IFOS SIR model including the three time-dependent variables: susceptible, infected and
recovered individuals in a population. This model proposed in system (6) is the form of nonlinear IFOS with the Caputo fractional
derivative, accepted as rational numbers in the interval (0, 1]. In this context, the general situation regarding the stability of
proposed model was investigated. Considering the derivative-orders, a new perspective was presented to the literature.

The model has an infection-free equilibrium point E0
(

Λ
b

(b+ν)
(b+ν+µ)

, 0, Λ
b

µ

(b+ν+µ)

)

and a positive equilibrium point

E1

(

S∗ = (γ+d+b)
η , I∗ = S

∗(R0–1)(b+ν+µ)
(

γ+d+b+ν d
b
+ν
) ,R∗ =

(

S∗(R0–1)(b+ν+µ)
(

γ+d+b+ν d
b
+ν
) + S

∗

γ µ

)

γ

(b+ν)

)

. For these equilibrium points, their existence were

analyzed according to the threshold parameterR0 and their stability were examined according to bothR0 and eigenvalues obtained
from characteristic equation roots. These results about the stability analysis are summarized in Table 3. In general, the SIRmodels
in literature trying to explain the infection progress in a population with respect to the only parameter R0. According to qualitative
analysis of our model, it was found followings:
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Figure 6. Time-dependent variation of infected population for IFOS in (6)

Figure 7. Time-dependent variation of recovered population for IFOS in (6)

i. Disease-free equilibrium point always exists and is LAS,

{

If R0 < 1 in case of α1=α2=α3≤1.
If R0 < 1 and (28)meet conditions

∣

∣arg
(

λi
)∣

∣ > π
2m in other cases.

ii. Positive equilibrium point exists when R0>1. This point is LAS,

{

If R0>1 (also the existence condition) in case of α1=α2=α3≤1.
If (29)meet conditions

∣

∣arg
(

λi
)∣

∣ > π
2m in other cases.

In numerical studies, the results of the qualitative analysis given in Table 3 are supported by graphics for the proposed SIR model.
For this, the stability of E0 for CFOS is shown in the first numerical study, while the stability of E1 for IFOS is shown in the second
numerical study.
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