ISSN Online : 2791-8564

Year : 2022

Volume : 2

Issue : 3




VOLUME: 2 ISSUE: 3 September 2022
ISSN ONLINE: 2791-8564 https://www.mmnsa.org

eLLING
\® /\/\,0

< A,

O
" <
o
& ? %
< )
S 0
% <P |>-
i u
S ; <
A
9 A
1 &
> ©

4
XL

MATHEMATICAL MODELLING
AND NUMERICAL SIMULATION
WITH APPLICATIONS



Editor-in-Chief and Publisher

Mehmet Yavuz

Department of Mathematics and Computer Sciences,
Faculty of Science, Necmettin Erbakan University,
Meram Yeniyol, 42090 Meram, Konya / TURKIYE
mehmetyavuz@erbakan.edu.tr

Editorial Board

Abdeljawad, Thabet
Prince Sultan University

Saudi Arabia

Aguilar, José Francisco Gémez

CONACyT- National Center for Technological Research
and Development

Mezxico

Arqub, Omar Abu
Al-Balga Applied University
Jordan

Atangana, Abdon
University of the Free State
South Africa

Bagkonug, Hact Mehmet
Harran University
Tirkiye

Bonyah, Ebenezer
Department of Mathematics Education

Ghana

Cabada, Alberto
University of Santiago de Compostela
Spain

Eskandari, Zohreh
Shahrekord University
Iran

Agarwal, Praveen
Anand International College of Engineering
India

Ahmad, Hijaz
International Telematic University Uninettuno
Ttaly

Asjad, Muhammad Imran
University of Management and Technology
Pakistan

Baleanu, Dumitru
Cankaya University, Tirkiye;
Institute of Space Sciences, Bucharest, Romania

Biswas, Md. Haider Ali
Khulna University
Bangladesh

Bulai, Tulia Martina
University of Basilicata
Ttaly

Dassios, loannis
University College Dublin
Ireland

Flaut, Cristina
Ovidius University of Constanta
Romania



Gonzélez, Francisco Martinez
Universidad Politécnica de Cartagena
Spain

Hammouch, Zakia

ENS Moulay Ismail University Morocco;

Thu Dau Mot University Vietnam and China Medical
University, Taiwan

Ibadula, Denis
Ovidius University of Constanta
Romania

Jajarmi, Amin
University of Bojnord
Iran

Kaabar, Mohammed K.A.
Washington State University
USA

Kumar, Sunil
National Institute of Technology
India

Merdan, Hiiseyin
TOBB University of Economy and Technology
Tiirkiye

Naik, Parvaiz Ahmad
School of Mathematics and Statistics, Xi’an Jiaotong
University, China

Owolabi, Kolade
Federal University of Technology
Nigeria

Ozdemir, Necati
Balikesir University
Tiirkiye

Giirbiiz, Burcu
Johannes Gutenberg-University Mainz, Institute of
Mathematics, Germany

Hristov, Jordan
University of Chemical Technology and Metallurgy
Bulgaria

Jafari, Hossein
University of Mazandaran, Iran;
University of South Africa, South Africa

Jain, Shilpi
Poornima College of Engineering, Jaipur
India

Kumar, Devendra
University of Rajasthan
India

Lupulescu, Vasile
Constantin Brancusi University of Targu-Jiu
Romania

Mohammed S. Abdo

Hodeidah University, Al-Hodeidah, Department of
Mathematics

Yemen

Noeiaghdam, Samad
Irkutsk National Research Technical University
Russian Federation

Otero-Espinar, Maria Victoria
University of Santiago de Compostela
Spain

Pinto, Carla M.A.
ISEP, Portugal



Povstenko, Yuriy
Jan Dlugosz University in Czestochowa
Poland

Sabatier, Jocelyn
Bordeaux University
France

Salahshour, Soheil
Bahgesehir University
Tiirkiye

Sarris, Toannis E.
University of West Attica
G'reece

Singh, Jagdev
JECRC University
India

Torres, Delfim F. M.
University of Aveiro
Portugal

Valdés, Juan Eduardo Népoles
Universidad Nacional del Nordeste
Argentina

Weber, Gerhard-Wilhelm
Poznan University of Technology
Poland

Yal¢inkaya, Ibrahim
Necmettin Erbakan University
Tiirkiye

Yuan, Sanling
University of Shanghai for Science and Technology
China

iii

Qureshi, Sania
Mehran University of Engineering and Technology
Pakistan

Safaei, Mohammad Reza
Florida International University

USA

Sari, Murat
Yildiz Technical University
Tiirkiye

Sene, Ndolane
Cheikh Anta Diop University
Senegal

Stamova, Ivanka
University of Texas at San Antonio

USA

Townley, Stuart
University of Exeter
United Kingdom

Veeresha, Pundikala
Christ University
India

Xu, Changjin
Guizhou University of Finance and Economics
China

Yang, Xiao-Jun
China University of Mining and Technology
China



Technical Editor

Halil Ibrahim Ozer

Department of Computer and Instructional Technologies
Education, Ahmet Kelesoglu Faculty of Education,
Necmettin Erbakan University, Meram Yeniyol, 42090
Meram, Konya / TURKIYE

hiozer@gmail.com

English Editor

Abdulkadir Unal

School of Foreign Languages, Foreign Languages, Alanya
Alaaddin Keykubat University, Antalya / TURKIYE
abdulkadir.unal@alanya.edu.tr

Editorial Secretariat

Fatma Ozlem Cosar Miizeyyen Akman
Department of Mathematics and Computer Sciences, Department of Mathematics and Computer Sciences,
Faculty of Science, Necmettin Erbakan University, Faculty of Science, Necmettin Erbakan University,

Meram Yeniyol, 42090 Meram, Konya / TURKIYE Meram Yeniyol, 42090 Meram, Konya / TURKIYE

iv



Contents
Research Articles

1 An efficient application of scrambled response approach to estimate the population
mean of the sensitive variables
Atiqa Zahid, Saadia Masood, Sumaira Mubarik, Anwarud Din 127-146

2 The investigation of several soliton solutions to the complex Ginzburg-Landau model
with Kerr law nonlinearity
Muhammad Abubakar Isah, Asif Yokus 147-163

3 Stability characterization of a fractional-order viral system with the non-cytolytic
immune assumption
Mouhcine Naim, Yassine Sabbar, Anwar Zeb 164-176

4 Laplace transform collocation method for telegraph equations defined by
Caputo derivative
Mahmut Modanli, Mehmet Emir Koksal 177-186

5 Set-valued analysis of anti-angiogenic therapy and radiotherapy
Amine Moustafid 187-196



LLIN
W Mg Mathematical Modelling and Numerical Simulation

é\orv e with Applications, 2022, 2(3), 127-146
p3
<
s
S

N
e()

&

Mg -1\/3\96@

https://www.mmnsa.org
ISSN Online: 2791-8564 / Open Access
https://doi.org/10.53391/mmnsa.2022.011

XL

7,
X
I/b’%n:tv Ly

RESEARCH PAPER

An efficient application of scrambled response
approach to estimate the population mean of the
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Abstract

In the presence of one auxiliary variable and two auxiliary variables, we analyze various exponential estimators. The ranks
of the auxiliary variables are also connected with the study variables, and there is a linkage between the study variables and
the auxiliary variables. These ranks can be used to improve an estimator’s accuracy. The Optional Randomized Response
Technique (ORRT) and the Quantitative Randomized Response Technique are two techniques we utilize to estimate the
sensitive variables from the population mean (QRRT). We used the scrambled response technique and checked the proposed
estimators up to the first-order of approximation. The mean square error (MSE) equations are obtained for all the proposed
ratio exponential estimators and show that our proposed exponential type estimator is more efficient than ratio estimators.
The expression of mean square error is obtained up to the first degree of approximation. The empirical and theoretical
comparison of the proposed estimators with existing estimators is also be carried out. We have shown that the proposed
optional randomized response technique and quantitative randomized response model are always better than existing
estimators. The simulation study is also carried out to determine the performance of the estimators. Few real-life data
sets are also be applied in support of proposed estimators. It is observed that our suggested estimator is more efficient as
compared to an existing estimator.

Key words: Randomized response technique; simple random sampling; scrambling response; sensitive and non-sensitive
variables; exponential-type estimators
AMS 2020 Classification: 62D05; 62D10; 62E10; 62E17

1 Introduction

In the optional randomized response technique, while collecting data, sometimes the interviewer faces the problem of non-
response. The interviewee hesitates to respond to sensitive questions regarding their private life, abortion, drug addiction, HIV
infection status, duration of suffering from AIDS, sexual behavior, the incidence of domestic violence, and tax evasion, for example,
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any sensitive query. In general, people do not feel comfortable when asked about their past medication use status relative to med-
ical problems, sexual activity, premature births, etc. [1] proposed an optional randomized response model to manage those cases.
This model elaborates that one query can be delicate and may not be sensitive to another. In this technique, the interviewee can
choose whether to provide the answer or scramble the answer. Under this model, the mean and sensitivity level of parameters are
estimated. We cannot trace the reaction provided by the interviewee through investigation. The story of sensitivity of the question
is the proportion of individuals who give the scrambled answers. Ratio-type estimators are developed when a variable of concern
is sensitive and auxiliary variables are non-sensitive information. Additional information is used to increase the estimator’s pre-
cision at designing and at the estimation stages. We use ratio, product, and regression estimators more frequently when there is
a connection between the dependent and independent variables. In a similar expression, the variables of independent ranks are
also correlated with the relating upsides of the study variables [2]. Along these lines, the ranked auxiliary variable (that contains
the ranks of the auxiliary variable) can be treated as another additional variable. This data may help us expand the proficiency of
an estimator. In ORRT, most of the respondents assumed that the aspects of inquiry are sensitive, but some are more willing to
answer directly. In ORT, respondents are given an option either to supply RR using a specified randomized device or to respond
directly according to the extent to which the respondent feels that the question is sensitive or not. Most of the methods developed
for ORT are limited to SRSWR sampling only. A few of the ORT techniques are available for complex surveys.

We are investigating a multiplicative randomized response strategy for providing quantitative randomized responses (QRRT) to
sensitive queries. The respondent multiplies his sensitive response by a random number from a known distribution and gives the
product to the interviewer, who has no idea what the random number is valuable and consequently receives a scrambled response.
The respondent generates S using some specified method and multiplies his sensitive answer Y by S.

The interviewer receives the scrambled answer Z = YS. The particular values S are unknown to the interviewer, but its distribution
is known, Let Scrambling variable is denoted by S with E(S) = 0, and their variance is V(S) = uf. Some specific distributions for
random scrambling numbers are proposed and investigated, as well as methods for creating scrambling numbers.

The application of the proposed Quantitative randomized response technique (QRRT) has also been discussed. A new composite
class of estimators is defined using scrambled response to estimate the population means of a sensitive variable. Methods for
studying sensitive behavior include randomized response techniques, which provide anonymity to interviewees who answer sensi-
tive questions. The quantitative randomized response technique (QRRT) variation on this approach allows researchers to estimate
the frequency or quantity of sensitive behaviors. The application of the proposed optional Randomized Response Technique has
been discussed. The randomized response technique in a survey reduces potential bias due to nonresponse and social desirability
when asking questions about sensitive behaviors and beliefs [3]. Use of randomization device (outcome unobserved by the inter-
viewer) conceals individual responses and protects respondent privacy Auxiliary variables are first used in a ratio-type estimator
by [4]. The use of more than one auxiliary characteristic improves the Estimation. To know about the variability present in a finite
population variance may be required, which is also essential for future predictions and studies. Therefore, we review different
estimators in the literature and propose a new class of estimators. We have some auxiliary information that is used in variance
estimation. We are interested in comparing the different variance estimators. We sought to recommend a variance estimator
for use in the analysis of the content evaluation survey. There are various ways and examples of the use of assisting (auxiliary)
variables like

+ A hospital survey may identify insufficient quantity in a specific hospital.

+ In Socioeconomic surveys, in advance, may well know the availability of food, educational status, and medical facilities of a
region.

- The entirely cultivated area in the agriculture production survey may well be known in advance.

In this paper, generalized two-stage optional randomized response technique (ORRT) and Quantitative randomized response tech-
nique are derived for a finite population mean of a delicate variable based on Randomized Response technique using non-sensitivity
additional information.

2 Few existing estimators in simple random sampling

Now we discuss MSE estimators which exist in the literature. Firstly, note the simple sample MSE estimator.

i) The unbiased usual estimator of the population mean of Z is given

MSE(iys) = (1 ‘f> 202 + 021, )

n

ii) [5] proposed a ratio estimator, which is given as

1- _ 2
MSE(figg) = < nf> Z2[C + % +C2 - 2CxCypyx]. (2)
y

iii) [6] suggested a ratio estimator, which is given as

= (1- Wo?2
MSE(QRG) = Z2 (Tf> [C; + HZS + C)% - ZCnypyx]. (3)
y
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iv) [7] suggested a ratio estimator.

MSE (Qigy) = 22 (1 'f> [c + WK? o

2
o LL)% + Cx — 2CxCypyx]. (4)

v) [8]proposed the exponential-type estimator created on generalized two-stage optional-scrambled reply method which is given
as

- - 2 _ 2 2
MSE(igp) = 22 (1 f ) [c2+ KW -T)07

2.2
e PLJZ, Cyp yx]. (5)

3 Proposed model I
Mean estimator for generalized two-stage optional scramble response

Let the set proportion of the population is denoted by T(0 < T < 1), for which we can assume to give the true responses along with
W(0o < W < 1) to be the Sensitivity level related to that sensitive question. Here we have a scrambling variable S with zero (0) mean
and variance o2 and let K(-1 < K < 1) is suitably chosen scalar. [8] proposed the ORRT for the estimation of population mean in
the case of sensitive study variables. Their suggested scenario states: Let the sensitive study variable be denoted by Y having the
population mean uy and unknown population variance 0'}2,. The ORRT can be written as

(6)

|y with probability T + (1 - W)(1 - T)
" | Y+KS with probability W(1 - T) ’

E(Z) = [T+ (1 -W)Qa - T)E®Y) + [W(Q1 - T)E(Y + KS)],
E(Z) = pypy-

Generalized exponential-ratio-type estimator using one-auxiliary variable for generalized two stages optional
scramble response

Let a simple random sample without replacement of size n be drawn from the population consisting of N units. Let Z,Y and X be
the optional randomized response variable, the study variable, and the auxiliary variable respectively. Let the population (sample)
means of Z, Y and X are py, uy and uy (z, y and X) symbols, respectively, and notations to be used are:

E(Z) = uz, uz, ny and py ,E(U) = py , E(X) = ux ,E(S) = ug = 0,
E(eq) = E(e) = E(e3) = E(e3) = 0,7 = Ry(1+e3) ,x =X(1+ey), = Y(1 +ep),
E(e3) = ACZ,E(eoer) = ApyxCyCx, E(eoez) = Apyr,CyCr, E(eoe3) = ApyzCyCz,
E(eoe3) = ApyzCyCz , E(e1e3) = Apxr,CxCr, JE(e1e3) = ApxzCxCz , E(e3e3) = Aprx,CxCr,

@-ce KW@ - T)crszy oo = Pyx o, = cov(x,y) o= _a)-( '
ny 1+ PWa-1)o? CrCy |14 W02 aX +b
g M\ g
Table 1. Special case for the proposed estimator
Estimator a b
A 1 Cx
Zp 1 B2(0
zy B2(x) Cx
Z® G B2(x)
Zg) 1 Pxy
Eéer') Cx Pxy
%Z) Pxy Cx
gg) B2(x) Pxy
Zﬁ?) Pxy B2(x)

Motivated by [9], [10], and [11] proposed a difference- ratio-type exponential an estimator fpr that is given by

(7)

ﬁpr = {wli + wz()-( - )-() + (.U3(Rx = i'x)} exp <M> .

a(X - x) + 2b)
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By taking expectation, we can find the bias Epr under first approximation, which is given as

Bias(ﬁpr) =% [—82 + 47\9CX(5(C)((U2 + Rxpxerr(U3 per) + ZU)I(8 + OACy

(38Cx = 4Cypyx))] -

(8)

The MSE of fprunder the first order of approximation are respectively given

MSE(%pr) = 22 + )\}_(C,%wz(—z + 5{0)2) + ?\R%C?(,U? + }\RxCxCr(—Z + 25((}.)2)(,1)3 Pxry
+ ZZwlz {1 + A {C)% +Cyx — 2Cypyx)}] + %Zwl [—82 + ACy {Cx(—329 + 8)_(w2)+ 9)

8RxCr(,U3pxrx +4Cy(2 - 25((,1)2)9)(}/} —SRx)\CyCrpryrx] .

The optimum values of w;, w5, and w3, obtained by minimizing equation (9) respectively, given by

_ 8 - A022(2
Clop) = 81+ ACZ (1= Q2py))
z Z.XrX

0% (1 ) (<60 ARG e - prpn) 406 (=) (4 AGE (1= )]
©2(0pr) 8XCx (-1+ 03, ) (1+AC2 (1- By )

)
and

VA (8 - ?\GZC,%> Cz (Pxry Pzx = Pzry)
8RxCr (—1 + P,%rx) (1 +ACZ (1 - Q%.xrx))

2 2
Pzx * Pzry = 2PzxPzr, Pxry

)
1 - Piry

)

@3(opt) =

2
Qz.xrx

Substitute the value of w;, w;, w3 in equation (9), and we get the minimum MSE given by

. AZ2 {64c§(1 - QZxr,) - NOHCAC - 16A02CFC(1 - Qg‘x,x)}

7 (10)
64 {1+ AC3(1 - QZ,,)}

MSE

min(Zpr) =

Efficiency comparison
We present the mathematical comparison of the proposed estimator with existing estimators under Model-I as
i) By equations (5) and (10)
MSE i, (Zpr) < MSE(Eggg)-
ii) By equations (2) and (10)
MSE, i, (Zpr) < MSE(figs).
iii) By equations (4) and (10)
MSE 0 (Zpr) < MSE(figy)-
iv) By equations (3) and (10)

MSE i (Zpr) < MSE(figg)-

Real-life conifer tree data set 1

Real-life data set is used for numerical comparison. Detail is given as: Population Source: [12]. Let z be our study variable used
in our estimator and model. We study the total height of the conifer tree. x is our auxiliary variable which is non-sensitive. We
measure the circumference of the conifer tree at breast height. We assume three samples in our simulation study, n = 100, n = 200,
and n = 300.
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z: Total height of a conifer tree in feet;

x: Circumference of a conifer tree at breast height in cm

N=399, pxy = 0.914981, pzr, = 0.983609, pxr, = 0.890219, uy = 285.125, ny = 5182.64, ox = 310.1403, oz = 3250.5050, Cz =
0.354194, Cx = 0.948459, Cr = 0.573765

Table 2. The MSE and PRE values of estimators for real-life data set 1

n w T Estimator Theoretical PRE
50 0.3 0.3 flys 55.909 100.00
figs 54.303 102.95
fipg 10.708 522.11
firy 55.258 101.17
tAGRR 9.7486 573.51
z 5.8744 951.74
z 5.8344 958.275
2(%) 5.781 967.11
z® 5.8344 958.27
2;,2) 5.8135 961.72
740 5.8135 961.72
Z(,Z) 5.7810 967.11
?l(ff) 5.8135 961.72
z 5.8344 958.27
0.5 0.5 flys 56.033 100.00
figs 54.303 103.18
firG 10.718 522.75
fgy 55.259 101.40
lgrr 9.7507 574.66
b4 5.8744 953.85
0.7 0.7 flys 55.909 100.00
figs 54.303 102.95
fipg 10.729 521.08
fipn 55.259 101.17
Terp 9.7486 573.51
z5" 5.8744 951.74
100 03 0.3 flys 23.404 100.00
figs 21.798 107.36
firg 24.409 95.88
fign 22.7538 102.86
torR 24.0141 97.459
A 20.516 114.07
72 21.841 107.15
2(3r) 20.943 111.75
7 21.811 107.15
?ﬁ’ 21.49 108.81
Z(,?) 21.48 108.91
Z,Z) 20.43 111.75
79 21.89 108.91
Z(,?) 21.841 107.15
0.5 0.5 fys 23.528 100.00
figs 21.798 107.93
flrg 22.754 103.41
RN 21.754 108.41
TerR 25.015 94.072
Z,’ﬁ)* 20.516 114.68
0.7 0.7 fys 23.528 100.00
figs 21.7984 107.93
fipg 22.7540 103.41
Apy 22.754 103.41
terr 24.015 97.972
Z(,’ﬁ)* 20.516 114.68
150 0.3 0.3 fiys 13.853 100.00
figs 12.046 113.33

flrG 2.5196 541.88
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fipy 13.002 105.00
Tore 13.779 99.082
A 2.2938 595.22
?g%) 2.1938 631.22
Z(}r) 2.3938 578.70
A% 2.4938 555.22
7 2.4938 595.22
Z(,?) 1.4938 595.22
%()Z) 4.4938 312.22
A 3.4938 396.22
?},2) 2.0938 595.22
0.5 0.5 flys 13.777 100.00
figs 12.046 114.36
fipg 2.5220 546.26
RN 13.002 105.95
terr 13.778 99.98
Zl()’ﬁ)* 2.2942 600.50
0.7 0.7 flys 13.777 100.00
figs 13.046 105.60
fipg 2.5220 546.26
RN 13.002 105.95
terr 13.278 103.75
Zgﬁ)* 2.2942 600.50

Using Table 2, we find the percentage relative efficiency of existing and proposed estimators, shown in the graph. Black boxes
indicate the existing estimator, and red boxes indicate the proposed estimator. This graph shows our proposed estimator is more
efficient compared to the existing estimator.

4 ™
PRE
m uYs W Zprl
E 1500 B uRS W Zprd
g B uRG ®m ZIprs
LE_ m uRN  m Zpik
ug'l 1000 m IGRE m Zpl
E H Zpgl W Zpik
2 LI OO T
E 500
H
|-
w
4
o 0
50 100 150
ni sample Size)
. v

Figure 1. PRE of Real-Life data set 1

Percentage relative efficiency

We have computed the percentage relative efficiency of proposed estimators at different combinations of existing estimators. We
used the following expression to obtain the percentage relative performance. Results are presented above tables.

MSE(fys)

PRE = ———X- 4100 1
ME(R) * 1% (11)
where Q = RS, RG, NR, GRR.

Simulation study

We consider a multivariate normal population with multiple covariance matrices to represent (Y, X) distribution. The normal
distribution is followed by scrambling variables. The standard deviation is equal to 100 percent of the standard deviation of X
when the mean is 0. We generate two populations. For population 1, N is 1000 and mean is 2. For population 2, N is 1000 and
mean is 3. Correlation is always positive for both populations. After Simulation, we standardize the study variable and auxiliary
variable and rank of the auxiliary variable. The Simulation is conducted to evaluate the performance of the proposed estimator. For
this study, we have generated the population size N=1000 from a standard normal distribution using the MVRNORM package in
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software R, where study and auxiliary variables are correlated with a correlation given below. The whole simulation process starting
from the drawing sample from variable Y and auxiliary variable X from the normal population and calculating the estimates, was
repeated 10000 times. The reported generalized response is calculated using the formula Z = Y + KS. The covariance matrices are
given by

Table 3. Data Summary I

Population 1 Population 2
N = 1000 N = 1000
p=[2,2] p=[3,3]

2 1 2 1
=(11) =(11)
pyx=0.37144 pyx=0.388517

Table 4. The MSE and PRE values of estimators for Population 1&2

Population 1 Population 2

n w T Estimator Theoretical Empirical PRE Theoretical Empirical PRE
200 03 03 (iys 0.01600 0.01697 100.00 0.03194 0.01425 100.00
firs 0.05133 0.01770 31.17 0.03160 0.01425 175.60

firg 0.01610 0.01679 101.28 0.02347 0.01527 136.07

fipy 0.05065 0.01787 31.58 0.09302 0.01439 210.07

Torr 0.00700 0.02390 233.44 0.01988 0.16697 160.68

25,1,) 0.00470 0.00018 340.4 0.01815 0.01130 242.60

?{,ﬁ) 0.00446 0.00058 366.78 0.0178 0.01190 179.07

73 0.00400 0.00020 409.17 0.018 0.00720 190.02

7 0.00447 0.00089 366.78 0.01425 0.00570 22414

Z(,?) 0.00429 0.00039 381.63 0.01418 0.01000 225.24

740 0.00429 0.00105 381.63 0.01425 0.00470 224.91

A% 0.00400 0.00110 409.17 0.01381 0.00023 231.04

?l(,?) 0.00429 0.00065 381.63 0.01417 0.01010 225.45

2;,?) 0.00447 0.00066 366.78 0.01426 0.00070 223.91

0.5 0.5 fiyg 0.01700 0.01697 100.00 0.03346 0.01425 100.00
figs 0.05133 0.01770 31.49 0.01317 0.01425 107.98

ftrg 0.01610 0.01679 111.07 0.02112 0.01527 142.34

fipy 0.05084 0.01787 31.53 0.02350 0.01439 200.88

Torr 0.03240 0.02390 233.44 0.01988 0.16697 168.25

Z;,’;)* 0.00700 0.00067 255.44 0.01815 0.00980 242.60

0.7 0.7 iy 0.01600 0.01697 100.00 0.03194 0.01425 100.00
fips 0.05133 0.01770 31.91 0.01317 0.01425 107.98

firg 0.01620 0.01679 101.28 0.02354 0.01527 135.72

fipy 0.05103 0.01787 31.23 0.02112 0.01439 142.34

TorR 0.00700 0.02390 233.44 0.01988 0.16697 160.68

Z;,’ﬁ)* 0.00470 0.00046 340.4 0.01815 0.00136 242.60

500 03 0.3 fiys 0.01030 0.00209 100.00 0.01395 0.00615 100.00
fips 0.50725 0.00419 2.036 0.00482 0.00378 289.56

firg 0.00404 0.00427 255.19 0.00586 0.00420 237.81

fipy 0.05004 0.00406 20.64 0.00768 0.00377 181.61

Torr 0.00175 0.02391 588.90 0.00497 0.16688 280.82

7 0.00112 0.00021 925.80 0.00455 0.00029 306.99

72 0.00117 0.00023 885.61 0.00427 0.00050 326.51

?I(,?;) 0.00116 0.00014 885.61 0.00430 0.00094 324.41

A% 0.00115 0.00047 893.95 0.00427 0.00017 326.51

A8) 0.00115 0.00011 893.95 0.00430 0.00650 324.41

70 0.00114 0.00018 908.15 0.00430 0.00017 324.78

A% 0.00115 0.00047 893.95 0.00427 0.00371 326.51

7® 0.00114 0.00013 881.63 0.00430 0.00022 324.78

?},‘3) 0.00116 0.00016 885.61 0.00430 0.00530 324.41

0.5 0.5 (i 0.01191 0.00209 100.00 0.01547 0.00615 100.00

figg 0.05072 0.00419 20.30 0.00482 0.00378 321.03
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firg 0.00406 0.00427 293.74 0.00588 0.00420 263.30

fipy 0.05024 0.00406 20.71 0.00687 0.00377 225.35

Torg 0.00176 0.02391 678.57 0.00497 0.16688 311.23

Z(0- 0.00112 0.00017 1067.7 0.00455 0.00047 340.35

0.7 0.7 iy 0.01033 0.00209 100.00 0.01395 0.00615 100.00
figs 0.50725 0.00419 2.0365 0.00482 0.00378 289.56

firg 0.00406 0.00427 254.20 0.00588 0.00420 237.19

fipy 0.05043 0.00406 20.48 0.00604 0.00377 230.77

Torr 0.00175 0.02391 588.90 0.00497 0.16688 280.82

Zgﬁ)* 0.00112 0.00047 925.80 0.00454 0.00064 306.99

700 0.3 03 fiyg 0.00912 0.00086 100.00 0.01395 0.00239 100.00
firs 0.00206 0.00175 442.02 0.00842 0.00164 165.81

firg 0.00162 0.00178 563.27 0.00235 0.00170 594.52

fipy 0.00499 0.00166 182.26 0.01128 0.00171 123.70

Torr 0.00070 0.02388 1299.83 0.00298 0.16685 468.05

zy 0.00047 0.00013 1957.36 0.00181 0.00050 767.23

?f,%) 0.00047 0.00017 1938.1 0.00178 0.00044 583.42

?l(,%) 0.00046 0.00010 1957.36 0.00178 0.00030 581.97

2},‘;) 0.00047 0.00060 1938.1 0.00178 0.00038 583.42

?f,?) 0.00047 0.00014 1945.2 0.00178 0.00022 581.97

?I(,‘;’) 0.00046 0.00067 1945.29 0.00178 0.00350 582.23

?{,Z) 0.00046 0.00021 1957.36 0.00177 0.00062 582.23

?}fﬁ) 0.00046 0.00031 1945.29 0.00178 0.00120 583.42

Z(,?) 0.00047 0.00032 1938.1 0.00178 0.00010 581.97

0.5 0.5 (i 0.01070 0.00086 100.00 0.01547 0.00239 100.00
fips 0.00506 0.00175 214.15 0.00842 0.00164 183.82

firg 0.00162 0.00178 659.78 0.00235 0.00170 658.27

fipy 0.00501 0.00166 213.35 0.01046 0.00171 147.87

Torr 0.00070 0.02388 152414 0.00199 0.16685 778.09

Zgﬁ)* 0.00047 0.00016 2297.22 0.00182 0.00085 850.59

0.7 0.7 fiys 0.00912 0.00086 100.00 0.01395 0.00239 100.00
figs 0.00506 0.00175 180.23 0.00841 0.00164 165.81

firg 0.00163 0.00178 561.07 0.00235 0.00170 592.99

fipy 0.00503 0.00166 180.12 0.00964 0.00171 144.70

Torr 0.00070 0.02388 1299.83 0.00199 0.16685 702.05

Z;,’;)* 0.00047 0.00022 1957.36 0.00182 0.00052 767.23

*where assumes the values from 1 to 9.

In Table 4, according to population 1 we make a graph of PRE in which red boxes show the proposed estimator, and black boxes
show the existing estimator. Percentage Relative Efficiency of Proposed and Existing estimator through simulation is given in
that graph which shows that our proposed estimator is efficient compared to another estimator. By using population 2 we make a
graph. Percentage Relative Efficiency of Proposed and Existing estimator through simulation is given in that graph which shows
that our proposed estimator is efficient compared to another estimator. N shows sample size. Black boxes show the existing

estimator, and Red boxes show the proposed estimator.

(a) Population 1

(b) Population 2
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Figure 2. PRE of simulated data summary I
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Generalized exponential -type estimator using two auxiliary variables for generalized two-stages optional scram-
bled response

Motivated by [13], we suggest a generalized exponential-type estimator for population mean using Model I, as

R ) J/h _ z1/h gi/h _ gifh
= . . . 12
tGre = Z€Xp {cx <X1/h (@Dl * S b= 1)ﬂ1/h>} (12)
According to a first-order approximation, the bias and mean square error (MSE) f;gg are given
. o~ - OCC)% _ 1 CXC& _ 1 _ x sz sz 062 Cﬁ C)z( 2Cxu
Bias(tore) = 12 [m(l AT T A A R A A a3
By taking a square and applying expectation from equation (13), we obtained
MSE(/f ) - )\22 C2 . (XC)Z{ + chﬁ _ ZOLCZX _ ZCXCZX . ZOCZCxu (14)
GRE Z7 @2b2 " b2k ah bh abh?

Cu=Cicy ] and

To obtain the minimum MSE, we need to estimate the value of a and b. By equation (14), we obtain a(opt) =¥ [W
xubzu—LyGzu

2 202
B -« Cu—CuCx i
(opt) = h [cxuczx—cguc,%]

Using ﬁ(opt) and B(Opt), we get a minimum MSE of (f5gp) as

+ C)%C%u * Cﬁ(:%u - 2C)%UC%XC%U
CRu — CiC3

MSE(tgge) = AZ? | C2 (15)

Efficiency comparison

We present the mathematical comparison of the proposed estimator using two auxiliary variables with the existing estimators
under Model-I as

i) By equation (5) and (15)
MSE i (Fgre) < MSE(EgRg)-

ii) By equation (2) and (15)
MSE i (Bere) < MSE(figg)-

iii) By equation (4) and (15)
MSE in (tere) < MSE(figy)-

iv) By equation (3) and (15)

MSEin (t6re) < MSE(figg).

Real-life apple tree data set 2

We used data from 204 villages in Turkey’s Black Sea Region, including apple production amount in 1999 (as the main variety),
number of apple trees in 1999 (as the first auxiliary variety), and apple income and sales in 1998, to estimate the standard and
new estimators (as the second auxiliary variety) (Source: Republic of Turkey’s National Bureau of statistics)]. The MSE and PRE
are calculated and simulated by the proposed model’s generalized exponential type ratio estimator compared to the RRT ratio
estimator for population 3.

We assume three samples in our simulation study, n= 50, 100, and 120.

N=204, pxz = 0.71, pxu = 0.83, pzu = 0.94, 0zx = 77372777, o0zu = 5684276, oxu = 94636084, uy = 26441, uy = 966, uy = 1014,
oy = 45402.78, oz = 2389.76 and oy = 2521.40.
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Table 5. The MSE and PRE values of estimators for Real-life dataset 2

n w T Estimator Theoretical PRE
50 0.3 0.3 Qys 86278.68 100.00
(igs 86234.28 100.05
firg 42787.88 201.64
gy 86234.28 100.05
Torr 42765.76 201.74
Tore 22350.49 386.02
0.5 0.5 flys 86286.93 100.00
(igs 86234.28 100.06
(irg 42788.51 201.65
(g 86234.28 100.06
Torr 42765.89 201.76
TorE 22350.49 386.06
0.7 0.7 flys 86278.68 100.00
(igs 86234.28 100.05
firg 42789.13 201.63
gy 86234.28 100.05
Torr 42765.76 201.74
Tore 22350.49 386.02
100 0.3 (iys 42875.44 100.00
(igs 42830.05 100.10
{irg 21252.26 201.74
(iry £42830.05 100.10
Torr 21241.27 201.84
Tore 17351.62 247.09
0.5 0.5 Qiys 42883.68 100.00
(igs 42830.05 100.12
(irg 21252.57 201.78
(iry 42830.05 100.12
Torr 21241.33 201.88
Tore 17351.62 247.14
0.7 0.7 Qiys 42875.44 100.00
(igs £42830.05 100.10
{irg 21252.88 201.73
(irn £42830.05 100.10
TerR 21241.27 201.84
Tore 17351.62 247.097
120 0.3 0.3 (ys 19460.53 100.00
firs 19414.6 100.23
firg 19634.35 100.81
QRN 19414.6 100.23
Torr 19629.37 116.93
Tore 14654.87 132.79
0.5 0.5 Qys 19468.78 100.00
irs 19414.6 100.27
ftre 19634.49 102.07
QRN 19414.6 100.27
TerR 19629.40 102.18
Tore 14654.87 132.84
0.7 0.7 Qys 19460.53 100.00
irs 19414.6 100.23
(irg 19634.63 100.12
(irn 19414.6 100.23
TerR 19629.37 102.09

LGrRE 14654.87 132.79
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Figure 3. PRE of Real-life data set 2

Simulation study

We used R studio Version 1.3.1093 for the coding and simulation study. To describe the (Y, X) distribution, we assume a multivariate
normal population with distinct covariance matrices. We generate random variables by following a multivariate normal distribution.
The normal distribution is followed by scrambling variables. With a mean of 0 and an SD equal to 100% of the standard deviation
of variable X. The reported generalized response is calculated using the formula Z = Y+ KS. The covariance matrices are given as:

Table 6. Data summary II

Population 1 Population-2
N =1000 N =1000
u=[2,2,2] u=[3,3,3]
8 1 2.5 2 1 2.2
S = 1 2 15 S = 1 3 1.2
2.5 1.5 2 22 1.2 3
ny:0~27451 ny:0«40759
pxy= 0.721011 pxy= 0.39536

Table 7. The MSE and PRE values of estimators for Population 1&2

Population 1 Population 2

n w T Estimator Theoretical Empirical PRE Theoretical Empirical PRE
200 0.3 0.3 ftys 0.03519 0.03140 100.00 0.01358 0.07440 100
firs 0.01755 0.00843 200.51 0.13800 0.02654 93.792

{irg 0.03083 0.00866 114.13 9.79250 0.01910 112.69

trn 0.01438 0.00810 244.71 0.13640 0.01118 99.95

TerR 0.02892 0.02628 121.66 0.06609 0.14720 20.52

ToRE 0.00523 0.00135 672.87 0.01135 0.01098 119.64

0.5 0.5 ftys 0.03111 0.03140 100.00 0.01472 0.07440 100.00
figs 0.01754 0.00843 177.32 0.13870 0.02654 67.61

firg 0.03081 0.00866 101.00 0.01207 0.01910 121.89

ftrN 0.01302 0.00810 238.98 0.13706 0.01118 10.73

?GRR 0.02890 0.02628 107.65 0.06613 0.14720 20.32

TerE 0.00523 0.00135 595.04 0.01135 0.01098 129.66

0.7 0.7 ftys 0.03519 0.03140 100.00 0.01358 0.07440 100.00
ftgs 0.01754 0.00843 200.51 0.13870 0.02654 94.792

(irg 0.03086 0.00866 114.01 0.01209 0.01910 112.27

RN 0.01619 0.00810 217.34 0.13772 0.01118 9.862

TerR 0.02892 0.02628 121.66 0.06600 0.14720 20.57

?GRE 0.00523 0.00135 672.87 0.01135 0.01098 119.64

500 0.3 0.3 ftys 0.01185 0.00788 100.00 0.00787 0.00175 100.00
figs 0.00579 0.00216 204.65 0.13300 0.00641 59.918

firg 0.00771 0.00204 153.73 0.00301 0.00273 261.24

ftrN 0.00895 0.02631 132.25 0.13069 0.00274 69.023

Terr 0.00723 0.00213 163.88 0.01652 0.14720 43.75

?GRE 0.00131 0.00037 906.36 0.00284 0.00025 277.35

0.5 0.5 flyg 0.01262 0.00788 100.00 0.00900 0.00175 100.00
firs 0.00579 0.00216 218.04 0.13300 0.00641 69.773

ftrg 0.00771 0.00204 163.70 0.00301 0.00273 298.40

fipy 0.00805 0.02631 156.75 0.13135 0.00274 68.586
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TerR 0.00723 0.00213 174.59 0.01653 0.14720 54.545
TrE 0.00130 0.00037 965.66 0.00283 0.00025 317.41
0.7 0.7 fiyg 0.01185 0.00788 100.00 0.00787 0.00175 100.00
fis 0.00579 0.00216 204.65 0.13300 0.00641 59.188
firg 0.00771 0.00204 153.57 0.00302 0.00273 260.26
fipN 0.00714 0.02631 165.76 0.13201 0.00274 59.63
Terr 0.00723 0.00213 163.88 0.01652 0.14720 54.545
TerE 0.00131 0.00037 906.36 0.00284 0.00025 277.35
700 0.3 0.3 fiyg 0.01185 0.00328 100.00 0.00673 0.00090 100.00
figs 0.00579 0.00088 204.65 0.13186 0.00277 51.037
firg 0.00771 0.00094 153.73 0.00120 0.00114 558.34
gy 0.00895 0.00083 132.25 0.12955 0.00121 51.947
TerR 0.00723 0.02629 163.88 0.00661 0.14728 101.96
TerE 0.00131 0.00010 906.36 0.00114 0.00014 592.78
0.5 0.5 fiyg 0.01262 0.00328 100.00 0.00786 0.00090 100.00
firs 0.00579 0.00088 218.04 0.13186 0.00277 59.65
firg 0.00771 0.00094 163.70 0.00120 0.00114 651.43
trN 0.00805 0.00083 156.75 0.13021 0.00121 60.41
TerR 0.00723 0.02629 174.59 0.00661 0.14728 121.21
TerE 0.00130 0.00010 965.66 0.00114 0.00014 692.91
0.7 0.7 fiyg 0.01185 0.00328 100.00 0.00673 0.00090 100.00
firs 0.00579 0.00088 204.65 0.13180 0.00277 51.03
firg 0.00772 0.00094 153.57 0.00120 0.00114 556.24
gy 0.00714 0.00083 165.76 0.13087 0.00121 51.423
TorR 0.00723 0.02629 163.88 0.00660 0.14728 101.51
TerE 0.00131 0.00010 906.36 0.00114 0.00014 592.78

The results are represented in Tables 2, 4, 5, and 7. Tables 2 and 5 are used for real-life data sets in which we find theoretical
values and percentage relative efficiency. It observed that the percentage relative efficiency of the proposed estimators (?gﬁ)* ,
Tore ) according to the model I is better as compared to the existing estimator ({iys,{igs,(irg,(irn>igrr)- Tables 4 and 8 are used
for artificial data. It also shows higher PRE as compared to other ratio estimators. Graphical representation also shows that
our proposed estimator’s percentage relative efficiency is greater than existing estimators. We used table 7 (population 1) for
PRE representations. Red boxes show the proposed estimator, and Black boxes show existing estimators. N shows sample size.
Percentage Relative Efficiency of Proposed and Existing estimator through simulation is given in that graph which shows that our
proposed estimator is efficient compared to another estimator. We follow population 2 and make a graph for percentage relative
efficiency. Red boxes show the proposed estimator, and Black boxes show existing estimators. N shows sample size. Percentage
Relative Efficiency of Proposed and Existing estimator through simulation is given in that graph which shows that our proposed

estimator PRE values are efficient compared to another estimator.
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Figure 4. PRE of simulated data summary II

Mean estimator for generalized quantitative randomized response

[14] proposed a quantitative randomized response model. In this study, the study variable Y; is represented by a mean py and

unknown variance 032,. We assumed that 0, = E(S) variance is equal to o2 = V(S) and their probability lies between 0 < p < 1.

with probability p

7z =) Y
ol ™) Y;S with probability (1 - p)

} .

(16)
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We get

* zr
W pra- e
where
« = %Zoc,-/n, V() = npra-peE
where
07 = my(1+ C(p + (1-p)OT(1+ C])) - ui(p + (1 - P)e,)?,
with

szﬂandclzﬁ.
w 01

Generalized exponential ratio type estimator using one auxiliary variable for quantitative randomized response

Motivated by [9], [10], and [11], proposed a difference- ratio-type-exponential estimator Z «i that is given by

a _ - - = - a(X - )_()
Z i ={wqZ + X-X)+ Ry - r)}exp | ——— |, 1
i = TwiZ + wo ) + w3(Rx - Fx)} exp <a(X “0)+ 2b)> a7)
s R e
Zoci = wqZS; - wlZSIe3 - wyXe, — (U3Rx32 1- > + 3 + ... . (18)

By expanding the equation (10) and keeping terms only up to order two e;s we can write

(Epr - 2) =-Z+ ZSlwl + wlzsleo - 1/2929151(1)1 - )_((.Uzel - Rx32w3 - 1/292919051(01 (19)
+3/80%ZS 67wy + 1/2X0ef w, + 1/2Rxe e w3,

By taking expectation, we can find the bias in under first approximation, which is given as

Bias(?od) :% [ - 8Z + 4A0Cx(XCxw + RxpxryCraws + Z01w11(8 + AOCx
(36Cx - 4Cypyx)}]-

(20)
The MSE of Z «i under the first order of approximation are respectively given by

MSE(in) =72+ A}-(C,%wz(—zel +Xw,) + )\R)%C%wi + ARy CxCr(-Z0, + waz)w3pxrx+
Z201w3 [1+ M{CJ + Cx - 2Cyppa)}] + %wle1 [ - 8wy + ACx (21)

{Cx(—3w126 + 8}_((1)2) + stCrwszrx + 4Cy(291 - 2}_(w2)pxy} - SRx?\CyCrwg pyrx} .

8-A02C2

The optimum value of w; w, w3, obtained by minimizing above equation respectively, given by Clopy T BAACA-0 )’

Z[re3C} (~1+ ) + (-8Cz + A202C2Cz) (p2x — PxryPzrc) +
40k (-1+ 0% ) (-1+AC2 (1- Q) )]
8XCx <_1 + p)zfrx> (1 +AC3 (1 - Q%.xrx))

L2opry =

and

Z (8 - )\GZC,%> Cz (Pxry Pzx = Pzry)
BRCr (-1 o) (1422 (1= )

@3(opt) =
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where

2 2
PZx + PZry — 2PzxPzry Pxry

2
QZxry =

XIx — 2
1= Piry

Substitute the value w; w,, ws in equation (21), and we get the minimum MSE X = X(1 + e;)given by

o AZ01 [64C3(1- Q) - NOACHC - 16007CRCH(1 - Q2,))|

. (ZO( = (22)
min\4«i 64 {1 + 7\C}2,(1 - Q%.xrx)}

MSE

Efficiency comparison

We present the mathematical comparison of the proposed estimator with existing estimators under Model-II
v) By equations (5) and (22)
MSE ;) (Z,.;) < MSE(iggg)-
vi) By equations (2) and (22)
MSE, i (Z,;) < MSE({igg).
vii) By equations (4) and (22)
MSE 0 (Z,.;) < MSE(figy) -
viii) By equations (3) and (22)

MSEin(Z i) < MSE(figg)-

Simulation study

We generate the correlated scrambling variables S with parameters 0; and o;. The discrete uniform distribution is followed by
scrambling variable, where S = U(ay, b;). Scrambling variables followed uniform distribution. In other words, Stakes integer values
between a; and b;. The reported generalized response is calculated using the formula Z = YS. Z is our auxiliary variable. And Y is
the study variable and S is the scramble variable.

Table 8. Data summary III

Population 1 Population 2
N = 1000 N = 1000
p=[2,2] p=[3,3]

2 1 6 2
=(14) =-(2 1)
Pyx=0.37144 Pyx=0.388517
Smin = 0, Smax = 3 Smin = 0, Smax = 5

Table 9. The MSE and PRE values of estimators for Population 1

Population 1 Population 2

n w T Estimator Theoretical Empirical PRE Theoretical Empirical PRE

200 0.3 0.3 fiyg 0.04768 0.00702 100.00 0.2981 0.0012 100.00
firs 0.57105 0.0085 115.01 0.2840 0.0096 104.97
firg 0.07370 0.0096 64.69 0.4047 0.0010 73.65
igN 0.05688 0.0078 83.82 0.2894 0.0095 103.06
TerR 0.04509 0.0062 105.95 0.2618 0.0029 113.85
Z(,l,) 0.0414 0.00042 115.74 0.1686 0.00028 176.81
Eg) 0.04016 0.00035 118.72 0.1647 0.00011 177.79
Z(,%) 0.03810 0.0002 125.10 0.1639 0.00039 178.51
Z(,‘;) 0.04016 0.00014 118.72 0.1668 0.00029 177.72
705 0.03930 0.00024 121.08 0.1683 0.00022 178.13



Zahidetal. | 141

?E,‘;’) 0.03938 0.00041 121.08 0.1676 0.00041 178.33

E;(;) 0.03811 0.00060 125.10 0.1659 0.00070 178.47

Zfﬁ) 0.03937 0.00132 121.08 0.1623 0.00034 178.53

?f,?) 0.04016 0.0027 118.72 0.1616 0.00105 177.76

0.5 0.5 (i 0.04926 0.0010 100.00 0.2996 0.0029 100.00
fips 0.05710 0.0036 64.69 0.2894 0.0094 103.76

firg 0.07375 0.0031 66.799 0.2840 0.0098 105.49

fipy 0.05694 0.0034 83.82 0.3718 0.0045 84.70

TorR 0.04509 0.0062 109.23 0.2618 0.0032 114.43

08 0.04145 0.00049 118.83 0.1686 0.00234 177.71

0.7 0.7 ﬁl;s 0.04760 0.0010 100.00 0.2981 0.0028 100.00
fips 0.05710 0.0042 64.69 6.2890 0.0014 474

firg 0.07370 0.0035 64,.62 0.2840 0.0098 104.95

fipy 0.05701 0.0042 83.82 6.3388 0.0025 4.70

orR 0.04509 0.0063 105.74 0.2618 0.0032 113.85

?l(,’ﬁ)* 0.04145 0.00011 115.01 0.1686 0.00043 176.81

500 03 0.3 fiys 0.01810 0.00090 100.00 0.0805 0.0038 100.00
figs 0.05354 0.00089 33.83 0.5070 0.0034 15.87

firg 0.01840 0.00072 98.53 0.0710 0.0098 113.38

fipy 0.05332 0.00061 33.95 0.3224 0.0035 24.96

Torr 0.01120 0.00051 161.08 0.0754 0.0032 120.97

Z,l,) 0.01038 0.000028 174,.87 0.0665 0.000421 122.97

?l(,ﬁ) 0.01026 0.000035 176.41 0.1647 0.00017 107.79

2},}) 0.01010 0.00045 179.20 0.1639 0.00019 108.51

?f,‘;) 0.01036 0.00009 174.71 0.1668 0.00032 107.72

?I(,?) 0.01030 0.00042 175.08 0.1683 0.00079 108.13

Eé,(,’) 0.03938 0.00029 141.08 0.1676 0.00017 108.33

?,(,Z) 0.03811 0.000027 142.10 0.1659 0.00029 108.47

§§,§) 0.03937 0.00036 132.08 0.1623 0.00053 108.53

749 0.04016 0.00099 119.72 0.1616 0.00062 107.76

0.5 0.5 ﬁl;s 0.01970 0.0010 100.00 0.0620 0.0048 132.26
fips 0.02354 0.00087 83.68 6.5070 0.0014 115.50

firg 0.01840 0.0089 107.08 0.0720 0.0098 113.88

fipy 0.02339 0.00076 84.69 6.5894 0.0015 122.29

arR 0.01120 0.00063 175.11 0.0665 0.0032 123.25

?g,’ﬁ)* 0.01038 0.00057 190.13 0.0805 0.0024 100.00

0.7 0.7 iy 0.01810 0.00010 100.00 0.5070 0.0022 15.87
fips 0.02354 0.00071 84.391 0.0710 0.0098 113.35

firg 0.01840 0.00091 98.44 0.5560 0.0035 14.22

fipy 0.02345 0.00092 83.397 0.0654 0.0032 122.98

fGRR 0.01120 0.00063 161.08 0.0565 0.0018 143.75

?l(,’ﬁ)* 0.01030 0.00005 174.87 0.0620 0.0048 132.26

700 03 03 fiys 0.01220 0.000201 100.00 0.0369 0.0034 100.00
fips 0.02283 0.0089 83.10 0.0550 0.0042 67.01

firg 0.00737 0.0086 166.24 0.0284 0.0018 130.17

fipy 0.02260 0.0092 84.21 6.6000 0.0035 56.02

TorR 0.00450 0.0063 271.78 0.0261 0.0071 141.22

Eé},) 0.00415 0.00042 294.92 0.0201 0.000962  184.50

Z(,ﬁ) 0.00401 0.00086 218.72 0.1247 0.0001 177.79

?f,%) 0.04810 0.00040 225.10 0.1339 0.00014 178.51

?{,‘;) 0.04016 0.00021 218.72 0.1368 0.0011 177.72

Z)?) 0.03930 0.00073 221.08 0.1483 0.00168 178.13

Z,‘;’) 0.03938 0.00081 221.08 0.1676 0.0012 178.33

Z(,Z) 0.03811 0.00029 225.10 0.1559 0.0020 178.47

Zfﬁ) 0.03937 0.00059 221.08 0.1623 0.0011 178.53

?g,‘?) 0.04016 0.00070 218.72 0.1616 0.0003 177.76

0.5 0.5 (i 0.01380 0.00102 100.00 6.5506 0.0014 100.00
fips 0.05283 0.0092 6.5506 6.5506 0.0014 58.78

firg 0.00737 0.0082 0.0284 0.0284 0.0042 135.5

fipy 0.05260 0.0094 6.6329 6.6329 0.0028 58.0

fGRR 0.00450 0.0063 0.0301 0.0301 0.0035 127.88
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E;(”;)* 0.00416 0.00038 0.0262 0.0262 0.0071 147.01
0.7 0.7 (i 0.01220 0.0010 100.00 6.6000 0.0034 100.00
fips 0.05283 0.0087 23.19 0.0262 0.0042 130.17
firg 0.00737 0.0088 166.09 0.0262 0.0018 130.17
firy 0.05274 0.0087 23.14 0.0201 0.0045 56.08
Torr 0.00450 0.0049 271.78 0.0262 0.0061 122.84
21(,’?* 0.00416 0.00043 294.92 0.0201 0.00051 184.50

In Table 9 PRE for population 1 is given. Percentage Relative Efficiency of Proposed and Existing estimator through simulation
is given in that graph which shows that our proposed estimator is efficient compared to another estimator. Black boxes show
the existing estimator, and Red boxes show the proposed estimators. Using population I, we estimate PRE. In table 9 by using
population 2 we find the percentage relative efficiency of estimators. Red boxes show the proposed estimator, and Black boxes
show existing estimators. Percentage Relative Efficiency of Proposed and Existing estimator through simulation is given in that
graph which shows that our proposed estimator is efficient compared to another estimator.

Population 1 Population 2
s N\ ~

PRE o uWYsS g Zpd PRE W uYs W Zpr3
% 200 B uRS m  Zpu B 400 m uRS @ Zp
E B uRG g Zps .g W uRG m  Zprh
=
E 150 m AN m Zpe ﬁ 300 m uRN @ Zpr

wi
s W OGRR o oo F W WGRR W ZpT
T B Zr @ zps ® a0 m Zt m Zprs
@
o W Zpi om Zpd -2 m Zprz W Zpd
t T
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g o E o
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Figure 5. PRE of simulated data summary III

5 Generalized exponential-type estimator using two auxiliary variables for generalized quan-
titative randomize response

Motivated by [13], we suggest a generalized exponential-type estimator for population mean using Model II, as

+ - sex Xl/h _ )-(1/h . Ul/h _ al/h (23)
GRE = Z€XP | & | iy (@ - nxalh * Oh + (b - D/
NN | adz8x  dF  odzBy  oby | ady  «dF  oby  xdF  obi
(ore =) =25 [62 ah ~ah ~ " bh ' ah ' ahz " @hz” bh ' Bhz ~ bZh2 o0
24
. o282 . o252 . a2y by
2a2h2  2b2h2 abh2
By taking expectations on both sides
. N A (XC% 1 O(Cﬁ 1 (04 sz sz O(z Cﬁ C}% ZCxu
Biastgre) = AZ01 {W(l D e TR T ) e e et | (25)
By taking a square and applying expectation from equation (20), we obtained
MSE N _ 22 Cz OLC)% ocCﬁ ZOCCZX ZCXCZX ZOCZCXU 6
(fere) = AZ°01 €2+ Gy * baps = ~ah ~ bh * abh? (26)

To obtain the minimum MSE, we need to estimate the value of a and b. By equation (22), we obtain

Ciu - CiCx

o N o, CE -Cic?
Aopt) = {Cquzu G Tom Jandbgpy = 4

" CuuCax - C2,C2
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Using ﬁ(opt) and B(Opt), we get a minimum MSE of (f5gr) as

22 202 2 (2 (2
CxCzu + CuCzy — 2GuCoxCau

3 — 72 2
MSE(tGRE) = AZ 61 CZ + C)%u — Cac’%

(27)

Efficiency comparison

We present the mathematical comparison of the proposed estimator using two auxiliary variables with the existing estimators
under Model-II as

I By equation (5) and (27)
MSE i (tere) < MSE(iggR)-

II By equation (2) and (27)
MSE in(tgre) < MSE(figg).

III By equation (4) and (27)
MSE i, (Fgre) < MSE(figy)-

IV By equation (3) and (27)

MSE i (fgr) < MSE(figg)-

Simulation study for proposed generalized exponential type estimator using two auxiliary variables by model-II

To describe the (Y, X) distribution, we assume a multivariate normal population with distinct covariance matrices. We can generate
the correlated scrambling variable S. With the chosen parameters, 6; and o;. The discrete uniform distribution is followed by
scrambling variables. Where S = U(ay, b,), in other words, S takes integer values between a; and b;. The reported generalized
response is calculated using the formula Z = YS.

Table 10. Data summary IV

Population 1 Population 2
N =1000 N =1000
u= [2v2v2] n= [3)3)3]
8 1 2.5 2 1 2.2
> = 1 2 15 > = 1 3 1.2
2.5 1.5 2 22 1.2 3
Pxy=0.27451 Pxy=0.40759
pxy= 0.721011 pxy= 0.39536
Smin = 0, Smax = 3 Smin = 0, Smax = 5

Table 11. The MSE and PRE values of estimators for Population 1

Population 1 Population 2

n w T Estimator Theoretical Empirical PRE Theoretical Empirical PRE
200 0.3 0.3 fiyg 0.0153 0.11143 100.00 0.08297 1.81129 100.00
firs 1.2377 0.03221 81.24 0.02340 1.7110 52.45
firg 0.0426 0.02870 36.02 0.02630 0.0514 314.65

igN 1.2419 0.03008 91.23 0.02940 0.0493 L4 45
TerR 0.0410 0.05720 37.40 0.02630 0.9229 314.86
TrE 0.0054 0.00716 283.43 0.01130 0.0171 733.54
0.5 0.5 flyg 0.0182 0.11143 100.00 0.08376 1.81129 100.00

firs 1.2377 0.03221 41.47 0.0750 1.7110 111.68
firg 0.0427 0.02870 42.83 0.02630 0.0514 317.46
trn 1.2407 0.03008 51.47 0.0900 0.0493 93.066
Terr 0.0411 0.05720 44.51 0.02630 0.9229 317.82
TerE 0.0054 0.00716 337.41 0.01131 0.0171 740.51
0.7 0.7 fiyg 0.0153 0.11143 100.00 0.08290 1.81129 100.00

firs 1.2377 0.03221 31.237 0.0750 1.7110 110.53
firg 0.0427 0.02870 35.93 0.02640 0.0514 314.28

gy 1.2390 0.03008 102.0 0.02340 0.0493 354.27
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TerR 0.0410 0.05720 37.40 0.02630 0.9229 314.86
?GRE 0.0054 0.00716 283.43 0.01131 0.0171 733.54
500 0.3 0.3 flyg 0.0154 0.03042 100.00 0.08290 1.7778 100.00
figs 1.3189 0.01270 51.12 0.06600 1.6565 125.60
firg 0.0107 0.01281 144.09 0.0659 0.1408 125.79
ftrN 1.3231 0.01267 81.160 0.02140 0.1476 387.45
TerR 0.0103 0.05715 149.58 0.00658 0.9229 1259.46
?GRE 0.0014 0.00384 1133.57 0.00280 0.0212 2934.16
0.5 0.5 fiys 0.0182 0.03042 100.00 0.08370 1.7778 100.00
firs 1.3189 0.01270 138.5 0.06700 1.6565 124.60
ftrg 0.0107 0.01281 171.30 0.0659 0.1408 125.79
trn 1.3219 0.01267 138.2 0.02240 0.1476 388.45
TerR 0.0103 0.05715 178.02 0.00650 0.9229 1271.28
TerE 0.0014 0.00384 1349.48 0.00280 0.0212 2962.06
0.7 0.7 ftys 0.0153 0.03042 100.00 0.08290 1.7778 100.00
firs 1.3189 0.01270 116.42 0.02640 1.6565 144.51
firg 0.0106 0.01281 143.70 0.0660 0.1408 125.13
{trN 1.3207 0.01267 116.2 0.02840 0.1476 145.45
?GRR 0.0103 0.05715 149.58 0.00658 0.9229 1259.46
TerE 0.0014 0.00384 1133.57 0.00282 0.0212 2934.1
700 0.3 0.3 ftys 0.0153 0.01373 100.00 0.01202 1.76471 100.00
firs 1.3352 0.00966 115 .00 0.02640 1.6297 414.51
ftrg 0.0042 0.00961 360.23 0.00260 0.91076 456.00
RN 1.3394 0.01030 114.60 0.02840 0.92118 L4145
?GRR 0.0041 0.05715 373.94 0.00260 0.92313 456.30
?GRE 0.0005 0.00241 2833.85 0.00113 0.2073 1063.05
0.5 0.5 ftys 0.0182 0.01373 100.00 0.01280 1.76471 100.00
figs 1.3352 0.00966 136.9 0.02740 1.6297 44.51
firg 0.0043 0.00961 428.26 0.00263 0.91076 485.63
ftrN 1.3382 0.01030 136.0 0.00294 0.92118 435.37
?GRR 0.0041 0.05715 44,5.04 0.00263 0.92313 486.18
TarE 0.0005 0.00241 3373.6 0.00113 0.2073 1132.79
0.7 0.7 ftys 0.0153 0.01373 100.00 0.01202 1.76471 100.00
ftrg 0.0567 0.00966 269.84 0.00274 1.6297 438.68
ftrg 1.3350 0.00961 21.15 0.00264 0.91076 455.46
trn 0.0043 0.01030 359.24 0.02940 0.92118 457.03
TerR 1.3370 0.05715 71.14 0.00263 0.92313 456.30
?GRE 0.0005 0.00241 2833.85 0.00113 0.2073 1063.05

The results are represented in Tables 9, and 11. Tables 9 and 11 are used for artificial data. It observed that the percentage relative
efficiency of the proposed estimators (Z(,'ﬁ)*, Tere) according to model 11 is better as compared to the existing estimator (flyg, figs,
firgs Agys tgrr)- It also shows higher PRE as compared to other ratio estimators. Graphical representation also shows that our
proposed estimator’s percentage relative efficiency is greater than existing estimators. By using table 11 (population 1) we make
a graph to represent the PRE of estimators. Red boxes show the proposed estimator, and Black boxes show existing estimators. n
shows sample size. Percentage Relative Efficiency of Proposed and Existing estimator through simulation is given in that graph
which shows that our proposed estimator PRE values are efficient compared to another estimator. By using table 11 (population 2)
we represent the PRE of estimators. Red boxes show the proposed estimator, and Black boxes show existing estimators. N shows
sample size. Percentage Relative Efficiency of Proposed and Existing estimator through simulation is given in that graph which
shows that our proposed estimator PRE values are efficient compared to another estimator.
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Figure 6. PRE of simulated data summary IV
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6 Conclusion

For many scholars, figuring out the population means in a sample survey is important. However, more research on mean square
error estimates using auxiliary data is required. In this study, the population mean is calculated using single or dual auxiliary
variables and simple random sampling. For better results in the first estimator, we rank our auxiliary variable that is connected
with the research variables. In comparison to an existing estimator, they provide efficient or better outcomes. They are also
more efficient relative to the current estimator in terms of %.In the second proposed estimator; we use dual auxiliary variables
to improve results. We compare a dual auxiliary variable with one auxiliary variable. Dual auxiliary variables show better results
as compared to one auxiliary variable. The superiority of proposed MSE estimators over the usual MSE the expressions for least
mean square errors using first-order approximation and the various unknown constant values. Using auxiliary data allows us to
come up with more accurate population estimations. Using a single auxiliary variable, the performance of suggested estimators
is compared to MSE estimators. The efficiency comparison makes estimators crucial. Other estimators that don’t use auxiliary
features are less effective than MSE estimators. The relative efficiency of the new estimators, which outperform the old estimators,
is also calculated.
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Abstract

This work investigates the complex Ginzburg-Landau equation (CGLE) with Kerr law in nonlinear optics, which represents
soliton propagation in the presence of a detuning factor. The ¢°-model expansion approach is used to find optical solitons
such as dark, bright, singular, and periodic as well as the combined soliton solutions to the model. The results presented in
this study are intended to improve the CGLE’s nonlinear dynamical characteristics, it might also assist in comprehending
some of the physical implications of various nonlinear physics models. The hyperbolic sine, for example, appears in the
calculation of the Roche limit and gravitational potential of a cylinder, while the hyperbolic cotangent appears in the
Langevin function for magnetic polarization. The current research is frequently used to report a variety of fascinating
physical phenomena, such as the Kerr law of non-linearity, which results from the fact that an external electric field
causes non-harmonic motion of electrons bound in molecules, which causes nonlinear responses in a light wave in an
optical fiber. The obtained solutions’ 2-dimensional, 3-dimensional, and contour plots are shown.

Key words: ¢°-model expansion method; complex Ginzburg-Landau equation; traveling wave solution; Kerr law nonlin-
earity
AMS 2020 Classification: 35Qxx; 35C07; 35Q51

1 Introduction

Partial differential equations were first employed for the study of surfaces in geometry [1, 2, 3, 4, 5] and a vast range of mechanical
issues. Renowned mathematicians from throughout the world were keenly interested in studying a wide range of issues brought
on by partial differential equations in the late 19th century [6]. Since optical solitons which are the solutions of the NPDEs can
be used as information carriers for transmitting digital signals over long distances in optical fiber networks, the propagation of
optical solitons in nonlinear optical fibers has received a lot of attention [7, 8, 9, 10, 11]. Maintaining a moderate balance between
nonlinearity and group velocity dispersion is the fundamental concept for the presence of the optical solitons. The study of exact
solutions of the nonlinear partial differential equations NLPDEs, as scientific methods of the concepts, will help one to clarify these
phenomena. Many successful methods for obtaining exact solutions of NLPDEs, such as the Adomian’s decomposition method [12],
exponential rational function method [13], the F-expansion method [14], the (é,) -expansion method [15, 16], Jacobi elliptic func-
tion technique (17, 18], the modified sub-equation method [19], the % -expansion method [20], the auto-Backlund transfor-
mation method [21], extended direct algebraic method [22], the homoclinic technique [23], reduction perturbation method [24],
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the °-model expansion method [25, 26, 27, 28], the nonstandard finite difference [29]. The recent developments in the field of
mathematical modelling as well as its applications have been introduced in the last few decades [30, 31, 32].

Many researchers have recently solved the CGLE. Chu et al. [33] have solved this equation with the help of modified extended tanh
technique and received different forms of solitons, such as, hyperbolic and trigonometric functions. The modified simple equation
method is used to obtain some bright, dark and singular soliton solutions by Arnous and Ahmed [34]. Liu and Yu [35] used the

modified Hirota bilinear method and obtained Kink waves and period waves. In [36, 37], first integral method and (%) -expansion

method is used to secure the hyperbolic, trigonometric as well as rational function solution. Several integration techniques are
used to obtain multiple soliton solutions such as bright, dark and singular soliton by Mirzazadeh and Ekici [38]. The other methods
include GRE method [39], ansatz functions technique [40], and so on.

The main idea about this paper is to derive new solitons such as dark, bright, singular, rational, combined periodic, combined
singular and periodic solitary wave solutions to the CGLE model using Kerr law nonlinearity with the help of the newly developed
®-model expansion method [41] which has not been studied yet based on our knowledge. The nonlinear responses that an
external electric field-induced nonharmonic motion of electrons trapped in molecules causes to a light wave in an optical fiber
give rise to the Kerr law of nonlinearity. The authors achieve their aims by retrieving new solutions which are different from the
previous work.

The following is the outline for this paper: In Section 2, the mathematical analysis of the model is studied. The new ¢°-model
expansion approach is described in Section 3. Section 4 consists of application of the proposed method on the complex Ginzburg-
Landau equation using Kerr law nonlinearity to retrieve solitons such as dark, bright, singular, periodic, combined singular and
combined periodic soliton solutions. Some of the traveling wave solution’s physical structures are graphically displayed in the
related 3D, 2D, and contour graphs. In Section 5, the result of the derived solutions is discussed, while the whole work is concluded
in Section 6.

2 Mathematical analysis of the model

Arnous, Ahmed H., et al. [34] gives the dimensionless shape of (GCLE) that will be investigated in this article.

1
Iq] q*

iq; + aquc + cF(1q1%)q = oc]al” (141 - B{(Iqlz)x}z} +q, (1)

where q = q(x,t) is a complex function that describes the wave profile seen in a variety of phenomena such as nonlinear optics
and plasma physics, x is the non-dimensional distance along the fibers, t is time in dimensionless form, g* is a conjugate of
q, a,¢, o, B and vy are valued constants. The coefficients a and c are determined by the group velocity dispersion (GVD) and
nonlinearity, respectively. The terms with «, 8 and y result from perturbation effects, specifically detuning.

In Eq. (1), F is a real-valued algebraic function that must be smooth. F(|q|2)q is continuously differentiable k times, implying that

F(191%)q € Upy n=1C* (=1, ) x (=m, m); R?) . @)
By setting up
o= 2P, (3)
Eq. (1) turns to
iq; + g + cE(|q|2)q = | b 2|Q|2(|Q|2)xx—{(|Q|2)x}2} +vq. (4)
a7 q

To solve Eq. (1), the standard decomposition into phase-amplitude components yields:
q(x,1) = P(c)e!Tr+), (5)
and the wave variable ¢ is given by
¢ = A(x-vt). (6)
The function P represents the pulse shape here, v is the soliton’s velocity. In the phase factor, k denotes the frequency of the soliton,

w the soliton wave number and the phase constant 6. Substituting the phase-amplitude decomposition into Eq. (4) results in the
following couple of equations after breaking into real and imaginary parts [33, 34]:

_<ak2+y+w)P+cF(P2)P+(a—4B)P”:0, 7
and

v = -2ka. (8)
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In the following part after the description of the method, Eq. (7) will be examined using Kerr’s nonlinearity law.
3 Description of the method

According to Zayed et al. [28] the following are the key steps of a recent ¢°-model expansion method:

Step-1: Consider the following nonlinear evolution equation for q = q(x, t)

F(qrqxi(h)qXXvQXt!Qtt!"') =0, (9)

there F is a polynomial of q(x, t) and its highest order partial derivatives, including its nonlinear terms.
Step-2: Making use of the wave transformation
q(x,t) = q(Q), C=A(x-vt), (10)
where v represents wave speed, then, Eq. (9) can be converted into the nonlinear ordinary differential equation shown below
0(4,4,99,9 ,--) =0, (12)
where the derivatives with respect to ¢ are represented by prime.

Step-3: Suppose that the formal solution to Eq. (11) exists:

2N .
q(Q) = Y xU'(0), (12)
i=0
where «;(i = 0,1,2,...,N) are to be determined constants, N can be obtained using the balancing rule and U(¢) satisfies the
auxiliary NLODE;
U(C) = ho + hyU(Q) + hyUA(C) + hgUS(Q), (13)

U"(€) = hyU(Q) + 2h, U3 () + 3haU3(0),
where h;(i = 0, 2, 4, 6) are real constants that will be discovered later.

Step-4: It is well known that the answer to Eq. (13) is as follows;

p
u(e) = ﬁ, (14)
provided that 0 < fP2(¢) + g and P(¢) is the Jacobi elliptic equation solution
P2(c) = Ig + L,P*(¢) + 1, P*(2), (15)
where [;(i = 0,2, 4) are unknown constants to be determined, f and g are given by
e i Rt (o)
g= 3lohy :
(Iy = h3)2 + 3lol,, - 215(I; - hy)
under the restriction condition
h7 (L = h2)(9lol, = (o = hy) (2L + h)] + 3hg[-15 + h3 + 3101, )% = 0. 17

Step-5: According to [28], it is well known that the Jacobi elliptic solutions of Eq. (15) can be calculated when 0 < m < 1. We can
have the exact solutions of Eq. (9) by substituting Egs. (14) and (15) into Eq. (12).

Function m-—1 m-—o0 Function m—1 m-—o
sn(¢, m) tanh(g) sin(¢) ds(¢, m) csch(g) csc( Q)
cn(g, m) sech(¢) cos(¢) sc(¢, m) sinh(¢) tan(¢)
dn(¢, m) sech(g) 1 sd(¢, m) sinh(¢) sin(g)
ns(¢, m) coth(¢) csc(Q) nc(¢, m) cosh(¢) sec()
cs(¢,m)  csch()  cot() cd(¢, m) 1 cos(c)
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4 Application of the ¢®-model expansion method

The Kerr law of nonlinearity is derived from the fact that a light wave in an optical fiber experiences nonlinear reactions due to
non-harmonic electron motion in the presence of an external electric field. Since F(u) = u for Kerr law nonlinearity, Eq. (4) is
reduced to [33]

. 2
i+ g+ 191700 = 21017 (e~ {1 +va, 18)
and Eq. (7) is transformed
—(ak2+y+w)P+CP3+7\2(a—4[:’>)P”:0, (19)

from Eq. (19), we get N = 1 by balancing P” with P3, we can obtain the following by substituting N = 1 in Eq. (12)
P(c) = ag + x1U() + axU(0), (20)

where «g, @; and «, are constants to be determined.
We obtain the following algebraic equations by substituting Eq. (20) along with Eq. (13) into Eq. (19) and setting the coefficients
of all powers of U'(¢),i=0,1,...,6 to be equal to zero;

U°(); - oo (ak2 Yy +w-— Coc%) +2a72hg oy - 88A%hg iy = O,
UYQ); - o (ak2 +y o+ w> +ar2hyoq - 4BA%hy o + 3cad oy = 0,
U%(C) : 3cxga? - oty (ak2 +y o+ w) + 4aA?hy o - 16 BA%hy o + 3cad oy = 0,
U3(¢) : 2a7\2h4oc1 - 8(5)\2h4cx1 + Coc% +6Cgay oty = 0,
U["(C) : 6a)\2h4062 - 24[3)\2}140(2 + 3(:0(%0(2 + 3(:0(00(% =0,
U3(g) : 3aA%hgoy - 12BA%hg oy + 3coyof = 0,
U8(¢) : 8ar2hgay - 32PA2hg oy + Cod = 0,
we get the following result after solving the resulting system:
1/2h4x/ -a+ 4BA
\/E )

h6:0'

xg =0, o = oy =0, (21)

ak? +y + w

h,=-—- "~ Y*%
27 (a-4B)A2’

In view of Egs. (14), (20) and (21) along with the Jacobi elliptic functions in the table above, we obtain the following exact solutions
of Eq. (18).
LIflg=1,1, = -(1+m?),1, =m?, 0 <m <1, then P(¢) = sn(g, m) or P(¢) = cd(¢, m), and we have

V2hev/—a+ 4BA sn(¢, m) pi(-xewto)

q,, (x,1) = (22)
ve f (sn(c,m)* + g
or
+J2h,\/-a+ 4BA .
G (1) = Y8 edie, m) el locrwt+0), (23)
ve f(cd(c,m)*+g
such that 0 < ¢, ¢ = A(x-vt)and f and g in Egs. (16) are given by
1+m? +hy)h
fo B ol (24)

T1-m2+mé-h2’
_ -3h,,
T 1-m2+mé4-h3’

under the restriction condition

-h? (—1 -m? - h2) (—1 +2m? - hz) (—2 +m?+ h2> - 0. (25)
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If m — 1, then the dark optical soliton is obtained

+/2h, \/-a + 4LBAtanh(g) .
Gy (61) = “ ei(hocrwir0) (26)
' (a—4l3)?\2h4(—3(0—4[5)7\2+(ak2+y+w+2(a—4[3)7\2)tanhz(c))
ve -(ak2+y+w)?+(a-4B)* N4
such that
-h7 (2+hy) [-1+hy)? = 0. @7
—— Relq)
0 X
i)

Figure 1. The numerical simulations corresponding to |qy 3| given by Eq. (26), for m = 1; (a) is the 3D graphic while (b) is the contour and (c) is the 2D graphic

If m — 0, then the periodic solution is obtained

\/2hy\/—= Asi .
qy, (6 1) = a/7a s BRSO el(Thxrwt+0), (28)
’ e (a-4B)A2hy (=3(a-4B)N2+(ak2 +y +w+(a-4B)A?) sin?(C))
¢ (KB eyrw) P (a-4BYNE
such that

hj (-1-hy) [(-2 + hy) (1 + hy)] = 0. (29)

2. Iflg =1-m?, 1, =2m? - 1,1, = -m?, 0 < m < 1, then P(¢) = cn(¢, m), therefore

4

__— Relg)
—— mig)

Figure 2. The numerical simulations corresponding to |q; ,| given by Eq. (28), for m = 0; (a), (b) and (c) are the 3D graphic, contour and 2D graphic, respectively

V2hgv/-a+ 4BA cn(g, m) pi(—kxrwi+o)

(30)
Ve f(en(c,m))>+g

q, (x,t) =

where f and g are determined by
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f: _(—1+2m2—h2)h4
1-m2+m4—-hZ’

3(-1+m?)h,

(31)

g
under the constraint condition

hZ (—1 +2m? - hz) [(—2 +m? + hz) (1 +m?+ hz)] =o0. (32)

If m — 1, then the bright optical soliton solution is retrieved

\/E\/mxsech(é) pi(-lxrwt+0)

X, t) =
q2,1 (X, 1) e (a-4B)A2hysech2(c)
€\ @Ry rwr(a-4B)N2

(33)

provided that

hZ (1- hy) [h% +hy - z] =o. (34)

If m — 0, then the periodic solution is obtained

B TR T —

il

-}

Figure 3. The numerical simulations corresponding to |q51| given by Eq. (33), for m = 1; (a), (b) and (c) are the 3D graphic, contour and 2D graphic, respectively

\/2h,/—a+ 4BAsin(Q) Si(-kxrwts)

e (a-4B)Nhy (=3(a-4B)N>+(ak? +y +w+(a-4B)A?) sin*(0) )
—(ak2+y+w)?+(a-4B )2 A4

(35)

a4 xt) =

such that

hj (-1-hy) [(-2+hy)(1+hy)] = 0. (36)
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Figure 4. The numerical simulations corresponding to |q, ;| given by Eq. (35), for m = 0 ; (a), (b) and (c) are the 3D graphic, contour and 2D graphic, respectively

3.1flg=m? -1,1, =2-m?, I, = -1,0 < m < 1, then P(¢) = dn(g, m) which gives

q; (x,t) = N

\/E\/mk [ dn(¢, m) ] pl(~krwi+0)
f(

dn(¢,m))* +g
where f and g are determined by
(=24 m? + hy)hy,

f= 1-m2+mb-h2’

-3 (—1 + mZ) h,

g=1—m2+m4—h§’

under the restriction condition

hz (Z—mz—h2> [— (—1+2m2+h2) (1+m2+h2)] =0.

If m — 1, then the bright optical soliton solution is obtained

\/E\/mxsech(c) i(—kswt+0)
e )

| —(a-4B)A%h,sech2(C)
Ve ak2+y+w+(a-4P)A2

43,1 (%) =
provided that

h (1- hy) [—z+ hy + h%] = o.

If m — 0, then the rational solution is obtained

V Zh[* v —a+4BA ei(—kx+wt+9)

43, (X,1) =
3,2( ) \/E\/ —(a—4|3)?\2h4
4BA2+y+w+a(k-A)(k+N)

such that

hZ (2 - hy) [(1 + hz)l] = o.
41flg=m? 1= - (1+m?), 1, =1,0 <m <1, P(¢) = ns(¢,m) or P(C) = de(¢, m) then

( ) 1/2h4x/—a+4[37\
q,,(xt) =
N Ve f(ns(¢,m))* +g

ns(¢, m) ] pl(~kxswt+0)

(37)

(38)

(39)

(40)

(41)

(42)

(43)

(44)
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or

A2 (x,t) =

\/E\/m)\ dc(z,m) ei(—kx+wt+9)
Ve f (de(c,m)? + g

where f and g are given by

_ (1+m2+h2)h4
_1—m2+m4—h§’

f

—3m2h4

g=1—m2+m4—h%’

under the constraint condition

h% (—1 -m?- hz) [— (—1 +2m? - hz) <—2 +m>+ h2>] = o.

If m — 1, then the dark singular soliton solution is obtained

,/2h4\/—a+4[3?\coth(c) Si(-kxewt+0)

Ve (a-4B)A2 (—3(a—4{5)>\2+(ak2+;y+w+z(a—4ﬁ)x2) cothz(c)) h,
-(ak2 +y+w)*+(a-4B)2A4

q4,3 (x,t) =

such that

hZ (-2 - hy) [(-1 + hz)z] = 0.

If m — o, then the periodic solution is obtained

mmxcsc(&) i(~kx+wt+0)
e )

-(a-4B)A%hy, csc2()
\/E\/[,,B)\2+y+w+a(k—7\)(k+)\)

Q4,4 (X, t) =

such that

h7 (-1-hy) [(-2+ hy) (1 + hy)] = 0.

5.1flo = -m?, I, =2m? - 1,1, =1-m?, 0 < m < 1, then P(¢) = nc(¢, m) and we have

Q5 (X, t) =

\/2hs/—a+ 4BA nc(c, m) pl(-locrwt+0)
ve f(nc(c,m))? +g

where f and g are given by

f: —(—1+2m2—h2)h4
1-m2+m4-h2 "’

3m2h4
9= ——— 335
1-m2+mh - h3

under the constraint condition

hz <—1 +2m? - h2> [(—2 +m?+ hz) <1 +m?+ h2>] =0.

(45)

(46)

(47)

(48)

(49)

(50)

(51)

(52)

(53)

(54)
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If m — 1, then the singular soliton solution is obtained

\/2h,\/-a+ 4B A cosh(C) i(~krwt+o)
e ,

e -(a-4P)A2 (-3(a-4B)A2-(4BA2+y +w+a(k-A)(k+A)) cosh(0) ) b,
¢ —(ak2+y+w)®+(a-4B )2 A4

45, (x,t) =

such that

hZ (1- hy) [—z +hy + h%] =o.

If m — o, then the periodic solution is obtained

\/ﬂmx sec(l) i ixawts0)
e )

-(a-4B)A% sec2(O)h
\/E\/Z,GAZ +y+w+a(k—)\)(kf7\)

qs> (xt) =

such that

h7 (-1-hy) [(-2+ hy) (1 + hy)] = 0.

6.1flg=-1,=2-m?, 1, = - (1 - mz), 0 < m < 1, then P(¢) = nd(Z, m) and we have

4s (x,1) =

\/E\/m)‘ nd(¢, m) oi(-kxswt+0)
ve f (nd(¢,m)* + g

where f and g are given by

f: (—2+m2+h2)h4
1-m2+m4-h2’

:73}14
g 1-m2+m4-h2’

under the constraint condition
h2 (z- m> —hz) [- (-1+zm2 - hz) (1+ m2 + hz)} = o.
7.1lg =1, =2-m? 1, =1-m?,0 <m <1P(¢) = sc(¢, m) then we have

\/E\/mk sc(¢, m) pi(-kocrwe+0)
ve f (se(c,m))* +g

Q7 (Xv t) =

where f and g are given by

fo (2 m? ey
" 1-m2+mh-h2’

- -3hy
g_l—m2+m4—h%’

under the constraint condition
h2 (z -m?- hz) [- (-1 +2m? - hz) (1+ m2 + hz)} = o.
If m — 1, then the singular soliton solution is obtained

\/2hy+/=a+ 4B sinh(C) i(-krwis0)
e y

Ve —(a-4p)A2 (3((1—4[5))\2—(4[37\2 +y+w+a(k-A)(k+A)) sinhz(c)) h,
¢ —(ak2+y+w)?+(a-4B )2 A4

q7.1 (x,t) =

155

(55)

(56)

(57)

(58)

(59)

(60)

(61)

(62)

(63)

(64)

(65)
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such that
hZ (1- hy) [—2 +hy + hg] = o. (66)
If m — 0, then the periodic solution is obtained
\/2h,/-a+ 4BAtan(g) .
q7‘2 (X, [) = 4 el(—kX+Wt+9), (67)

Je (a-4B)A2(-3(a-4P)A2+(ak? +y+w=-2(a-4P)A%) tan2(C))h,
—(ak2+y+w)?+(a-4B)2 A4

such that

hZ (2 - hy) [(1 + hz)z] = 0. (68)

8.1flg =1,1, =2m? - 1,1, = -m? (1 - mz), 0 < m <1, then P(¢) = sd(¢, m) and we have

v/2h,\/—-a+ 4LBA .
qg (X, t) - 4 \/— Sd(C, m) el(—kX+WC+9), (69)
¢ f(sd(¢,m)* + g
where f and g are given by
_ (—1 + 2m2 - hz)h4
f= 1-m2+mh-h2’ (70)
. -3h,
9= 1-m2+mh-h2’
under the constraint condition
hz (—1 +2m? - hz) [(—2 +m?+ hz) (1 +m? + hz)] = 0. (71)
9.I1flp=1-m? 1, =2-m?,1, =1, 0 < m <1, then P(¢) = cs(¢, m) and we have
J2hy/=a + LBA )
4 (1) = 4 — cs(g, m) ei(-kxswt+0) (72)
¢ f(es(c,m)? +g
where f and g are given by
_ (-2+m?2+ hz)h4
f-—l_m2+m4_h%, (73)
_ 3(-1+m?)h,
9= 1-m2+mé-h2’
under the constraint condition
hi (2-m*-hy) [~ (-1+2m> - hy) (1+m* +hy)| = 0. (74)
If m — 1, then the singular soliton solution is obtained
Av/2h,\/—a + 4Bcsch(Q) .
[do.a (1) = V2 ef-hurwt=0)) (75)

| =hg(a-4B)A2csch?(c)
Ve ak2+y+w+(a-4PB)A2
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such that

hZ (1- hy) [—z +hy + h%] =o. (76)
If m — o, then the periodic solution is obtained
\/2h,\/=a + LB cot(C) i
Qo (61) = - el(hxewtro), (77)

Ve, [ a4 (a4 )= (k2 +y + w0 -2(a-4B)\2) cOt(0))hy
-(ak2+y+w)?+(a-4B)> A4

such that

h7 (2~ hy) [(1+ha)?] = 0. (78)

10. If Iy = -m? (1 - mz), I, =2m? - 1,1, =1, 0 < m <1, then P(¢) = ds(¢, m) and we have

+J2h,/—a+ LB .
Ay (X, ) = : NG + e, m) el(_kX+Wt+e)’ (79)
¢ f(ds(c,m))* +g
where f and g are given by
_ —(-1+2m? - hy)h,
f_ 1—m2+m4—h§ ) (80)
_ -3m*(-1+m?)h,
T 1-m2+mh-h2’
under the constraint condition
hz (—1+2m2—h2) [(—2+m2+h2) (1+m2+h2)] =0. (81)
1. If Iy = 1-212, I, = 1+£’12, I = 1'212, 0 < m <1, then P(¢) = nc(¢,m) + sc(¢,m) or P(C) = % and we have
0 = Y 2h,/-a+ 4BA ne(¢, m) £ sc(c, m) pi(-lxewt) (82)
1,1 o b)) = )
Ve \/f (nc(g,m) +sc(g,m))> +g
or
sy cn(¢,m)
_ V2hav-ar 4BA 1£sn(c,m) i(—kx+wt+0)
Ay, (X, 1) = 7 o 2 e ) (83)
cn(g,m
f(lisn(é,m)> *9
where f and g are given by
f —8(1 + rn2 - 2h2)h4 (84)

- 1+14m2 + mh - 16h2’
_ 12(-1+ m?)h,,
" 1+14m2 + m4 - 16h3’

under the constraint condition

h2 <% (1 +m? - 2h2>> {% (1+ (=6 + m)ym + 4hy) (1 + m (6 + m) + 4h,)| = o. (85)
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If m — 1, then the combined singular soliton solution

\/2h,\/=a+ 4B A (sinh(¢) + cosh(c)) e kx+wt+6)

N -(a-4B)A2(sinh(c)+cosh(c))?h,
akZ+y+w+(a-4p)A2

A3 (x,t) =

or dark-bright optical soliton solition is obtained

/ /~a+ 4B sech(¢)
A Zh a+4p (1+tanh(()) l(-kx+wt+0)
4 2 () (@-4p)

ak2+y+w+(a-4P)A2

Qi1 (X, 1) =

such that

h (1- hy) [—2+h2+h§] =0

If m — 0, then the combined periodic solution is obtained

Rejg_“_‘h.dx.l}].lm[q'n alx1)]

Figure 5. The numerical simulations corresponding to |qyy 4,

\/7x/—a + 4BA (sec(¢) + tan(()) ef(-kxrwt+0)

V/3c, | (AT4B I (4(ak2 +y ) ~5(a-4B)N H(4(al +y ) +(a~ 4B)A2)sin(O)hy,
(16(ak2 +y+w)?=(a-4B)*A4)(-1+sin(C))

Qu,5 (x,t) =

or

\/E\/—au,ﬁ)\
V2c(1+sin(C))

\/(a—4|3)?\2(—4(ak2+y+w)+5(a—4[3)7\2+(4(ak2+y+w)+(a—4[3)7\2)sin(c))h4 '

Cos(C)ei(’k’“W“e)

Qo (6 1) =

(16(ak2 +y+w)?-(a-4p)2A4)(1+sin(c))

such that

h; (% - hz) {% 1+ 4h2)2] =

(86)

(87)

(88)

given by Eq. (87), for m = 1; (a), (b) and (c) are the 3D graphic, contour and 2D graphic, respectively

(89)

(90)

(91)
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H

Figure 6. The numerical simulations corresponding to |qy; 5| given by Eq. (89), for m = 0; (a), (b) and (c) are the 3D graphic, contour and 2D graphic, respectively

—(1-m2)?
12. If Iy = w, I = 1*5"2, I = _Tl’ 0 < m <1, then P(¢) = men(¢, m) + dn(¢, m) and we have

y2hav/-a+4BA men(¢, m) + dn(¢, m) pi(-kxewt+)

4y, (X,1) =
Ve VIf (men(c, m) = dn(c,m))® + g

where f and g are given by

_ —8(1 +m? - 2h2)h4
T 1+14m2 + mh - 16h2’

f

_ 12(-1+m?)?h,
T 1+14m2 + mh - 16h2’

under the constraint condition

hz (% (1+m2—2h2)) {%(1+(—6+m)m+4h2)(1+m(6+m)+4h2)] =0.

2
13.1flo= 7,1 =230, = ,0<m<1,then P(¢) = % and we have

— sn(¢,m)
V2he/-a+ 4BA TZcn(c,m) pl(~lcrwt+0)

Ve sn(c,m) )2
f(licn(c,m)) *9

43 (xt) =
where f and g are given by

fe 8(-1+2m? + 2hy)h,
1-16m2 +16m4 - 16h3’

B -12h,

" 1-16m2 + 16m4 - 16h2’

Y

under the constraint condition
W2 (Xom2-hy) |2 +am2-2mé+ (2 -m2)h,+h2| =o.
4\ 2 16 2

If m — 1, then the combined soliton solution is obtained

\/h: NETYAN

i(—kx+wt+6
5T tanh(g)el(-kx+wt+0)

G131 (X, t) =

ch(Q)hy, ’

(a-4p)A2cosh?( %)sech(c)(-4(ak2+y+w)+(a-4[3)?\2+(4(ak2+y+w)+5(a—4l3)7\2)se
(16(ak2+y+w)*-(a—4p)>A4)

(92)

(93)

(94)

(95)

(96)

(97)

(98)
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such that

h (— - h2> [% a- 4h2)2} =

If m — 0, then the combined periodic solution is obtained

\/E\/mx

; i(—kx+wt+6
T sin(¢)el( )

Qi35 (xt) =

(16(ak2 +y+w)?—(a-4B)>A4)

such that
1 1
g (5-ha) [ 00 4h?] =
—m2)>
14.1flo= 7,1 = 121) ,o<m<1,thenP(c):%andwehwe
/ Vy-srayry sn(¢,m)
4y, (x,t) = 2ay/-ar 4B cen(g,m)+dn(c,m) ei(-kx+wt+0)
14 Ve \/f _ sn(gm) )2 +g
cn(c m)+dn(g,m)
where f and g are given by
f —8(1 +m? - 2h2)h4

1+14m2 + m4 - 16h3’
-12h,
1+14m2 + mh - 16h2’

g=

under the constraint condition

h2< (1+m —2h2>> [%(1+(—6+m)m+4h2)(1+m(6+m)+4h2) =o.

If m — 1, then the singular soliton solution is obtained

\/2h4n/=a+4BA
Gy q (X, 1) = /e
—(a—4(5)7\2(3(0—4[5))\2—(4[5)\2+y+w+a(k—?\)(k+)\))sinhz((,))h4
-(ak2+y+w)*+(a-4B)2 A4

sinh(¢)

ei(—kx+wt+9),

such that

hZ (1- hy) [-z +hy + hg] = 0.

If m — 0, then the combined periodic solution is obtained

\/ﬂ\/m" sin(¢) pi(—kx+wi+0)
T

\/(0—4(5)7\2 cos2( % )(~4(ak?+y+w)+5(a-4p)A2+(4(ak?+y+w)+(a-4PB)A?) cos(C))h, '

4y, (X, 1) =

(16(ak2+y+w)2—(a-4B)2Ak)

such that

h2 (% . h2> {% 1+ 4h2)2] .

\/(a—4r5)?\2 €0s2(§)(=4(ak>+y+w)+5(a-4B)A2+(4(ak>+v+w)+(a-4B)A2) cos(O))h, ’
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5 Result and discussion

This study used the newly created ¢°—model expansion method to get dark, bright, singular, periodic and combined soliton
solutions to the complex Ginzburg-Landau equation (CGLE) with Kerr law in nonlinear optics. The Kerr law of nonlinearity is
a result of the nonlinear reactions that an external electric field-induced nonharmonic motion of trapped electrons in molecules
induces in a light wave in an optical fiber. The constraint conditions ensure the existence of these solutions.

The graphics in Figures 1, 3 and 5 show the behavior of dark, bright and dark-bright solitons together with periodic and com-
bined periodic wave solutions at any given time, which is important in the transmission of energy from one location to another.
Furthermore, to examine the physical implications of the parameters in the transformation, which is known as the classical wave
transformation represented by Egs. (1) and (2). The physical meanings of the parameters in the solution of Egs. (26), (28), (33),
(35), (87) and (89) traveling waves, which contain numerous mathematical constants. It is the internal dynamics of the traveling
wave for various parameter values. We may conclude that the traveling wave behavior alters for different values of each. The
simulation is performed for several values of the wave frequency in order to examine the changes in the dark and bright solitons
more clearly. Similarly, a similar discussion can be made for other physical parameters as well as various traveling wave solutions.

6 Conclcusion

This work investigates the complex Ginzburg-Landau equation (CGLE) with Kerr law in nonlinear optics, which represents soliton
propagation in the presence of a detuning factor. The scheme’s benefit is that the solutions are first recovered in terms of Jacobi’s
elliptic function. When a result, as the limiting values of the modulus of ellipticity approach 0 or unity, solitons or singular-periodic
solutions are produced. The ©®-model expansion approach is used to find dark, bright, dark-bright or combined, singular and
combined singular optical soliton solutions to the CGL model with Kerr law. The ¢°-model expansion approach is found to be
efficient for constructing optical soliton solutions for most nonlinear physical phenomena. The results presented in this study are
intended to improve the CGLE’s nonlinear dynamical characteristics. The findings of this study might assist in comprehending
some of the physical implications of various nonlinear physics models. The hyperbolic sine, for example, appears in the calculation
of the Roche limit and gravitational potential of a cylinder, while the hyperbolic cotangent appears in the Langevin function for
magnetic polarization. In order to take into account slow-light pulses, the model will also be examined using fractional temporal
evolution.
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Abstract

This article deals with a Caputo fractional-order viral model that incorporates the non-cytolytic immune hypothesis and
the mechanism of viral replication inhibition. Firstly, we establish the existence, uniqueness, non-negativity and bound-
edness of the solutions of the proposed viral model. Then, we point out that our model has the following three equilibrium
points: equilibrium point without virus, equilibrium state without immune system, and equilibrium point activated by
immunity with humoral feedback. By presenting two critical quantities, the asymptotic stability of all said steady points
is examined. Finally, we examine the finesse of our results by highlighting the impact of fractional derivatives on the
stability of the corresponding steady points.

Key words: Viral model; non-cytolytic; immunity; fractional-order formulation; stability
AMS 2020 Classification: 26A33; 34A08; 45M10

1 Introduction

Mathematical modeling has become necessary to comprise our world and to study phenomena on time and space scales that are
difficult to scope empirically [1]. Mathematics applied in virology seeks to investigate the interactions of viruses with the biological
environment and their powerful influence on living organisms, both plants and animals. Viruses are scrutinized at different scales:
molecular, cellular, in the body and, in the case of an epidemic, in the ecosystem or society as a whole [2]. Virological modeling
also examines and models the spread of viruses at the population level. It starts from when they cross species barriers, until policy
measures are put in place to reduce and treat disease. At this scale, the humanities can be called in as reinforcements. Specifically,
it concentrates on structures, diffusion, dynamics, and immune capabilities of infections [3]. The blending of mathematical tools
with virology pursues to predict the long-run attitude of a virus under certain conditions in order to help eradicate or control the
infection. In terms of scientific research, the description of virus-cell interactions with different types of immune responses is a
rich subject of interest for many researchers [4]. Thus, a number of studies have been devoted to the analysis of viral systems with
a specific immune response combining humoral and cellular immunizations [5]. These two characteristics are types of adaptive
immune reactions that permit the human organism to safeguard itself from threatening agents such as bacterial microorganisms,
viruses and toxins, in a targeted way.
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Recovery from infected cells is an important hypothesis along with the immune response. For this reason, it is appropriate
to propose a viral model including the healing average of damaging cells employing the non-cytolytic immune feedback under
humoral resistance. On the other hand, the host immune response during viral infection can be usually splitted into lytic and non-
lytic elements [6], where the lytic elements kill the damaged cells, while the non-lytic elements prohibit viral replication through
soluble media produced by immune cells. For example, in the case of SARS-CoV-2 infection, some authors have considered target
cell models by proposing a framework with lytic and non-lytic immune responses to understand virus spread within the human
body [7]. The human immune system consists of both innate and adaptive immune responses. While the adaptive immune system
is quick and efficient in targeting invasions by previously encountered pathogens, its role in host defense in the early days of a
new infection is secondary to the innate immune system. Motivated by these facts, Dhar et al. [4] exhibited the following viral
system with non-cytolytic immune assumption:

Inhibition rate
—_——f—
U'(t) = ¢ - byU() - bUY(E) (1 +qW(t)) ™" +EX(D),
X'(t) = bUY(D) (1 + qW(D) ™" = h2X(8) - £X(1), (1)
Y'(t) = kX(t) - h3¥(t) - pY(£)W(D),
W(t) = cY())W(t) - b, W(t),

with positive started data. Here, U, X, Y and W indicate in that order, susceptible uninfected cells, infected cells, free virus and B
lymphocytes (cells used in the humoral immune process of the adaptive immune system). Regarding the positive parameters of
system (1), ¢ indicates the inflow of U cells, k designates the produce ratio of Y, c is the growth rate of B lymphocytes, b;, b5, b3
and b, are the natural mortality rates of U, X, Y and W cells respectively, p is the neutralizing rate of antibodies produced by B cells,
& is the healing rate of infected cell due to the antiviral activity, and b is the contamination rate. The expression (1+qW) designates
the rate at which the non-lytic process prevents viral growth, where g is the non-lytic force. To facilitate the understanding of
the rest of this article, we summarize the transfer mechanisms of the model mentioned above by the diagram shown in Figure 1.

P —
g \ - 5 £ h,
— @ b &8
hy ‘*--—.// Nonlytic process ——
1 1+qW
s & Ny 9 k
5 —
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\.__z;

Figure 1. Compartment diagram of the viral system (1).

In [4], the authors established the steady points of system (1) and studied their asymptotic stability. Specifically, they provided
the critical value between the disappearance and continuation of the infection. The results obtained in [4] are interesting and
help us to understand the long term of the infection under some local characteristics of the classical order derivative. This type
of mathematical formulation has certain limits, and the system (1) can be improved and updated by considering the fractional
framework.

Fractional derivatives is a generalization of the integer order derivative to an arbitrary order, which is originated from the L’Hospital
letter to Leibniz discussing the meaning of the derivative or what does the derivative of order } or v2 of a function mean in 1695.
Several definitions of fractional derivatives have been introduced. Among them, the Riemann-Liouville and Caputo’s derivative
are widely used in the literature. The fractional order derivative used in this paper is in the sense of Caputo definition, which is a
modification of the Riemann-Liouville integral definition, and has the advantage that the initial values for fractional differential
equations with Caputo derivatives take the same form as that for integer order differential equations [8, 9, 10]. Also, another
advantage of this definition is that the Caputo derivative of a constant is zero. Memory effect is an essential characteristic of
fractional-order derivatives which made fractional calculus and its applications widely used in many fields of science and engineer-
ing [11, 12, 13, 14, 15, 16, 17]. Obviously, this feature is very relevant for modeling the spread of infections [18, 19, 20, 21, 22, 23, 24].
For this reason, many researchers have adopted this analytical vision [25, 26, 27, 28, 29, 30, 31]. In [32], the authors derived a
non-integer order system for the co-infection mechanisms. They inferred that the fractional formulation matches real data of
certain viral problems. Analytically, they examined the stability property of the proposed viral model. To model the virological
memory effects, the authors in [33], presented a fractional order viral model. They analyzed the long-term dynamics of the con-
structed model. As a real-world application, the authors in [34], proposed a fractional feeding system to illustrate the complexity
of the spread of COVID-19. They presented an advanced analysis by discussing the attitude of viral propagation phenomena. In
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accordance with the above arguments and works, we improve system (1) by using the fractional formulation as follows:

SEOU(t) = @ - byU(t) - bU(DY() (1 + qW(t)) ™ + £X(1),
SFOX(t) = bU(Y(D)(1+qW(D)) ™" - h,X(8) - £X(1),
SFOY(t) = KX(t) - h3Y(t) - pY()W(1),

SFOW(t) = cY(H)W(t) - b, W(1),

(2)

where SIF‘T is the Caputo fractional derivative and o € (0, 1] is its related order. The Caputo fractional derivative of order o € (0,1]
for a function § € ¢(R+, R) is expressed as follows [35]:

Cno - 1 t -0l
SEUI0 = iy | (- 97 (0)ds,

where T is the Gamma function and I'(c) = fg" to-le~tdt.

Note that, the fractional order formulation (2) is converted to ordinary differential equations system when o = 1. Therefore, the
model studied in [4] is a special case of system (1) when o = 1.

The axial problematic of this research is to explore some long-run characteristics of the viral system (2) which adopts the non-
integer order derivative. It is well known that stability analysis is an important property of dynamical systems. It provides a good
overview of the long term of the studied phenomenon. Unlike classical investigations, in this survey, we concentrate on exploring
the influence of fractional derivative on said features; and this is the main part of our contribution.

The remaining of this article is structured as follows: we begin in Section 2 by proving the well-posedness of our enhanced model
in the sense that it has a unique nonnegative and bounded solution, defining the steady points S°, S}, S5 of system (2) and their
related critical quantities 7, and 7;. These two threshold conditions make it possible to sort the dynamic behavior of our system. In
Section 3, we present our main theoretical findings on the stability of our dynamical system. In Section 4, we belay the exactitude
of our outcomes by discussing the impact of non-integer orders on the stability behavior of system (2).

2 Well-posedness and definition of possible steady points

The first concern in analyzing the dynamical properties of a mathematical population system is to know whether it is well-posed
or not, and we mean by well-posedness here that the system admits a unique, non-negative, and global-in-time solution. In this
section, we will provide a suitable hypothetical framework under which the well-posedness of system (2) is guaranteed. Moreover,
we will show that our model has three equilibrium points.

Existence, nonnegativity and boundedness of solutions

Before going the main result of this section, we first give the following useful lemma which will be involved in the sequel.

Lemma 1 [36]. Assume that f and {F°f are continuous functions on the interval [a,b], and o € (0,1], then we have

(i) IfSFO§(t) > o forallt € [a,b], then § is nondecreasing on [a,b],
(i) If§FO§(t) < oforallt  [a,b], then f is nonincreasing on [a, b].

Theorem 1 The fractional model (2) with any nonnegative initial condition is well-posed in the sense that it has a unique nonnegative and
bounded solution.

Proof From Theorem 3.1 and Remark 3.2 in [37], we can prove the existence and uniqueness of the solution of system (2).
Now, we show the nonnegativity of this solution. From system (2), one can deduce that

SJF"U‘U:O =@+&X>0 forall X, Y,W > o0,
chx‘x:o = 20 >0 forallU,Y,w>o,

gwy\y_o =kX >0 forall U,X,W > 0,
S]F"W‘ =0>o0 forall U,X,Y > 0.
W=o0

By utilizing Lemma 1, we deduce that the solution of the fractional order system (2) is nonnegative. Now, we check the boundedness
of the solution. For this purpose, we define the following function

N(E) = U(t) + X(0) + ”%Y(t) . %W(t).

2k
Thus,
Crpo - _ by _ babs _ Phaby, B
oFN(t) = @ - h1U(t) ?X(f) oK Y(t) ke W(t) < @ - dN(D),
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where d = min {bl, b—zz, b3, h4}. Then, by Lemma 3 in [38], we obtain that
_e —dt°) + £
N(E) < (N(o) d)MU( dt®) + o,

where Mq(z) = is the Mittag-Leffler function of parameter o [39]. Hence, lim supN(t) < %, Therefore, the solution of

t—oo

S w2
j=o I'(oj+1)
system (2) is bounded. ]
The steady states

Definition 1 [40]. ©* is an equilibrium point of the system SF°j(t) = P(t, {(t)), o € (0,1], if P(t, 0*) = 0.

The model (2) admits three biological steady points. Effortlessly, one can first deduce that the system (2) always has a virus-clear
steady point

s° = (U°,0,0,0) = (3,0,0,0> )
b1

Then, we obtain the following basic reproduction number:

O pkue
T h3(ha+ &)

o

Biologically, 7 indicates the mean density of the newly contaminated cells generated from one tainted cell at the beginning of the
infection. If 75 > 1, system (2) has the following immunity-free steady point:

h3 (b2 + &) bib3(ha + &)
bk ’ bh,k

5 = (U1, %3,¥7,0) = (7 -1),%&*,0).

Now, we set

c chi(ha + &)
Ti=—Y == (To-1
1 b 1 bh2b, (7o - 1),
which is the immune response critical value. Explicitly, 7; refers to the average density of new immune cells provided by an
immune cell over its natural mean lifespan [4]. If 7; > 1, system (2) has an immunity-activated steady point with humoral
response S5 = (U3, X3, Y5, W), where

Co (ha + &) (1+qW5)

U; = ,
2 bhaby +Chy (b + &) (1+qW3)
X* _ b(Ph[,,
2 - )
bbby + Chy (b + £) (1+ qW3)
v - %,

[«

and W3 is the positive real root of the following equation

QW32 + Q,W3 + Q3 = 0,

where
Q1 = pqhihy, (b2 + &),
Q, = beth +Chiby (b2 + &) (P + b3q),
Q3 = bhab3h, (1-T1).

The results of this subsection can be summarized in the following theorem.

Theorem 2 The fractional system (2) has three steady points. That is,
i. if To < 1,then model (2) has a unique virus-clear steady point S°,

ii. if 73 <1< To, then model (2) has a unique immunity-free steady point Sy besides S°,
iii. if 7; > 1, then model (2) has a unique immunity-activated steady point with humoral response S5 besides S° and S .

3 Stability characterization

This section is dedicated to examining the stability of S°, S and S§3. To analyze the local stability of the equilibria, we need the
following lemma.
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Lemma 2 [41]. Consider the fractional order system
SFOx(t) = h(x(t)), x(0) = Xo,

where o € (0,1],x(t) € R" and h € ¢* (R",R™). An equilibrium point is locally asymptotically stable if all the eigenvalues nj(=12...,n)
of the Jacobian matrix M7 = g—Q evaluated at the equilibrium satisfy ’arg(n}-)‘ > 9%, and unstable if there exist an eigenvalue m;j such that

‘arg(n}-)‘ < of.

It should be noted that the Jacobian matrix of (2) at any steady point S = (U, X, Y, W) is given as follows:

—fy - OY i3 - _bU_ _bqU¥
17 14qW 1+qW (1+qW)?
bY —ha — bU __bq
M7 = T+qW b2 - & TrqW arqwy? | - (3)
0 k -b3 - pW -pY
0 0 W —h, +cY

In order to prove the global stability, we need the two following lemmas.

Lemma 3 [42]. Let o(t) € R+ be a continuous and differentiable function. Then, for any t > 0, o € (0,1], and 0o* > 0, we have

CF° <o(t) -0*-0*In %) < (1 - %) EFOo(t).

Lemma 4 [43]. Let o(t) € R+ be a continuous and differentiable function. Then, forany t > 0 and o € (0, 1], we have

1
5 EFo0%(t) < o(t) SFo(t).

We will also need the following fractional version of the well-known LaSalle’s invariance principle.

Lemma 5 [44]. Suppose £ is a bounded closed set. Every solution of system SF"x(t) = f(x(t)) starts from a point in £ and remains in £ for all
time. If 3 £ € CY(&,R) such that §F° £ (x(t)) < 0. LetD = {x cg: §FOL = 0} and M be the largest invariant set of D. Then every solution
x(t) originating in £ tends to M as t — oo. In particular, if M = {0}, x(t) — 0 ast — oo.

Stability of the virus-clear steady point S°

Theorem 3 If 75 < 1, then S° is locally asymptotically stable for all o € (0,1]. S° is unstable if To > 1.

Proof The characteristic equation of the Jacobian matrix (3) at S° is given by
(n+02) (n+ ) [n7+ (b2 + b3 + &) n + b3 (b3 + £) - bKU°| = 0. “)

Plainly, equation (4) has two negative real roots n; = -h; and n = -by, then |arg(ny,2)| = > % for any o € (0,1]. The other two
roots of (4) are governed by the following equation:

n?+ (b2 + b3+ E)n+h3(hy+E)(1-T0) =0, (5)
which has, by the Routh-Hurwitz criterion, two roots n; (i = 3,4) with negative real parts if 7o < 1. Thus, |arg(n; 4)| > § > F
for any o € (0,1] when 75 < 1. If 75 > 1, then equation (5) admits a positive real root n*, then }arg(n*)\ =0 < oF forall o € (0,1].
Consequently, by Lemma 2, S° is unstable if 7 > 1 and locally asymptotically stable if 75 < 1. |

Theorem 4 If 7o < 1, then S° is globally asymptotically stable for all o € (0,1].

Proof Let £, be the Lyapunov functional defined as

u(t)
Ue

£ =0H (G2 + X0+ %Y(t) + PP U - U° + X)),

o
chs 2(hy + hp)U°
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where H(x) = x -1 -1Inx, x > 0. According to Lemma 3 and Lemma 4, we obtain

o (e] o
CFOLyx < <1 - %) CFOU +§ FOX + L0 CRoy 4 bpU® Cpow
b3 ch3
£

_17° Cpo C mo
+W(U U +X)(0]F U+STF x)

uU° bUY bUY
<1_ﬁ> <(p_h1U_1+qW+£X>+1+qW_(h2+E')X

,bue (kX - h3Y - pYW) + bfbl;o (CYW - b, W) + mw “U° +X) (0 - b1U - 5,X)

) 'hlw EX (1 - %) + 1"?;3; - (b + £)X - BUY + E”;‘;Ox- bpcr’h‘;UOw
-W(U -U° +X) (h; (U-U°) +h,X)

- (hluo e ,,fhf:,}z) (06&0)2 ) (hlbiah)SUo B bf?;\{nw B bphﬁzow +(h2+ &) (To - DX

Therefore, 7, < 1ensures that {F° 2., < 0. Furthermore, it is easy to verify that the singleton {s°} is the largest compact invariant
set in {(U,X,Y, W) € R4 : SFO Lox = 0}. By Lemma 5, we infer that S° is globally asymptotically stable if 7, < 1 for all o € (0,1].
|

Stability of the immune-free steady point S}

This subsection aims to analyze the stability of the immune-free steady point S} of the system (2). Obviously, we presume that
To > 1.

Theorem 5 If 7; < 1 < 7o, then S is locally asymptotically stable for all o € (0,1]. S is unstable if T; > 1.

Proof At S}, the characteristic equation of the Jacobian matrix (3) is given by

(n + by - YY) (713 + TTon® + TTyn + no) =0, (6)
where

Ty = by+by+hy+&+0Yy,

My = by(hy+b3+&)+0bYy (hy+h3),

Mo = bhyb3bYy.

One of the roots of equation (6) is n; = ¢Y; - b, = b, (71 - 1). Hence, |arg(n;)| = 7 > &F for all o € (0,1]if 7; < 1and |arg(n,)| = 0 <
ox for all o € (0,1] if 7; > 1. While the remaining roots are given by the solution to the following equation:

n3 +Tyn? + TTm + Tp = 0. (7
It is easy to remark that 1T, > 0, TT; > 0 and Ty > 0. Therefore,
2Tl = TTo = (by + by + & + BY]) TTy + bybs (b + b3 + £) + b3bY] > 0.

Thus, by the Routh-Hurwitz criterion, all roots n; (i = 2,3, 4) of (7) have negative real part, so that |arg(n, 3 ,)| > § > %* for all
o € (0,1] if 75 > 1. In accordance with Lemma 1, S} is unstable if 7; > 1 and locally asymptotically stable if 7; <1< 75. |

Next, we analyze the global stability of S by assuming the following hypothesis

Yy o1
7_1+qWSO' (1)

Theorem 6 If7; <1< 7o <1+ "?2 and (#) holds, then S is globally asymptotically stable for any o € (0,1].

Proof Let £; be the Lyapunov functional defined as

—— ()} _—e ((y) bUTYY oo (Y(E) bpUTYy
L) = U1H< o ) +le< % ) -t Y1H< v ) - WO
&

_IT* _wr\2
*Sore ooz (U0~ UF +XO - X)?.
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Applying the Caputo fractional derivative on system (2), we obtain

* * * N * *
OFoL; < (1— %) CFOU + (1— XYI) CFOX + blkj;(fl <1— Y%) CFOY + bplijfl CFOW
1

3 * *\ [(Co C mo
+—— __ (U-U7+X-X F°U +g F°X
(b1 + 2)U; ( ! i) (0 0 )

AR LAY bUY X:\ ( bUY
() (om0 5T )+ (%) (v -0+ %)
bUSY; (. Vi bpU; Y}

s (1-%) (KX - h3Y - pYW) + ’(’:k;(l(ch b, W)

S

— = _ (U-Uj+X-X} - bhU - hX).
+(b1+h2)Uf( 1+ 1) (@ = by h2X)

. Therefore,

Note that ¢ = byU; + bU; Y} - XY, by + & = "0 and b3 =

u; U
Sw"usm(l—ﬁ)wl U+ e(X-%)) (1- )
" 7{ 1 Ux;y 1 Y XYy
+bU1Y1( U 1+qW UiXY; 1+ qW Y7 XiY
pr*YI *_b4 _ S 1T _ W I _W*
ot (Yl T)W Gy (U7 Ui XX (51 (U 07) + bz (X-X7))

amU)(U—U;)Z_ 2y _x*)2
heny) U0 (erenyop XX

- (hIUf v EX - EX] +

. UX:Y 1 XY*
* 00 (4_7'(1+qw)_U*7X1Y;1+qw'x*31(>
1 1

Y 1 )W+h4bPU1*Y1*

+ bqU; Y} (1_T;1+qw ax: (- 1)W.

Employing the arithmetic-geometric means inequality, we obtain

U Uy 1 Xy
g I gy qw XY SO

From (#), we have

Further, we have

oi; - ex; = M) (1 E (7o),

Thus, §FOc; < 0if 73 <1< 7o <1+ "TZ Furthermore, the largest compact invariant set in {(U,X,Y, W) e R4 : SFocy = 0} is
singleton {S} }. By Lemma 5, S} is globally asymptotically stable if 7; <1< 75 <1+ b—g |

Stability of immunity-activated steady point with humoral response S

In this subsection, we deal with the local stability of the steady point S}. We begin our analysis by computing the characteristic
equation of the Jacobian matrix (3) at S}, we find

n%+03m3 + 0n% + O + O = 0, (8)
where
Y3
O3 = bithatby+ E+pWi gy >0,
" " bY3
Oy = DhypW3 + by (ba + b3+ & +pW3) + 1+qW* (b2 + b3 + pW3) > 0,
* bY; kcqbU3 Y5 W3
O = W. + + &)+ W3 + + pW. —== = >0,
1 h4PW5 (b1 + by + &) T+ QW3 (b4PW3 + b3 (b3 + pW3)) + i+ qW§)2
bYZ bqULYSWS
(@) = W + &)+ W + kc#
o h1h4,PW5 (b + &) + habyp 214 qWs b1 i qW§)2
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Thus, by the Routh-Hurwitz criterion, all roots n;j (j =1,2,3, 4) of (8) have negative real part if
030, - 01 >0 and O; (030, - O1) - 030, >0, 9)

so that ‘arg(nj)‘ > % > o forall o € (0,1] if 7; > 1. Hence, according to Lemma 1, we have the following theorem.
Theorem 7 Assume that 7; > 1and the condition (9) holds, then S is locally asymptotically stable for all o € (0,1].

Remark 1 Theorems 3, 4, 5, 6 and 7 indicate theoretically that the Caputo derivatives have no influence on the stability of the equilibria S°, S5
and S35.

4 Numerical results and discussions

In this section, and by utilizing the parameter values of the data listed in Table 1, we discuss the different results established
previously in this article. The pivotal purpose is to examine the influence of fractional derivatives on the long-run behavior of our
enhanced model (2). We will theoretically choose the parameters used in the simulations according to two criteria:

1. To verify and check appropriately the obtained analytical results in all cases.

2. To show numerically the sharpness of the obtained stability conditions. During the forthcoming numerical tests, the solution
of our viral system (2) is supposed to be starting from the initial condition U(0) = 300, X(0) = 7, Y(0) = 4, W(0) = 80. Also, we
deem from now on that the unity of time is one day.

Parameter  Example1  Example2  Example3  Source

® 2 2 6 Assumed
by 0.01 0.01 0.01 [4]
b 0.01 0.02 0.02 [4]
q 0.5 0.5 0.5 (4]
£ 0.01 0.01 0.01 [4]
ha 1.001 1.001 1.001 Assumed
b3 2.0003 2.0003 2.0003 Assumed
by 0.3 0.3 0.3 (4]
k 0.9 2.9 2.9 Assumed
p 0.006 0.006 0.006 Assumed
c 0.1 0.1 0.1 [4]

Table 1. Some numerical values of the deterministic parameters used in the simulations

Remark 2 In this section, we aim to numerically examine the impact of fractional derivatives on the long-term characteristics of the virus. For
this reason, we simulate its progression using the parameters listed in Table 1. We mention that the parameters ¢, b and k are very sensitive
and a slight variation in their values results in a significant dynamical bifurcation. Thus, we present some simulated scenarios in order to cover
all cases of equilibrium stability.

Example 1: Virus-clear steady point S°

To numerically probe the effect of fractional derivatives on the infection stability, we firstly assign to our system parameters
the numerical values appearing in Table 1 - Example 1. A simple calculation gives 7, = 0.8911 which is strictly less than one.
From Theorem 2, there exists a virus-clear steady point S° = (200, 0, 0, 0) of system (2). By choosing some arbitrary values of o:
0.98;0.94;0.9;0.88;0.84; 0.8;0.78; 0.76, we present the long-run behavior of the solutions in Figure 2. Specifically, in the case
of o = 0.98, we remark that the density of susceptible cells U, after an initial slope, progressively rises and reaches the steady
value é“; = 200. After a significant decrease followed by a gradual increase, the densities of X(t) and Y(t) return to decrease and
end up being disappeared over time, while the density of W(t) decreases and converges to zero.

Now, by decreasing the value of o to 0.94, we show that the solution suddenly changes its behavior shape, but finally converges to
S°. To further exhibit this phenomenon, we choose various values between o = 0.94 and o = 0.76. We conclude that as the value
of o decreases, the solution slowly reaches the equilibrium S°. That is, the rate of convergence increases as the integer-order o is
closer to one. But, in all cases, solutions with different differentiation values reach the virus-clear state which actually confirms
the result of Theorem 3. Consequently, the infection will be eradicated from the host body.

Example 2: Immune-free steady point S}

In this example, we select the parameter values from Table 1 - Example 2. Then, we obtain 7, = 5.7426 >1and 7; = 0.7983 < 1. In
accordance with Theorem 2, the immune-free steady point S} exists since 7; < 1 < 7. To depict the effect of fractional derivatives
on S}, we arbitrarily select certain values of ¢ = 0.98;0.94;0.9;0.88;0.84;0.8;0.78;0.76. In Figure 3, we see that after some
pseudo periodic fluctuations, the densities of U(t), X(t) and Y(t) reach the stable level U} = 34.8276, X; = 1.6517 and Y; = 2.3950,
while the density of W(t) ultimately extinct. Since 7; < 1 < 75, the numerical outcome of this example confirms the stability result
of Theorem 5. Hence, the infection becomes chronic one in the absence of persistent humoral immune response.
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Example 3: Immunity-activated steady point with the humoral response S

Now, we choose the parameter values from Table 1 - Example 3. Then, we obtain 73 = 2.7317 > 1. In accordance with Theorem 2,
there is an immunity-activated steady point with the humoral response S%. Furthermore, we get

0302 -0 = 0.3648 >0,
01 (030, - 01) - 0304 = 0.2903 > 0,

then S} is asymptotically stable for different values of o due to Theorem 7. From Figure 4, we remark that all classes fluctuate
during a time phase then converge towards the steady values U3 = 381.4716, X} = 2.1853, Y5 = 3.0000 and W3 = 18.7403. By
selecting certain values of o, we observe that the solutions always reach the steady point S5 = (U3, X3,Y3,W3). Thus, the viral
infection becomes chronic with persistent humoral immune response.
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Figure 4. Stability of the immunity-activated steady point with the humoral response S5 = (381.4716, 2.1853, 3.0000, 18.7403) for different values of
o = 0.98;0.94;0.9;0.88; 0.84;0.8;0.78; 0.76.

5 Conclusion

This article investigated an improved four-compartment viral system that takes into consideration the effects of fractional deriva-
tives. The central goal was to probe the long-term characteristics of the virus. For this reason, we have started by proved the
well-posedness of the model, including existence, uniqueness, nonnegativity and boundedness of solutions. We have defined the
steady points of the system and determining the associated critical thresholds, namely the basic reproduction number, 7o, and the
humoral immune response reproduction number, 7;. Specifically, we have proved that our viral model admits three steady points,
and under certain conditions on the thresholds, the asymptotic stability of all these points was examined. The obtained results of
stability indicate that the infection level gets reduced to zero for 7, < 1, whereas the infection persists in the host body for 77 > 1.
From the theoretical and numerical point of view, we concluded that Caputo derivatives have no influence on the stability of the
equilibria.

As a future study, we seek to extend our proposed model to the case of the fractal-fractional system with the use of Adams-
Bashforth numerical scheme (45, 46]. This special derivative is widely introduced in physics to explain various phenomena and
laws. Also, the proposed model in this study can be enhanced by considering the effect of randomness. By using the approaches
presented in (47, 48, 49, 50], we can simultaneously probe the effect of both memory and stochasticity on the viral dynamics. We
will deal with it in our next work.
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Abstract

The purpose of this paper is to find approximate solutions to the fractional telegraph differential equation (FTDE) using
Laplace transform collocation method (LTCM). The equation is defined by Caputo fractional derivative. A new form of the
trial function from the original equation is presented and unknown coefficients in the trial function are computed by using
LTCM. Two different initial-boundary value problems are considered as the test problems and approximate solutions are
compared with analytical solutions. Numerical results are presented by graphs and tables. From the obtained results, we
observe that the method is accurate, effective, and useful.

Key words: Caputo fractional derivative; collocation method; telegraph equation; approximation solution; error analysis
AMS 2020 Classification: 26A33; 35R11; 44A10; 65G99; 65N99

1 Introduction

Differential equations are a powerful tool for modeling, analyzing, and considering many physical and engineering problems
and are an important branch of applied mathematics. In particular, they occur in network design, fluid dynamics, wave motion,
telecommunications, electromagnetic, wave distribution, and electronic dynamics (see [1], [2] and the references therein). They
are used not only in engineering and physical systems, but also in economics, risk theory, and many other social sciences. On the
other hand, telegraph equation, a special kind of hyperbolic equations, is a partial differential equation that frequently appears
in electrical engineering. In particular, power transmission lines are defined and designed using telegraph equations [3], [4], [5].
Many different problems in electric, electronics and communication engineering can be modeled by telegraph equations (see [4],
[6] and the references therein). Mathematical modelling of problems in communication systems and transmission lines and their
solvability (analytic or most of the time approximate) have great importance in today’s world in which technology and communi-
cation tools regarding them have developed and spread with and increasing velocity. Depending on whether the terminations are
short or open circuits and whether they are fed by current or voltage sources, there are many forms of this equation, including
local or nonlocal boundary conditions.

Many of physical systems exhibit intrinsic behavior of fractional order. Therefore, fractional calculus provides more accurate
models for such systems than classical calculus (7], [8], [9], [10], [11]. A significant advantage of fractional modeling is seen in
systems where inheritance and memory behavior play a role, since the fractional derivative also accounts for the past. Another
advantage arises in the analysis of porous and/or self-similar structures, where the theory of fractals plays a role. A great number
of papers has been studied on the numerical solution methods of different types of telegraph partial differential equations. Finite
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difference methods [1], (4], [12], [13], [14], [15] are used mostly in the literature. Less frequently, there variation methods using
differential quadrature algorithm [16], Radial basis function [17], Chebyshev cardinal function [18], interpolation scaling functions
[19], Chebyshev Tau method [20], Galerkin method [21].

In 2014, weighted residuals method was applied to numerical solutions of hyperbolic telegraph equations [22]. Then, LTCM was
firstly implemented for the same equation in [23] in 2017 and the results were compared by weighted residuals method. From the
numerical results published in the literature, it was observed that LTCM method is more convenient and effective comparing to
weighted residuals method. In [6], LTCM was successfully applied to some nonlinear fractional differential equations.

This paper examines numerical solutions of the following fractional differential equation:

20 o« 2
TN, 0THD  y(t,x) = I 4 £t ),
where x € (0,L), t € (0,T), « € (0,1],

1
Y(0,%) = B(6), (0,5 = (x), where x ¢ [0, L], ®

y(t,0) = y(t,L) = 0, where t € [0,T].

Here, ¢, 1V, f and y are known and unknown continuous functions, respectively. The term ng‘y(t, X) = %ﬁf'” is Caputo fractional
derivative. If « = 1, then, the main equation in (1) is called a telegraph partial differential equation. LTCM method is used for
finding numerical solutions of problem (1). Approximate solutions are compared to the exact solution found by LT method. Then,
numerical solutions are shown by both graph and table and errors in numerical solutions are analysed.

2 LTCM for fractional-order telegraph equation

To clarify the essential mathematical details of LTCM, we consider a FTDE using a similar method in [6].

Taking the LT of problem (1), we get

o 2
$2%y(s, %) - s2*71y(0, x) - s2%72y,(0,x) = -L [a %’t(i’ X)} +L {a ai’ii’ X)} — L [y(t, 0] +L [f(£,%)] . )

After simple algebraic simplification and using initial conditions in (2), we have

o4 2
Y60 = o {52“-1¢(x) + 525724 (x) - L {%] L {%ﬁi")} SL[y(t,x)] + 1L [f(t,x)]} . 3)

The function y(t, x) and its derivative in (3) are replaced with a trial function of the form
n
Y=Yo+) Gy (4)
j=1

In the above equation, ¢; is the constant coefficient and it is determined to satisfy initial conditions given in (1). Then, y(s,x) is
found as follows:

y(s,x) = 52% {52"“1 (yo(o,x) + chy}-(o,x)> + % {52“‘2 (yo(o,x) + chyj(o,x)>] (5)
j=1

Jj=1

o n 2x n
-L [;a (yo(t,X) + chyj(t,X)ﬂ +L {aaxm (yo(t,X) + chyj(t,X)ﬂ = L [y(t,x)] + L [f(t, x)] }

j=1 j=1

Taking the inverse LT of Eq. (5), we get

n
Ynew(t,x) = L7 {szla [sz"“l (yo(o,x) + chyj(o,x)>
j=

n « 3
+% <520¢‘2y0(0,x) " chyj(o,x)> -L |:aatcx (J/O(t,X) + ZCij(t,X))] (6)

j=1 j=1
aZlX n n

+L [axza (yo(t, x)+ Y gyt X))] -L (yo(t, x)+ Yyt X)> + L [f(t, %)] ] }
j=1 j=1

Substituting Eq. (6) into Eq. (1), we obtain new collocating at points x = x, as follows:

32 %Ynew(t, x;.) . 0%Ynew(t, x;,)
o2« otx

62"‘ynew(t,xk) L-0
—aw = f(t,x,), where x; = ﬁ,kzl,z,--- ,n. 7

+y(t)x)_ 1
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Then, we can define the residual function by the following formula
Rn(t, %) = Llynew(t, )1 - f(t, X), (8)
where yn(t,x) and y(t, x) demonstrate approximate and exact solutions, respectively and

9% t,x 0% t,x) 0%« t,x
Lyn(t,01 = ey Onen(6) 0 Vnen(hX), ©)

From the above formula, we can write

92 t, 0% t, 92« t,
Inewll,) , 9% new(,) ) - X2 Inew(®) - i1y 4 Rt ). (10)

3 Numerical implementations

For the application of LTCM, we consider two different test problems in this section and compare approximate solutions with exact
solutions.

Example 1 As the first example, consider the following initial-boundary value problem for FTDE

22%y(t,x)
0x2x

2oy(tx) , 2%y(tx)
otx

o2 +y(t)x)_

- tg—zo‘ t3—cx 3 3 2_ 3 X3—2cx _ 3 XZ—ZD(
6 {r(z,—zoc) * r(4—«x)}x vt [X 65 a2 r(3—2cx)]’

where x,t € (0,1), « € (0,1], (1)

v(0,x) = y¢(0,x) = 0, wherex < [0,1],

y(t,0) = y(t,1) = 0, wheret € [0,1].

First, we calculate (11) by LTCM.

From the formula of the trial function (Eq. (4)), approximate solution can be written as:
Yapp(t, %) = cx®(x - 1)8 + cpx(x - 1)*83. (12)

Taking the LT of the main equation of (11) and using Eq. (5), we get

s24Y(s,x) - >*7Y(0,%) - s>* 72y (0,x) = -L [a"‘gf{ix)} =Lyt )] +L {%}
+L{6 [r(f_-z;) . r(tj__“oc)} B+ B0 - 13) + r(éf__z; - rgz_'z‘:;)} 13)
Then, using zero initial conditions, the above formula can be simplified and written as:
y(s,x) = 52% {—L {%} - Ly(t,x)] +L {%}
L Hrff__il oo )} B (2 -0) 0 S 20 )} } . (14)
From the formulas (12) and (14), we have
W = A [0 o, g0 i o),
-6 {% + <—x(x -1)%+ rf’f__z;;) - rgz__;o;) + r(’;f;()) ﬂ] & (15)
‘6 (r L 5'_1)) 20 SO 2O } .

From the formula (15), y(s, x) is found as follows:

6 (X3 - X2) 6 6X3—LX 2X2—LX
SIS {_ shto ¥ Shaw {_ (X3 _X2> v rb-o) TG- oc)] a (16)




180 | Mathematical Modelling and Numerical Simulation with Applications, 2022, Vol. 2, No. 3, 177-186

shra " sk M4-20) T(3-20)  T(2-2a)
( 6 6 ) 3 6 2 3 6)(3_20c 2)(2_20c
+ + — + — (X7 =X+ - .
shto sk sh+2oc N4 -20) T(3-2x)
Taking the inverse LT of (16), we obtain the following trial solution:

3+ 3+2 3+ 3+200
Ynew(t,x) = {-6 { t t } (+c)+t3+ 6t 6t }x3

{ 6 (x3 -2x% + x) 6 [ 3 5 6x3-2% 42 xi-2« } }
+Q - =X +2X" - X+ Cy

TG+ o) T4+ 200 T4+o) T(4+2x)

6 t3+oc t3+2(x t3+20¢ 2 6 t3+cx t3+2cx
¥ { {r(4+ 0 F(4+20¢)] (@ +26) + F(4+2(x)}x ¥ {_ {r(4+ 0 r(4+z<x)] CZ}X

|: x3—« X2 :| 61372« |: 6x32x 4x2—20c x1-2x :|
+6 [ Cy

- “TG-o) | Th+200) | TGh-20) T =20) ' T2 =2a)

6t3+ZLx X_’,—Zoc 2x2—20c
TG+ 200 {r(z, “20)  TG3- 20()} '

Substituting (17) into Eq. (11), we have the following residual formula:

3% %Vnew(t,X) _ 3*Ynew(t,X) 92%Ynew(t, x)

R(t,x,¢,6) = o2 + ot +y(t,x) - X2
3-2x 3-x 3-2x 2-2x
-6 t . t X3—t3 XZ—X3+ 6x _ 2X .
N4-20) T(4-x) N4-2x) T(3-20)

Taking the derivatives of Eq. (17) with respect to x and t, and writing in (18), we obtain

R(t,X,c1,¢5) = (Ax3 —Ax? +Bx3 - Bx2 +C +D)c; + (AX3—2AX2+AX+BX3—ZBx2+Bx+E+F+C+G—%+R>c2

+K+L+M+N+S=0,

where
A=-t3- ﬁﬁ""‘, B=-t3- ﬁﬁ*“,
c=36 [t raa ) e P ’r(4f TR T L
e W eEr= T L |
i F(4(:‘ ) " [F(lr f Za)X3_2“ TG onc)xz_Z‘X e i Za)XI_Z‘X} '
6= {F(41+ ) o r(4 i 2a) o r@s -1 20(),(2—2“,
T A L ey Gl T AN Toerro L £
K= [t3 TGt r(41£—; ot " r(46+ ) tw] ’
=2 g e T raant ) ME g

N= G+ | TG-20)"

)

63+ 2 2-2x _ 30 Xg—mx}
T4 -2x)

17

(18)

(19)
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S= 1 3420 36 K320 _ 12 224, 12 oga_ 36 x3-ha
T(4 + 200) N4 - 2a) I3 -20) r(3 - 4a) T4 = 4o)

Then, from (19), we obtain

K+L+M

A TG -AC+BO3-Bx2+C+D’

N+S

Cy = .
2 AX3 - 2402 + AX+ B3 - 2Bx2 + Bx +E+F+C+G - G, +R

Example 2 As the second example, we consider the following initial-boundary value problem for FTDE

2oY(tX) |, 63X y(tX) _a2y(tx) _ [ _f2x o f-o “t] ciny _ o=t X172
sizec + 0 e + 20(6,%) Ry ’[ FGomz) ~ OTGoa) * 28 ]smx ¢ T2’

where x € (0, 7), t € (0,1), « € (0,1],

(20)
y(0,x) = sinx, y;(0,x) = - sinx, wherex < [0, 7],
y(t,0) = y(t, r) = 0, wheret € [0,1].
By following the similar manner of the previous example, we now calculate (20) by LTCM.
From Eq. (4), approximate solution can be written as:
Vapp(t,x) = (1 = 1) sinx + x> (x - > + cox(x — )2 (21)
Taking the LT of Eq. (20) and using the formula (5), we obtain
_ _ d%y(t, x) 92%y(t, x)
2 20—-1 20—2 _ ) )
s2%y(s, x) - s2%71y(0,x) - s**2y,(0,x) = -6L {T} - 2L [y(t,x)] +L —5ge
t1—2cx tl—oc _t . -t Xl—Z(X
L{ |- - —et 2§,
i H fe-200 TG T }Smx * Te-2 (22)
Using initial condition of (20), y(s, ) is obtained as:
_ 101\ . 1 2%y(t, x) 92%y(t, x)
y(s,x) = (E - 5—2) sinx + oo {—6L {aT] - 2L [y(t,x)] +L T
t1—2£x tl—EX _t X _t x1—2cx
LS |- -6 2 A — 2
: {{ fe-20) TG-a)  F }Smx ¢ Te-200 (23)

From the formulas (20) and (23), we have

1 2 2 2 2
s = [3-

= - + +
s s2 s2o+l 242 g2x(g + 1)

. (_ 12 4 )x2 (= )+ 2 6x372% oy 2« c
3t §32a 3724 | T(4-20) T(3-200) [
_ 12 _ 4 5 _ 2 6x3-2x _ 47.[X2—20c 2xlm2e
* { ( §3+a s3+°<> X (x-m)+ §3+2cc [r(4 -2x) T(3-2x) * r-2«) € (24)

. 11 1 x1-2«
s2a+l Q2a+2  2a(s+1) ) T(2-2a)

} sinx

Taking the inverse LT of (24), the following new trial solution is obtained:

_ ~ 12t2+tx _ 4t2+2(x 3 12t2+0¢ 4t2+20c 5
Ynew(t,x) = { rGra) TG+ 20()} (e +c)x° + [Tf (F(3 r ) + rG+20) (c1+263)| x

B 12t2+lX 4t2+2(x t2+2(x 12X3_2‘X 47_0(2—20(
' {‘” <r(3 va) TG m)) CZ} CTET) [r(4 “20) TG- 20():| a

242 2fl+2x Ze—ttZa—l
+(1-2t- + + sinx
ri+2a) T(2+2x) r2u«)

t2+20( 12X3—20¢ 87.[X2—2(x 27.[2x1—2oc
TG+ 2x) {F(4 T20) T3-2x)  T2- 204)} 2

(25)
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. X1—2£X tZoc t1+20c e—tt2<x—1
r2-2«) |[T@+2x) T(2+2x) ru«) |-

Substituting (25) into Eq. (20), we have the following residual formula:

_92(tx) | 9%y(t,x) 2%%y(t,x)
R(t,x,¢1,6) = T 6 ot} 2y(t, x) - Tox2x (26)
tl—Zoc 6t1—oc ¢ —txl—zoc
- |- - 2e"" | si R —
{ re-2a) TI(2-w) e ] Stx r2-2u«)
Taking the derivatives of Eq. (25) with respect to x and t, and writing in Eq. (26), we obtain the formula of R(t, X, ¢1, ¢5) as
6ax3—2cx 2(17'[X2_2°‘ dt2+2cx
- _ 3 2 - -
R(t,x,¢1,C3) = { 9ax? + 9arnx” + MG-2)  TG-2%)  TG+2%) + bk} G
2-2x 6ax3—2£x 4(17‘[)(2_20( a,n2x1—20c et2+2cx
—9ax3 + 18amx® + 24X - - 9ar> k- 2
* [ 90+ B ey T T 20 TG-20) O T2 ¥ TG0 |2 7
. hxl—Zcx gxl—l,.oc _
+f sinx+ T2-20) TQ2-40) '
where,
12 (tz“" - 4t2) 12x3-2% 22 12x3-2x 822X  gp2yl-2a
a=- ) = - y €= - + )
r3 - o) r4-20) T(3-2x) N4-20) T(3-2a0) T(2-2c)
12x3 -4« Lrix2ho 12x3 4o 8rx2 4 pp2xl-ha
d= - , €= - + s
(4= 4o) T3~ 4o) N4-40) TB-4x) T(2-4x)
8t1—oc 12t t1—20¢t21x—1 12[’0“1 lztl—octmx—l 4[2“ 4t2¢x+1 2 12tcx—1 4t2¢x—1
f=-2t- - - + - - + +e |24 + - y
re-o) T(a+1) T(2-20)TF2x) TMa+2) TE-x)F2a) T(e+1) T(20+2) t (o) r2«)

O e 20T @) T Tlar D) Tar2)  Te- TG TaarD) Taar2) "¢

t1—2cxt2£x—1 6t 6t£x+1 6t1—£xt2cx—1 4t20< 4t20c+1 _t _} _ 6tcx—1 _ 41.20(—1 _,
t T(a«) T(x) ’

tth t2°‘+1 e—tt2¢x—l 5 6t2+oc 2t2+2tx
9% Taa+1) Taa+2) e " "TE+a) " T2a+3)
From (27), we obtain
¢ =- |fsinx+ 71_“ -9ax3 + 9anx? - 207272 + b’ 2 + bk - 7dt2+2°‘ h
1 T2 - 2x) T3-2a) T(4-2c) rG+2ua)| '

gx1—4oc

- 9m2ax + ck -

@ = rG-20)  T(4-20)  T(2-2a) r(3+2a)

har-2 6ax3-2% ar2xi-2e of2+2a -1
T T(2- 4a)

[—9ax3 +18amx? -

4 Error analysis
Errors in numerical solutions are computed by the following error formula

Error = max |Vexact ~ Yapp/|»

where Yexqc(t, X) represents the exact solution and yapp(t, x) represents the approximate solution obtained by using LTCM. Exact
solutions of the first and second examples are t3(x> - x3) and e~!sinx respectively. Approximate solution for the first example is
c1x%(x = 1)t3 + c,x(x - 1)%13. For Example 2, it is equal to (1 - t) sinx + ¢;x2(x - m)t? + cox(x - )12,

As seen from the yellow and greenish region of Figs. 1 and 2, when t changes between 0.2 and 0.8, and x approaches to 1 for
« = 0.5, the difference between exact solution and approximate solution increases. For the other values, the difference between
exact and approximate solution is not obvious. Moreover, when t = 0.6 and x = 1, exact solution is almost 3 times greater than
approximate solution. When t changes between 0.2 and 0.8, and x approaches to 1 for 0.99, the difference between exact solution
and approximate solution increases as a similar result for « = 0.5, but when t = 0.6 and x = 1, exact solution is almost 10 times
greater than approximate solution as shown in Figs. 3 and 4. For the other values, the difference between exact and approximate
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Figure 1. Approximate solution of Example 1 for « = 0.5.

X axis 0 o t axis
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Figure 4. Exact solution of Example 1 for o« = 0.99.
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Figure 5. Exact solution of Example 2 for « = 1.

solution is not obvious.

For Example 2, when t changes between 0.2 and 0.8, there is a great difference between the exact solution and approximate solution
at the boundary point x = 3 as shown in Figs. 5 and 6. For the other values, the difference between exact and approximate solution
is not obvious. For the better comparison of exact solution and approximate solution, we need to present results by Tables. Errors
in the numerical solutions for different values of x, t, « for Examples 1 and 2 are presented in Tables 1 and 2, respectively.

Table 1. Error values for Example 1

X t o Errors

0.01 0.01 0.01 | 9.9000 x 1077
0.01 0.01 0.5 9.9000 x 1077
0.01 0.01 0.99 | 1.7161 x 107
0.1 0.591 | 0.01 | 0.00125

0.1 0.591 | 0.5 0.00183

0.1 0.591 | 0.99 | 8.1658 x 107>
0.248 | 0.9 0.01 | 0.03256
0.248 | 0.9 0.5 9.1222 x 1070
0.248 | 0.9 0.99 | 0.10107

When x,t = 0.01 and « changes from 0.01 to 0.5 for Example 1 in Table 1, there is no difference in the error but when « changes
from 0.5 to 0.99, the error in the numerical solution decreases about 1000 times. When x = 0.1,t = 0.591 and « changes from 0.01
to 0.5, there is not much difference in the error but when « changes from 0.5 to 0.99, the error in the numerical solution decreases
about 22 times. Lastly, when x = 0.248,t = 0.9 and « changes from 0.01 to 0.5, the error in the numerical solution decreases about
3570 times, but « changes from 0.01 to 0.99, the error increases about 7 times.
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Figure 6. Approximate solution of Example 2 for « = 1.

Table 2. Error values for Example 2

X t 4 Errors

0 0.01 | 1 0

11/7 | o0.01 | 1 0.017

22/7 | 0.01 | 1 2.7494 x 1077
b 0.01 | 1 6.1029 x 10”2
0.1 0.1 0.01 | 0.0043

0.1 0.1 0.5 0.0062

0.01 | 0.1 0.01 | 4.4652 x 1074
0.01 | 0.1 0.5 8.6324 x 107°

When t = 0.01 and « = 1, x changes from 0 to 11/7 for Example 2, the error increases to 0.017 from 0, but when x changes from 11/7
to 7, the error decreases to 6.1029 x 10~2! from 0.017. When x, t = 0.1 and « changes from 0.01 to 0.5, the error increases about 1.5

Modanli and Koksal

times, but when x = 0.01,t = 0.1 and « changes from 0.01 to 0.5, the error decreases about 5 times.

5 Conclusion

A combination of LTCM to develop approximate methods for fractional order telegraph partial differential equation has been
adopted in this paper. The exact solution has been compared with approximate solutions in two different test problems. Error
analysis has been done and it has been seen that the results were effective. However, due to the solution method for the approximate
solution, when x — 1, the solution goes to zero, causing the simulations to look far from each other. This deficiency due to the
comparison of the simulations has been eliminated by giving the exact and approximate solutions in Table 1. As a future problem
for the further developments of the present work, higher dimensional FTDEs can be studied. Moreover, this method can be also

applied to nonlinear FTDEs by developing an algorithm due to the difficulty of processing.
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Abstract

The aim of the paper is to study a cancer model based on anti-angiogenic therapy and radiotherapy. A set-valued analysis
is carried out to control the tumor and carrying capacity of the vasculature, so in order to reverse tumor growth and
augment tumor repair. The viability technique is used on an augmented model to solve the control problem. Obtained
control is a selection of set-valued map of regulation and reduces tumor volume to around zero. A numerical simulation
scheme with graphical representations and biological interpretations are given.

Key words: Anti-angiogenic therapy; radiotherapy; viability theory; set-valued analysis
AMS 2020 Classification: 93C10; 93C95; 93D15; 93D23

1 Introduction

Mathematical modelling of treatments is essential for diseases controlling. [1] Considers a mathematical model of chemotherapy for
cancer treatment, in fractional order form with Caputo sense, and discusses the local stability of the equilibrium point. [2] Analyses
the bifurcation of a fractional-order SEIR epidemic model of HIV and HBV diseases. [3] Studies the stability of a novel model of
COVID-19 epidemics, by considering the Lyapunov function. [4] Considers a fractional-order HIV epidemic model, and determines
the positivity and boundedness of the solution and the stability conditions of the model, and discusses the global dynamics of the
endemic equilibrium point, by using Lyapunov functional approach. [5] Employs the feedback control on a chaotic system with
fractional-order. [6] Proposes a Caputo HIV-1 model incorporating AIDS-infected cancer cells, and investigates the existence and
uniqueness of its solutions via fixed point theory, and performs the stability analysis of the model. [7] Investigates the bifurcation
of a two-dimensional discrete-time chemical model. [8] Develops a three-dimensional fractional-order cancer model, and details
analysis of the equilibrium points, and investigates the existence and uniqueness of the solution. [9] Models COVID-19 epidemics
with treatment in fractional derivatives using real data from Pakistan, and discusses the stability conditions of the equilibrium
points, and analysis the global dynamics equilibria by using the Lyapunov function. [10] Develops a Hilfer fractional model related
to Parkinson’s disease, and obtains a closed form solution in the terms of Wright function and Mittag-Leffler function, by using
Sumudu transform technique. [11] Uses the Laplace transform and exponential Fourier transform of Atangana-Baleanu-Caputo
(ABC) derivative, to obtain the approximate analytical solutions of a reaction-diffusion model for calcium dynamics in neurons,
in terms of generalized Mittag-Leffler function. [12] Presents a two-dimensional fractional-order reaction-diffusion model to
develop a control mechanism of Calcium in nerve cells, and uses the integral transform technique of arbitrary order to find the
solution of the model. [13] Analyses a mathematical model for cancer chemotherapy which includes anti-angiogenic effects of the
cytotoxic agent, to optimally control the tumor volume by administering the total dose in a single maximum dose session. [14]
Analyses a mathematical model for the combination of chemotherapy with anti-angiogenic treatment as a multi-input optimal
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control problem, and considers the problem to minimize a weighted average of tumor volume and the carrying capacity of the
tumor vasculature. [15] Considers a mathematical model for tumor radiotherapy and chemotherapy as an optimal solution for a
local tumor control.

The combinations of anti-angiogenics with each other or with other cancer therapies increase treatment efficacy (16, 17], notably
with radiotherapy (18, 19, 20, 21, 22] which is unable to completely eradicate some tumors alone [23]. Mathematical modelling
allows to develop methodologies of analysis and control for an appropriate polytherapy. We are interested in this paper to mathe-
matical modelling of anti-angiogenic therapy with radiotherapy. We propose to take advantage of the Set-Valued Analysis (SVA)
methodology applied in [24, 25] for models involving mono immunotherapy and chemotherapy, and in [26, 27] for combined modal-
ities of cancer therapy, including immunotherapy and anti-angiogenic therapy with chemotherapy, to combine anti-angiogenic
therapy and radiotherapy.

The rest of this paper is organized as follows : Section 2 describes a model of anti-angiogenic therapy and radiotherapy combination.
Section 3 formulates the corresponding problem of control, and augments the considered model to translate the control problem
into a viability one. Section 4 solves the viability problem by a single-valued selection of the set-valued map of regulation. Section
5 approaches the problem by the numerical methods of Euler and Uzawa.

2 Model presentation

The following complementary coupled dynamics between the tumor volume p € (0, ), and the time-varying carrying capacity
q € (0, 00), are considered from [28].

-&pln (Z) = (o + Br)pw, p(0) = pg € (0, 0); (1a)

-
I

Qe
"

2 4 2
K (bq3 - dq3> +(1-«) (bp - dp3q> - yqu - (n + 8r)qw, q(0) = qo € (0, 0); (1b)

where the third variable r was introduced by the ordinary differential equation

F=-pr+w, (10)
and initiated by

r(0) =ro =0, (1d)
to model the temporal effects of tumor repair, and simplify the linear-quadratic damages quantification from Wein [29] on the
tumor : —(o + Br)pw, and on the carrying capacity : —(n + 6r)qw, caused by the radiation control w, which takes values in [0, w™3X],

The control u represents the dose of the anti-angiogenic medicine, and takes values in [0, u™3] with carrying capacity elimination
: —yqu. The rest of uncontrolled expressions are summarized in the following table.

Expression Description
bq% and bp Carrying capacity stimulations
4
-dq3 and - dp% q Carrying capacity inhibitions
-&pln (%) Tumor proliferation

The parameter « takes values in [0, 1], and for the particular values « = 0 and « = 1, the meta-model (1) corresponds to Hahnfeldt
[30, 31, 32] and Ergun [33, 34, 35] models, respectively. The model presentation is completed by describing parameters in table 1.
Numerous studies related to the model (1) have been carried out :

+ [31] Employs Pontryagin Minimum Principle (PMP), to minimize tumor volume subject to Hahnfeldt’s sub-model, for an
optimal cancer combination therapy from anti-angiogenic and radiation therapy.

+ [32] Uses State-Dependent Riccati Equations (SDRE) as an optimal control methodology framework on Hahnfeldt’s sub-model,
and designs optimal rules to reduce the tumor growth by an appropriate administration of anti-angiogenic and radio-therapeutic
doses.

- [33] Applies (PMP) on Ergun’s sub-model, to determine the temporal scheduling of radiotherapy and angiogenic inhibitors that
maximizes the control of a primary tumor.

+ [36] Considers Ergun’s sub-model as as optimal control problem with the objective of minimizing the tumor volume subject
to isoperimetric constraints, that limit the total radiation dose and the overall amount of anti-angiogenic agents to be given.

+ [37] Optimally controls Hahnfeldt’s sub-model, by solving nonlinear programming problem via A Mathematical Programming
Language (AMPL) and the Interior Point OPTimizer (IPOPT) method.

+ [38] Executes (PMP) on Ergun’s sub-model, to minimize tumor volume while limiting the total amount of administered anti-
angiogenic agents, and also the total damage caused by the radiation treatment to the healthy tissue, so expressed in terms of
its Biologically Equivalent Dose (BED).

+ [39] Operates (PMP) to optimally control Hahnfeldt’s sub-model, with the objective function of minimizing the size of cancer.

+ [28] Proposes of the model (1), a Sequential Quadratic Hamiltonian (SQH) method to choose the optimisation weights, in order
to obtain treatment functions that successfully reduce the tumor volume to zero.
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+ [40] Formulates more generalized model than (1), and adopts optimal control methodology, to minimize multi-functional
objective.

3 Problem statement

We state the problem of control the tumor volume p by a coupled protocol (u,w) from Cartesian product constraint [0, u™3X] x
(o, wihax]

vt € [0, 00), (u(t), w(t)) € [0, u™*] x [0, w™3¥], (2a)

so in order that p strictly decreases on [0, co)

vt € [0, 00), p(t) < 0, (2b)
and admits zero as limit at infinity
lim p(t) = o, (2¢0)
t—oo

subject to the model (1).
Before beginning any analysis, we augment the model (1) by the ordinary differential equation

W= -w +v, w(0) = wy € [0, wMaX], 3)

to turn on the control w into a variable state, and control tumor volume dynamics (1b) indirectly via the parameter control v ¢
[0, w™MaX] subject to the objectives (2b) and (2c), however, we can still have the explicit expression for w

t
w(t) = et <w0 . JO ev(t) dT) ) (%)

The resolution of problem (2), can be done by finding (u, v)
vt € [0, 00), (u(t), v(t)) € [0, u™®*] x [0, w™¥], (5a)
by which (p, q, r, w) is globally viable in Dq
vt € [0, 00), (p(t), q(t), r(t), w(t)) € Do, (5b)
where domain
Do = {(p,q,r,w) € RY x R} x R+ x [0,w"™] | 44(p,q,r,w) < 0}, (5¢)
with function

vg(p,q,r,w) = -gpln <g> - (a + Br)pw + 6p,

and parameter

0 € R}.

Proposition 1 Assume that there exists © € R} such that (po, qo, o, Wo) € Dg, and (u,v) solution to the viability problem (5), then (u, w)
solves the control problem (2).

Proof Let t > 0, and let (p, g, r, w) be the globally viable trajectory in Dg, leading by the control (u,v).
According to (1a) and (5b) we have the differential inequality

p() = ~epin (B ) - (o prpw < -0p()
by integrating we get the exponential estimate
0 < p(t) < poe™®,

then in the limit oo, the tumor is deleted tlim p(t) = 0, with the average speed of therapy 0. |
—00
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4 Set-valued resolution

On the viability constraint Dg by (5c), we define the set-valued map of regulation Fg in the following way

Fo(p,q,r,w) = {(u,v) e [0, u™3*] x [0, w™aX] | <-£pln (g) - (ot + Br)pw,

2 4 2 T
K (bq? - dq?) +(1-«) (bp - dp?q) - yqu - (n + 8r)qw, —pr +w, -w + v) € TD9 (p,q,r,w)} , (6a)
where
TDS (P, q,rw) = {(ﬁ,@,?, W) € R4 ‘ 1irﬁllinf d((p+ hp,q + hq, rh+ h?,w + hw), Dg) - 0} , (6b)
0

stands for the tangent cone to Dy at point (p, q,r,w).

Lemma 1 Letbe 6 € R} suchthat (pg, qo, o, Wo) € Dg. If forall(p,q,r,w) € Dg, we have Fg(p, q,r,w) # 0, then any single-valued selection
(u, v) of the set-valued map of regulation Fg solves (5).

Proof The set-valued map of regulation Fy admits a selection (u, v) : Dg — [0, u™3]x [0, w™3X] by which the system (1)-(3) admits a
locally viable solution (p(-), q(-), r(-), w(-)) in Dy, defined over a maximal interval [0, t™3X). We have to prove that t™@* — co. Indeed,
assume that t™3X is finite.

+ The non-negative function p(-) decreases on [0, t™3X), then it admits a limit p, when t — ™%,
+ Thanks to (1b), we have the differential inequality

2
fl < b(fﬁ + pO)y

and by integrating

5
5
5

32P0<

V90 q
—arctan(2 )) gbt+3%/%(\2/p%—arctan<2 °)>,

.
5
5

then by maximizing

b 3
= (36 o (G aeean (7)) + 903

which proves that the function g(-) admits an upper limit g, when t — t™aX,

tmax
+ According to (1c) the function r(-) admits a limit 7 = Pl J e?"w(t)dr, when t — tMaX,

max
- By (4) the function w(-) admits a limit w = et (wo + J e™v(T) dr) , when t — tmax,
0

Therefore (p(.), q(-), r(-),w(-)) — (p,q,F,w) when t — t™3X and (p, g, 7, w) belongs to Dy because it is closed. Now, by considering
(p,q,7,w) as an initial state it follows that (p(-),q(-),r(-),w(-)) may be prolonged to a viable solution (p(-), §(-), #(-), w(-)) in Dy,
starting at (p, g, 7, w) on some interval [t™3X SUP) where tSUYP > tM@X which is in contradiction with the maximality of t™3X  then
the solution (p(-), q(-), r(-), w(-)) becomes globally viable in Dg. |

Motivated by the preceding Lemma 1, we are interested in an explicit expression of the set-valued map of regulation Fq, so for
that we give the following Lemma from [27], characterizing the tangent directions of the tangent cone T, by (6b).

Lemma 2 ([27]) Foreach (p,q,r,w) € Dg the tangent directions (p, g, 7, W) ofTDe (p, q,r,w) are characterized by

>0 if r=o,
w>o0 if w =0,
w<o if w = whax)

li’e(PyQ»ry W)(ﬁyay?yw) <0 if we(qu,",W) =0.
Proof See [27]. [ |

Lemma 3 ([27]) The set-valued map of requlation Fq may be expressed explicitly on the viability constraint Dy as

(o, u™@] x [o,w™ @] if pg(p,q,r,w) <0,

Ce(PyQ»ryW) lf ﬂ)e(Pver,W) =0, (7a)

Fe(p)er)W) = {

where

Co(p, a1, w) = {(u,v) € [0,u™ ] x [0,w™™] | o (p,q,r,w) + (h(p, q,T, W), (u,v)) < O}, (7b)
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with
ze(quyr,W) = <V1b9(pvervw)y <_£p1n (%) - ((X'" Br)PW;
2 4 2 T
K (qu —dq3> +(1-«) (bp—dp3q> —(n+6r)qw,—pr+w,—w> >, (8a)
and
h(p,q,r,w) = (-va 220 (p,q,r,w), 22 (p, g, r, w) ! (8b)
Yy aq Yy ’ aw Yy Ty .

Proof Thanks to Egs. (1c) and (3)

. If r = 0, then

-pr+w=w > 0.
- If w=o0, then

-w+v=v>o0.

- Ifw=w¥, then

- For all (p,q,r,w) € Dg, we have

b
3

-
2 2
We(p,q,r,w) (—apln <g> = (e + Br)pw, <bq§ -dq ) +(1-«) (bp - dpiq) - yqu - (1 + 8r)qw, —pr + w, -w +v> =

4
<vwe<p,q,r,w), (—apln (g) — (ot BrIpW, (bq% - dq?) .

2 T
(1-«) (bp—dp§q) - vqu - (1 + 8r)qw, —pr + w, —w+v> > =

4
<V1be(P,q,r,W), (—Epln (Z) - (e + Br)pw, « (bq% - dq?) +

2 T
(1-x) (bp - dp3q> = (n +38r)qw, —pr +w, —W> > +(V(quyeP &1, W), (=vqu,v) ") .

|
Lemma 4 A single-valued selection of the set-valued map of requlation Fg may be given on the viability constraint Dg by the expression
Ce(P»er, W) = "TCg(p,q,r,w)(O)’ (9)
where i, (p‘q’r‘w)(o) denotes the projection of 0y, onto the closed convex set Cy(p, q, 1, w).
Proof See [27]. |

5 Numerical resolution

This section is devoted to numerically analysis the following model by combining the numerical methods of Euler by step h and
Uzawa of parameter A.

p = -&pln (%) = (o + Br)pw, (10a)
2 4 2

qg = «x <bq3 —dq3> +(1-«) (bp—dp3q> - vqu - (n +8r)qw, (10b)

f’ = -pr+w, (10C)

W = —w+y, (10d)

u = c(p,qr,w), (10€)

v = c&(p,q,r,w). (10f)
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The used algorithm is as follows
i. Initialization
a) to € R+,
b) (p07q0ervW0)ED9y
c) A% eR?,

ii. Iteration

a) tpy =tp+h,

b)
Pns1 = Pn+h (—EPn In (%) = (oc+ ﬁrn)Pan> )
2 A 2
Qn+s1 = dn+h (K <bq3 - dq,?) +(1-«) (bpn -dp3 qn) = ¥qnun - (n + 5rn)Qan> ) (11)
Tns1 = In+h(=prm +wn),
Wps1 = Wp +h(-wp +vp),
)
un = =AZh(pn, qn, T, wn) + A3 = AL,
vn = =AZh(pn, Gn, 'n, Wn) + A} - A3,
d)

AL = max(Al + o(up - u™3), 0),

A+ = max(A] + o(vy - vM3X) o),

AR = max(A] - oun, 0),

AZ” = max(A} - ovn,0),

2

7\’5”1 = max(?\g’ + O'(hl(pn,Qn, rn,Wn)Un + hz(pn,Qn,rn,Wn)Vn + eG(pn,Qn,rn,Wn),O), witho < o < m

- For the absence of therapy we choose (pg, g0, 0, Wo) = (15000,12000, 0, 0) as an initial state, the tumor volume p stimulates
the carrying capacity q to increase by the dynamics (10b), and to proliferate by the dynamics (10a), as we see in Figure 1.
+ In the presence of therapy we choose (po, qo, ro, Wo) = (15000,12000, 0, 2) as an initial state, with the parameter 6 = &ln(Z—g) +
aWg =~ 1.4, in order that (po, qo, r'o, Wo) € Dy, the protocols u(t) = ¢} (p(t), q(t), r(t), w(t)) and w(t) = e“(wo+jf) e*cZ(p(7), (), r(x), w(t)) dT)
limits the stimulation of the tumor volume p on the carrying capacity q in the dynamics (10b), and reverses the proliferation
of p in the dynamics (10a), as we see in Figure 2.

As in (1d) we have ry = 0 for the initial value of the tumor repair r, and we consider vy = 0 as the initial value of the parameter

control v, for the parameter « of the dynamics (10b) we propose k = 0.5, as in [28] to combine Hahnfeldt and Ergun dynamics,
while the following table 1 gives the numerical values of the model (10) parameters.

Table 1. Parameters description.

Parameter Description Value Unit
£ Parameter for tumor growth 0.084 [day™]
b Tumor-induced stimulation 5.85 [day™]
parameter
d Tumor-induced inhibition 0.00873 [mm™ - day’l]
parameter
£% Anti-angiogenic elimination 0.15 [7kg } - day™
mg(doses)
parameter
o Radiosensitive parameter for 0.7 [Gy™]
tumor
B Radiosensitive parameter for 0.14 [Gy™?]
tumor
n Radiosensitive parameter for 0.136 [Gy™]
healthy tissue
5 Radiosensitive parameter for 0.086 [Gy?]
healthy tissue
. In2 B
P Tumor repair rate — [day™]

0.02
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Figure 1. Tumor volume p begins to decrease from the initial value po = 15000, but p stimulates the carrying capacity q to increase from the initial value
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qo = 12000, until they have approximate values p = 14957 and q = 14912 (p ~ q) , then p starts to increase.
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Figure 2. Tumor volume p begins from the same initial value po = 15000 as in Figure 1, but kept on decreasing state all over time therapy in accordance with (2b)
and (2c), caused by growth limitation of the carrying capacity q due to combined anti-angiogenic therapy and radiotherapy (u, w), and by direct effect of the
radiotherapy w(p, q) on the tumor volume p, while the tumor repair r is augmented.
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6 Conclusion

The problem control (2) to the class of mathematical models (1) is achieved by combining anti-angiogenic therapy with ra-
diotherapy. The set-valued analysis gives the feedback protocols u(t) = ch(f(t)), and w(t) = e~ t(wg + jto e"c3(f(r)) dv), where
() = (p(.),q(.),r(.),w(.)) to administrate the temporal doses of anti-angiogenic medicine and radiation, in order to dynamically
limit the stimulation of the tumor volume P(u,w)(t) on the time carrying capacity q(u’w)(t), and force p(u’w)(t) to decrease : vt ¢
[o, Oo)’f’(u,w)(t) < 0, under the exponential estimate : 0 < p(u,w)(t) < poe 9 and converge to the null limit : lim;_, p(uyw)(t) =0.
The obtained protocols u and w, provide from the single-valued selection cg by (9) to the set-valued map of regulation Fq by (6a),
which should be strict on the subset Dg by (5¢) : v(p,q,r,w) € Dg,Fq(p,q,r,w) 7 0, and they rend the model (1) globally viable
on the subset Dy, as it is demonstrated in the Proof 4 of the Lemma 1. The linear dynamics (1c) and (3) of the tumor repair r
and the radiation control w respectively, allow to get the useful expression (7a) of the set-valued map of regulation Fgy, as it is
proved in the Proof 4 of the Lemma 3, and the single-valued selection cg is a solution to the following problem of minimization :
min | [(u, v)|| such that (u,v) € [0, u™3] x [0, w™3X] by (5a), and £4(p, q, 1, w) + (h(p, q,r,w), (u,v)) < 0 by (8), which is numerically
approached by the method of Uzawa in the last Section 5, and implemented into the discretized model (11) by the method of Euler,
to get the numerical simulations of Figure 2, which are in perfect conformity with the theoretical results of the preceding Section
4.
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