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ANALYSIS OF A PRODUCTION INVENTORY SYSTEM WITH

MAP ARRIVALS, PHASE-TYPE SERVICES AND VACATION TO

PRODUCTION FACILITY

Serife OZKAR

Department of International Trade and Logistics, Balikesir University, Balikesir, TÜRKİYE

Abstract. In this paper, we discuss a production inventory system with ser-

vice times. Customers arrive in the system according to a Markovian arrival
process. The service times follow a phase-type distribution. We assume that

there is an infinite waiting space for customers. Arriving customers demand

only one unit of item from the inventory. The production facility produces
items according to an (s, S)-policy. Once the inventory level becomes the

maximum level S, the production facility goes on a vacation of random dura-

tion. When the production facility returns from the vacation, if the inventory
level depletes to the fixed level s, it is immediately switched on and starts

production until the inventory level becomes S. Otherwise, if the inventory
level is greater than s on return from the vacation, it takes another vacation.

The vacation times are exponentially distributed. The production inventory

system in the steady-state is analyzed by using the matrix-geometric method.
A numerical study is performed on the system performance measures. Besides,

an optimization study is discussed for the inventory policy.

1. Introduction

In classical inventory systems, demanded items are directly delivered from stock
and the amount of time required to service is negligible. Demand occurred during
stockout periods either result in lost sales or is satisfied only after the arrival of the
replenishments. In contrast, in most real-life situations, a positive amount of time
is needed for procedures such as preparation, packing, and loading of items in the
inventory. Inventory systems have positive service times are denominated queueing-
inventory systems. A detailed survey of the literature for queueing-inventory sys-
tems can be found in [7] and [4].

2020 Mathematics Subject Classification. 60K25, 90B05, 90B22.
Keywords. Production inventory system, vacation, phase-type distribution, Markovian arrival
process, matrix geometric method.
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In classical queueing systems (the absence of vacation), the server will be idle
whenever there is no customer to service. On the other hand, the vacation of a
server facilitates improved utilization of server idle time. That is, in this vacation
period, the server can be utilized for some other ancillary work that will improve
the productivity of an organization. The queueing systems with vacation have been
extensively studied. We refer to [17] and [5] for more details on this topic.

Considering the server vacation, the queueing-inventory systems have been stud-
ied very little in the literature. The literature can be divided into two main groups:
(i) in the queueing-inventory systems, the server goes on vacation when there is
no customer in the system and/or there is no item in the inventory and (ii) in the
production inventory systems with a service facility, the server goes on vacation
when there is no customer in the system and/or there is no item in the inventory
or the production goes on vacation when the inventory level becomes S.

Queueing-inventory systems where the server goes on vacation when there is no
customer in the system and/or there is no item in the inventory. [11] is the first
study considering a vacation to server in the inventory systems with positive service
times. In this study, at a service completion epoch if no customer is in the system
and/or no item in the inventory, the server goes on vacation. When, on return from
this vacation, if the system is again found to have either no customer waiting or no
item on stock or both, the server goes on another vacation. A perishable queueing-
inventory system with early and delayed vacations of the server was studied in [10].
The server is in the operational state only if the level of inventory in the system and
the number of the claims in the queue are positive. If at least one of the values is
zero, the server takes a vacation. When the inventory level is zero, the server enters
an early vacation. If during this period the inventory replenishes, and the any claim
in the queue, the server starts service; otherwise it goes to a delayed vacation. [2]
investigated a retrial queueing-inventory system with two heterogeneous servers in
which the first server is unreliable server and the second server permits for vacation.
The second server leaves for a vacation when the server finds either the inventory
level is zero and/or the number of customers in the queue is zero. At completion of
the vacation, there is at least two commodities and at least two customers in the
queue, then the second server starts the service immediately. Otherwise, the server
takes another vacation. [16] discussed a finite source queueing-inventory system
with two heterogeneous servers. Both servers can take a vacation whenever the
inventory level reaches zero and/or the customer level reaches zero. At the end of
a vacation period, the service starts if there is a positive inventory and at least one
customer in the system. Otherwise, the server takes another vacation.

Queueing-inventory systems where the server goes on vacation when there is
no item in the inventory. An inventory system with retrial demands and server
vacation was studied by [15]. The server takes a vacation whenever the inventory
level becomes zero. When the returns from vacation, if the inventory level is zero,
the server starts another vacation. Otherwise, it is ready to serve any arriving
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demands. [14] extended the paper in [15] by adding a new feature, called idle time
for server, in addition to vacation. At the time of the stockout, the server idles for
random time, so that if the replenishment is received during the idle time, the server
is immediately available to service. At the end of idle time, if the replenishment
is not received, the server takes a vacation. On return from any vacation, if the
stock is already replenished, the server becomes available, otherwise, it’s idle time
starts which may be followed by another vacation. [13] discussed a finite-source
inventory system with postponed demands and modified M vacation policy. As
distinct from the vacation policy introduced in [14] the server can take at most
M inactive periods repeatedly until replenishment takes place. [20] considered a
queueing-inventory system with ROS policy and server vacations. Once completion
of the serving, if the server finds the inventory is empty, the server leaves for a
vacation. At the end of the vacation, if the server finds that the inventory is not
empty, the server is available to serve, otherwise, the server takes another vacation.

Queueing-inventory systems where the server goes on vacation when there is no
customer in the system. [3] studied a perishable queueing-inventory system with
delayed vacation and negative customers. If the server finds queue is empty at
service completion epoch, the server goes on a delay time. If the delay time is
completed before the arrival of a customer, the server takes a vacation. At the
end of the vacation period, service commences if there is a customer in the queue.
Otherwise, the server starts another vacation. A perishable queueing-inventory
system with server vacation was discussed by [6]. Upon service completion, server
takes a vacation if there are no customers in the queue and it starts service at the end
of the vacation if the number of customers in the system exceeds some threshold;
otherwise, it takes another vacation. Up to this point all papers mentioned are
related to the server’s vacation. In these papers, the server stops servicing because of
no items in the inventory and/or no customer in the system. [9] studied a queueing-
inventory system with working vacations. The server takes a vacation only in the
absence of customers in the system at a service completion epoch. The server
continues to provide service at a lower rate than in normal mode of service during
working vacations. After a service completion during the working vacation period,
if there are customers in the system, the server comes back to the normal mode.
Otherwise, if there are no customers in the system, the server continues the vacation.

Production queueing-inventory systems where the server goes on vacation when
there is no customer in the system and/or there is no item in the inventory. [8]
studied a production inventory system with service time and server vacation. The
items for the inventory are produced according to an (s, S) policy. Production
starts whenever the inventory level falls to s and continues until the inventory level
reaches S. If the server finds either the inventory level is zero and/or the number
of customers in the system is zero, the server takes a vacation. At the completion
of the vacation period if there is no customers or no inventory or both, the server
goes on another vacation.
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Production queueing-inventory systems where the production goes on vacation
when the inventory level becomes S. [19] considered a production-inventory system
with service time, perishable item and production interruptions. The production
is interrupted for a vacation once the inventory level becomes S. On return from
a vacation, if the inventory level depletes to s, the production is switched on. It
starts production and is kept in the on mode until the inventory level becomes
S. A production inventory system with service time and production vacations was
also studied by [18]. Customers arrive in the system according to a Poisson process.
The service times of the customers follow an exponential distribution. A production
facility produces items according to an (s, S) policy and the production time for
each item is exponentially distributed. The production takes a vacation whose
length has exponential distribution once the inventory level becomes S. At the end
of the vacation if the inventory level depletes to s, the production is immediately
switched on and it starts production until the inventory level becomes S.

In this paper we extend the model studied in [18] by considering a Markovian
arrival process for governing the arrival of the customers and phase type distribu-
tions for service times. The paper is structured as follows. The assumptions and
description of the model are elaborated in Section 2. The steady state solution of
the model including the stability condition and some performance measures of the
system are discussed in Section 3. In Section 4, the total expected cost function
is structured and presented sensitivity analysis with numerical examples. Finally,
some concluding remarks are given in Section 5.

2. Model Description

We analyze a production queueing-inventory system with production vacations as
demonstrated in Figure 1. Customers arrive in the system according to a Markovian

𝑃𝐻(𝛽, 𝑇)𝑛
Inventory/Production 𝜂

𝑠, 𝑆 -policy

Vacation process

MAP

Service facility
𝐷0, 𝐷1 𝑚

𝜃

Queue

The production takes a vacation
once the inventory level becomes 𝑆Serviced customer

departs from the system

Figure 1. A production inventory system with production vacations.

arrival process (MAP ) with representation (D0,D1) of order m. The underlying
Markov chain of the MAP is governed by the matrix D (= D0 +D1). Such that,
the matrix D0 denotes the transition rates without arrival while the matrix D1

denotes the transition rates with arrival. So, the arrival rate is given by λ = δD1e
where δ is the stationary probability vector of the generator matrix D and it is
satisfied

δD = 0, δe = 1. (1)

For detailed information about MAP s, we refer to the study in [1].
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When the inventory level is positive, an arriving customer finding the server idle
gets into service immediately. Otherwise, the customer enters into a waiting space
(queue) with infinite size to be served under the first-come first-served (FCFS)
discipline. On the other hand, when the inventory is empty, no customer is allowed
to join the queue. That is, all arriving customers are lost during the stochout case.

Each arriving customer demands a single item from the inventory. A served
customer leaves immediately the system and the on-hand inventory is decreased by
one at service completion epoch. The service time follows a phase-type distribution
with representation (β,T) of order n where β is the initial probability vector,
βe = 1, T is an infinitesimal generator matrix holding the transition rates among
the n transient states; T0 is a column vector contains the absorption rates into
state 0 from the transient states. It is clear that Te + T0 = 0. The phase-type
distribution has the service rate µ = 1/[β(−T)−1e]. The properties in detail of
phase-type distributions are given in [12].

The production inventory system studied has a single production facility that
produces one type of item. The production time is exponentially distributed with
parameter η. The inventory level in the system is governed by the (s, S)-policy.
Once the inventory level becomes the maximum level S, the production facility
takes a vacation whose duration follows an exponential distribution with parameter
θ. When the production facility returns from the vacation, if the inventory level
depletes to the fixed level s, it is immediately switched on and starts production
until the inventory level becomes S. Otherwise, if the inventory level is greater
than s on return from the vacation, it takes another vacation.

3. The Steady-State Analysis

The steady-state analysis of the production inventory system described is per-
formed in this section. Let N(t), I(t),K(t), J1(t) and J2(t) denote, respectively, the
number of customers in the system, the inventory level, the state of the production
process, the phase of the service and the phase of the arrival, at time t. The state
of the production process is given by

K(t) =

{
0 , if the production is taking a vacation,
1 , if the production is in ON mode.

The process {(N(t), I(t),K(t), J1(t), J2(t)) : t ≥ 0} is a continuous-time Markov
chain and the state space is given by

Ω = {i0} ∪ {i1, i ≥ 1},
where

i0 = {(0, j, k, j2) : 0 ≤ j ≤ S − 1, k = 0, 1, 1 ≤ j2 ≤ m}∪
{(0, S, 0, j2) : 1 ≤ j2 ≤ m}

and

i1 = {(i, j, k, j1, j2) : 0 ≤ j ≤ S − 1, k = 0, 1, 1 ≤ j1 ≤ n, 1 ≤ j2 ≤ m}∪
{(i, S, 0, j1, j2) : 1 ≤ j1 ≤ n, 1 ≤ j2 ≤ m}.
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The level (0, j, 0, j2) of dimension m corresponds to the case when the system is
idle, the inventory level j, 0 ≤ j ≤ S, the production process is on vacation and
the arrival process is in one of m phases. The level (0, j, 1, j2) of dimension m
corresponds to the case when the system is idle, the inventory level j, 0 ≤ j ≤ S−1,
the production process is in ON mode and the arrival process is in one of m phases.

The level (i, j, 0, j1, j2)of dimension mn corresponds to the case when there is i
customers in the system, the inventory level j, 0 ≤ j ≤ S, the production process
is on vacation, the service process is in one of n phases and the arrival process is in
one of m phases. The level (i, j, 1, j1, j2) of dimension mn corresponds to the case
when there is i customers in the system, the inventory level j, 0 ≤ j ≤ S − 1, the
production process is in ON mode, the service process is in one of n phases and the
arrival process is in one of m phases.

The infinitesimal generator matrix of the quasi-birth-and-death (QBD) process
has a block-tridiagonal matrix structure and is given by

Q =


A0 C0

B0 A C
B A C

. . .
. . .

. . .

 . (2)

At this point, we need to set up some notation for use in sequel. e is a unit
column vector; ei is a column vector with 1 in the ith position and 0 elsewhere;
e(j) is a unit column vector is of dimension j and Ik is an identity matrix of order
k. The symbols ⊗ and ⊕ represent the Kronecker product and the Kronecker sum,
respectively. If A is a matrix of order m × n and if B is a matrix of order p × q,
then the Kronecker product of the two matrices is given by A ⊗ B, a matrix of
order mp×nq; the Kronecker sum of two square matrices, say, G of order g and H
of h, is given by G⊕H = G⊗ Ih + Ig ⊗H, a square matrix of order gh. Finally,
for the dimensions of the matrices we define d1 = (2S+1)m and d2 = (2S+1)mn.

The matrices A0 and A in the main diagonal of the matrix Q have dimensions
(d1 × d1) and (d2 × d2), respectively.

A0 =



Â1 Â4

Â2 Â4

. . .
. . .

Â2 Â4

Â3 Â4

. . .
. . .

Â3 Â4

Â3 Â5

D0


,
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with

Â1 =

(
−θIm θIm
0 −ηIm

)
, Â2 =

(
D0 − θIm θIm

0 D0 − ηIm

)
,

Â3 =

(
D0 0
0 D0 − ηIm

)
, Â4 =

(
0 0
0 ηIm

)
, Â5 =

(
0

ηIm

)
.

A =



Ã1 Ã4

Ã2 Ã4

. . .
. . .

Ã2 Ã4

Ã3 Ã4

. . .
. . .

Ã3 Ã4

Ã3 Ã5

T⊕D0


,

with

Ã1 =

(
−θImn θImn

0 −ηImn

)
, Ã2 =

(
T⊕D0 − θImn θImn

0 T⊕D0 − ηImn

)
,

Ã3 =

(
T⊕D0 0

0 T⊕D0 − ηImn

)
, Ã4 =

(
0 0
0 ηImn

)
, Ã5 =

(
0

ηImn

)
.

The matrices B0 and B in the lower diagonal of the matrix Q have dimensions
(d2 × d1) and (d2 × d2), respectively.

B0 =


0

B̂1 0
. . .

. . .

B̂1 0

B̂2 0

 with

B̂1 =

(
T0 ⊗ Im 0

0 T0 ⊗ Im

)
, B̂2 =

(
T0 ⊗ Im 0

)
.

B =


0

B̃1 0
. . .

. . .

B̃1 0

B̃2 0

 with



A PRODUCTION INVENTORY SYSTEM WITH MAP ARRIVALS, PH-SERVICES 293

B̃1 =

(
T0β ⊗ Im 0

0 T0β ⊗ Im

)
, B̃2 =

(
T0β ⊗ Im 0

)
.

The matrices C0 and C in the upper diagonal of the matrix Q have dimensions
(d1 × d2) and (d2 × d2), respectively.

C0 =


0

Ĉ1

. . .

Ĉ1

Ĉ2

 with

Ĉ1 =

(
β ⊗D1 0

0 β ⊗D1

)
, Ĉ2 =

(
β ⊗D1

)
.

C =


0

C̃1

. . .

C̃1

C̃2

 with

C̃1 =

(
In ⊗D1 0

0 In ⊗D1

)
, C̃2 =

(
In ⊗D1

)
.

3.1. The stability condition. Let π = (π0,0,π0,1,π1,0,π1,1, · · · ,πs,0,πs,1, · · · ,
πS−1,0,πS−1,1,πS,0) denote the steady-state probability vector of the generator
matrix F = A+B+C. The probability vector satisfies

πF = 0, πe = 1. (3)

The steady-state equations in (3) can be rewritten as following.

−π0,0θI+ π1,0(T
0β ⊗ Im) = 0,

πi,0[(In ⊗D1) + (T⊕D0)− θI] + πi+1,0(T
0β ⊗ Im) = 0, 1 ≤ i ≤ s,

πi,0[(In ⊗D1) + (T⊕D0)] + πi+1,0(T
0β ⊗ Im) = 0, s+ 1 ≤ i ≤ S − 1,

πS−1,1ηI+ πS,0[(In ⊗D1) + (T⊕D0)] = 0,

π0,0θI− π0,1ηI+ π1,1(T
0β ⊗ Im) = 0,

πi−1,1ηI+ πi,0θI+ πi,1[(In ⊗D1) + (T⊕D0)− ηI]
+πi+1,1(T

0β ⊗ Im) = 0, 1 ≤ i ≤ s,
πi−1,1ηI+ πi,1[(In ⊗D1) + (T⊕D0)− ηI]

+πi+1,1(T
0β ⊗ Im) = 0, s+ 1 ≤ i ≤ S − 2,

πS−2,1ηI+ πS−1,1[(In ⊗D1) + (T⊕D0)− ηI] = 0,
(4)
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with the normalizing condition

S−1∑
i=0

(πi,0 + πi,1)e+ πS,0e = 1. (5)

The production inventory model with service facility under study is stable if and
only if πCe < πBe (see, e.g., [12]). The stability condition is given as[ S−1∑

i=1

(πi,0+πi,1)+πS,0

]
(In⊗D1)e <

[ S−1∑
i=1

(πi,0+πi,1)+πS,0

]
(T0β⊗Im)e. (6)

Now adding the equations given in (4) we obtain[ S−1∑
i=1

(πi,0 + πi,1) + πS,0

]
[(T+T0β)⊕D] = 0. (7)

Post-multiplying the equation in (7) by (en ⊗ Im) and using the arrival rate λ =
δD1e we get[ S−1∑

i=1

(πi,0 + πi,1) + πS,0

]
(en ⊗ Im)D1em = λ

[ S−1∑
i=1

(πi,0 + πi,1) + πS,0

]
e. (8)

Then we obtain the left-side of the equation given in (6) by using the normalizing
condition in (5) and the equation in (8) given as[ S−1∑

i=1

(πi,0 + πi,1) + πS,0

]
(In ⊗D1)e = λ[1− (π0,0 + π0,1)e]. (9)

Post-multiplying the equation in (7) by (In ⊗ em) and using the service rate µ =
1/[β(−T)−1e] we get[ S−1∑

i=1

(πi,0 + πi,1) + πS,0

]
(T0β ⊗ em)en = µ

[ S−1∑
i=1

(πi,0 + πi,1) + πS,0

]
e. (10)

The right-side of the equation given in (6) is obtained by using the normalizing
condition in (5) and the equation in (10) given as[ S−1∑

i=1

(πi,0 + πi,1) + πS,0

]
(T0β ⊗ Im)e = µ[1− (π0,0 + π0,1)e]. (11)

Finally the stability condition given in (6) is given by

λ[1− (π0,0 + π0,1)e] < µ[1− (π0,0 + π0,1)e].

It is clear that (π0,0 + π0,1)e ̸= 1, so we establish the following theorem.
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Theorem 1. The production inventory system with service facility under study is
stable if and only if the following condition is satisfied.

λ < µ (12)

where λ and µ are the arrival rate and the service rate, respectively.

3.2. The steady-state probability vector. Let x = (x(0),x(1),x(2), · · · ) denote
the steady-state probability vector of the generator matrix Q given in (2). The
probability vector satisfies

xQ = 0, xe = 1. (13)

The vector x(0) of dimension (2S + 1)m is further partitioned into vectors of di-
mension m as x(0) = [x(0, 0, 0),x(0, 0, 1), · · · ,x(0, S−1, 0),x(0, S−1, 1),x(0, S, 0)].
The vector x(0, j, 0), 0 ≤ j ≤ S, gives the probability that the system is idle, the
inventory level is j, the production process is on vacation and the arrival process is
in one of m phases. The vector x(0, j, 1), 0 ≤ j ≤ S − 1, gives the probability that
the system is idle, the inventory level is j, the production process is in ON mode
and the arrival process is in one of m phases.

The vector x(i), i ≥ 1, of dimension (2S + 1)mn is further partitioned into
vectors of dimension mn as x(i) = [x(i, 0, 0),x(i, 0, 1), · · · ,x(i, S − 1, 0),x(i, S −
1, 1),x(i, S, 0)]. The vector x(i, j, 0), 0 ≤ j ≤ S, gives the probability that the
number of customers in the system is i, the inventory level is j, the production
process is on vacation and the service process and the arrival process are in various
phases. The vector x(i, j, 1), 0 ≤ j ≤ S − 1, gives the probability that the number
of customers in the system is i, the inventory level is j, the production process is
in ON mode and the service process and the arrival process are in various phases.

Under the stability condition given in (12) the steady-state probability vector x
is obtained (see [12]) as

x(i) = x(1)Ri−1, i > 1, (14)

where the matrix R is the minimal nonnegative solution to the following matrix
quadratic equation

R2B+RA+C = 0, (15)

and the vectors, x(0) and x(1) are obtained by solving

x(0)A0 + x(1)B0 = 0,
x(0)C0 + x(1)[A+RB] = 0,

(16)

subject to the normalizing condition

x(0)e+ x(1)(I−R)−1e = 1. (17)
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3.3. The performance measures. Some performance measures of the produc-
tion inventory system under study are listed in this section.

1. The probability that there is no customer in the system

Pidle = x(0)e.

2. The mean number of customers in the system

EN =

∞∑
i=1

i x(i)e = x(1)(I−R)−2e.

3. The mean production rate

EPR = η
[ S−1∑

j=0

x(0, j, 1)e+

∞∑
i=1

S−1∑
j=0

x(i, j, 1)e
]
.

4. The mean loss rate of customers

ELR = λ
[
[x(0, 0, 0) + x(0, 0, 1)]e+

∞∑
i=1

[x(i, 0, 0) + x(i, 0, 1)]e
]
.

5. The mean number of items in the inventory when the production is switched
ON

EIR =

S−1∑
j=0

j x(0, j, 1)e+

∞∑
i=1

S−1∑
j=0

j x(i, j, 1)e

6. The mean number of items in the inventory when the production is switched
OFF for a vacation

EIV =

S∑
j=0

j x(0, j, 0)e+

∞∑
i=1

S∑
j=0

j x(i, j, 0)e

7. The mean number of items in the inventory

EI = EIR + EIV

4. Numerical Study

In this section, we perform the numerical examples similar to ones given in
[18] to see the effects of various parameters on the system performance measures
and to discuss the optimum inventory policies under various scenarios by using a
constructed cost function. In other words, the examples in [18] were performed by
considering an exponential distribution for both of the inter-arrival times and the
service times. We expand the examples for different phase-type distributions. So,
we consider the same values used in [18] for the parameters in the all examples.

For the arrival process, we consider the following five sets of values for D0 and
D1. The five arrival processes have the same mean of 1 but each one of them is
qualitatively different. The values of the standard deviation of the inter-arrival
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times of the arrival processes with respect to ERLA are, respectively, 1, 1.41421,
3.17451, 1.99336, and 1.99336. The MAP processes are normalized to have a spe-
cific arrival rate λ as given in [1]. The arrival processes labeled MNCA and MPCA
have negative and positive correlation for two successive inter-arrival times with
values -0.4889 and 0.4889, respectively, whereas the first three arrival processes
have zero correlation for two successive inter-arrival times.

Erlang distribution (ERLA):

D0 =

(
−2 2
0 −2

)
, D1 =

(
0 0
2 0

)
.

Exponential distribution (EXPA):

D0 =
(
−1

)
, D1 =

(
1

)
.

Hyperexponential distribution (HEXA):

D0 =

(
−1.9 0
0 −0.19

)
, D1 =

(
1.71 0.19
0.171 0.019

)
.

MAP with negative correlation (MNCA):

D0 =

 −1.00222 1.00222 0
0 −1.00222 0
0 0 −225.75

 , D1 =

 0 0 0
0.01002 0 0.9922
223.4925 0 2.2575

 .

MAP with positive correlation (MPCA):

D0 =

 −1.00222 1.00222 0
0 −1.00222 0
0 0 −225.75

 , D1 =

 0 0 0
0.9922 0 0.01002
2.2575 0 223.4925

 .

For the service times, we consider three phase-type distributions with parameter
(β,T). The three phase-type distributions have the same mean of 1 but each one
of them is qualitatively different. The values of the standard deviation of the distri-
butions are, respectively, 0.70711, 1, and 2.24472. The distributions are normalized
at a specific value for the service rate µ.

Erlang distribution (ERLS):

β =
(
1, 0

)
, T =

(
−2 2
0 −2

)
.

Exponential distribution (EXPS):

β =
(
1

)
, T =

(
−1

)
.



298 S. OZKAR

Hyperexponential distribution (HEXS):

β =
(
0.9, 0.1

)
, T =

(
−1.9 0
0 −0.19

)
.

4.1. The effect of the parameters on the performance measures. The pur-
pose of all examples in this section is to examine how some of the performance
measures are effected by the increasing values of parameters. We assume that the
inventory policy is (s, S) = (5, 45) and the service rate is µ = 4 for all examples.

Example 1: The effect of the arrival rate λ on the performance measures such
as EPR and ELR, is represented in Table 1. Also, the effect on the performance
measures consist of EI, EIV and EIR is illustrated in Figure 2. For the purposes
we fixed η = 2.5 and θ = 1.5.

Table 1. The performance measures for the increasing values of λ

EPR ELR

λ ERLS EXPS HEXS ERLS EXPS HEXS
ERLA 1.4980 1.4979 1.4957 0.0020 0.0021 0.0043
EXPA 1.4960 1.4958 1.4932 0.0040 0.0042 0.0068

1.5 HEXA 1.4807 1.4802 1.4759 0.0193 0.0198 0.0241
MNCA 1.4959 1.4957 1.4930 0.0041 0.0043 0.0070
MPCA 1.3472 1.3467 1.3424 0.1527 0.1533 0.1575
ERLA 2.2691 2.2682 2.2544 0.0309 0.0318 0.0456
EXPA 2.2549 2.2539 2.2388 0.0451 0.0461 0.0612

2.3 HEXA 2.1552 2.1539 2.1379 0.1448 0.1461 0.1621
MNCA 2.2546 2.2535 2.2381 0.0454 0.0465 0.0619
MPCA 1.9021 1.9013 1.8939 0.3977 0.3985 0.4058
ERLA 2.5000 2.5000 2.4950 0.6000 0.6000 0.6050
EXPA 2.4998 2.4998 2.4936 0.6002 0.6002 0.6064

3.1 HEXA 2.4644 2.4636 2.4490 0.6356 0.6364 0.6510
MNCA 2.4998 2.4997 2.4935 0.6002 0.6003 0.6065
MPCA 2.2945 2.2938 2.2856 0.8055 0.8062 0.8144

From Table 1 we notice the following observations.

• When the arrival rate λ is increased, the mean production rate EPR and
the mean loss rate of customers ELR increase.

• The increase the variability in the inter-arrival times causes the values of
EPR to decrease. Moreover, at the values of EPR are looked, we should
note that the MAP process with positive correlation labeled MPCA is
significantly separated from the other MAP processes, especially for the
systems where the traffic intensity is low (the cases of λ = 1.5 and λ = 2.3).
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• The values of ELR increase as the variability in the inter-arrival times in-
creases. The values of ELR are dramatically more at the processes named
HEXA and MPCA.

• Compared to MAP process, the distribution of the service times has less
effect on the values of EPR and ELR. The increase the variability in the
service times induces a decrement on EPR and an increment on ELR.
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Figure 2. The effect of the arrival rate on the inventory level

When the arrival rate λ is increased, the mean number of items in the inventory EI
decreases. The effect of variability in the arrival process on EI changes differently
depending on the arrival rate. That is, as the variability increases the values of
EI decrease for the low arrival rates while increases for the high arrival rates. The
behaviour of EI (= EIV +EIR) is detailed consideringly its components in Figure
2. When the arrival rate λ is increased, the values of EIV decrease for all arrival
and service scenarios. On the other hand, the values of EIR firstly increase and
then decrease after a certain point. That is, while the values of λ increases, the
values of EIR have a concave structure. The variability in the arrival process affects
the concave structure, for example, ERLA with low variability has a faster decline
compared to other arrival processes. The decrease in the values of EIR occurs when
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the arrival rate λ is greater than the production rate η (=2.5). We note that in the
case of HEXA where the variability is high, the break starts earlier.

Example 2: The effect of the production rate η on the performance measures
such as EPR and ELR is represented in Table 2. Also, the effect on the performance
measures consist of EI, EIV and EIR is illustrated in Figure 3. For this example
we fixed λ = 1.5 and θ = 1.5.

Table 2. The performance measures for the increasing values of η

EPR ELR

η ERLS EXPS HEXS ERLS EXPS HEXS
ERLA 1.3938 1.3937 1.3928 0.1062 0.1063 0.1072
EXPA 1.3862 1.3862 1.3849 0.1138 0.1138 0.1151

1.4 HEXA 1.3136 1.3135 1.3121 0.1864 0.1865 0.1879
MNCA 1.3860 1.3859 1.3846 0.1140 0.1141 0.1154
MPCA 1.0994 1.0993 1.0985 0.4006 0.4007 0.4015
ERLA 1.4779 1.4778 1.4758 0.0221 0.0222 0.0242
EXPA 1.4673 1.4671 1.4649 0.0327 0.0329 0.0351

1.6 HEXA 1.3928 1.3926 1.3901 0.1072 0.1074 0.1099
MNCA 1.4671 1.4669 1.4645 0.0329 0.0331 0.0355
MPCA 1.1615 1.1614 1.1602 0.3385 0.3386 0.3398
ERLA 1.4903 1.4902 1.4881 0.0097 0.0098 0.0119
EXPA 1.4841 1.4839 1.4816 0.0159 0.0161 0.0184

1.8 HEXA 1.4339 1.4336 1.4305 0.0661 0.0664 0.0695
MNCA 1.4840 1.4837 1.4813 0.0160 0.0163 0.0187
MPCA 1.2139 1.2137 1.2122 0.2860 0.2862 0.2878

From Table 2 we notice the following observations.

• As is to be expected when the production rate η is increased, the mean
production rate EPR increases and the mean loss rate of customers ELR

decreases due to there is more items in the inventory.
• The increase the variability in the inter-arrival times causes the values of
EPR to decrease. On the cases of HEXA and MPCA the decrement is
significantly different compared the other MAP processes.

• The values of ELR increase as the variability in the inter-arrival times in-
creases. It is dramatically more on MPCA.

• We do not see that the variability of the service distribution has a significant
effect on the values of EPR and ELR. Even so, it can be said that the HEXS
with high variability is distinguished from the others.

When the production rate η is increased, the mean number of items in the
inventory EI increase. It is clear in Figure 3. The variability in the arrival process
causes differently effects on EI depending on the production rate. In other words,
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as the variability increases the value of EI increases for the low production rate
and decreases for the high production rate. The results for its components EIV
and EIR are also illustrated in Figure 3. When the production rate η is increased,
the values of EIV increase for all scenarios. As the values of η increases, the values
of EIR have a concave structure except the arrival process labeled MPCA. We can
say that the variability in the arrival process affects the concave structure. That
is, ERLA with low variability has a faster increment compared to HEXA with high
variability.
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Figure 3. The effect of the production rate on the inventory level

Example 3: The effect of the vacation rate θ on the performance measures such
as EPR and ELR, is represented in Table 3. We fixed λ = 1.5 and η = 2.5 for this
example.

Looking at the values in Table 3, it is seen that similar comments in Table 2 will
be made here as well. When the vacation rate θ is increased, the values of EPR

increase and the values of ELR decrease. The increase the variability in arrival
processes causes the values of EPR to decrease and the values of ELR to increase.
These changes are significantly different on the cases of HEXA and MPCA. When
the variability of the service distribution is observed, it is seen that the HEXS
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with high variability is distinguished from the others. When the vacation rate θ is
increased, EI increase. As the variability in the arrival process increases the values
of EI and its components EIV and EIR increase. So, the concave structure in the
values of EIR does not exist as the vacation rate θ increases.

Table 3. The performance measures for the increasing values of θ

EPR ELR

θ ERLS EXPS HEXS ERLS EXPS HEXS
ERLA 1.4893 1.4890 1.4861 0.0107 0.0110 0.0139
EXPA 1.4862 1.4859 1.4826 0.0138 0.0141 0.0174

0.6 HEXA 1.4676 1.4671 1.4625 0.0324 0.0329 0.0375
MNCA 1.4863 1.4858 1.4824 0.0137 0.0142 0.0176
MPCA 1.3424 1.3418 1.3374 0.1576 0.1582 0.1626
ERLA 1.4951 1.4949 1.4923 0.0049 0.0051 0.0077
EXPA 1.4924 1.4922 1.4893 0.0076 0.0078 0.0107

0.9 HEXA 1.4753 1.4747 1.4703 0.0247 0.0253 0.0297
MNCA 1.4924 1.4921 1.4890 0.0076 0.0079 0.0110
MPCA 1.3453 1.3447 1.3404 0.1547 0.1553 0.1596
ERLA 1.4971 1.4969 1.4946 0.0029 0.0031 0.0054
EXPA 1.4948 1.4946 1.4919 0.0052 0.0054 0.0081

1.2 HEXA 1.4787 1.4782 1.4739 0.0213 0.0218 0.0261
MNCA 1.4948 1.4945 1.4917 0.0052 0.0055 0.0083
MPCA 1.3465 1.3460 1.3417 0.1535 0.1540 0.1583

4.2. Optimization. In this section we construct a objective function, ETC, giving
the expected total cost per unit of time, and then discuss an optimization problem
under various scenarios.

In the cost function, clost, cs, cp and ch denote, respectively, cost incured due to
the loss of customers, cost per unit of time of servicing per customer, cost per unit
time of producing per inventory and cost per unit of time of holding per inventory.

ETC = clostELR + csEN + cpEPR + chEI

Towards finding the optimum values for the inventory policy and the total cost,
we fixed the unit values of the costs by clost = 200, ch = 1, cp = 10 and cs = 2.
Also, we consider the other parameters as follows. The optimum values are given
for various λ and fixed µ = 2.5, θ = 0.8 and η = 2.5 in Table 4; for various η and
fixed λ = 1.5, θ = 0.8 and µ = 2.5 in Table 5; for various θ and fixed λ = 2, µ = 2.5
and η = 2.5 in Table 6; and for various µ and fixed λ = 1, θ = 0.8 and η = 2.5
in Table 7. We should remark that the above ETC function and considered the
values for the costs and parameters are the same ones given in [18].

The optimum values of the inventory policy, (s∗, S∗), and the optimum total cost
increase as the arrival rate λ increases in Table 4. On the other hand, Table 5 and
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Table 6 show that both the values of the optimum policy and the optimum cost
decreases as the production rate η increases and as the vacation rate θ increases,
respectively. As µ increases, the optimum inventory policy remains almost the same
except to the arrival process labeled MPCA in Table 7. The process requests more
item on hand inventory with the increasing service rate. Also, Table 7 represents
that the increase the service rate µ causes the decrement on the optimum total cost
for all scenarios.

It can be seen in Tables 4-7 that the variability in the arrival process and the
service process both have a significant effect on the optimum values. As the vari-
ability in the arrival process or the variability in the service process increase, both
the optimum inventory policy increases and the optimum total cost increases.

Table 4. The optimum policy for the increasing values of λ

ERLS EXPS HEXS
λ (s∗, S∗) Cost (s∗, S∗) Cost (s∗, S∗) Cost
1 (7,8) 18.4140 (7,8) 18.6544 (8,9) 21.3692

ERLA 1.3 (9,10) 23.4965 (9,10) 23.9754 (11,12) 29.0665
1.6 (11,12) 28.8253 (11,12) 29.7873 (15,16) 38.9059
1 (7,8) 19.2833 (7,8) 19.6339 (9,10) 22.2820

EXPA 1.3 (9,10) 24.5579 (10,11) 25.1954 (12,13) 30.1895
1.6 (11,12) 30.3250 (12,13) 31.4095 (16,17) 40.4592
1 (9,10) 21.7124 (9,10) 22.2780 (10,11) 25.7178

HEXA 1.3 (11,12) 28.5094 (12,13) 29.6037 (14,15) 35.6625
1.6 (14,15) 37.1754 (15,16) 38.9603 (19,20) 49.2598
1 (8,9) 19.6845 (8,9) 19.9280 (8,9) 22.5474

MNCA 1.3 (9,10) 24.9916 (10,11) 25.5240 (12,13) 30.4506
1.6 (11,12) 30.7686 (12,13) 31.7932 (16,17) 40.7547
1 (9,14) 93.2177 (10,15) 95.2172 (14,19) 104.7880

MPCA 1.3 (12,17) 140.8718 (13,18) 143.5009 (20,24) 156.8172
1.6 (15,20) 216.2425 (17,22) 219.6613 (26,30) 237.9998

5. Conclusions

In this study, we considered a production inventory system with MAP arrivals
and phase-type service times. The production facility in the system is governed by
(s, S)-policy and can be taken a vacation. We obtained the stability condition in
closed form and then analyzed the production inventory system in the steady-state
by using the matrix-geometric method. Some numerical examples were performed
to see the effect of the parameters on the system performance measures and to
define the optimum inventory policy. In all the examples, we observed that the
variability in the inter-arrival times and the variability in the service times affect
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Table 5. The optimum policy for the increasing values of η

ERLS EXPS HEXS
η (s∗, S∗) Cost (s∗, S∗) Cost (s∗, S∗) Cost
2.2 (10,12) 27.3130 (11,12) 28.0789 (15,16) 36.1313

ERLA 2.8 (10,11) 26.9440 (10,11) 27.6879 (13,14) 34.7214
3.4 (9,11) 27.0759 (10,11) 27.7608 (12,13) 34.0837
2.2 (11,12) 28.9516 (11,12) 29.8165 (16,17) 37.7226

EXPA 2.8 (10,11) 28.1052 (11,12) 29.0030 (13,14) 35.9469
3.4 (10,11) 28.1014 (10,11) 28.9231 (12,13) 35.1845
2.2 (15,16) 36.3293 (16,17) 37.7399 (19,20) 46.5107

HEXA 2.8 (12,13) 32.9618 (12,13) 34.4631 (16,17) 42.6655
3.4 (11,12) 32.4254 (12,13) 33.7934 (14,15) 41.0429
2.2 (12,13) 29.3807 (12,13) 30.2023 (16,17) 38.0177

MNCA 2.8 (10,11) 28.4921 (11,12) 29.3866 (13,14) 36.2475
3.4 (10,11) 28.4689 (10,11) 29.2740 (12,13) 35.4591
2.2 (15,19) 201.1493 (16,22) 203.5517 (26,31) 218.4687

MPCA 2.8 (13,16) 180.9230 (14,18) 183.7347 (21,24) 198.6872
3.4 (11,14) 178.3297 (12,15) 180.2573 (18,20) 191.2252

Table 6. The optimum policy for the increasing values of θ

ERLS EXPS HEXS
θ (s∗, S∗) Cost (s∗, S∗) Cost (s∗, S∗) Cost
0.6 (16,17) 39.2035 (17,18) 41.6564 (25,26) 62.2963

ERLA 1 (13,14) 37.3256 (15,16) 39.9393 (22,23) 61.2640
1.4 (12,13) 36.7212 (14,15) 39.3947 (21,22) 60.9467
0.6 (17,18) 41.9681 (18,19) 44.5635 (25,26) 65.1413

EXPA 1 (14,15) 40.3000 (15,16) 43.0441 (23,24) 64.1669
1.4 (13,14) 39.7809 (14,15) 42.5706 (22,23) 63.8602
0.6 (19,20) 57.7754 (21,22) 61.2931 (29,30) 83.5578

HEXA 1 (17,18) 56.6264 (19,20) 60.2413 (27,28) 82.7774
1.4 (16,17) 56.2707 (18,19) 59.9048 (26,27) 82.5154
0.6 (17,18) 42.4377 (18,19) 44.9924 (25,26) 65.4902

MNCA 1 (14,15) 40.7755 (16,17) 43.4808 (23,24) 64.5153
1.4 (13,14) 40.2577 (15,16) 43.0026 (22,23) 64.2096
0.6 (20,26) 446.6197 (23,29) 451.8148 (37,41) 482.5901

MPCA 1 (20,24) 446.1006 (22,27) 451.3087 (36,39) 482.0961
1.4 (19,23) 445.9109 (22,26) 451.1244 (35,38) 481.9004

the values of the performance measures and the optimum inventory policy. These
observations are very important in the modelling of real systems. The production
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Table 7. The optimum policy for the increasing values of µ

ERLS EXPS HEXS
µ (s∗, S∗) Cost (s∗, S∗) Cost (s∗, S∗) Cost
1.9 (7,8) 18.9509 (7,8) 19.4664 (8,9) 24.0530

ERLA 2.2 (7,8) 18.6219 (7,8) 18.9634 (8,9) 22.4089
2.5 (7,8) 18.4140 (7,8) 18.6544 (8,9) 21.3692
1.9 (7,8) 19.8580 (7,8) 20.5228 (9,10) 24.9252

EXPA 2.2 (7,8) 19.4955 (7,8) 19.9673 (9,10) 23.2919
2.5 (7,8) 19.2833 (7,8) 19.6339 (9,10) 22.2820
1.9 (8,9) 22.9172 (9,10) 23.9924 (10,11) 29.3001

HEXA 2.2 (8,9) 22.1004 (9,10) 22.8603 (10,11) 27.0563
2.5 (9,10) 21.7124 (9,10) 22.2780 (10,11) 25.7178
1.9 (7,8) 20.2947 (8,9) 20.8661 (9,10) 25.2099

MNCA 2.2 (7,9) 19.9420 (8,9) 20.2841 (9,10) 23.5695
2.5 (8,9) 19.6845 (8,9) 19.9280 (9,10) 22.5532
1.9 (9,12) 132.4985 (10,13) 134.3205 (14,17) 143.5750

MPCA 2.2 (9,13) 106.7248 (10,14) 108.7262 (15,18) 118.3877
2.5 (9,14) 93.2177 (10,15) 95.2172 (14,19) 104.7880

inventory model considered in this paper can be studied further in a number of
ways. Some specific ones are as follows. First, one can generalize this to include
BMAP arrivals and/or batch services. Secondly, the production times and/or the
vacation times can be considered as a phase-type distribution. Thirdly, it would be
interesting to study the present model considering a hidden Markov model where
allows us to talk about both observed events and hidden events that we think of as
causal factors.
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A NONLINEAR TRANSFORMATION BETWEEN SPACE

CURVES DEFINED BY CURVATURE-TORSION RELATIONS IN

3-DIMENSIONAL EUCLIDEAN SPACE

Emre ÖZTÜRK
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Abstract. In this paper, we define a nonlinear transformation between space
curves which preserves the ratio of τ/κ of the given curve in 3−dimensional

Euclidean space E3. We investigate invariant and associated curves of this
transformation by the help of curvature and torsion functions of the base

curve. Moreover, we define a new curve (family) so-called quasi-slant helix,

and we obtain some characterizations in terms of the curvatures of this curve.
Finally, we examine some curves in the kinematics, and give the pictures of

some special curves and their images with respect to the transformation.

1. Introduction

In differential geometry, the curvature function κ (s)which describes the measure
of the deviation from the line, and the torsion function τ (s) which describes the
measure of the deviation from the plane, are known as the natural or intrinsic
equations of a curve. It is a well-known fact that these functions are unique for all
space curves (fundamental theorem of space curves) [21]. A lot of special curves
have been characterized in terms of the curvature functions in Euclidean space,
see [3, 5–9, 11–16, 19–22]. Perhaps the most well-known of these is the helix curve.
A curve of constant slope or helix is defined by the property that its tangent vector
field makes a constant angle with a fixed direction. The fixed direction is called the
axis of the helical curve. A classical result stated by M.A. Lancret in 1802 and first
proved by B. de Saint Venant in 1845 is: “A necessary and sufficient condition in
order to a curve be a helix is that the ratio of curvature to torsion be constant” [21].

Slant helices, which were previously studied by some mathematicians but were
firstly characterized by Izumiya and Takeuchi [9] in 2004, can be considered as
a generalization of the helix curve. Similar to tangent vectors of the helices, the
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normal vector field of the slant helices makes a constant angle with a fixed direc-
tion. The intrinsic equations and tangent vector field of slant helices expressed by
Menninger, see [13]. In [6], slant helices with nonzero geodesic curvature of normal
indicatrix (σ (s) ̸= 0) are called as proper slant helix and the intrinsic equations of
these curves calculated in the light of [11]. Moreover, in [22], the authors defined
the alternative frame to these curves, and obtained the characterization of some
special slant helices with the help of the same frame.

The intrinsic equations of some pair of curves that have been widely studied in
the past, such as Bertrand and Mannheim curve pairs, continue to be studied by
using different frames in different spaces, see [2, 8, 12,15,16].

In kinematics, a curve called as “osculating helix” associate to each space curve
in Euclidean space. Osculating helix can be expressed with the help of two functions
so-called radius (r) and pitch function (p). These functions are given by

r(s) = κ(s)/(κ2(s) + τ2(s)),

and

p(s) = τ(s)/(κ2(s) + τ2(s)).

see [2]. Notice that, these functions can be defined for any space curve, and the
radius function of Mannheim curve is constant. In contrast to Mannheim curves,
the curves whose curvatures are given by τ(s)/

(
κ2(s) + τ2(s)

)
= µ, µ ∈ R, are

not encountered in the literature frequently. These curves called as constant pitch
curve in [2] . Selig and Carricato [20] expressed that any Frenet-Serret motion is
persistent on a space curve in Euclidean space if and only if the pitch function of
the curve is constant. In addition, they stated the curvature functions of constant
pitch curve in trigonometric and rational form. For Frenet-Serret motion on the
slant helix, see [10].

In this study, we define a nonlinear transformation between space curves with
the help of radius and pitch functions (Definition 2). We give the algebraic struc-
ture of this transformation by Theorem 2. Moreover, we show that the only slant
helix which remains invariant under this transformation is a constant precession
curve (Theorem 3). In Section 4.2, we investigate evolute of the image curve of
this transformation, and we define a new curve (family) by Definition 3. In the
last section, we illustrate some of curves and their images, under the mentioned
transformation.

2. Preliminaries

Let E3 be the 3−dimensional Euclidean space equipped with the inner product
u · v = u1v1 + u2v2 + u3v3, where u = (u1, u2, u3) and v = (v1, v2, v3) ∈ R3. The
norm of u is given by |u| =

√
u · u and the vector product is given by

u× v = det

 e1 e2 e3
u1 u2 u3

v1 v2 v3

 ,
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where {e1, e2, e3} is the standard basis of E3.
Let α : I → E3 be a differentiable curve parameterized by an arbitrary parameter

t and α′(t)×α′′(t) ̸= 0, where α′(t) = (dα/dt) (t) and I is an open interval. At each
point of the curve, there exists a moving frame {t(t),n(t), b(t)} associated to the
curve which is defined by

t (t) =
α′ (t)

|α′ (t)|
, n (t) = b (t)× t (t) , b (t) =

α′ (t)× α′′ (t)

|α′ (t)× α′′ (t)|
,

where t is the tangent vector, n is the principal normal vector and b is the binormal
vector of the curve α. The Frenet-Serret formula of this curve is given by t′ (t)

n′ (t)
b′ (t)

 =

 0 |α′(t)|κ(t) 0
− |α′(t)|κ(t) 0 |α′(t)| τ(t)

0 − |α′(t)| τ(t) 0

 t (t)
n (t)
b (t)

 ,

where

κ(t) =
|α′(t)× α′′(t)|

|α′(t)|3
, τ(t) =

(α′(t)× α′′(t)) · α′′′(t)

|α′(t)× α′′(t)|2
.

Moreover, we say that α is non-degenerate, or α satisfies the non-degenerate condi-
tion if α′(t)× α′′(t) ̸= 0 for all t ∈ I. If α is a unit speed curve, that is, |α′(s)| = 1
for all s, then the tangent vector, the principal normal vector, and the binormal
vector are given by

t(s) = α′(s), n(s) =
α′′(s)

|α′′(s)|
, b(s) = t(s)× n(s).

Then {t(s),n(s), b(s)} is a moving frame of α(s) and we have the Frenet-Serret
formula:  t′ (s)

n′ (s)
b′ (s)

 =

 0 κ(s) 0
−κ(s) 0 τ(s)

0 −τ(s) 0

 t (s)
n (s)
b (s)

 ,

where

κ(s) = |α′′(s)| , τ(s) =
det (α′(s), α′′(s), α′′′(s))

κ2(s)
.

Let α : I → E3 be a regular curve (i.e., α′(s) ̸= 0) . The vector w(s) = τ(s)t (s) +
κ(s)b (s) is called the Darboux vector of α. The normalization of the Darboux vector
is defined by

w̃ =
τ(s)t (s) + κ(s)b (s)√

τ2(s) + κ2(s)
,

which is called the Darboux indicatrix of α.
A regular curve α : I → E3 with κ(s) ̸= 0 is called a Mannheim curve if

its principal normal lines are binormal lines of another curve α̂ at corresponding
points. In this case, α̂ is called a Mannheim mate of α. For a space curve α,
it is a Mannheim curve if and only if there exists nonzero constant λ such that
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κ (s) = λ
(
κ2(s) + τ2(s)

)
for any s ∈ I. It is clear that circular helices are Mannheim

curves, see [23].
The concept of the slant helix is firstly introduced by Izumiya and Takeuchi [9].

They characterized the slant helices by following proposition:

Proposition 1. Let γ be a unit speed curve with κ(s) ̸= 0. Then γ is a slant helix
if and only if

σ(s) =

(
κ2

(κ2 + τ2)
3/2

( τ
κ

)′)
(s)

is a constant function where, σ is geodesic curvature of the normal indicatrix of the
curve.

Moreover, in recent years, some mathematicians characterized the slant helices
in terms of curvatures of the curve, see [1, 6, 13]. In [6], the proper slant helices
characterized by following:

Theorem 1. A unit–speed Frenet curve α(s) : I → E3 with Frenet–Serret apparatus

{κ, τ , t,n, b} is a proper slant helix if and only if (τ/κ) (s) = f(s)/
√
1− f2(s),

where f (s) = c
∫
κds with nonzero constant c.

Also, the following result given in [6]:

Corollary 1. A unit speed Frenet curve α(s) : I → E3 with curvature κ = 1 is a
Salkowski curve if and only if its torsion is of the form

τ(s) =
cs√

1− c2s2
,

where c is a nonzero constant.

Now we make a brief introduction to the concepts that related to the kinematics,
in the light of [2] and [20].

2.1. Osculating helix.

Definition 1. For any given regular arc-length parameterized space curve α with
non-vanishing curvature and torsion; there exits a circular helix α such that accom-
panying corresponding to each points of α(s0) with the same curvature and torsion
at that point, i.e. κ(s0) = κ (s0) and τ(s0) = τ(s0). The circular helix α is called
the osculating helix to the curve α and has the same Frenet frame as α at α (s0).

Notice that, the order of contact of α and α at any point is at least two, see [21].
Moreover, the axis of the osculating helix intersects the principal normal n (s0) of α
orthogonally, at a distance of r (s0) from the corresponding point α (s0). Therefore,
the axis of the osculating helix of α (s0) corresponding to the point α (s0) is given
by

a (s0) = α (s0) + r (s0)n (s0) , (1)
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where r is the radius of the osculating helix at α (s0). Here

r (s) = κ(s)/
(
κ2(s) + τ2(s)

)
,

where κ (s) and τ (s) are the curvature, and the torsion function of α, respectively.
The axis a is can be called as axial curve. We note that this axis corresponds to
the base curve of fixed axode of any Frenet-Serret motion along α, see [20].

It can be observed from Eq. (1) that r is constant and a is the Mannheim mate
of α when α is a Mannheim curve. Furthermore, the following proposition can be
given:

Proposition 2. The tangent vector field of a is parallel to the Darboux vector at
the corresponding point of the curve α if and only if α is a Mannheim curve.

Proof. Let the tangent vector field of a be parallel to the Darboux vector of α, i.e.
a′ (s) = λ (τ t+ κb) (s) , where λ is constant and a′ (s) = (da/ds) (s) . From Eq.
(1) we have

a′(s) = (1− r(s)κ(s)) t (s)+ r′(s)n (s)+ r (s) τ (s) b (s) .

Therefore,

λ (τ t+ κb) (s) = (1− r (s)κ (s)) t (s)+ r′ (s)n (s)+ r (s) τ (s) b (s) . (2)

From Eq. (2) we obtain r′ (s) = 0 and τ(s)
1−r(s)κ(s) =

κ(s)
r(s)τ(s) . Hence,

r(s) = κ (s) /
(
κ2 (s) + τ2 (s)

)
is constant and α is a Mannheim curve. Conversely, if α is a Mannheim curve, then
r is constant, and a′ (s) = (1− rκ (s)) t (s)+ rτ (s) b (s) . Since

r = κ (s) /
(
κ2 (s) + τ2 (s)

)
,

we obtain,

1− rκ (s)

rτ (s)
=

1− κ2(s)
κ2(s)+τ2(s)

κ(s)τ(s)
κ2(s)+τ2(s)

=
τ (s)

κ (s)
,

which requires the tangent vector field of a parallel to the Darboux vector of α. □

Any circular helix is determined by its pitch function p(s) and the radius function
r(s) of the cylinder on which it lies where, p (s) = τ (s) /

(
κ2 (s) + τ2 (s)

)
and

r (s) = κ (s) /
(
κ2 (s) + τ2 (s)

)
. Osculating helix is also determined by the functions

p(s) and r(s). By the help of this idea, the pitch and radius functions of any
space curve can be defined. Notice that, for circular helix, both radius and pitch
function are constant, and Mannheim curves have constant radius function. The
pitch function confront in the kinematics, in particular, in persistent rigid body
motions. It is well-known that, Frenet-Serret motions are persistent along space
curve α(s) : I → En if and only if the pitch function of the curve is constant for all
s ∈ I, see [20].
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Remark 1. The pitch function of space curves corresponds to the distribution
parameter of the ruled surfaces whose rulings are the normal vector of the base
curve.

Curves with constant pitch function are called as constant pitch curve in [2].
Constant pitch curves can be seen as one dimensional realisations of persistent
sub-manifolds. The curvature and torsion functions of this curve can be given by

κ (θ) =
1

2p
cos θ; τ (θ) =

1

2p
(1 + sin θ) ,

where θ is the parameter and p = τ (θ) /
(
κ2 (θ) + τ2 (θ)

)
is constant. The curvature

and torsion functions can also be parameterized by the rational functions,

κ(s) =
1− s2

2p (1 + s2)
; τ(s) =

(1 + s)
2

2p (1 + s2)
.

see [20].

2.2. Fixed axode. In [20], the fixed axode of a Frenet-Serret motion is given by

a (s, λ) = α(s) +
κ(s)

κ2(s) + τ2(s)
n(s)+ λw(s), (3)

where w is the Darboux vector and n is the principal normal of α. It is obvious
that a is a ruled surface with base curve α(s) +

(
κ(s)/

(
κ2(s) + τ2(s)

))
n(s) and

rulings w(s). As stated in [20], a (s, λ) is not developable in general. On the other
hand, we give the elementary proof of the following proposition:

Proposition 3. Assume that γ is a unit speed curve and w is the unit Darboux
vector of γ. The ruled surface

a (s, λ) = γ (s) +
κ(s)

κ2(s) + τ2(s)
n(s)+ λw(s)

is developable if and only if γ is a Mannheim curve.

Proof. Let a be a developable surface. Any ruled surface in Euclidean space is
developable if the distribution parameter of this surface vanishes. Moreover, the
distribution parameter of ruled surface a (s, λ) is given by

P =
det (∆′(s),w(s),w′ (s))

w′ (s) ·w′ (s)
,

where ∆ (s) = γ (s) + r (s)n (s) with r (s) = κ (s) /
(
κ2 (s) + τ2 (s)

)
. Since γ

is a unit speed curve and w (s) = 1√
κ2(s)+τ2(s)

(τ (s) t (s)+ κ (s) b (s)), we have

∆′ (s) = (1− r (s)κ (s)) t (s) + r′ (s)n (s) + r (s) τ (s) b (s) and

w′ (s) =

(
τ (s)√

κ2 (s) + τ2 (s)

)′

t (s) +

(
κ (s)√

κ2 (s) + τ2 (s)

)′

b (s) .
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By straightforward calculations we obtain

∆′ (s)×w (s) =

1√
κ2 (s) + τ2 (s)

{
r′ (s)κ (s) t (s) +

[
r (s)

(
κ2 (s) + τ2 (s)

)
− κ (s)

]
n (s)− r′ (s) τ (s) b (s)

}
.

Therefore we have

(∆′ (s)×w (s)) ·w′ (s) =

r′ (s)√
κ2 (s) + τ2 (s)

(
κ (s)

(
τ (s)√

κ2 (s) + τ2 (s)

)′

− τ (s)

(
κ (s)√

κ2 (s) + τ2 (s)

)′)
.

Since det (∆′ (s) ,w (s) ,w′ (s)) = (∆′ (s)×w (s)) ·w′ (s) , the distribution param-
eter of a is as follows:

P =
(∆′ (s)×w (s)) ·w′ (s)

w′ (s) ·w′ (s)
=

r′(s)√
κ2(s)+τ2(s)

(
κ(s)

(
τ(s)√

κ2(s)+τ2(s)

)′
−τ(s)

(
κ(s)√

κ2(s)+τ2(s)

)′)
{(

κ(s)√
κ2(s)+τ2(s)

)′}2

+

{(
τ(s)√

κ2(s)+τ2(s)

)′}2 .

(4)
From Eq. (4), only r′ (s) = 0 gives the solution. Hence, r = κ (s) /(κ2 (s) + τ2 (s))
is constant and γ is a Mannheim curve. Conversely, r = κ(s)/

(
κ2(s) + τ2(s)

)
is

constant when γ is a Mannheim curve. Since ∆′ (s) = (1− rκ (s)) t (s)+rτ (s) b (s)
and w (s) = 1√

κ2(s)+τ2(s)
(τ (s) t (s)+ κ (s) b (s)) ,

∆′ (s)×w (s) = [(1− rκ (s)) t (s) + rτ (s) b (s)]× 1√
κ2(s)+τ2(s)

(τ (s) t (s)+ κ (s) b (s))

= 1√
κ2(s)+τ2(s)

[
(1− rκ (s))κ (s) (−n (s)) + rτ2 (s)n (s)

]
which requires ∆′ (s)×w (s) = 0 and P = 0. Therefore, a is developable. □

3. Geometric Properties of Transformation

3.1. Fundamentals. In the light of the ideas at previous section, we introduce
a nonlinear transformation between space curves which preserves ratio of curvature
and torsion of a given curve.

Definition 2. Let α and α : I → E3 be non-degenerate curves with curvature pair
(κ, τ) and (κ, τ), respectively. The map s : α → α, (κ, τ) → (κ, τ) is called as slope
preserving transformation (SPT ) such that the curvatures of α are given by

κ(s) =
κ(s)

κ2(s) + τ2(s)
; τ(s) =

τ(s)

κ2(s) + τ2(s)
,

where s is the arc-length parameter of α. Here α and α are called as base curve
and image curve of s, respectively and (α, α) is called as SPT pair.
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Definition of SPT requires τ/κ = τ/κ, and this explains why we called the trans-
formation of s as SPT . Notice that, the curvature and torsion of the image curve
correspond to the radius and pitch functions of the osculating helix of the base curve,
respectively. It is easy to see that s fixes (κ (s) /

√
κ2 (s) + τ2 (s), τ (s) /

√
κ2 (s) + τ2 (s)).

Also, the Darboux vectors of the SPT pair satisfy |w (s)| |w (s)| = 1 i.e.,(
κ2 (s) + τ2 (s)

) (
κ2 (s) + τ2 (s)

)
= 1.

Remark 2. The image curve has constant curvature (resp. constant torsion) when
the base curve is Mannheim curve (resp. constant pitch curve).

Remark 3. It is also possible to define SPT between planar curves. Since τ = 0 for
planar curves, s (κ (s) , 0) = (1/κ (s) , 0) , where κ (s) ̸= 0 for all s ∈ I. Therefore,
SPT maps curvature κ to the radius of curvature of planar curves. On the other
hand, because of the curvatures vanish, SPT is not defined for the lines. Hence,
s is not linear but some curves and some of geometric properties remain invariant
under SPT as we show in the next.

Now, we obtain a relation between the osculating helix of the image curve and
the curvatures of the base curve.

Let s : α → α be an SPT , and (κα, τα) and (κα, τα) be the curvature pairs of α
and α respectively. Let γ be an osculating helix of the image curve α. In this case,
the pitch function pαγ and radius function rαγ of γ are given by

pαγ =
τα

κ2
α + τα2

=

τα

κ2
α+τ2

α(
κα

κ2
α+τ2

α

)2
+
(

τα

κ2
α+τ2

α

)2 = τα,

and

rαγ =
κα

κ2
α + τα2

=

κα

κ2
α+τ2

α(
κα

κ2
α+τ2

α

)2
+
(

τα

κ2
α+τ2

α

)2 = κα.

Hence, the radius function of osculating helix of the image curve is constant if and
only if either the base curve has constant curvature or the image curve is Mannheim
curve. On the other hand, the pitch function of osculating helix of the image curve is
constant if and only if either the base curve has constant torsion or the image curve
is constant pitch curve. Also, the radius function or the pitch function of osculating
helix of the base curve remain invariant under SPT if and only if |w (s)| = 1, where
w is the Darboux vector of the base curve.

The following theorem characterizes the algebraic structure of SPT with respect
to composition of functions.

Theorem 2. Let α and α : I → E3 be non-degenerate curves, and s : α → α be an
SPT . Then the followings are hold:

(1) s is 1− 1 and s−1 is an SPT .
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(2) s (λκ (s) , λτ (s)) =
1

λ
s (κ (s) , τ (s)) , where λ is nonzero constant.

(3) S = ⟨s⟩ is a cyclic group of order 2 with respect to composition of functions.

Proof. Let (α, α) and
(
β, β

)
be an SPT pair, and κα = κβ , τα = τβ . Since SPT

preserves ratio of curvatures of the base curve, we have τβ/τα = κβ/κα. The
assumption and the identity of |w (s)| |w (s)| = 1 requires

κ2
α + τ2α

κ2
β
+ τ2

β

=
τα/τα
τβ/τβ

=
τβ
τα

=
κβ

κα
= 1.

Hence, we have κα = κβ , τα = τβ and s is 1− 1. Moreover, for all non-degenerate
image curves, up to fundamental theorem of the local theory of the curves, there
exists only one base curve. Therefore, s is surjective. Now fix s−1 = s⋆ and
s⋆ (κ, τ) = (κ⋆, τ⋆). Since s ◦ s⋆ = I, we have (s ◦ s⋆) (κ, τ) = s(κ⋆, τ⋆) = (κ, τ) ,
where “◦” represents the composition of functions. Since

s (κ⋆, τ⋆) =

(
κ⋆

(κ⋆)
2
+ (τ⋆)

2 ,
τ⋆

(κ⋆)
2
+ (τ⋆)

2

)
,

we obtain

κ =
κ⋆

(κ⋆)
2
+ (τ⋆)

2 ; τ =
τ⋆

(κ⋆)
2
+ (τ⋆)

2 . (5)

It follows from Eq. (5) that, |w| |w⋆| = 1. So, we have κ⋆ = κ/
(
κ2 + τ2

)
and

τ⋆ = τ/
(
κ2 + τ2

)
. Hence, s⋆ (κ, τ) = (κ⋆, τ⋆) =

(
κ/
(
κ2 + τ2

)
, τ/

(
κ2 + τ2

))
which

proves that s⋆= s−1 is also SPT . The rest of the proof is obvious. □

Remark 4. In Theorem 2, we observe that

s2 (κ, τ) = s(s (κ, τ)) = s

(
κ

κ2 + τ2
,

τ

κ2 + τ2

)
= (κ, τ)

which requires s2 = I.

3.2. Invariants of SPT . Let us recall the definition of SPT , s : (κ, τ) → (κ, τ).
The identity of τ/κ = τ/κ requires that the base curve remain invariant under
the SPT when the base curve characterized by ratio of curvature and torsion,
and arc-length parameters of the curves are common. Such as, helices and rectify-
ing curves transform to helices and rectifying curves under the SPT , respectively.
Furthermore, the base curve remains invariant when the curvatures of the curve
satisfy κ2 (s) + τ2 (s) = 1. For example, the curve with curvature κ (s) = sinφ (s)
and torsion τ (s) = cosφ (s) remains invariant under the SPT . Besides, constant
precession curve has the curvatures of κ(s) = w sin (µs) and τ(s) = w cos (µs) ,
where w > 0 and µ are constant. Under the SPT , these curvatures transform
to κ = (1/w) sin (µs) and τ = (1/w) cos (µs) which requires the image curve is
also constant precession curve. Hence, constant precession curve remains invariant
under the SPT .
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Let (α, α) be an SPT pair. Respectively the curvature and the torsion of the tan-

gent indicatrix of α is given by κt
α (s) =

√
1 + f2 (s) and τ tα (s) = σ (s)

√
1 + f2 (s),

where f (s) = (τ/κ) (s) and σ (s) is the geodesic curvature of the normal indicatrix

of α. Since SPT preserves the ratio of τ/κ, we obtain κt
α (s) = κt

α (s) . Therefore,
curvature of the tangent indicatrix remains invariant under the SPT . On the other
hand, τ tα (s) = σ (s)

√
1 + f2 (s) = f ′ (s) /

(
κ (s)

(
1 + f2 (s)

))
. Therefore, torsion

of the tangent indicatrix of the curve remains invariant under SPT if and only if
κ (s) = κ (s) or |w (s)| = 1.

It is well known that the curvatures of slant helices can be given by κ (s) =
(1/m)φ′ (s) cosφ (s) and τ (s) = (1/m)φ′ (s) sinφ (s) , where φ is a differentiable
function of s and m = cot θ ̸= 0 is a constant, see [13]. Depends on intrinsic
equations of slant helices, we give the following theorem:

Theorem 3. The proper slant helices remain invariant under the SPT if and only
if φ is a linear function of arc-length parameter of the curve.

Proof. Let the SPT leaves the slant helices invariant, that is, both base curve and
image curve be a proper slant helix. The curvatures of the base curve are given by
κ (s) = (1/m)φ′ (s) cosφ (s) , and τ (s) = (1/m)φ′ (s) sinφ (s) , where m is nonzero
constant. By definition of SPT we obtain (τ/κ) (s) = (τ/κ) (s) = tanφ (s) and
κ (s) = m cosφ (s) /φ′ (s) . The geodesic curvature of the normal indicatrix of α as
follows:

σ =

 1

κ
(
1 +

(
τ
κ

)2)3/2
(
τ

κ

)′
 (s) =

φ′ (s)

m
.

Since σ is constant, φ is a linear function of s. Conversely, if φ is a linear function
of s, it is enough to prove that α is a slant helix when α is a slant helix and
s : α → α is an SPT . From the assumption, we find φ′ = c, and κ (s) = a cosφ (s) ,
τ (s) = a sinφ (s) , where both c and a = c/m are constant. It follows from κ (s) =
κ (s) /

(
κ2 (s) + τ2 (s)

)
= cosφ (s) /a and (τ/κ) (s) = (τ/κ) (s) = tanφ (s) that

σ (s) =

 1

κ
(
1 +

(
τ
κ

)2)3/2
(
τ

κ

)′
 (s) = a,

which is constant. Hence, under the SPT , the image curve is also slant helix and
this completes the proof. □

Corollary 2. The proper slant helix α remains invariant under the SPT if and
only if α is a constant precession curve.

3.3. Bertrand and Mannheim curves. Let α : I → E3 be a parameterized
regular curve (not necessarily by arc length) with κ(t) ̸= 0, τ(t) ̸= 0, t ∈ I. The
curve α is called a Bertrand curve if there exits a curve α∗ : I → E3 such that the
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normal lines of α and α∗ at t ∈ I are equal. In this case, α∗ called a Bertrand mate
of α, and we can write

α∗(t) = α(t) + λn(t). (6)

Notice that λ is constant in Eq. (6). Moreover, α is a Bertrand curve if and only
if there exits a linear relation Aκ(t) + Bτ(t) = 1, t ∈ I,where A,B are nonzero
constants and κ and τ are the curvature and torsion of α, respectively [5]. On the
other hand, if α : I → E3 is a non-degenerate curve with the arc-length parameter,
then Bκ(s)−Aτ(s) ̸= 0 for all s ∈ I. Furthermore, the curvature κ∗ and the torsion
τ∗ of α∗ are given by

κ∗(s) =
|Bκ(s)−Aτ(s)|
(A2 +B2) |τ(s)|

; τ∗(s) =
1

(A2 +B2) τ(s)
. (7)

see [8].
Let α : I → E3 be a unit speed Bertrand curve, α∗ be a Bertrand mate of

α, and s : α → α∗ be an SPT in Euclidean space E3. It follows from τ∗ (s) =
τ (s) /

(
κ2 (s) + τ2 (s)

)
, Aκ (s) +Bτ (s) = 1 and Eq. (7) that,

κ

τ
= ±

√
A2 +B2 − 1. (8)

Here we assume that A2 + B2 > 1. Otherwise, we can’t find the curvatures of the
curve. From Eq. (8) andAκ (s)+Bτ (s) = 1, we obtain both the curvature κ and the
torsion τ are constant. Therefore, both α and α∗ are circular helix. Consequently,
if α and α∗ are Bertrand curves under SPT , then both α and α∗ are circular helix.
In fact, there is no non-degenerate Bertrand curves with respect to SPT . Assume
that (α, α̂) is a Mannheim pair under the SPT i.e., α is a Mannheim curve and α̂
is Mannheim mate of α when s : α →α̂ is an SPT , in Euclidean space E3. It is
well-known that if Mannheim curve is a generalized helix, then Mannheim mate is a
straight line, see [12]. From the definition of Mannheim curve and SPT , the curva-
ture of the image curve is obtained as κ̂ (s) = κ (s) /

(
κ2 (s) + τ2 (s)

)
= λ which is

constant. It follows from τ̂(s) = τ(s)/
(
κ2(s) + τ2(s)

)
=
(
κ2(s) + τ2(s)

)
/τ(s) that,

the torsion of the image curve τ̂ = ±1 is also constant, i.e., Mannheim mate is circu-
lar helix. In this case, curvatures of Mannheim curve satisfy τ(s) = ±(κ2(s)+τ2(s)).
Furthermore, λ = κ(s)/

(
κ2(s) + τ2(s)

)
is constant. Hence, curvatures of the base

curve satisfy τ/κ = ±1/λ which is constant. The last equality requires that the base
curve (Mannheim curve) is generalized helix which is contradiction. Consequently,
there is no suitable Mannheim pair with respect to SPT in Euclidean space E3.
Therefore, we will consider only Mannheim curve (with its curvature and torsion),
not the Mannheim pairs, under the SPT in the next.
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4. Associated Curves of SPT

4.1. Slant helices.

Proposition 4. Let s : α →α be an SPT in Euclidean space E3, and the normal
vector of α makes constant angle with a fixed line. Then α is a Mannheim curve
with non-constant slope if and only if α is a Salkowski curve.

Proof. Let α be a Mannheim curve with non-constant slope. Since α is a Mannheim
curve, κ (s) = κ (s) /

(
κ2 (s) + τ2 (s)

)
= λ is constant. Because of (τ/κ)

′
(s) ̸= 0,

τ (s) =
τ (s)

κ2 (s) + τ2 (s)
=

λτ (s)

κ (s)

is non-constant. From the assumption, and up to rigid movements or up to the
antipodal map, α is a Salkowski curve. Conversely, if α is a Salkowski curve, then
κ (s) = κ (s) /

(
κ2 (s) + τ2 (s)

)
is constant and τ (s) is non-constant. This completes

the proof. □

Corollary 3. Let s : α →α be an SPT in Euclidean space E3, and the normal
vector of α makes constant angle with a fixed line. Then α is a constant pitch
curve with non-constant slope if and only if α is an anti-Salkowski curve.

Theorem 4. Let s : α →α be an SPT in Euclidean space E3. If α is a Salkowski
curve, then the followings are hold:

(1) α is a Mannheim curve.

(2) The curvatures of Mannheim mate of α satisfy

κ̃ (s) τ̃ (s)∓ c
(
1 + τ̃2 (s)

)
= 0,

where κ̃ and τ̃ are the curvature and torsion of the Mannheim mate α̃ respectively,
and c is a nonzero constant.

Proof. Let α be a Salkowski curve and α be an image curve with respect to SPT .
Since the base curve is Salkowski curve, the curvature of α is constant but its torsion
is non-constant. Without loss of generality, we can assume κ ≡ 1. From Corollary 1,
the torsion of the base curve is given by τ(s) = cs/

√
1− c2s2, where c is a nonzero

constant. Since α is an image curve with respect to SPT , the curvatures of this
curve satisfy

κ (s)

κ2 (s) + τ2 (s)
=

κ(s)
κ2(s)+τ2(s)(

κ(s)
κ2(s)+τ2(s)

)2
+
(

τ(s)
κ2(s)+τ2(s)

)2 = κ = 1.

Hence, α is a Mannheim curve. Respectively, the curvature and torsion of α are
given by

κ (s) =
κ (s)

κ2 (s) + τ2 (s)
=

1

1 + c2s2

1−c2s2

= 1− c2s2,
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and

τ (s) =
τ (s)

κ2 (s) + τ2 (s)
=

cs√
1−c2s2

1 + c2s2

1−c2s2

= cs
√
1− c2s2.

Suppose that α̃ is a Mannheim mate of α. By straightforward calculations, we find
the curvature and the torsion of α̃ as follow:

κ̃ (s) =
κ (s) (κ (s) τ ′ (s)− κ′ (s) τ (s))

|λτ (s)|
(
κ2 (s) + τ2 (s)

)3/2 = ∓ 1

s
√
1− c2s2

, (9)

and

τ̃ (s) =
κ2 (s) + τ2 (s)

τ (s)
=

√
1− c2s2

cs
. (10)

From Eqs. (9) and (10) we obtain,

κ̃ (s) τ̃ (s)

1 + τ̃2 (s)
= ∓c,

which completes the proof. □

Proposition 5. Let γ(s) : I → E3 be a unit-speed Frenet curve with constant
torsion τ ≡ 1 and non-constant curvature κ (s) . If normal vectors of γ make a
constant angle with a fixed line, then γ is an anti-Salkowski curve with curvature

κ (s) =
|φ (s)|√
1− φ2 (s)

,

where φ is a linear function of arc-lenght parameter of γ.

Proof. Let γ be a curve with constant torsion τ ≡ 1 and non-constant curvature
κ. If normal vectors of γ make a constant angle with a fixed line, then γ is an
anti-Salkowski curve, see [14]. By Theorem 1 we have

κ (s) =

√
1− f2 (s)

f (s)
, (11)

where f (s) = c
∫
κds and c is a nonzero constant. Eq. (11) leads to the differential

equation

f ′ (s) f (s)− c
√
1− f2 (s) = 0,

which has solution

f (s) = ∓
√
1− (cs+ k)

2
, (12)

where k ∈ R. It follows from Eqs. (11) and (12) that, κ (s) = |φ (s)| /
√
1− φ2 (s),

where φ(s) = cs+ k. □

Corollary 4. Let s : γ →γ be an SPT in Euclidean space E3. If γ is an anti-
Salkowski curve, then the followings are hold:
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(1) γ is a constant pitch curve.

(2) The curvatures of γ are given by

κ (s) = |φ (s)|
√

1− φ2 (s); τ (s) = 1− φ2 (s) ,

where φ is a linear function of arc-lenght parameter of γ.
Now we give the curvatures of a curve that is both a Mannheim curve and a

slant helix (shortly Mannheim slant helix) in the following:

Proposition 6. Let (α, α̂) be a Mannheim pair. If α is a slant helix, then the
curvatures of the Mannheim pair as follows:

κ (s) =
1

λ
sech2φ (s) ; τ (s) =

1

λ
sechφ (s) tanhφ (s) ,

and

κ̂ (s) = cschφ (s) ; τ̂ (s) =
1

λ
cschφ (s) ,

where φ is a linear function of arc-lenght parameter of α and λ is nonzero constant.

Proof. Let α be a Mannheim slant helix. The equations κ (s) = λ
(
κ2 (s) + τ2 (s)

)
and σ (s) =

(
κ2

(κ2+τ2)3/2

(
τ
κ

)′)
(s) leads to the differential equation

σ (s) = ±λ

2

κ′ (s)

κ (s)
√
1− λκ (s)

.

Since σ = c is constant, it follows:

±λ

2
κ′ (s)− cκ (s)

√
1− λκ (s) = 0,

which has solution κ (s) = sech2φ (s) /λ, where φ (s) = c
λs ±

c1
2 with c1 ∈ R. On

the other hand, by Theorem 1 we obtain

f (s) = c

∫
κds = tanhφ (s) + c2,

where c2 ∈ R. Without loss of generality, we can assume that c2 = 0. Hence, we
find the torsion of α as

τ (s) =
κ (s) f (s)√
1− f2 (s)

=
1

λ
sechφ (s) tanhφ (s) .

Finally, the curvatures of α̂ as follow:

κ̂ (s) =
κ (s) (κ (s) τ ′ (s)− κ′ (s) τ (s))

|λτ (s)| (κ2 (s) + τ2 (s))
3/2

=
1

sinhφ (s)
,

and

τ̂ (s) =
κ2 (s) + τ2 (s)

τ (s)
=

1

λ sinhφ (s)
.

Furthermore, τ̂ /κ̂ = 1/λ i.e., α̂ is a generalized helix. The proof is complete. □
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Corollary 5. Let s : α →α be an SPT in Euclidean space E3. If the base curve is
a Mannheim slant helix, then curvature of the normal indicatrix of the image curve
is equal to the curvature of the base curve, i.e. σ = κ.

Proof. Let α be a Mannheim slant helix. Since κ (s) = sech2φ (s) /λ, τ (s) =
sechφ (s) tanhφ (s) /λ, and τ/κ = τ/κ, we obtain

σ (s) =

 1

κ
(
1 +

(
τ
κ

)2)3/2 ( τκ)′
 (s) =

1

κ (s)
sech2φ (s) .

Besides, κ (s) = κ (s) /
(
κ2 (s) + τ2 (s)

)
= λ. Thus, σ (s) = sech2φ (s) /λ = κ (s)

which is intended. □

Opposite of the Corollary 5 is not true in general, but we have the following
result:

Corollary 6. The ratio of curvatures of the Mannheim slant helix α satisfy (τ/κ) (s) =
sinh(s+ c), c ∈ R when s : α →α is an SPT and σ = κ.

Proof. Assume that s : α →α is an SPT and σ = κ. Then we obtain

κ2 (s)

κ2 (s) + τ2 (s)
=

 1(
1 +

(
τ
κ

)2)3/2 ( τκ)′
 (s) . (13)

By substituting f (s) = (τ/κ) (s) in Eq. (13), it follows:

f ′ (s)−
√
1 + f2 (s) = 0,

which has solution f (s) = sinh (s+ c) , where c ∈ R. This completes the proof. □

Remark 5. If α is both a constant pitch curve and a slant helix (shortly constant
slant pitch curve), then α has reversed curvatures with respect to Proposition 6, i.e.
the curvature and the torsion of α as follows,

κ (s) =
1

λ
sechφ (s) tanhφ (s) ; τ (s) =

1

λ
sech2φ (s) ,

where φ is a linear function of arc-length parameter of α. Furthermore, κ (s) =
λ sinhφ (s) and τ is constant when the base curve is a constant slant pitch curve.

In the light of Proposition 6, one can consider both Mannheim curve and rec-
tifying curve or namely Mannheim rectifying curve. The curvatures of this curve
satisfy both κ (s) /

(
κ2 (s) + τ2 (s)

)
= λ and (τ/κ) (s) = φ (s) , where λ is nonzero

constant and φ is a linear function of arc-length parameter of the curve. Therefore,
we obtain the curvatures of Mannheim rectifying curve as

κ (s) =
1

λ (1 + φ2 (s))
; τ (s) =

φ (s)

λ (1 + φ2 (s))
.
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If α is a Mannheim rectifying curve and s : α →α is an SPT , then we find the
curvatures of α as κ = λ and τ (s) = λφ (s) . Thus, SPT maps Mannheim rectifying
curve to the rectifying curve, but not to the Mannheim curve.

Remark 6. We can suggest that κ (s) = ε sech2ϕ (s) and τ (s) = ε sechϕ (s) tanhϕ (s)
for curvatures of Mannheim rectifying curve, where ε ∈ R, ϕ (s) = arcsinhφ (s) and
φ is linear function of arc-length parameter of the curve. These curvatures are sim-
ilar to the curvatures of the Mannheim slant helix apart from ϕ being non-linear.

4.2. Evolute of the image curve and quasi-slant helix. Let α and α :
I → E3 be non-degenerate curves. If the tangent vectors of the curves satisfy
t(s) · t(s) = 0 for all s ∈ I, then α is called as involute of α, and its parametric
equation given by

α(s) = α(s) + (−s+ c) t(s),

where c ∈ R. In this case, α is called as evolute of α. The curvatures of α can be
given by curvatures of α as follows:

κ (s) =

√
κ2 (s) + τ2 (s)

|(−s+ c)|κ (s)
; τ (s) =

κ (s) τ ′ (s)− κ′ (s) τ (s)

(−s+ c)κ (s) (κ2 (s) + τ2 (s))

see [7].

Proposition 7. Let α and α : I → E3 be different non-degenerate curves and
s : α →α be an SPT . There is no slant helix as a base curve of SPT when the
image curve is involute of α.

Proof. Let α be a slant helix and α be an involute curve of α. Respectively the
curvature and the torsion of the image curve are as follow:

κ (s) =

√
κ2 (s) + τ2 (s)

|(−s+ c)|κ (s)
=

κ (s)

κ2 (s) + τ2 (s)
, (14)

and

τ (s) =
κ (s) τ ′ (s)− κ′ (s) τ (s)

(−s+ c)κ (s) (κ2 (s) + τ2 (s))
=

τ (s)

κ2 (s) + τ2 (s)
. (15)

From Eqs. (14) and (15), it follows:(
τ

κ

)
(s) =

( τ
κ

)
(s) = ±σ (s) .

Since α is a slant helix, σ = ±τ/κ is constant. On the other hand, from Eq. (15)
we obtain

−s+ c =
( τ
κ

)′
(s)
(κ
τ

)
(s) = 0,

which is a contradiction. Therefore, there is no slant helix as a base curve when
the image curve is involute curve. □

In accordance with Proposition 7, the following question occurs:

“Which base curves are the evolute of the image curve with respect to SPT ?”
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To answer this question, we define a new curve (family) as follows:

Definition 3. Let α : I → E3 be a C3 space curve with non-constant slope. If the
curvatures of α satisfy( τ

κ

)
(s) =

κ2 (s)

(κ2 (s) + τ2 (s))
3/2

( τ
κ

)′
(s) , (16)

then α is called as quasi-slant helix.

In fact, the definition of quasi-slant helix determines family of curve in Euclidean
space. Therefore, one can find different quasi slant helices whose have different
intrinsic equations. The following example clarify this case:

Example 1. Let Q be the family of quasi-slant helices, and α : I → E3 be a C3

space curve with non-constant slope. The curvatures of κα(s) = cos2 s/ sin s and
τα(s) = cos s satisfy Eq. (16) . Therefore α ∈ Q. Furthermore, the curvatures of α
satisfy the following algebraic equation:

Pα (κα, τα) = τ4α + κ2
ατ

2
α − κ2

α = 0.

Here we can call Pα as a curvature polynomial of α. Moreover, the curve γ : I → E3

with curvatures κγ(s) = sech2s cschs and τγ(s) = sech2s is also quasi-slant helix
i.e., γ ∈ Q. This curve has the same slope with Mannheim slant helix (Proposition
6) when λ = 1 and φ(s) = s. Furthermore, the curvature polynomial of γ can be
given by

Pγ (κγ , τγ) = τ3γ + κ2
γτγ − κ2

γ = 0.

One of the rational parameterization of the curvatures of quasi-slant helices can be
given by

κβ (s) =
1

s2(s2 − 1)
; τβ (s) =

1

s2
√
s2 − 1

,

where β is a quasi-slant helix. Hence, the curvature polynomial of β is as follows:

Pβ (κβ , τβ) = τ4β + κ2
βτ

2
β − κ3

β = 0.

The example above obviously shows that we can find different quasi-slant helices
whose have different intrinsic equations.

Proposition 8. Let s : α →α be an SPT in Euclidean space E3. α is an involute
of the base curve if and only if α is a quasi-slant helix with curvatures

κ(s) =
−s+ c

(1 + ξ2 (s))3/2
; τ(s) =

(−s+ c)ξ (s)

(1 + ξ2 (s))3/2
,

where ξ (s) = c1e
cs−s2/2 and c, c1 are constant.

Proof. Let α be an involute of α. The curvatures of α are given by

κ(s) =

√
κ2 (s) + τ2 (s)

|−s+ c|κ (s)
; τ(s) =

κ (s) τ ′ (s)− κ′ (s) τ (s)

(−s+ c)κ (s) (κ2 (s) + τ2 (s))
, (17)
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where c is a constant. By the parameter change, we can assume that −s + c > 0.
From Eq. (17) we obtain(

τ

κ

)
(s) =

( τ
κ

)
(s) =

κ (s) τ ′ (s)− κ′ (s) τ (s)

(κ2 (s) + τ2 (s))
3/2

, (18)

which proves that α is a quasi-slant helix. Since κ (s) = κ (s) /(κ2 (s) + τ2 (s)), we
find

(−s+ c)κ2 (s) =
(
κ2 (s) + τ2 (s)

)3/2
. (19)

Eq. (18) and ξ (s) = (τ/κ) (s) leads to the differential equation

ξ′ (s)− (−s+ c)ξ (s) = 0,

which has solution
ξ (s) = (τ/κ) (s) = c1e

cs−s2/2, (20)

where c1 ∈ R. From Eqs. (19) and (20) we obtain the curvatures of α. Conversely,
by straightforward calculations we obtain

κ(s) = κ(s)/
(
κ2(s) + τ2(s)

)
=

√
1 + ξ2 (s)

(−s+ c)
,

where −s+ c > 0 and ξ (s) = (τ/κ) (s) . Besides,

τ(s) = τ(s)/
(
κ2(s) + τ2(s)

)
=

√
κ2(s) + τ2(s)

(−s+ c)κ(s)

τ (s)

κ (s)
. (21)

By substituting (τ/κ) (s) = σ (s) in (21) we find

τ(s) =
τ ′(s)κ(s)− τ(s)κ′(s)

(−s+ c)κ(s) (κ2(s) + τ2(s))
,

which completes the proof. □

Corollary 7. Let s : α →α be an SPT in Euclidean space E3. s preserves quasi-
slant helices if and only if σ = σ.

Remark 7. The curvatures of slant helices satisfy f ′ (s) /
(
1 + f2 (s)

)3/2
= λκ (s) ,

where f (s) = (τ/κ) (s) with λ ∈ R. Slightly different, curvatures of quasi-slant

helices satisfy f ′ (s) /
(
1 + f2 (s)

)3/2
= f (s)κ (s) .

4.3. Curves in kinematics. It is a well-known fact that the Frenet-Serret motion
based on a curve is persistent if and only if τ (s) /

(
κ2 (s) + τ2 (s)

)
is a constant,

where κ (s) and τ (s) are the curvature and torsion functions of the curve, see [4,20].
Moreover, if τ (s) /

(
κ2 (s) + τ2 (s)

)
= p, p ̸= 0 then we say that the curve generates

a p−persistent Frenet-Serret motion.

Remark 8. Let s : α → α be an SPT in Euclidean space E3. It is easy to see
that the Frenet-Serret motion is persistent on the base curve (resp. image curve)
of SPT if and only if torsion of the image curve (resp. base curve) is constant.
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In the following, we give the requirement that the Frenet-Serret motion is per-
sistent on the quasi-slant helices.

Lemma 1. Assume that α is a quasi-slant helix in Euclidean space E3. The Frenet-
Serret motion is persistent on α if and only if σ (s) ρ (s) /

(
1 + σ2 (s)

)
is constant,

where ρ (s) = 1/κ (s) is the radius of the curvature of α.

Proof. Let α be a quasi-slant helix with curvature κ (s) and torsion τ (s) . The
pitch function τ (s) /

(
κ2 (s) + τ2 (s)

)
is constant when the Frenet-Serret motion is

persistent on α. Since α is a quasi-slant helix, τ (s) = σ (s)κ (s). Therefore,

τ (s)

κ2 (s) + τ2 (s)
=

σ (s)κ (s)

κ2 (s) + σ2 (s)κ2 (s)
=

σ (s) ρ (s)

1 + σ2 (s)
,

which is constant. Conversely, we obtain

σ (s) ρ (s) /
(
1 + σ2 (s)

)
= τ (s) /

(
κ2 (s) + τ2 (s)

)
= λ

where λ is a nonzero constant. The proof is complete. □

Corollary 8. Assume that α is a quasi-slant helix and s : α →α is an SPT in
Euclidean space E3. The Frenet-Serret motion is persistent on α if and only if

σ(s)

κ(s)
(
σ2(s) + 1

|w(s)|2

)
is constant.

Proof. Since σ(s) = 1

κ(s)
(
1+( τ(s)

κ(s) )
2
)3/2

(
τ
κ

)′
(s) and τ/κ = τ/κ, it is written σ(s) =

1

κ(s)
(
1+( τ(s)

κ(s) )
2
)3/2

(
τ
κ

)′
(s) = σ(s)κ(s)

κ(s) or σ(s) = σ(s)κ(s)
κ(s) . From Lemma 1 we get the

intended. □

Theorem 5. Let s : α →α be an SPT and α be a slant helix in Euclidean space
E3. If α generates p−persistent Frenet-Serret motion (p ̸= 0), then the geodesic
curvature of the normal indicatrix of α satisfies the following:

1

2
|p| ≤ |σ(s)| .

Proof. Assume that α generates the p−persistent Frenet-Serret motion in E3. The
curvatures of this curve are given by

κ (θ) =
1

2p
cos θ; τ (θ) =

1

2p
(1 + sin θ) ,

where θ is a parameter. Thereby, the curvatures of α as follow:

κ (s) =
κ (s)

κ2 (s) + τ2 (s)
=

p cos θ

1 + sin θ
; τ (s) =

τ (s)

κ2 (s) + τ2 (s)
= p.
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Since α is slant helix, it follows:

σ =
1

κ (s)

(
1 +

(
τ(s)
κ(s)

)2) ( τ (s)

κ (s)

)′

=
p√
2

√
1− sin θ

cos θ
.

Hence
√
1− sin θ/ cos θ = λ, where λ is nonzero constant. This leads to λ2 =

1/ (1 + sin θ) ⇒ sin θ = 1/λ2−1. By definition of sinus function we obtain 1/
√
2 ≤

|λ| . From λ =
√
2σ/p, we have the intended. □

Let s :α → α be an SPT in Euclidean space E3. Let us recall the fixed axode

along any space curve α, a (s, λ) = α(s) + κ(s)
κ2(s)+τ2(s)n(s)+ λw(s). Since κ (s) =

κ (s) /
(
κ2 (s) + τ2 (s)

)
and τ (s) = τ (s) /

(
κ2 (s) + τ2 (s)

)
, the fixed axode along α

is given by

a (s, λ) = α(s) + κ (s)n(s)+ λw(s).

where n is the principal normal, w is the Darboux vector of α. Thus, we can
conclude the following:

Theorem 6. Let s : α →α be an SPT in Euclidean space E3, and both base curve
and image curve be a unit speed curve with the same arc-length parameter s. In
this case, s preserves the distribution parameter of fixed axode of α if and only if
κ (s) = κ (s) + c, where c is a constant.

Proof. Assume that s preserves the distribution parameter of fixed axode of α. Let
P and P be the distribution parameters of fixed axodes of α and α, respectively.
The distribution parameters of fixed axodes are given by

P =
det
(
∆′ (s) ,w (s) , w

′
(s)
)

w′ (s) ·w′ (s)
; P =

det
(
∆

′
(s) ,w (s) ,w′ (s)

)
w′ (s) ·w′ (s)

,

where ∆ (s) = α(s)+ κ(s)
κ2(s)+τ2(s)n(s) and ∆ (s) = α(s)+κn(s). By straightforward

calculations we obtain ∆′ (s) = (1− κ (s)κ (s)) t (s)+κ′ (s)n (s)+κ (s) τ (s) b (s)
and w′ (s) = τ ′ (s) t (s)+ κ′ (s) b (s) . It can be seen that

∆′ (s)× w (s) = κ′ (s) (κ (s) t (s)− τ (s) b (s))

and (∆′ (s)×w (s)) ·w′ (s) = κ′ (s) (κ (s) τ ′ (s)− τ (s)κ′ (s)) . Hence, the distribu-
tion parameter of fixed axode of α is as follows:

P =
κ′ (s) (κ (s) τ ′ (s)− τ (s)κ′ (s))

(κ′ (s))
2
+ (τ ′ (s))

2 . (22)

Similarly, we find the distribution parameter of fixed axode of α as

P =
κ′ (s) (κ (s) τ ′ (s)− τ (s)κ′ (s))

(κ′ (s))
2
+ (τ ′ (s))

2 . (23)



A NONLINEAR TRANSFORMATION 327

From Eqs. (22) and (23) , κ′ (s) = κ′ (s) or κ (s) = κ (s) + c, where c is constant.
Conversely, κ (s) = κ (s) + c requires κ′ (s) = κ′ (s) . It is easily obtain that P = P
which completes the proof. □

5. Examples

In this section, some curves and their images under SPT are illustrated byMath-
ematica software. First, we recall the following informations and give an example
of Mannheim slant helix. The intrinsic equations of slant helices are presented by
Menninger in [13] as follows:

κ (s) = cβ′ (s) cosβ (s) ; τ (s) = cβ′ (s) sinβ (s) ,

where c is constant and β is differentiable function of arc-length parameter of the
curve. Furthermore, the tangent vectors of slant helices are characterized by

T (s) =
1

2

 ξ1 cos ξ2Π(s) + ξ2 cos ξ1Π(s)
ξ1 sin ξ2Π(s) + ξ2 sin ξ1Π(s)

2 n
m sinnΠ(s)

 , (24)

where Π(s) = β(s)/n, ξ1 = 1− n, ξ2 = 1 + n, with n = cos θ and m = cot θ.
In the following example, parametric equation of Mannheim slant helix, its pic-

ture, and its image curve under SPT are obtained in accordance with [13].

Example 2. Substituting λ = 1 and φ(s) = s in Proposition 6 gives κ(s) =
1/ cosh2 s and τ(s) = sechs tanh s. This leads to the differential equation

cβ′ (s) cosβ (s) =
1

cosh2 s
,

which has solution

β(s) = arcsin

(
ck + tanh s

c

)
, (25)

where k ∈ R. To simplify Eq. (25), we can take k = 0 and c = 1. It follows from
Eq. (24) that

T (s) =

 sech3s,
3
2 tanh s− tanh3 s,√

3
2 tanh s

 ,

where θ = π/3, n = 1/2, m = 1/
√
3, ξ1 = 1/2, ξ2 = 3/2, β(s) = arcsin(tanh s),

Π(s) = β(s)/n = 2arcsin(tanh s). Thus, we obtain the parametric equation and
picture of the Mannheim slant helix (Figure 1 (a)) as follows:

α(s) =

 arctan
(
tanh s

2

)
+ 1

2 tanh s sechs,
1
2 log (cosh s)−

1
2 sech

2s,√
3
2 log(cosh s)

 .

Curvatures of the image curve α with respect to s : α → α can be given by

κ (s) = 1; τ (s) = sinh s.



328 E. ÖZTÜRK

Picture of the image curve α illustrated by Figure 1 (b).

(a) Mannheim slant helix (b) Image of Mannheim slant helix

Figure 1. Mannheim slant helix and image curve

Example 3. Let us recall the trigonometric parameterization of curvatures of the
constant pitch curves, κ (θ) = cos θ/2p and τ (θ) = (1 + sin θ) /2p. By substituting
p = 1 we obtain κ (θ) = cos θ/2 and τ (θ) = (1 + sin θ) /2. We give the picture of
the curve with curvature κ (θ) and torsion τ (θ) by Figure 2 (a).

(a) Constant pitch curve (b) Image of constant pitch curve

Figure 2. Constant pitch curve and image curve

Moreover, curvatures of the image curve of constant pitch curve under SPT can
be given by

κ (θ) =
cos θ

1 + sin θ
; τ (θ) = 1.
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The picture of this curve illustrated by Figure 2 (b).

Example 4. One of trigonometric reparameterization of curvatures of the quasi-
slant helix can be given by

κ(s) =
cos2

(
2s−1

2

)
sin
(
2s−1

2

) ; τ(s) = cos

(
2s− 1

2

)
.

The picture of this curve illustrated by Figure 3 (a), where 1/3 ≤ s < 1/2.

κ (s) = sin

(
2s− 1

2

)
; τ (s) =

sin2
(
2s−1

2

)
cos
(
2s−1

2

) .
The picture of this curve illustrated by Figure 3 (b), where 1 ≤ s ≤ 2.

(a) Quasi-slant helix (b) Image of quasi-slant helix

Figure 3. Quasi-slant helix and image curve
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TIMELIKE ROTATIONAL HYPERSURFACES WITH TIMELIKE

AXIS IN MINKOWSKI FOUR-SPACE
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Abstract. We introduce the timelike rotational hypersurfaces x with timelike
axis in Minkowski 4-space E4

1. We obtain the equations for the curvatures of the

hypersurface. Moreover, we present a theorem for the rotational hypersurfaces
with timelike axis supplying ∆x = T x, where T is a 4× 4 real matrix.

1. Introduction

Geometers have been focused on the geometry of the surfaces and hypersurfaces
in space forms for years. Some of the works on the topic are indicated in alphabetical
order:

Arslan et al. [1] studied the generalized rotation surfaces in Euclidean four space
E4; Arslan, et al. [2] worked the Weyl pseudosymmetric hypersurfaces; Arslan
and Milousheva [3] focused the meridian surfaces of elliptic or hyperbolic type in
Minkowski 4-space E4

1; Arvanitoyeorgos et al. [4] introduced the Lorentz hypersur-
faces satisfying ∆H = αH in E4

1; Beneki et al. [5] served the helicoidal surfaces in
Minkowski 3-space; Chen [6] worked the total mean curvature and the finite type
submanifolds; Cheng and Wan [7] presented the complete hypersurfaces in R4 with
CMC; Cheng and Yau [8] studied the hypersurfaces with constant scalar curvature;
Dillen et al. [9] stated the rotation hypersurfaces in Sn ×R and Hn ×R; Do Carmo
and Dajczer [10] derived the rotation hypersurfaces in spaces of constant curvature;
Dursun [11] considered the hypersurfaces with pointwise 1-type Gauss map.

On the other hand, Dursun and Turgay [12] worked the space-like surfaces in E4
1

with pointwise 1-type Gauss map; Ferrandez et al. [13] focused some class of con-
formally at Euclidean hypersurfaces; Ganchev and Milousheva [14] considered the
general rotational surfaces in E4

1; Güler [15] introduced the helical hypersurfaces in
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E4
1; Güler [16] obtained the fundamental form IV with the curvatures of the hyper-

sphere; Güler [17] worked the rotational hypersurfaces satisfying ∆IR = AR in E4;
Güler et al. [18] examined the Gauss map and the third Laplace−Beltrami operator
of the rotational hypersurface in 4-space; Güler et al. [19] studied Laplace−Beltrami
operator of a helicoidal hypersurface in four-space; Güler and Turgay [20] focused
the Cheng−Yau operator and Gauss map of the rotational hypersurfaces in 4-space.

Hasanis and Vlachos [21] worked hypersurfaces in E4 with harmonic mean cur-
vature vector field; Kim and Turgay [22] served the surfaces with L1-pointwise
1-type Gauss map in E4; Lawson [23] introduced the minimal submanifolds; Magid
et al. [24] focused the affine umbilical surfaces in R4; Moore [25] revealed the sur-
faces of rotation in E4; Moore [26] also indicated the rotation surfaces of constant
curvature in E4; O’Neill [27] presented the semi-Riemannian geometry.

Takahashi [28] served that minimal surfaces and spheres are the only surfaces in
E3 satisfying the condition ∆r = λr, λ ∈ R; Turgay and Upadhyay [29] worked the
biconservative hypersurfaces in 4-dimensional Riemannian space forms.

In this work, we consider the timelike rotational hypersurfaces x with timelike
axis in Minkowski 4-space E4

1. We give the notions of E4
1 in Section 2. In Section

3, we present the definition of the timelike rotational hypersurfaces with timelike
axis, and compute its curvatures. In addition, we give the timelike rotational
hypersurfaces with timelike axis supplying ∆x = T x, where T is a 4 × 4 real
matrix in Section 4. Finally, we serve the results and conclusion in the last section.

2. Preliminaries

In this section, we indicate the first and second fundamental forms, matrix of the
shape operator S, the curvatures Ci of the hypersurface x = x(u, v, w) in Minkowski
4-space E4

1. We identify a vector (a,b,c,d) with its transpose (a,b,c,d)t in the rest
of this paper.

Let x be an isometric immersion of a hypersurface fromM3
1 to E4

1 = (R4, ·), where
−→x · −→y = x1y1 + x2y2 + x3y3 − x4y4 is a Lorentzian inner product of vectors −→x =
(x1, x2, x3, x4),

−→y = (y1, y2, y3, y4), and xi are the pseudo-Euclidean coordinates
of type (3, 1). The vector product of −→x = (x1, x2, x3, x4),

−→y = (y1, y2, y3, y4),−→z = (z1, z2, z3, z4) of E4
1 is defined by

−→x ×−→y ×−→z = det


e1 e2 e3 −e4
x1 x2 x3 x4

y1 y2 y3 y4
z1 z2 z3 z4

 .

A vector −→x is called timelike if −→x · −→x < 0, and a hypersurface x is timelike if
x ·x < 0. In E4

1, the hypersurface x has the following first and second fundamental
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form matrices, resp.,

I=

 E F A
F G B
A B C

 , II=

 L M P
M N T
P T V

 ,

and

det I = (EG− F 2)C − EB2 + 2FAB −GA2,

det II =
(
LN −M2

)
V − LT 2 + 2MPT −NP 2,

where

E = xu · xu, F = xu · xv, G = xv · xv, A = xu · xw, B = xv · xw, C = xw · xw,

L = xuu · e,M = xuv · e,N = xvv · e, P = xuw · e, T = xvw · e, V = xww · e,
and also e is the Gauss map of the hypersurface x:

e =
xu × xv × xw

∥xu × xv × xw∥
. (1)

The shape operator matrix S =I−1·II is defined by

S =
1

det I

 s11 s12 s13
s21 s22 s23
s31 s32 s33

 ,

where

s11 = ABM − CFM −AGP +BFP + CGL−B2L,

s12 = ABN − CFN −AGT +BFT + CGM −B2M,

s13 = ABT − CFT −AGV +BFV + CGP −B2P,

s21 = ABL− CFL+AFP −BPE + CME −A2M,

s22 = ABM − CFM +AFT −BTE + CNE −A2N,

s23 = ABP − CFP +AFV −BV E + CTE −A2T,

s31 = −AGL+BFL+AFM −BME +GPE − F 2P,

s32 = −AGM +BFM +AFN −BNE +GTE − F 2T,

s33 = −AGP +BFP +AFT −BTE +GV E − F 2V.

Theorem 1. The hypersurface x in E4
1 has the following curvature formulas, C0 = 1

(by definition),

C1 =

{
(EN +GL− 2FM)C + (EG− F 2)V − LB2 −NA2

−2(APG−BPF −ATF +BTE −ABM)

}
3 [(EG− F 2)C − EB2 + 2FAB −GA2]

, (2)

C2 =

{
(EN +GL− 2FM)V +

(
LN −M2

)
C − ET 2 −GP 2

−2 (APN −BPM −ATM +BTL− PTF )

}
3 [(EG− F 2)C − EB2 + 2FAB −GA2]

, (3)
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C3 =

(
LN −M2

)
V − LT 2 + 2MPT −NP 2

(EG− F 2)C − EB2 + 2FAB −GA2
. (4)

See [16] for Euclidean details. Next, we define the rotational hypersurface in E4
1.

Definition 1. Let γ : I ⊂ R −→ Π be a curve in a plane Π and ℓ be a straight line
in Π in E4

1. A rotational hypersurface in E4
1 is defined as a hypersurface rotating a

curve γ around a line ℓ (called the profile curve and the axis, respectively).

Therefore, we introduce the rotational hypersurfaces with timelike axis in E4
1 in

the following section.

3. Timelike Rotational Surfaces with Timelike Axis

We may suppose ℓ spanned by the timelike vector (1, 0, 0, 0)
t
. The orthogonal

matrix is given by

A(v, w) =


cos v cosw − sin v − cos v sinw 0
sin v cosw cos v − sin v sinw 0

sinw 0 cosw 0
0 0 0 1

 , (5)

where v, w ∈ R. The following holds: detA = 1, A.ℓ = ℓ, AtεA = ε, where
ε = diag(1, 1, 1,−1). Supposing the axis of rotation is ℓ, there is a Lorentz transfor-
mation that the axis is ℓ transformed to the x4-axis of E4

1. The parametrization of
the timelike profile curve is given by γ(u) = (u, 0, 0, φ (u)) . Here, we assume that
the profile curve is timelike, i.e., γ′ · γ′ = 1 − φ′2 < 0, φ (u) : I ⊂ R −→ R is a
differentiable function for all u ∈I. So, the rotational hypersurface spanned by the
vector (0, 0, 0, 1), is given by x(u, v, w) = A(v, w)γ(u)t in E4

1, where u ∈I, v, w ∈ R.
If w = 0, we get the rotational surface with timelike axis as in three dimensional
Minkowski space E3

1.
Next, we obtain the curvatures of the following rotational hypersurface with

timelike axis

x(u, v, w) =


u cos v cosw
u sin v cosw

u sinw
φ(u)

 , (6)

where u ∈ R− {0} and 0 ≤ v, w ≤ 2π. Using the first differentials of (6) , we get
the first fundamental form matrix as follows

I =

 1− φ′2 0 0
0 u2 cos2 w 0
0 0 u2

 ,

where φ = φ(u), φ′ = dφ
du . We obtain det I = u4(1 − φ′2) cos2 w < 0. So, the

hypersurface is the timelike rotational hypersurface with timelike axis. Using the
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second differentials with respect to u, v, w, we have the second fundamental form
matrix as follows

II =


− φ′′

(φ′2−1)1/2
0 0

0 − uφ′ cos2 w

(φ′2−1)1/2
0

0 0 − uφ′

(φ′2−1)1/2

 ,

and det II = −u2φ′2φ′′ cos2 w
(φ′2−1)3/2

. Therefore, the shape operator matrix of the hyper-

surface is given by

S =


φ′′

(φ′2−1)3/2
0 0

0 − φ′

u(φ′2−1)1/2
0

0 0 − φ′

u(φ′2−1)1/2

 .

Finally, we calculate the curvatures of the timelike rotational hypersurface with
timelike axis, and give the results of it in the following.

Corollary 1. The timelike rotational hypersurface (6) with timelike axis has the
following curvatures

C1 = H =
uφ′′ − 2

(
φ′2 − 1

)
φ′

3u(φ′2 − 1)3/2
,

C2 =
−2uφ′φ′′ +

(
φ′2 − 1

)
φ′2

3u2(φ′2 − 1)2
,

C3 = K =
φ′2φ′′

u2(φ′2 − 1)5/2
.

Proof. By using the eqs. (2) , (3) , (4) for the timelike rotational hypersurface
with timelike axis (6) , we get the curvatures.

Corollary 2. When the timelike rotational hypersurface (6) with timelike axis has
Ci = 0, i = 1, 2, 3, respectively, then it has the following general φ solutions, respec-
tively,

uφ′′ − 2φ′3 + 2φ′ = 0 ⇔ φ = ∓i1/2e−c1/2F
[
i arg sinh

(
(iec1u)

1/2
)
,−1

]
+ c2

or φ = c1,

2uφ′φ′′ − φ′4 + φ′2 = 0 ⇔ φ = ∓2e−2c1
(
1 + e2c1u

)1/2
+ c2

or φ = c1,
φ′2φ′′ = 0 ⇔ φ = c1u+ c2 or φ = c1,

where F[ϕ,m] =
∫ ϕ

0

(
1−m sin2 θ

)−1/2
dθ gives the elliptic integral of the first kind

for −π/2 < ϕ < π/2, i = (−1)
1/2

, c1, c2 ∈ R.
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4. Timelike Rotational Surfaces with Timelike Axis Satisfying
∆x = T x

Definition 2. The Laplace−Beltrami operator of the hypersurface x (u, v, w) |D⊂R4

of class C3 is given by

∆x =
1

(det I)
1/2



∂
∂u

(
(CG−B2)xu+(AB−CF )xv+(BF−AG)xw

(det I)1/2

)
+ ∂

∂v

(
(AB−CF )xu+(CE−A2)xv+(AF−BG)xw

(det I)1/2

)
+ ∂

∂w

(
(BF−AG)xu+(AF−BG)xv+(EG−F 2)xw

(det I)1/2

)


. (7)

By using above definition with the hypersurface (6) , we have the following
Laplace−Beltrami operator

∆x =
uφ′′ − 2φ′3 + 2φ′

uW 2


φ′ cos v cosw
φ′ sin v cosw

φ′ sinw
1

 ,

where W = φ′2−1. The Gauss map of the rotational hypersurface (6) with timelike
axis is given by

e =
1

W 1/2


φ′ cos v cosw
φ′ sin v cosw

φ′ sinw
1

 .

Considering 3He = T x, we obtain
(Ψφ′ − t11u) cos v cosw − t12u cosw sin v − t13u sinw

t21 − u cos v cosw + (Ψφ′ − t22u) sin v cosw − t23u sinw
−t31u cos v cosw − t32u sin v cosw + (Ψφ′ − t33u) sinw

Ψ



=


t14φ(u)
t24φ(u)
t34φ(u)

t41u cos v cosw + t42u sin v cosw + t43u sinw + t44φ(u)

 ,

where T is a 4×4 real matrix with the components tij , and also Ψ(u) = 3HW−1/2.
The equation ∆x = T x with respect to the first quantity I, and ∆x = 3He give
rises to the following system

(Ψφ′ − t11u) cos v cosw − t12u sin v cosw − t13u sinw = t14φ(u),

−t21u cos v cosw + (Ψφ′ − t22u) sin v cosw − t23u sinw = t24φ(u),

−t31u cos v cosw − t32u sin v cosw + (Ψφ′ − t33u) sinw = t34φ(u),

−t41u cos v cosw − t42u sin v cosw − t43u sinw +Ψ = t44φ(u).
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Differentiating ODE’s two times depends on v, we have

t14 = t24 = t34 = t44 = 0, Ψ = 0. (8)

From (8) , we see the following

t11u cos v + t12u sin v = 0,
t21u cos v + t22u sin v = 0,
t31u cos v + t32u sin v = 0,
t41u cos v + t42u sin v = 0.

When we use these equality in the equation system, we get

t13 = t23 = t33 = t43 = 0. (9)

Then, matrix T becomes zero matrix. So, if ∆x = T x, then T = 0 and the
hypersurface is a minimal.

Also, the cos and sin are the linearly independent functions of v, then we obtain
tij = 0. Since Ψ = 3HW−1/2, we find H = 0. Therefore, x is a timelike minimal
hypersurface with timelike axis.

Hence, we serve the following theorem:

Theorem 2. Let timelike x : M3
1 −→ E4

1 be an isometric immersion given by (6).
∆x = T x, where T is a 4 × 4 real matrix iff x is a timelike minimal hypersurface
with timelike axis, i.e., H = C1 = 0.

5. Results and Conclusion

The concepts of rotational hypersurfaces are studied by many mathematician
and geometers. It is shown that the timelike rotational hypersurface has three
different curvatures in Minkowski 4-space. Moreover, the minimality condition of
it by using the Laplace−Beltrami operator has presented. These concepts propose
for the other space forms may be useful in the future.
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Bilecik, TÜRKİYE
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Abstract. In the present paper, the bicomplex Leonardo numbers will be

introduced with the use of Leonardo numbers and some important algebraic

properties including recurrence relation, generating function, Catalan’s and
Cassini’s identities, Binet’s formula, sum formulas will also be obtained.

1. Introduction

It is an old and interesting problem to obtain a natural extension of complex
numbers and many mathematicians have studied this by defining multicomplex
numbers, and corresponding function theory. One of these extensions is quater-
nions which have been described by S.W. Hamilton [7], and the other one is bi-
complex numbers which have been described by C. Segre [17] in order to formulate
physical problems in a 4-dimensional space. There are some differences between
these extensions in the perspective of commutativity and forming a division alge-
bra. Namely, quaternions are non commutative and form a division algebra, while
bicomplex numbers are commutative and do not form a division algebra.

In [15], Price has developed the bicomplex algebra and function theory. Indeed,
bicomplex algebra is a 2-dimensional Clifford algebra, satisfy the commutative mul-
tiplication on C and also has important applications in image processing, geometry
and theoretical physics (see [15,16]).

It is well known that a complex number x ∈ C is represented as x = x1 + x2i,
such that x1, x2 ∈ R, i2 = −1 and a bicomplex numbers x ∈ C2 is written as
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x = x1 + x2i+ x3j + x4ij (1)

by the basis 1, i, j, ij where xs ∈ R, 1 ≤ s ≤ 4 and i2 = j2 = −1, ij = ji with
(ij)

2
= 1.

Notice that ij ∈ C2, but ij /∈ C. From equation (1), the space of the bicomplex
numbers C2 can be seen of dimension 4 over R, since the space of complex numbers
C is of dimension 2 over R.

For any two bicomplex numbers z = z1 + z2i + z3j + z4ij and w = w1 + w2i +
w3j + w4ij, addition, multiplication and scalar multiplication of an element in C2

by a real number c are given, respectively

z + w = (z1 + w1) + (z2 + w2) i+ (z3 + w3) j + (z4 + w4) ij

z · w = (z1w1 − z2w2 − z3w3 + z4w4) + (z1w2 + z2w1 − z3w4 − z4w3) i

+ (z1w3 + z3w1 − z2w4 − z4w2) j + (z1w4 + z4w1 + z2w3 + z3w2) ij (2)

cz = cz1 + cz2i+ cz3j + cz4ij.

Note that there is a big difference between C and C2 : C form a field while C2

do not since it contains divisors of zero. Now we are ready to turn our main topic
since we have given brief overview of bicomplex numbers. For more details, we refer
the reader to [13,15] which are dealing with bicomplex analysis.

One of the well known as below and most examined sequences is Fibonacci and
also they are many notable sequences of integers. In the existing literature, one can
find many papers on Fibonacci and Lucas numbers, (see [8,9,11]). Moreover, they
have been examined on different number systems, for example, quaternions and
hybrid numbers [2,6,10,14,22]. It is benefical to recall the definitions of Fibonacci
and Lucas sequences: for n ≥ 0,

Fn+2 = Fn+1 + Fn

Ln+2 = Ln+1 + Ln

where F0 = 0, F1 = 1, L0 = 2 and L1 = 1, respectively. The Binet’s formulas for
Fn and Ln are

Fn =
ϕn − ψn

ϕ− ψ
(3)

Ln = ϕn + ψn, (4)

where ϕ and ψ are the roots of the characteristic equation x2 − x− 1 = 0.
In the present paper, we deal with Leonardo sequence which has similar proper-

ties with Fibonacci sequence and denote the nth Leonardo numbers by Len . Some
properties of Leonardo numbers have been given by Catarino and Borges in [4]
and it is noteworthy to recall that Leonardo sequence is given via this recurrence
relation: for n ≥ 2,

Len = Len−1
+ Len−2

+ 1, (5)
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with the initial conditions Le0 = Le1 = 1. One can find many sequences of integers
indexed in The Online Encyclopedia of Integer Sequences, being in this case {Len} :
A001595 in [19].

Also, the following relation holds for Leonardo numbers for n ≥ 2,

Len+1
= 2Len − Len−2

. (6)

The Binet formula of the Leonardo numbers is

Len =
2ϕn+1 − 2ψn+1 − ϕ+ ψ

ϕ− ψ
(7)

where ϕ and ψ are roots of characteristic equation x3 − 2x2 + 1 = 0.
By Binet formula, the relationship between Leonardo and Fibonacci numbers is

Len = 2Fn+1 − 1 (8)

where Fn is nth Fibonacci number.
In [4], Cassini’s, Catalan’s and d’Ocagne’s identities have been obtained for

Leonardo numbers by Catarino et /it al. Moreover they have presented the 2-
dimensional recurrences relations and matrix representation of Leonardo numbers.
In [18], Shannon have defined generalized Leonardo numbers which are considered
Asveld’s extension and Horadam’s generalized sequence.

Now, we are ready to recall some identities involving Fibonacci, Lucas and
Leonardo numbers as follows, for more details related to them, please refer [1,
4, 11,22]:

Fn + Ln = 2Fn+1 (9)

Fn+rFn+s − FnFn+r+s = (−1)nFrFs (10)

Len+m + (−1)mLen−m = Lm(Len + 1)− 1− (−1)m (11)

Len+m − (−1)mLen−m = Ln+1(Lem−1 + 1)− 1 + (−1)m (12)

F 2
n − Fn+rFn−r = (−1)

n−r
F 2
r (13)

Lr+s − (−1)
s
Lr−s = 5FrFs (14)

n∑
k=1

(−1)k−1Fk+1 = (−1)n−1Fn. (15)

In the existing literature, there are also different generalizations of Fibonacci and
Lucas numbers. One of these generalizations is the bicomplex Fibonacci and Lucas
numbers and they have been defined by Nurkan et /it al. and some properties have
been presented in [14]. They have defined the bicomplex version of Fibonacci and
bicomplex Lucas numbers as follows:

BFn = Fn + Fn+1i+ Fn+2j + Fn+3ij (16)

BLn = Ln + Ln+1i+ Ln+2j + Ln+3ij (17)
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where Fn and Ln are nth Fibonacci and Lucas sequences, respectively. Further-
more, Torunbalcı have defined the bicomplex Fibonacci quaternions in [21] by

BFn = Fn + iFn+1 + jFn+2 + ijFn+3,

= Fn + iFn+1 + (Fn+2 + iFn+3) j

where i, j and ij satisfy the conditions i2 = j2 = −1, ij = ji with (ij)
2
= 1.

In [12] the authors have investigated Leonardo Pisano polynomials and hybrino-
mials with the use of the Leonardo Pisano numbers and hybrid numbers. They have
also obtained the basic algebraic properties and some identities of these polynomials
and hybrinomials.

With the motivation of these mentioned papers, here, we introduce the bicom-
plex numbers with Leonardo number components. We also aim to obtain generat-
ing function, Binet’s formula, recurrence relation, summation formula, Catalan’s,
Cassini’s and other identities.

For more details about Leonardo numbers, see [3–5,12,20].

2. Bicomplex Leonardo Numbers

In this section, by introducing the bicomplex Leonardo numbers, we study Bi-
net’s formula, summation formulas, Catalan’s and Cassini’s identities and generat-
ing function.

Definition 1. For n ⩾ 1, the nth bicomplex Leonardo numbers are defined by

BLen = Len + Len+1i+ Len+2j + Len+3ij. (18)

Throughout the paper, nth bicomplex Leonardo numbers is denoted by BLen .
From the recurrence relation (5) and the definition of bicomplex Leonardo num-

bers (18), for n ≥ 2 we get

BLen = (Len−1 + Len−2 + 1) + (Len + Len−1 + 1)i

+(Len+1 + Len + 1)j + (Len+2 + Len+1 + 1)ij,

= BLen−1 + BLen−2 + C.

For the sake of the shortness, we express 1 + i+ j + ij by C along the paper. Also
initial conditions are BLe0 = 1 + i+ 3j + 5ij and BLe1 = 1 + 3i+ 5j + 9ij.

Another recurrence relation of bicomplex Leonardo numbers can also be given
by

BLen+1
= 2BLen − BLen−2

(19)

for n ⩾ 2. Using the definition of bicomplex Leonardo numbers (18) and the
recurrence relation of Leonardo numbers (6), for n ⩾ 2 we get

BLen+1
= 2Len − Len−2

+ (2Len+1
− Len−1

)i

+(2Len+2
− Len)j + (2Len+3

− Len+1
)ij

= 2BLen − BLen−2
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with the initial values BLe0 = 1 + i+ 3j + 5ij and BLe1 = 1 + 3i+ 5j + 9ij.

Theorem 1. The generation function for the bicomplex Leonardo numbers denoted
by gBLen(t) is

gBLen(t) =
BLe0 + t(−1 + i− j − ij) + t2(1− i− j − 3ij)

1− 2t+ t3
.

Proof. Let the formal power series expression of the generating function for {BLen}
∞
n=0

be as

gBLen(t) =
∞∑
n=0

BLentn. (20)

That is

gBLen(t) = BLe0 + BLe1t+ BLe2t2 + ...+ BLektk + ...

Then, we have(
1− 2t+ t3

)
gBLen(t) =

(
1− 2t+ t3

)( BLe0 + BLe1t
+BLe2t2 + ...+ BLektk + ...

)
(
1− 2t+ t3

)
gBLen(t) = BLe0 + BLe1t+ BLe2t2 + ...+

−2BLe0t− 2BLe1t2 − 2BLe2t3 − ...

+BLe0t3 + BLe1t4 + BLe2t5 + ...

= BLe0 + t (BLe1 − 2BLe0) + t2 (BLe2 − 2BLe1)
+t3 (BLe3 − 2BLe2 + BLe0) + ...

+tk+1
(
BLek+1

− 2BLek + BLek−2

)
+ ...

Since the recurrence relation of bicomplex numbers (19) and also by using initial
conditions, we get

gBLen(t)(1− 2t+ t3) = (1 + i+ 3j + 5ij)

+t(−1 + i− j − ij) + t2(1− i− j − 3ij).

Therefore, we get the generating function for {BLen}
∞
n=0 as

∞∑
n=0

BLentn =
BLe0 + t(−1 + i− j − ij) + t2(1− i− j − 3ij)

1− 2t+ t3
.

□

Theorem 2. For any integer n ⩾ 0, we have

BLen = 2BFn+1 − C. (21)

Here BFn is nth bicomplex Fibonacci number.
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Proof. Using the definition of bicomplex Leonardo numbers (18) and the recurrence
relation between Leonardo and Fibonacci numbers (8) we get

BLen = Len + Len+1i+ Len+2j + Len+3ij,

= (2Fn+1 − 1) + (2Fn+2 − 1)i

+(2Fn+3 − 1)j + (2Fn+4 − 1)ij

= 2(Fn+1 + Fn+2i+ Fn+3j + Fn+4ij)− C

= 2BFn+1 − C.

□

Theorem 3. For any integer n ⩾ 0, the Binet’s formula for BLen is as follows:

BLen = 2(
Φϕn+1 −Ψψn+1

ϕ− ψ
)− C (22)

where Φ = 1 + ϕi+ ϕ2j + ϕ3ij and Ψ = 1 + ψi+ ψ2j + ψ3ij.

Proof. By using the definition of bicomplex Leonardo numbers (18) and the Binet’s
formula of Leonardo numbers (7), we get

BLen = 2

(
ϕn+1−ψn+1

ϕ−ψ + ϕn+2−ψn+2

ϕ−ψ i

+ϕn+3−ψn+3

ϕ−ψ j + ϕn+4−ψn+4

ϕ−ψ ij

)
− (1 + i+ j + ij) .

If the expressions Φ = 1+ϕi+ϕ2j+ϕ3ij, Ψ = 1+ψi+ψ2j+ψ3ij are used in the
last equation, we can easily obtained the result. □

Theorem 4. The summation formulas for BLen are as follows for n ≥ 0,

1)
n∑
k=0

BLek = BLen+2 − (n+ 2)C − (2i+ 4j + 8ij),

2)
n∑
k=0

BLe2k = BLe2n+1 − nC − (2i+ 2j + 4ij),

3)
n∑
k=0

BLe2k+1
= BLe2n+2 − (n+ 2)C − (2j + 4ij).

Also for n ≥ 1

4)
n∑
r=0

(−1)
r−1 BLer =

 −
(
BLen−1

+ 2 + 2j + 2ij
)
, n is even

BLen−1
− 1 + i− j − ij, n is odd.

Proof. With the use of the sums and products of terms of the Leonardo sequence
proposition (3.1) in [4] and also the definition of bicomplex Leonardo numbers, the
proof of (1), (2) and (3) follows easily.

In order to prove (4); we obtain
n∑
r=0

(−1)
r−1 BLer =

n∑
r=0

(−1)
r−1

Ler + i

n∑
r=0

(−1)
r−1

Ler+1
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+j

n∑
r=0

(−1)
r−1

Ler+2
+ ij

n∑
r=0

(−1)
r−1

Ler+3

from the definition of BLen . Then by using (5), (8) and (15) we get

n∑
r=0

(−1)
r−1 BLer =

 (−2BFn − 1 + i− j − ij) , n is even

(2BFn − 2− 2j − 2ij) , n is odd.

where BFn is nth bicomplex Fibonacci number. Taking into account (21) we com-
plete the proof. □

Now the following interesting identities in accordance with the Binet’s formula
(22) for {Len} can be presented as follows:

Theorem 5. (Catalan’s Identity) For positive integers n and r with n ≥ r, we
have

BL2
en − BLen−rBLen+r = (BLen−r + BLen+r − 2BLen)C (23)

+12(−1)n−r+1(2j + ij)F 2
r .

Proof. First, by using (22) to left hand side (LHS) then, we get

LHS =

(
2

(
Φϕn+1 −Ψψn+1

ϕ− ψ

)
− C

)(
2

(
Φϕn+1 −Ψψn+1

ϕ− ψ

)
− C

)
(24)

−
(
2

(
Φϕn−r+1 −Ψψn−r+1

ϕ− ψ

)
− C

)(
2

(
Φϕn+r+1 −Ψψn+r+1

ϕ− ψ

)
− C

)
.

By considering ϕ, ψ, Φ = 1 + ϕi + ϕ2j + ϕ3ij and Ψ = 1 + ψi + ψ2j + ψ3ij then,
we also have

Φ.Ψ = 6j + 3ij. (25)

By taking into account (13) and (25) in (LHS), one can get

LHS = (BLen−r
+ BLen+r

− 2BLen)C
+12(−1)n−r+1(2j + ij)F 2

r

which completes the proof. □

Remark that, if one takes in the case r = 1 in (23) and using the relation (1.5),
then Catalan’s identity reduces to Cassini’s identity for BLen .

Corollary 1. (Cassini’s Identity) For n ≥ 1, we have

BL2
en − BLen−1

BLen+1
= (BLen−1

− BLen−2
)C

+12(−1)n(2j + ij).
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Theorem 6. The following holds between the Fibonacci numbers and bicomplex
Leonardo numbers

BLek+m
BLek+s

− BLekBLek+m+s
= (BLek − BLek+m

+ BLek+m+s
− BLek+s

)C

+12(−1)k+1FmFs (2j + ij) .

Here k, m, and s be positive integers.

Proof. By using the Binet’s formula (22) to left hand side (LHS), we get

LHS =

(
2Φϕk+m+1 − 2Ψψk+m+1

ϕ− ψ
− C

)(
2Φϕk+s+1 − 2Ψψk+s+1

ϕ− ψ
− C

)

−

(
2Φϕk+1 − 2Ψψk+1

ϕ− ψ
− C

)(
2Φϕk+m+s+1 − 2Ψψk+m+s+1

ϕ− ψ
− C

)
= (BLek − BLek+m

+ BLek+m+s
− BLek+s

)C

+
4Φ.Ψ

(ϕ− ψ)2

(
ϕk+1ψk+1

(
−ϕmψs − ϕsψm + ψm+s + ϕm+s

))
.

Then with the use of Vajda’s identity for Fibonacci numbers (10) and (25), we have

LHS = (BLek − BLek+m
+ BLek+m+s

− BLek+s
)C

+12(−1)k+1FmFs (2j + ij) .

□

Theorem 7. The following identities between the Lucas, Leonardo, bicomplex Lu-
cas and bicomplex Leonardo numbers are as follows:

BLen+m
+ (−1)mBLen−m

= L
m
BLen + (Lm − (−1)m − 1)C (26)

BLen+m
− (−1)mBLen−m

= (Lem−1
+ 1)BLn+1 + ((−1)m − 1)C. (27)

Here n and m are positive integers, with n ≥ m.

Proof. For the proof of (26), by using the definition of bicomplex Leonardo numbers
to left hand side (LHS), we get

LHS = (Len+m
+ (−1)mLen−m

) + (Len+m+1
+ (−1)mLen−m+1

)i

+(Len+m+2
+ (−1)mLen−m+2

)j + (Len+m+3
+ (−1)mLen−m+3

)ij.

Taking into account (11), we obtain

LHS = L
m
BLen + C(Lm − (−1)m − 1).

By taking into account (1.11) the proof of (27) can obtained in a similar manner. □

Theorem 8. The following identity between the Fibonacci and bicomplex Leonardo
numbers as follows:

BLem+r
BLem−r

− BLem+s
BLem−s

=
(
BLem+s

− BLem+r
+ BLem−s

− BLem−r

)
C
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+12 (2j + ij)
(
(−1)

m−s+1
F 2
s + (−1)

m−r
F 2
r

)
Here m, r and s are positive integers with m ≥ r and m ≥ s.

Proof. By using (22) to left hand side (LHS), we have

LHS =

(
2
Φϕm+r+1 −Ψψm+r+1

ϕ− ψ
− C

)(
2
Φϕm−r+1 −Ψψm−r+1

ϕ− ψ
− C

)
−
(
2
Φϕm+s+1 −Ψψm+s+1

ϕ− ψ
− C

)(
2
Φϕm−s+1 −Ψψm−s+1

ϕ− ψ
− C

)
= (BLem+s

− BLem+r
+ BLem−s

− BLem−r
)C

− 4ΦΨ

(ϕ− ψ)2
(
ϕmψm

(
−ϕrψ−r − ϕ−rψr + ϕsψ−s + ϕ−sψs

))
.

= (BLem+s
− BLem+r

+ BLem−s
− BLem−r

)C

−4Φ.Ψ

[
ϕmψm

(ϕ− ψ)2
(
ϕsψ−s + ϕ−sψs − 2

)
− ϕmψm

(ϕ− ψ)2
(
ϕrψ−r + ϕ−rψr − 2

)]
On the other hand, we can show that

F 2
m − Fm+rFm−r = (−1)

m−r
F 2
r

=
ϕmψm

(ϕ− ψ)2
(
ϕrψ−r + ϕ−rψr − 2

)
.

Also by using above equation and (25) in (LHS), we get

LHS =
(
BLem+s

− BLem+r
+ BLem−s

− BLem−r

)
C

+12 (2j + ij)
(
(−1)

m−s+1
F 2
s + (−1)

m−r
F 2
r

)
.

□

Theorem 9. The following identity between the Lucas and bicomplex Leonardo
numbers is provided:

BLenBLem − BLesBLer = (BLes − BLen + BLer − BLem)C

+
12

5
(2j + ij) ((−1)

m
Ln−m − (−1)

r
Ls−r) .

Here n, m, s and r are positive integers with n ≥ m, s ≥ r and n+m = s+ r.

Proof. By using (22) to left hand side (LHS), we get

LHS =

(
2
Φϕn+1 −Ψψn+1

ϕ− ψ
− C

)(
2
Φϕm+1 −Ψψm+1

ϕ− ψ
− C

)
−
(
2
Φϕs+1 −Ψψs+1

ϕ− ψ
− C

)(
2
Φϕr+1 −Ψψr+1

ϕ− ψ
− C

)
= (BLes − BLen + BLer − BLem)C
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+
4Φ.Ψ

(ϕ− ψ)2
(ϕnψm + ϕmψn − ϕsψr − ϕrψs) .

From (14) and (25), we also obtain that

LHS = (BLes − BLen + BLer − BLem)C

+
12

5
(2j + ij) ((−1)

m
Ln−m − (−1)

r
Ls−r) .

This completes the proof. □

Theorem 10. For r and s positive integers with r ≥ 1, s ≥ 1, then we have

BLes+1
BLer+1

− BLes−1
BLer−1

= 4

[
−5Fs+r+3 + 5Fs+r+7 + 2i(Fs+r+3 − Fs+r+7)

−2jFs+r+5 + 4ijFs+r+5

]
−(BLes + BLer + 2C)C.

Proof. By using (22) to left hand side (LHS), we get

LHS =

(
2
Φϕs+2 −Ψψs+2

ϕ− ψ
− C

)(
2
Φϕr+2 −Ψψr+2

ϕ− ψ
− C

)
−
(
2
Φϕs −Ψψs

ϕ− ψ
− C

)(
2
Φϕr −Ψψr

ϕ− ψ
− C

)
= −(BLes + BLer + 2C)C

+
4

(ϕ− ψ)2
(
Φ2ϕs+r

(
ϕ4 − 1

)
+Ψ2ψs+r

(
ψ4 − 1

))
.

Here, if we use the Binet formula for the Lucas numbers (4) and make the necessary
calculations, we obtain

LHS = −(BLes + BLer + 2C)C

+(−2Ls+r+5 + Ls+r+1 + Ls+r+9) + i (4Ls+r+5 − 2Ls+r+1 − Ls+r+9)

+j (−2Ls+r+7 + 2Ls+r+3) + k (4Ls+r+7 − 4Ls+r+3)

Also by using the equation (14), we have

LHS = −(BLes + BLer + 2C)C

+4

[
−5Fs+r+3 + 5Fs+r+7 + 2i(Fs+r+3 − Fs+r+7)

−2jFs+r+5 + 4ijFs+r+5

]
.

This completes the proof. □

3. Conclusion

In the present paper, bicomplex Leonardo numbers with coefficients of basis of
Leonardo numbers have been introduced. First of all the recurrence relation and
generating function for these numbers have been obtained. Then summation for-
mulas for these numbers have been provided. Furthermore, Catalan’s and Cassini’s
identities and some interesting properties have been given.
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Abstract. In this research, we take into account the Kirchhoff type equation
with variable exponent. The Kirchhoff type equation is known as a kind of

evolution equations,namely, PDEs, where t is an independent variable. This

type problem can be extensively used in many mathematical models of various
applied sciences such as flows of electrorheological fluids, thin liquid films, and

so on. This research, we investigate the upper bound for blow up time under
suitable conditions.

1. Introduction

In this work, we deal with the upper bounds of blow up time of solutions of the
p-Kirchhoff type equation with variable exponent

utt −M
(
∥∇u∥pp

)
∆pu+ |ut|r(·)−2

ut = |u|q(·)−2
u, (x, t) ∈ Ω× (0, T ) ,

u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) , x ∈ Ω,

u (x, t) = 0, ∂Ω× (0, T ) ,

(1)

where Ω is a bounded domain and this bounded has the smooth boundary ∂Ω in
Rn (n ≥ 1). The term

∆pu = div
(
|∇u|p−2 ∇u

)
with p ≥ 2

is called and p-Laplacian and

M (s) = 1 + s.
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The variable exponents r (·) and q (·) are taken as measurable functions on Ω sat-
isfying

2 ≤ r− ≤ r (x) ≤ r+ < q− ≤ q (x) ≤ q+ ≤ q∗, (2)

where 
r− = ess inf r (·)

x∈Ω

, r+ = ess sup r (·)
x∈Ω

,

q− = ess inf q (·)
x∈Ω

, q+ = ess sup q (·)
x∈Ω

,

and

q∗ =

{
∞, if n = 1, 2,
2n
n−2 , if n ≥ 3.

The problem (1) generalizes the model of Kirchhoff [8]. The Kirchhoff equation as
an extension of the classical D’Alembert’s wave equation for free vibrations of elastic
strings. The equations with variable exponents can appear research fields such as
image processing, nonlinear elasticity theory and electrorheological fluids [5, 6, 19].

In [14], the some problem (1) was studied. The authors proved the stability and
the global existence of the solution with positive initial energy.

When p ≡ 2, (1) is reduced to following Kirchhoff equation

utt −M
(
∥∇u∥22

)
∆u+ ut |ut|r(·)−2

= u |u|q(·)−2
. (3)

In [16], Pişkin studied Eq. (3) for the blow up of solutions.

When M
(
∥∇u∥22

)
≡ 1, (3) is reduced to following wave equation

utt −∆u+ ut |ut|r(·)−2
= u |u|q(·)−2

. (4)

In [13], Messaoudi et al. took into consideration equation Eq. (4). The authors
discussed the local existence and the blow up of solutions.

Messaoudi and Talahmeh [12] considered the following quasilinear wave equation

utt − div
(
|∇u|p(x)−2 ∇u

)
+ ut |ut|r(x)−2

= u |u|q(x)−2
. (5)

They proved a finite-time blow-up for the solutions with negative initial energy and
for certain solutions with positive energy. Later, Li et al. [10] proved the asymptotic
stability of solutions (5). Recently, some other authors studied hyperbolic type
equations with variable exponents (see [1, 2, 4, 11,17,18,20,21]).

Motivated by the above studies, in this work, we consider the upper bounds of
blow up time of the solution (1) under suitable conditions.

This work is outlined as the following: In the section 2, we give some results about
the variable exponent Sobolev spaces (W 1,p(·) (Ω)) and Lebesgue spaces (Lp(·) (Ω)).
In the last section, the upper bounds of blow up time will be proved.
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2. Preliminaries

In this part, we give some results in relation to the variable exponent spaces
(Lp(·) (Ω) and W 1,p(·) (Ω)). For more details, see [6, 7, 9, 15].

Let Ω is a bounded domain of Rn, p : Ω → [1,∞) be a measurable function. We
define the variable exponent Lebesgue space by

Lp(·) (Ω) =
{
u : Ω → R, u is measurable and ρp(.) (λu) < ∞, for some λ > 0

}
where

ρp(.) (u) =

∫
Ω

|u|p(x) dx.

The space Lp(·) (Ω) endowed with the norm (Luxemburg norm)

∥u∥p(·) = inf

λ > 0 :

∫
Ω

∣∣∣u
λ

∣∣∣p(x) dx ≤ 1

 ,

Lp(x) (Ω) is a Banach space.
Next we define the variable exponent Sobolev space W 1,p(x) (Ω) as follows

W 1,p(·) (Ω) =
{
u ∈ Lp(x) (Ω) : ∇u exists and |∇u| ∈ Lp(x) (Ω)

}
.

It can be seen the Sobolev space with the variable exponent is a Banach space with
respect to the norm

∥u∥1,p(x) = ∥u∥p(x) + ∥∇u∥p(x) .

The spaceW
1,p(x)
0 (Ω) is defined as the closure of C∞

0 (Ω) inW 1,p(x) (Ω) with respect

to the norm ∥u∥1,p(x) . For u ∈ W
1,p(x)
0 (Ω) , we define an equivalent norm

∥u∥1,p(x) = ∥∇u∥p(x) .

The variable exponents p (·) and q (·) satisfy the log-Hölder continuity condition:

|p (x)− p (y)| ≤ − B

log |x− y|
, for all x, y ∈ Ω and |x− y| < δ, (6)

where B > 0, 0 < δ < 1.

Lemma 1. [6]. Suppose that (6) holds. Then

∥u∥p(·) ≤ c ∥∇u∥p(·) , for all u ∈ W
1,p(·)
0 (Ω) ,

where c = c (p−, p+, |Ω|) > 0.

The above inequality is known as Poincare inequality.
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Lemma 2. [6]. Let p (·) ∈ C
(
Ω
)
and q : Ω → [1,∞) be a measurable function and

satisfy

essinf
x∈Ω

(p∗ (x)− q (x)) > 0.

Then the Sobolev embedding W
1,p(·)
0 (Ω) ↪→ Lq(·) (Ω) is continuous and compact,

here

p∗ (x) =

{
np−

n−p− , if p− < n

∞, if p− ≥ n.

By combining arguments of [3,13], we have the following local existence theorem.

Theorem 1. Suppose that (2) and (6) hold, and let (u0, u1) ∈ W 1,p
0 (Ω)× L2 (Ω) ,

then there exists a unique solution u (x, t) of the problem (1), which satisfies

u ∈ L∞
(
[0, T ) ;W 1,p

0 (Ω)
)
,

ut ∈ L∞ ([0, T ) ;L2 (Ω)
)
∩ Lr(·) (Ω× (0, T )) .

3. Upper bounds for blow up time

In this part, we will proved the the upper bounds of blow up of solutions for the
problem (1). Firstly, we give the following lemma.

Lemma 3. [13]. If q : Ω → [1,∞) is a measurable function and

2 ≤ q− ≤ q (·) ≤ q+ <
2n

n− 2
; n ≥ 3 (7)

hold, then we have the following estimates:
i)

ρ
s

q−

q(.) (u) ≤ c
(
∥∇u∥2 + ρq(.) (u)

)
, (8)

ii)

∥u∥sq− ≤ c
(
∥∇u∥2 + ∥u∥q

−

q−

)
, (9)

iii)

ρ
s

q−

q(.) (u) ≤ c
(
|F (t)|+ ∥ut∥2 + ρq(.) (u)

)
, (10)

iv)

∥u∥sq− ≤ c
(
|F (t)|+ ∥ut∥2 + ∥u∥q

−

q−

)
, (11)

v)

c ∥u∥q
−

q− ≤ ρq(.) (u) (12)

for any u ∈ H1
0 (Ω) and 2 ≤ s ≤ q, where c > 1 a positive constant and F (t) =

−E (t) .

Now, the main result of this work is given in the following theorem.
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Theorem 2. Let the assumptions of Theorem 1 hold true and suppose that

E (0) < 0.

Then the solution of the problem (1) blows up in finite time.

Proof. Multiplying the equation in the problem (1) by ut and integrating on Ω ,
we obtain∫
Ω

ututtdx−
∫
Ω

utM
(
∥∇u∥pp

)
∆pudx+

∫
Ω

ut |ut|r(x)−2
utdx =

∫
Ω

ut |u|q(x)−2
udx.

If each term is calculated separetely and if these found terms are written in their
place, we get this equality.

d

dt

1
2
∥ut∥2 +

1

p
∥∇u∥pp +

1

2p
∥∇u∥2pp −

∫
Ω

1

q (x)
|u|q(x) dx

 = −
∫
Ω

|ut|r(x) dx,

E′ (t) = −∥ut∥r(x)r(x) , (13)

where

E (t) =
1

2
∥ut∥2 +

1

p
∥∇u∥pp +

1

2p
∥∇u∥2pp −

∫
Ω

1

q (x)
|u|q(x) dx. (14)

Set

F (t) = −E (t) ,

then E (0) < 0 and (13) gives F (t) ≥ F (0) > 0. Also, by the definition F (t) , we
get

F (t) = −1

2
∥ut∥2 −

1

p
∥∇u∥pp −

1

2p
∥∇u∥2pp +

∫
Ω

1

q (x)
|u|q(x) dx

≤
∫
Ω

1

q (x)
|u|q(x) dx

≤ 1

q−
ρq(.) (u) . (15)

Define

Φ (t) = F 1−σ (t) + ε

∫
Ω

uutdx, (16)

where ε small to be chosen later and

0 < σ ≤ min

{
q− − r+

(r+ − 1) q−
,
q− − 2

2q−

}
. (17)

Calculation the derivative of (16) and using the equation in the problem (1), we
find

Φ′ (t) = (1− σ)F−σ (t)F ′ (t) + ε

∫
Ω

(
u2
t + uutt

)
dx
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= (1− σ)F−σ (t)F ′ (t) + ε ∥ut∥2 − ε ∥∇u∥pp

−ε ∥∇u∥2pp + ε

∫
Ω

|u|q(x) dx− ε

∫
Ω

uut |ut|r(x)−2
dx. (18)

Use the definition of the F (t) , it follows that

−εq− (1− µ)F (t) =
εq− (1− µ)

2
∥ut∥2 +

εq− (1− µ)

p
∥∇u∥pp

+
εq− (1− µ)

2p
∥∇u∥2pp

−εq− (1− µ)

∫
Ω

1

q (x)
|u|q(x) dx, (19)

where 0 < µ < 1.
Add and subtract (19) into (18), we obtain

Φ′ (t) ≥ (1− σ)F−σ (t)F ′ (t) + εq− (1− µ)F (t)

+ε

(
q− (1− µ)

2
+ 1

)
∥ut∥2 + ε

(
q− (1− µ)

p
− 1

)
∥∇u∥pp

+ε

(
q− (1− µ)

2
− 1

)
∥∇u∥2pp + εµ

∫
Ω

|u|q(x) dx

−ε

∫
Ω

uut |ut|r(x)−2
dx. (20)

Then, for µ small enough, we derive

Φ′ (t) ≥ εβ
[
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ρq(.) (u)

]
+(1− σ)F−σ (t)F ′ (t)− ε

∫
Ω

uut |ut|r(x)−2
dx, (21)

where

β = min

{
q− (1− µ) , εµ,

q− (1− µ)

p
− 1,

q− (1− µ)

2
− 1,

q− (1− µ)

2
+ 1

}
> 0

and

ρq(·) (u) =

∫
Ω

|u|q(·) dx.

By using Young inequality, the last term of (21) yields

XY ≤ δkXk

k
+

δ−lY l

l
,

where X,Y ≥ 0, δ > 0, k, l ∈ R+ such that 1
k + 1

l = 1. Hence, we have∫
Ω

|ut|r(x)−1
udx ≤

∫
Ω

1

r (x)
δr(x) |u|r(x) dx+

∫
Ω

r (x)− 1

r (x)
δ−

r(x)
r(x)−1 |ut|r(x) dx
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≤ 1

r−

∫
Ω

δr(x) |u|r(x) dx+
r+ − 1

r+

∫
Ω

δ−
r(x)

r(x)−1 |ut|r(x) dx, (22)

where δ is constant depending on the time t and specified later. Using the inequality
(22), we obtain from (21) that

Φ′ (t) ≥ εβ
[
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ρq(.) (u)

]
+(1− σ)F−σ (t)F ′ (t)− ε

1

r−

∫
Ω

δr(x) |u|r(x) dx

−ε
r+ − 1

r+

∫
Ω

δ−
r(x)

r(x)−1 |ut|r(x) dx. (23)

Therefore, by picking δ so that δ−
r(x)

r(x)−1 = bF−σ (t) , where b > 0 will be determined
later, we have

Φ′ (t) ≥ εβ
[
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ρq(.) (u)

]
+(1− σ)F−σ (t)F ′ (t)− ε

1

r−

∫
Ω

b1−r(x)Fσ(r(x)−1) (t) |u|r(x) dx

−ε
r+ − 1

r+

∫
Ω

bF−σ (t) |ut|r(x) dx

≥ εβ
[
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ρq(.) (u)

]
+(1− σ)F−σ (t)F ′ (t)− ε

b1−r−

r−
Fσ(r+−1) (t)

∫
Ω

|u|r(x) dx

−ε

(
r+ − 1

r+

)
bF−σ (t)

∫
Ω

|ut|r(x) dx

≥ εβ
[
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ρq(.) (u)

]
+

[
(1− σ)− ε

(
r+ − 1

r+

)
b

]
F−σ (t)F ′ (t)

−ε
b1−r−

r−
Fσ(r+−1) (t)

∫
Ω

|u|r(x) dx. (24)

By using (12) and (15), we get

Fσ(r+−1) (t)

∫
Ω

|u|r(x) dx ≤ Fσ(r+−1) (t)

∫
Ω−

|u|r
−
dx+

∫
Ω+

|u|r
+

dx


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≤ Fσ(r+−1) (t) c


∫
Ω−

|u|q
−
dx


r−
q−

+

∫
Ω+

|u|q
−
dx


r+

q−


= Fσ(r+−1) (t) c

[
∥u∥r

−

q− + ∥u∥r
+

q−

]
≤ c

(
1

q−
ρq(.) (u)

)σ(r+−1)
[(

ρq(.) (u)
) r−

q−
+
(
ρq(.) (u)

) r+

q−

]

= c1

[(
ρq(.) (u)

) r−
q−

+σ(r+−1)
+
(
ρq(.) (u)

) r+

q−
+σ(r+−1)

]
(25)

where Ω− = {x ∈ Ω : |u| < 1} and Ω+ = {x ∈ Ω : |u| ≥ 1}.
We then use Lemma 3 and (17), for

s = r− + σq−
(
r+ − 1

)
≤ q−

and

s = r+ + σq−
(
r+ − 1

)
≤ q−,

to deduce, from (25),

Fσ(r+−1) (t)

∫
Ω

|u|r(x) dx ≤ c1

[
∥∇u∥2 + ρq(.) (u)

]
. (26)

Hence, substituting the inequality (26) into (24), we have

Φ′ (t) ≥ ε

(
β − b1−r−

r−
c1

)[
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ρq(.) (u)

]
+

[
(1− σ)− ε

(
r+ − 1

r+

)
b

]
F−σ (t)F ′ (t) . (27)

As for coming step, let b large enough so that γ = β − b1−r−

r− c1 > 0, and choose

ε small enough such that (1− σ)− ε
(

r+−1
r+

)
b ≥ 0 and

Φ (t) ≥ Φ (0) = F 1−σ (0) + ε

∫
Ω

u0u1dx > 0, ∀t ≥ 0. (28)

Consequently, (27) yields

Φ′ (t) ≥ εγ
[
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ρq(.) (u)

]
≥ εγ

[
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ∥u∥q

−

q−

]
, (29)

due to (12). Therefore we get,

Φ (t) ≥ Φ (0) > 0, for all t ≥ 0.
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Using the Hölder inequality, we have∣∣∣∣∫
Ω

uutdx

∣∣∣∣ 1
1−σ

≤ ∥u∥
1

1−σ ∥ut∥
1

1−σ

≤ C

(
∥u∥

1
1−σ

q− ∥ut∥
1

1−σ

)
.

Thanks to Young inequality, we get∣∣∣∣∫
Ω

uutdx

∣∣∣∣ 1
1−σ

≤ C
(
∥u∥

α
1−σ

q− + ∥ut∥
θ

1−σ

)
, (30)

for 1
α + 1

θ = 1. We take θ = 2 (1− σ) , to obtain α
1−σ = 2

1−2σ ≤ q− by (17).

Therefore, (30) becomes∣∣∣∣∫
Ω

uutdx

∣∣∣∣ 1
1−σ

≤ C
(
∥ut∥2 + ∥u∥sq−

)
,

where 2
1−2σ ≤ q−. By using (11), we get∣∣∣∣∫

Ω

uutdx

∣∣∣∣ 1
1−σ

≤ C
(
∥ut∥2 + ∥u∥q

−

q− + F (t)
)
.

Thus,

Φ
1

1−σ (t) =

[
F 1−σ (t) + ε

∫
Ω

uutdx

] 1
1−σ

≤ 2
σ

1−σ

(
F (t) + ε

1
1−σ

∣∣∣∣∫
Ω

uutdx

∣∣∣∣ 1
1−σ

)
≤ C

(
∥ut∥2 + ∥u∥q

−

q− + F (t)
)

≤ C
(
F (t) + ∥ut∥2 + ∥∇u∥pp + ∥∇u∥2pp + ∥u∥q

−

q−

)
(31)

where

(a+ b)
p ≤ 2p−1 (ap + bp)

is used.
In summary, our aim here is to obtain an inequality between the derivative of

the Φ function and its numerical power. By combining of (29) and (31), we get

Φ′ (t) ≥ µΦ
1

1−σ (t) . (32)

where µ > 0.
Integrating the inequality (32) over (0, t) yields

Φ
σ

1−σ (t) ≥ 1

Ψ− σ
1−σ (0)− µσt

1−σ

.
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This shows that solution blows up in a finite time T ∗, with

T ∗ ≤ 1− σ

µσΦ
σ

1−σ (0)
.

Hence, we finish the proof.
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NOTES ON SOME PROPERTIES OF THE NATURAL RIEMANN

EXTENSION

Filiz OCAK

Department of Mathematics, Karadeniz Technical University, Trabzon, TÜRKİYE

Abstract. Let (M,∇) be an n-dimensional differentiable manifold with a

torsion-free linear connection and T ∗M its cotangent bundle. In this con-

text we study some properties of the natural Riemann extension (M. Sekizawa
(1987), O. Kowalski and M. Sekizawa (2011)) on the cotangent bundle T ∗M .

First, we give an alternative definition of the natural Riemann extension with

respect to horizontal and vertical lifts. Secondly, we investigate metric con-
nection for the natural Riemann extension. Finally, we present geodesics on

the cotangent bundle T ∗M endowed with the natural Riemann extension.

1. Introduction

Let (M,∇) be an n-dimensional C∞-manifold with a torsion-free linear connec-
tion and π : T ∗M → M be the natural projection from its cotangent bundle T ∗M
to M . For any local chart

(
U, xj

)
, j = 1, ..., n around x ∈ M induces a local chart(

π−1 (U) , xj , xj̄ = pj

)
, j̄ = n+ 1, ..., 2n around (x, p) ∈ T ∗M , where xj̄ = pj are

the components of the covector p in each cotangent spaces T ∗
xM, x ∈ U endowed

with the natural coframe
{
dxj

}
, j = 1, ..., n. By ℑr

s (M) (ℑr
s (T

∗M)) we take the
module over F (M) (F (T ∗M)) of C∞ tensor fields of type (r, s) on M(T ∗M).

In [18] Patterson and Walker defined a semi-Riemannian metric of signature
(n, n) on the cotangent bundle T ∗M of (M,∇), called the Riemann extension. The
Riemann extension described by

R∇
(
CV,CZ

)
= −γ (∇V Z +∇ZV ) ,

where CV and CZ denote the complete lifts of the vector fields V and Z on M to
T ∗M and γ (∇V Z +∇ZV ) = ph

(
V j∇jZ

h + Zj∇jV
h
)
.

2020 Mathematics Subject Classification. 53B20, 53C07, 53C22.
Keywords. Vertical and horizontal lift, adapted frame, geodesics, natural Riemann extension,
cotangent bundle.
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Since the tensor field R∇ ∈ ℑ0
2 (T

∗M) is completely determined by its action
upon the vector fields of type HV and V ϑ, Aslanci et al.[3] give the following alter-
native definition for R∇ by

R∇
(
HV,HY

)
= R∇

(
V ϑ, V ω

)
= 0,

R∇
(
V ϑ,HY

)
= V (ϑ (Y )) = ϑ (Y ) ◦ π

for any V, Y ∈ ℑ1
0 (M) and ϑ, ω ∈ ℑ0

1 (M). The geometry of the Riemann extension
and its generalization were intensively studied in many papers (see for example [2,
4, 8-11, 14, 15-17, 19, 21]).

The natural Riemann extension ḡ as a generalization of the Riemann extension
is given by Sekizawa in [20] (see also Kowalski and Sekizawa [12]) and defined by
the three identities:

ḡ
(
CV,CZ

)
= −aV (∇V Z +∇ZV ) + bV V V Z,

ḡ
(
CV, V ω

)
= aV (ω(V )), (1)

ḡ
(
V ϑ, V ω

)
= 0

for any V,Z ∈ ℑ1
0 (M) and ϑ, ω ∈ ℑ0

1 (M), where V V = V V(x,p) = p(Vx) =∑n
k=1 pkV

k
is a function and a, b are arbitrary constants. We may assume a > 0

without loss of generality. When b ̸= 0 (resp. b = 0) , ḡ is called a proper (resp. a
non-proper) natural Riemannian extension. As a particular situation, when a = 1
and b = 0, we get the Riemannian extension. For further references relation to the
natural Riemann extension, see [5-7,13].

In this paper, we give an alternative definition of the natural Riemann exten-
sion with respect to horizontal lifts of vector fields and vertical lifts of covector
fields. Also, we present the Levi-Civita connection and Christoffel symbols with
respect to the adapted frame. In Sect. 4, we show that the horizontal lift H∇ of
the torsion-free connection ∇ to the cotangent bundle T ∗M is a metric connection
with respect to the natural Riemann extension. In Theorem 3 , we find that the
metric connectionH∇ has a vanishing scalar curvature with respect to the natu-
ral Riemann extension. In Sect. 5, we investigate the geodesics on the cotangent
bundle T ∗M with respect to the natural Riemann extension.

2. Preliminaries

Let ϑ = ϑkdx
k and V = V k ∂

∂xk be the local statements in U ⊂ M of a covector

field (1-form) ϑ ∈ ℑ0
1 (M) and a vector field V ∈ ℑ1

0 (M), respectively. The vertical
lift V ϑ of ϑ, the horizontal and complete lift HV, CV of V are defined, respectively,
by

V ϑ =
∑
k

ϑk∂k̄,

HV = V k∂k +
∑
k

phΓ
h
kjV

j∂k̄, (2)
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CV = V k ∂

∂xk
−
∑
k

ph∂kV
h ∂

∂xk̄
,

where ∂
∂xk = ∂k,

∂
∂xk̄ = ∂k̄ and Γh

kj are the components of ∇ on M [21].

From (2), the complete lift CV of V ∈ ℑ1
0 (M) is expressed by

CV = HV − V (p (∇V )) , (3)

where p (∇V ) = pj
(
∇hV

j
)
dxh.

In U ⊂ M , we write

V(t) =
∂

∂xt
, ϑ(t) = dxt, t = 1, 2, ..., n.

From (2) and the natural frame {∂k, ∂k̄}, we can see that these vector fields have,
respectively, the local expressions{

V ϑ(t) = f̃(t̄) = ∂t̄,
HV(t) = f̃(t) = ∂t +

∑
h

paΓ
a
ht∂h̄.

(4)

The set
{
HV(t),

V ϑ(t)
}

=
{
f̃(t), f̃(t̄)

}
=

{
f̃(β)

}
is called adapted frame to the

connection ∇ in π−1 (U) ⊂ T ∗M .
We now consider local 1-forms ω̃α in π−1 (U) defined by

ω̃α = Āα
Bdx

B ,

where

A−1 =
(
Āα

B

)
=

(
Āi

j Āi
j̄

Āī
j Āī

j̄

)
=

(
δij 0

−paΓ
a
ij δji

)
. (5)

The matrix (5) is the inverse of the matrix

A =
(
Aβ

A
)
=

(
Aj

i Aj̄
i

Aj
ī Aj̄

ī

)
=

(
δij 0

paΓ
a
ij δji

)
(6)

of the transformation f̃β = Aβ
A∂A (see [4]). In what follows, the set {ω̃α} is called

the coframe dual of the adapted frame
{
f̃(β)

}
, i.e. ω̃α

(
f̃β

)
= Āα

BAβ
B = δαβ .

The Lie bracket operations of the adapted frame
{
f̃(β)

}
on the cotangent bundle

T ∗M are given by [
f̃(t), f̃(l)

]
= paRtlk

af̃(k̄),[
f̃(t̄), f̃(l̄)

]
= 0, (7)[

f̃(t), f̃(l̄)

]
= −Γl

tkf̃(k̄),
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where Rtlk
a being local components of the curvature tensor R of ∇ on M .

Hence we have the undermentioned components for vector fields V ϑ, HV and
CV on T ∗M

V ϑ =

(
0
ϑj

)
, HV =

(
V j

0

)
and CV =

(
V j

−ph∇jV
h

)
(8)

in the adapted frame
{
f̃(β)

}
.

3. The Natural Riemann Extension

Using (1) and (3), the natural Riemann extension ḡ is determined by its action
on V ϑ, HV . Then we find

ḡ
(
HV,HZ

)
= bV V V Z = bp(V )p(Z),

ḡ
(
HV, V ω

)
= aV (ω(V )) = (ω(V )) ◦ π, (9)

ḡ
(
V ϑ, V ω

)
= 0

for any V,Z ∈ ℑ1
0 (M) and ϑ, ω ∈ ℑ0

1 (M), where a > 0, a, b are arbitrary constants

and V V = V V(x,p) = p(Vx) =
∑n

k=1 pkV
k
= p (V ) is a function. By virtue of (4)

and (9), we obtain

ḡ
(
HV(j),

HZ(k)

)
= ḡ

(
f̃(j), f̃(k)

)
= ḡjk = bpjpk,

ḡ
(
HV(j),

V ϑ(k)
)
= ḡ

(
f̃(j), f̃(k̄)

)
= ḡjk̄ = adxk

(
∂

∂xj

)
= aδkj ,

ḡ
(
V ϑ(j),HV(k)

)
= ḡ

(
f̃(j̄), f̃(k)

)
= ḡj̄k = adxj

(
∂

∂xk

)
= aδjk,

ḡ
(
V ϑ(j), V ω(k)

)
= ḡ

(
f̃(j̄), f̃(k̄)

)
= ḡj̄k̄ = 0.

As corollary, the natural Riemann extension ḡ = (ḡ)JK has the following com-

ponents with respect to the adapted frame
{
f̃(β)

}
:

ḡ = ḡJK =

(
ḡjk ḡjk̄
ḡj̄k ḡj̄k̄

)
=

(
bpjpk aδkj
aδjk 0

)
. (10)

Using ḡJK g̃KI = δIJ , we obtain the inverse g̃JK of the matrix ḡJK as follows

g̃ = g̃JK =

(
0 1

aδ
j
k

1
aδ

k
j − b

a2 pjpk

)
. (11)

The Levi-Civita connection ∇̄ of the natural Riemann extension ḡ is given by the
following formulas:
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Theorem 1. In adapted frame
{
f̃(β)

}
, the Levi-Civita connection ∇̄ of the natural

Riemann extension ḡ on T ∗M is given by the following equations:

i) ∇̄f̃i
f̃j =

(
Γl
ij −

b

2a

(
δlipj + δljpi

))
f̃l +

(
b

a
pkplΓ

k
ji − pkRjli

k

)
f̃l̄,

ii) ∇̄f̃i
f̃j̄ =

(
b

2a

(
δjl pi + δjipl

)
− Γj

li

)
f̃l̄,

iii) ∇̄f̃ī
f̃j =

b

2

(
δijpl + δilpj

)
f̃l̄, (12)

iv) ∇̄f̃ī
f̃j̄ = 0

where Rlji
s, Γl

ij are respectively the components of the curvature tensor and coeffi-
cients of ∇.

Proof. The Koszul formula is given by

2ḡ
(
∇̄Ṽ W̃ , Z̃

)
= Ṽ

(
ḡ
(
W̃ , Z̃

))
+ W̃

(
ḡ
(
Z̃, Ṽ

))
− Z̃

(
ḡ
(
Ṽ , W̃

))
− ḡ

(
Ṽ ,

[
W̃ , Z̃

])
+ ḡ

(
W̃ ,

[
Z̃, Ṽ

])
+ ḡ

(
Z̃,

[
Ṽ , W̃

])
for any Ṽ , W̃ , Z̃ ∈ ℑ1

0 (T
∗M). In Koszul formula, we put Ṽ = f̃i, f̃ī, W̃ = f̃j , f̃j̄ , Z̃ = f̃k, f̃k̄.

i) By using (4), (7) and (10), we have

2ḡ
(
∇̄f̃i

f̃j , f̃t

)
= f̃i

(
ḡ
(
f̃j , f̃t

))
+ f̃j

(
ḡ
(
f̃t, f̃i

))
− f̃t

(
ḡ
(
f̃i, f̃j

))
− ḡ

(
f̃i,

[
f̃j , f̃t

])
+ ḡ

(
f̃j ,

[
f̃t, f̃i

])
+ ḡ

(
f̃t,

[
f̃i, f̃j

])
=

(
∂i + pkΓ

k
hi∂h̄

)
bpjpt +

(
∂j + pkΓ

k
hj∂h̄

)
bptpi −

(
∂t + pkΓ

k
ht∂h̄

)
bpipj

− apkRjtl
kδli + apkRtil

kδlj + apkRijl
kδlt

= bpkΓ
k
hi

(
ptδ

h
j + pjδ

h
t

)
+ bpkΓ

k
hj

(
piδ

h
t + ptδ

h
i

)
− bpkΓ

k
ht

(
pjδ

h
i + piδ

h
j

)
− apkRjti

k + apkRtij
k + apkRijt

k

= 2bpkptΓ
k
ji − 2apkRjti

k

=

(
2
b

a
pkplΓ

k
ji − 2pkRjli

k

)
aδlt

= 2ḡ

((
b

a
pkplΓ

k
ji − pkRjli

k

)
f̃l̄, f̃t

)
and

2ḡ
(
∇̄f̃i

f̃j , f̃t̄

)
= f̃i

(
ḡ
(
f̃j , f̃t̄

))
+ f̃j

(
ḡ
(
f̃t̄, f̃i

))
− f̃t̄

(
ḡ
(
f̃i, f̃j

))
− ḡ

(
f̃i,

[
f̃j , f̃t̄

])
+ḡ

(
f̃j ,

[
f̃t̄, f̃i

])
+ ḡ

(
f̃t̄,

[
f̃i, f̃j

])
= −∂t̄ (bpipj) + aΓt

jkδ
k
i + aΓt

ikδ
k
j
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= 2aΓl
ijδ

t
l − b

(
δlipj + δljpi

)
δtl

= 2ḡ

((
Γl
ij −

b

2a

(
δlipj + δljpi

))
f̃l, f̃t̄

)
.

For ii), iii) and iv) we get calculations similar to those above. □

Then we write ∇̄f̃α
f̃β = Γ̄δ

αβ f̃δ in the adapted frame
{
f̃(α)

}
of T ∗M , where Γ̄δ

αβ

is the coeffients of ∇̄. Using Theorem 1, we obtain

Corollary 1. In adapted frame
{
f̃(β)

}
, the components of the Christoffel symbols

Γ̄δ
αβ of ∇̄ on (T ∗M, ḡ) are found as follows

Γ̄l
ij = Γl

ij −
b

2a

(
δlipj + δljpi

)
, Γ̄l̄

ij =
b

a
pkplΓ

k
ji − pkRjli

k,

Γ̄l̄
i j̄ =

b

2a

(
δjl pi + δjipl

)
− Γj

li, Γ̄l̄
ī j =

b

2

(
δijpl + δilpj

)
,

Γ̄l̄
ī j̄ = Γ̄l

ī j̄ = Γ̄l
ī j = Γ̄l

i j̄ = 0. (13)

Let Ṽ = Ṽ αf̃(α) = Ṽ if̃(i) + Ṽ īf̃(̄i) be a vector field on T ∗M . The covariant

derivative of Ṽ with respect to the Levi-Civita connection ∇̄ of the natural Riemann
extension ḡ is given by

∇̄βṼ
α = f̃(β)Ṽ

α + Γα
βγ Ṽ

γ .

Applying (4), (8) and (13), we find the following components for the covariant
derivatives of the vector fields HV,CV, V ϑ with respect to the Levi-Civita connection
∇̄ of the natural Riemann extension ḡ:

∇̄i
HV j = f̃(i)

HV j + Γ̄j
ik

HV k + Γ̄j

ik̄
HV k̄ = ∇iV

j − b

2a

(
piV

j + δjipkV
k
)
,

∇̄ī
HV j = f̃(̄i)

HV j + Γ̄j
īk

HV k + Γ̄j

īk̄
HV k̄ = 0,

∇̄i
HV j̄ = f̃(i)

HV j̄ + Γ̄j̄
ik

HV k + Γ̄j̄

ik̄
HV k̄ =

b

a
ptpjΓ

t
kiV

k − ptRkji
tV k,

∇̄ī
HV j̄ = f̃(̄i)

HV j̄ + Γ̄j̄
īk

HV k + Γ̄j̄

īk̄
HV k̄ =

b

2

(
pjV

i + δijpkV
k
)
.

∇̄i
CV j = ∇iV

j − b

2a

(
piV

j + δjipkV
k
)
,

∇̄ī
CV j = 0,

∇̄i
CV j̄ = −pt∇i∇jV

t +
b

a
ptpjΓ

t
kiV

k − b

2a
pt

(
pi∇jV

t + pj∇iV
t
)
− ptRkji

tV k,

∇̄ī
CV j̄ = −∇jV

i +
b

2

(
pjV

i + δijpkV
k
)
.

∇̄i
V ϑj = 0,

∇̄ī
V ϑj = 0,
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∇̄i
V ϑj̄ = ∇iϑj +

b

2a
(piϑj + pjϑi) ,

∇̄ī
V ϑj̄ = 0.

Then, we get the following theorem:

Theorem 2. The horizontal and complete lifts HV,CV ∈ ℑ1
0 (T

∗M) of V ∈ ℑ1
0 (M)

and the vertical lift V ϑ ∈ ℑ1
0 (T

∗M) of ϑ ∈ ℑ0
1 (M) are not parallel with respect to

the Levi-Civita connection ∇̄ of the natural Riemann extension ḡ.

4. The Metric Connection with Respect to the Natural Riemann
Extension ḡ

The Levi-Civita connection ∇̄ of the natural Riemann extension ḡ on the cotan-
gent bundle T ∗M is the unique connection which satisfies ∇̄ḡ = 0, and has no

torsion. Further, there exists another connection which satisfies
⌣

∇ḡ = 0, and has
non-trivial torsion tensor. This connection is called the metric connection of ḡ.

Now we consider the horizontal lift H∇ of any connection ∇ on the cotangent
bundle T ∗M defined by

H∇V ϑ
V ω = 0 , H∇V ϑ

HZ = 0,
H∇HV

V ω = V (∇V ω) , H∇HV
HZ = H (∇V Z) (14)

for any V,Z ∈ ℑ1
0 (M) and ϑ, ω ∈ ℑ0

1 (M) [21].

Let HΓγ
αβ be coefficients of H∇. Using the formula H∇αf̃(β) =

HΓγ
αβ f̃(γ), where

H∇α = H∇f̃(α)
, we obtain

HΓk
ij =

HΓk
ij , HΓk̄

i j̄ = −HΓj
ik,

HΓk̄
ī j̄

= HΓk̄
i j =

HΓk
ī j̄

= HΓk
ī j

= HΓk̄
ī j

= HΓk
i j̄ = 0. (15)

The torsion tensor T of H∇ is the skew–symmetric (1,2)-tensor field and satisfies
the following:

T
(
V ϑ, V ω

)
= 0, T

(
HV, V ω

)
= 0 , T

(
HV,HZ

)
= −γR (V,Z) ,

where R denotes the curvature tensor of ∇ and γR (V,Z) =
∑
j

phR
h
kljV

kZl ∂
∂xj̄

(see[21, p.287]).
From (9) and (14), we obtain

(
H∇V ϑḡ

) (
V ω, V ε

)
= H∇V ϑḡ

(
V ω, V ε

)
− ḡ

(
H∇V ϑ

V ω, V ε
)
− ḡ

(
V ω,H∇V ϑ

V ε
)
,

= 0(
H∇HV ḡ

) (
V ϑ, V ω

)
= H∇HV ḡ

(
V ϑ, V ω

)
− ḡ

(
H∇HV

V ϑ, V ω
)
− ḡ

(
V ϑ,H∇HV

V ω
)
,

= 0(
H∇V ϑḡ

) (
V ω,HZ

)
= H∇V ϑḡ

(
V ω,HZ

)
− ḡ

(
H∇V ϑ

V ω,HZ
)
− ḡ

(
V ϑ,H∇V ω

HZ
)
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= V ϑ
(
a
(
V (ω (Z))

))
= 0,

(
H∇HV ḡ

) (
V ω,HZ

)
= H∇HV ḡ

(
V ω,HZ

)
− ḡ

(
H∇HV

V ω,HZ
)
− ḡ

(
V ω,H∇HV

HZ
)

= H∇HV

(
a
(
V (ω (Z))

))
− ḡ

(
V (∇V ω) ,

HZ
)
− ḡ

(
V ω,H (∇V Z)

)
=

(
H∇HV a

) (
V (ω (Z))

)
+ a

(
V (∇V (ω (Z)))

)
− a

(
V ((∇V ω) (Z))

)
+ a

(
V (ω (∇V Z))

)
= a

(
V (∇V (ω (Z)))

)
− a

(
V (∇V (ω (Z)))

)
= 0,

(
H∇V ϑḡ

) (
HZ, V ε

)
= H∇V ϑḡ

(
HZ, V ε

)
− ḡ

(
H∇V ϑ

HZ, V ε
)
− ḡ

(
HZ,H∇V ϑ

V ε
)
,

= 0,(
H∇HV ḡ

) (
HZ, V ε

)
= H∇HV ḡ

(
HZ, V ε

)
− ḡ

(
H∇HV

HZ, V ε
)
− ḡ

(
HZ,H∇HV

V ε
)

= H∇HV

(
aV (ε (Z))

)
− ḡ

(
H (∇V Z) , V ε

)
− ḡ

(
HZ, V (∇V ε)

)
= V (∇V (aε (Z)))− aV (ε (∇V Z))− aV ((∇V ε) (Z)) = 0,(

H∇V ϑḡ
) (

HV,HZ
)

= H∇V ϑḡ
(
HV,HZ

)
− ḡ

(
H∇V ϑ

HV,HZ
)
− ḡ

(
HV,H∇V ϑ

HZ
)
,

= 0,

(
H∇HV ḡ

) (
HY,HZ

)
= H∇HV ḡ

(
HY,HZ

)
− ḡ

(
H∇HV

HY,HZ
)
− ḡ

(
HY,H∇HV

HZ
)

= H∇HV (bp (Y ) p (X))−V (bp (∇V Y ) p (Z))−V (bp (Y ) p (∇V Z))

= V (∇V b (p (Y )) p (Z))− V (∇V b (p (Y )) p (Z)) = 0

for any V, Y, Z ∈ ℑ1
0 (M) and ϑ, ω, ε ∈ ℑ0

1 (M), i.e. the horizontal lift H∇ of ∇ is a
metric connection.

In [21], the Ricci tensor field HRγβ of H∇ is given by:

HRkj =
HRαkj

α = HRikj
i + HRīkj

ī = Rikj
i = Rkj ,

HRk̄ j̄ =
HRk̄j =

HRkj̄ = 0, (16)

where Rkj denotes the Ricci tensor field of ∇ on M .
Now using (11) and (16) the natural Riemann extension ḡ, the scalar curvature

of H∇ is generated by

Hr = ḡγβHRγβ = ḡjkHRjk + ḡj̄kHRj̄k + ḡjk̄HRjk̄ + ḡj̄k̄HRj̄k̄ = 0.

Thus we have

Theorem 3. The cotangent bundle T ∗M with metric connection H∇ has a van-
ishing scalar curvature with respect to the natural Riemann extension ḡ.
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5. Geodesics on the Cotangent Bundle with the Natural Riemann
Extension

Let now we investigate the geodesics on the cotangent bundle with the natural
Riemann extension. Let C : xh = xh (t) be a curve in M and ωh (t) be a covector

field along C. Also, we take that C̃ be a curve on T ∗M and locally given by

xh = xh (t) , xh̄def= ph = ωh (t) . (17)

If the curve C satisfies at all the points the relation

δωh

dt
=

dωh

dt
− Γi

jh

dxj

dt
ωi = 0,

then the curve C̃ is said to be a horizontal lift of the curve C in M . Hence, the
initial condition ωh = ω0

h for t = t0 is taken, there exists a unique horizontal lift
given by (17).

If t is the arc length of a curve xA = xA (t) , A = (i, ī) in T ∗M , then the
differential equations of the geodesic is given by

δ2xA

dt2
=

d2xA

dt2
+ Γ̄A

CB

dxC

dt

dxB

dt
= 0 (18)

with respect to the induced coordinates
(
xi, xī

)
=

(
xi, pi

)
in T ∗M , where Γ̄A

CB are

components of ∇̄ defined by (13).

Now, from (5), (6) and using the adapted frame
{
f̃(β)

}
, we write the equation

(18) as follow:

θα = Ãα
Adx

A,

i.e.

θh = Ãh
Adx

A = δhi dx
i = dxh

for α = h and

θh̄ = Ãh̄
Adx

A = −paΓ
a
hjdx

j + δhj dx
j = δph

for α = h̄. Also we put

θh

dt
= Ãh

A
dxA

dt
=

dxh

dt
,

θh̄

dt
= Ãh̄

A
dxA

dt
=

δph
dt

along a curve xA = xA (t) in T ∗M . Hence,

d

dt

(
θα

dt

)
+ Γ̄α

γβ

θγ

dt

θβ

dt
= 0.
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Using (18), we obtain

a)
δ2xh

dt2
+

b

2a

(
δhi pj + δhj pi

) dxi

dt

dxj

dt
= 0,

b)
δ2ph
dt2

+ ps

(
b

a
phΓ

s
ji −Rjhi

s

)
dxi

dt

dxj

dt
+

b

2

(
δijph + δihpj

) δpi
dt

dxj

dt

+
b

2a

(
δjhpi + δjiph

) dxi

dt

δpj
dt

= 0, (19)

where δ2ph

dt2 = d
dt

(
δph

dt

)
− Γs

jh
δps

dt
dxj

dt .

Theorem 4. Let C̃ be a curve expressed locally by xh = xh (t), ph = ωh (t) with

respect to the induced coordinate system
(
xi, xī

)
=

(
xi, pi

)
on T ∗M . If the curve

C̃ satisfies the equation (19), then it is a geodesic of the natural Riemann extension
ḡ.

Let us assume that the curve (19) lies on a fibre, namely xh = const. Then we
obtain

δ2ph
dt2

= 0.

Then we find ph = kht+ nh, where khand nh are constant. With this selection, we
have proved the following:

Theorem 5. If geodesic xh = xh (t) , ph = ph(t) lies on a fibre of T ∗M endowed
with the natural Riemann extension ḡ, then: xh = ch, ph = kht + nh where ch, kh
and nh are constant.

Let now C̃ : xh = xh (t) , xh̄ = ph(t) = ωh (t) be a horizontal lift ( δph

dt = δωh

dt = 0)

of the geodesic C : xh = xh (t) ( δ
2xh

dt2 = 0) in M of ∇. Then by virtue of (19), we
obtain

Theorem 6. Let (M,∇) be an dimensional manifold with metric g and T ∗M be
its cotangent bundle with the natural Riemann extension ḡ. Then the horizontal lift
of a geodesic on M need not be a geodesic on T ∗M with respect to the connection
∇̄.
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CHROMATIC SCHULTZ POLYNOMIAL OF CERTAIN GRAPHS

Sudev NADUVATH

Department of Mathematics, CHRIST (Deemed to be University), Bangalore, INDIA

Abstract. A topological index of a graph G is a real number which is pre-

served under isomorphism. Extensive studies on certain polynomials related
to these topological indices have also been done recently. In a similar way,

chromatic versions of certain topological indices and the related polynomials

have also been discussed in the recent literature. In this paper, the chromatic
versions of the Schultz polynomial and modified chromatic Schultz polynomial

are introduced and determined this polynomial for certain fundamental graph

classes.

1. Introduction

For all terms and definitions, not defined specifically in this paper, we refer
to [10]. Further, for graph colouring, see [6, 7]. Unless mentioned otherwise, all
graphs considered here are undirected, simple, finite and connected.

A proper vertex colouring of a graph G is an assignment φ : V (G) → C of the
vertices of G, where C = {c1, c2, c3, . . . , cℓ} is a set of colours such that adjacent
vertices of G have different colours. The cardinality of the minimum set of colours
which allows a proper colouring of G is called the chromatic number of G and is
denoted χ(G). The set of all vertices of G which have the colour ci is called the
colour class of that colour ci in G. The cardinality of the colour class of a colour
ci is said to be the strength of that colour in G and is denoted by θ(ci). We can
also define a function ζ : V (G) → {1, 2, 3, . . . , ℓ} such that ζ(vi) = s if and only if
φ(vi) = cs, cs ∈ C.

A vertex colouring consisting of the colours having minimum subscripts may be
called a minimum parameter colouring (see [8]). If we colour the vertices of G
in such a way that c1 is assigned to maximum possible number of vertices, then
c2 is assigned to maximum possible number of remaining uncoloured vertices and
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Keywords. Chromatic Schultz polynomial, χ−-chromatic Schultz polynomial, χ+-chromatic
Schultz polynomial, modified chromatic Schultz polynomial.
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proceed in this manner until all vertices are coloured, then such a colouring is called
a χ−-colouring of G. In a similar manner, if cℓ is assigned to maximum possible
number of vertices, then cℓ−1 is assigned to maximum possible number of remaining
uncoloured vertices and proceed in this manner until all vertices are coloured, then
such a colouring is called a χ+-colouring of G.

A topological index of a graphG is a real number which is preserved under isomor-
phism. The chromatic versions of certain topological indices have been introduced
in [8]. The Schultz polynomials and modified Schultz polynomials of graphs are
some of such widely studied polynomials (see [1, 2, 4]).

Some chromatic version of topological indices were introduced and studied in [8]
and later the idea of chromatic topological polynomials was introduced in [9] In
this paper, we discuss the chromatic versions of certain polynomials related to the
topological indices of a graph G.

2. Chromatic Schultz Polynomial of Graphs

Note that throughout this study, we use the chromatic colourings of the graphs
under consideration. Motivated by the studies on Schultz polynomial of graphs
(see [1,2,4,5]), we can now introduce the chromatic version of the Schultz polynomial
as follows:

Definition 1. Let G be a connected graph with chromatic number χ(G). Then,
the chromatic Schultz polynomial of G, denoted by Sχ(G, x), is defined as

Sχ(G, x) =
∑

u,v∈V (G)

(ζ(u) + ζ(v))xd(u,v).

Definition 2. Let G be a connected graph with chromatic number φ− and φ+ be
the minimal and maximal parameter colouring of G. Then,

(i) the χ−-chromatic Schultz polynomial of G, denoted by Sχ−(G, x), is defined
as

Sχ−(G, x) =
∑

u,v∈V (G)

(ζφ−(u) + ζφ−(v))xd(u,v);

and
(ii) the χ+-chromatic Schultz polynomial of G, denoted by Sχ+(G, x), is defined

as

Sχ+(G, x) =
∑

u,v∈V (G)

(ζφ+(u) + ζφ+(v))xd(u,v).

Now, we can determine the chromatic Schultz polynomials of certain fundamental
graph classes.

2.1. Chromatic Schultz Polynomials of Paths. In this section, we discuss the
two types of chromatic Schultz polynomials of paths.
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Theorem 1. Let Pn be a path on n vertices. Then, we have

Sχ−(Pn, x) =


n−1
2∑

i=0

[(3n− 6i− 3)x+ (3n− 6i− 1)]x2i; if n is odd;

3 ·
n∑

i=0

(n− i)xi; if n is even.

Proof. Let V = {v1, v2, . . . , vn} be the vertex set of Pn, where the vertices are
labelled consecutively. Note that χ(Pn) = 2. Let c1, c2 be the two colours we use
for colouring Pn. We also note that te diameter of Pn is n − 1. Hence, the power
of the variable x varies from 0 to n− 1 in the Schultz polynomial of Pn. Here, we
need to consider the following two cases:

Case-1: Let n be odd. Then, with respect to a χ−-colouring, the vertices
v1, v3, v5, . . . vn get the colour c1 and the vertices v2, v4, v6, . . . , vn−1 get the colour
c2. The possible colour pairs and their numbers in G in terms of the distances
between them are listed in Table 1.

Table 1. A list of color pairs and the distance between them in
an odd path.

Distance d(u, v) Colour pairs
Number of

pairs
Total number of

pairs

0
(c1, c1)

n+1
2 n

(c2, c2)
n−1
2

1 (c1, c2) n− 1 n− 1

2
(c1, c1)

n−1
2 n− 2

(c2, c2)
n−3
2

3 (c1, c2) n− 3 n− 3

4
(c1, c1)

n−3
2 n− 4

(c2, c2)
n−5
2

5 (c1, c2) n− 5 n− 5

6
(c1, c1)

n−5
2 n− 6

(c2, c2)
n−7
2

...
...

...
...

n− 3
(c1, c1) 2

3
(c2, c2) 1

n− 2 (c1, c2) 2 2

n− 1
(c1, c1) 1

1
(c2, c2) 0
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In the above table, the possible distances between different pairs of vertices are
written in the first column, the different colour pairs with respect to each distance
is written in the second column and the number of corresponding colour pairs with
respect to each distance is written in the third column. The total number of vertex
pairs corresponding to each distance is written in the fourth column.

From Table-1, we note that for 0 ≤ r ≤ n, the number of vertex pairs which are
at a distance r is n− r and in this case all colour pairs contain two colours, when r
is odd. But, when r is even, all colour pairs contain the same colour - either (c1, c1)
or (c2, c2). In this case, note that the number of (c1, c1)-colour pairs is

n−r+1
2 and

the number of (c2, c2)-colour pairs is
n−r−1

2 so that total number of colour pairs is
n− r. Hence,

Sχ−(Pn, x) =
∑
r odd

(1 + 2)(n− r)xr +
∑

r even

[
n− r + 1

2
· 2 + n− r − 1

2
· 4
]
xr

=
∑
r odd

(3n− 3r)xr +
∑

r even

(3n− 3r − 1)xr

=

n−1
2∑

i=0

(3n− 6i− 3)x2i+1 +

n−1
2∑

i=0

(3n− 6i− 1)x2i

=

n−1
2∑

i=0

[(3n− 6i− 3)x+ (3n− 6i− 1)]x2i.

(since 3n− 6i− 3 = 0 at i =
n− 1

2
).

Case-2: Let n be even. Then, with respect to a χ−-colouring, the vertices
v1, v3, v5, . . . vn−1 get the colour c1 and the vertices v2, v4, v6, . . . vn get the colour
c2. The possible colour pairs and their numbers in G in terms of the distances
between them are listed in the following table.
From Table-2, we have

Sχ−(Pn, x) =
∑
r odd

(1 + 2)(n− r)xr +
∑

r even

[
n− r

2
· 2 + n− r

2
· 4
]
xr

=
∑
r odd

(3n− 3r)xr +
∑

r even

(3n− 3r)xr

= 3 ·
n−1∑
i=0

(n− i)xi.

This completes the proof. □

Note that the χ+-colouring of Pn can be obtained by interchanging the colours
c1 and c2 in the χ−-colouring. Hence, as explained in the proof of above theorem,
we have
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Table 2. A list of color pairs and the distance between them in
an even path.

Distance d(u, v) Colour pairs
Number of

pairs
Total number of

pairs

0
(c1, c1)

n
2 n

(c2, c2)
n
2

1 (c1, c2) n− 1 n− 1

2
(c1, c1)

n−2
2 n− 2

(c2, c2)
n−2
2

3 (c1, c2) n− 3 n− 3

4
(c1, c1)

n−4
2 n− 4

(c2, c2)
n−4
2

5 (c1, c2) n− 5 n− 5

6
(c1, c1)

n−6
2 n− 6

(c2, c2)
n−6
2

...
...

...
...

n− 3 (c1, c2) 3 3

n− 2
(c1, c1) 1

2
(c2, c2) 1

n− 1 (c1, c2) 1 1

Theorem 2. Let Pn be a path on n vertices. Then, we have

Sχ+(Pn, x) =


n−1
2∑

i=0

[(3n− 6i− 3)x+ (3n− 6i+ 1)]x2i; if n is odd;

3 ·
n−1∑
i=0

(n− i)xi; if n is even.

2.2. Chromatic Schultz Polynomial of Cycles. In this section, we discuss the
two types of chromatic Schultz polynomials of cycles.

Theorem 3. Let Cn be a cycle on n vertices. Then, we have

Sχ−(Cn, x) =

 3n(1−x
n+2
2 )

1−x ; if n is even;

3(n+1)(1−x
n+1
2 )

1−x ; if n is odd.

Proof. Let V = {v1, v2, . . . , vn} be the vertex set of Cn, where the vertices are
labelled consecutively from one end vertex to the other in a clockwise manner.
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Note that if n is odd, then the diameter of Cn is n−1
2 and if n is even, the diameter

of Cn is n
2 . Hence, we have to consider the following two cases:

Case-1: Let n be even. Then, Cn is 2-colourable and we can label the vertices
v1, v3, v5 . . . , vn−1 by colour c1 and the vertices v2, v4, v6 . . . , vn by colour c2. Then,
for 0 ≤ i ≤ n

2 , the possible colour pairs and their numbers can be obtained from
the following table.

Table 3. A list of color pairs and the distance between them in
an even cycle.

Distance d(u, v) Colour pairs
Number of

pairs
Total number of

pairs

i, even
(c1, c1)

n
2 n

(c2, c2)
n
2

i, odd (c1, c2) n n

Then, from Table 3, we have

Sχ−(Cn, x) =
∑
i odd

3nxi +
∑

i even

[n
2
· 2 + n

2
· 4
]
xi

=
∑
i odd

3nxi +
∑

i even

(n+ 2n)xi

=

n
2∑

i=0

3nxi

=
3n(1− x

n+2
2 )

1− x
.

Case-2: Let n be odd. Then, χ(Cn) = 3 and the vertices v1, v3, v5 . . . , vn−1 by
colour c1 and the vertices v2, v4, v6 . . . , vn−2 by colour c2 and the vertex vn gets
colour c3. Then, for 0 ≤ i ≤ n−1

2 , the possible colour pairs and their numbers can
be obtained from Table 4.
When i = 0, we have∑

v∈V

(ζ(v) + ζ(v))xd(v,v) =

[
(2 + 4) · n− 1

2
+ 6 · 1

]
x0 = 3(n+ 1)x0

When i > 0 and is even, we have∑
d(u,v)=i

(ζ(u) + ζ(v))xd(u,v) =

[
(2 + 4) · n− r − 1

2
+ 3(r − 1) + (4 + 5) · 1

]
xi

= 3(n+ 1)xi
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Table 4. A list of color pairs and the distance between them in
an odd cycle.

Distance d(u, v) Colour pairs
Number of

pairs
Total number of

pairs

i = 0

(c1, c1)
n−1
2

n(c2, c2)
n−1
2

(c3, c3) 1

i > 0 and even

(c1, c1)
n−r−1

2

n

(c1, c2) r − 1

(c2, c2)
n−r−1

2

(c1, c3) 1

(c2, c3) 1

i >, odd

(c1, c1)
r−1
2

n

(c1, c2) n− r − 1

(c2, c2)
r−1
2

(c1, c3) 1

(c2, c3) 1

Similarly, when i > 0 and is odd, we have∑
d(u,v)=i

(ζ(u) + ζ(v))xd(u,v) =

[
(2 + 4) · r − 1

2
+ 3(n− r − 1) + (4 + 5) · 1

]
xi

= 3(n+ 1)xi

Therefore, Sχ−(Cn, x) =

n+1
2∑

i=0

3(n+1)xi = 3(n+1)(1−x
n+1
2 )

1−x , completing the proof. □

Note that in the χ−-colouring of an even cycle Cn if we the colours c1 and c2,
we get its χ+-colouring. It can be observed that this change makes no change
in the corresponding Schultz polynomial. But, for an odd cycle Cn, we have to
interchange the colours c1 and c3 in its χ−-colouring and keep c2 as it is to get a
χ+-colouring.

In view of this fact, the χ+-chromatic Schultz polynomial of Cn is obtained in
the following theorem.

Theorem 4. Let Cn be a cycle on n vertices. Then, we have

Sχ+(Cn, x) =

 3n(1−x
n+2
2 )

1−x ; if n is even;

(5n−3)(1−x
n+3
2 )

1−x ; if n is odd.
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2.3. Chromatic Schultz Polynomial of Complete Graphs. Next, we consider
the complete graphKn. InKn, we have d(u, v) = 1 for any two u, v ∈ V (G). There-
fore, Sχ−(Kn, x) and Sχ+(Kn, x) are the same and are first degree polynomials. The
following result provides the Schultz polynomial of a complete graph Kn.

Proposition 1. For n ≥ 2, Sχ−(Kn, x) = Sχ+(Kn, x) = (n2 +n)+ (2n2 −n− 3)x.

Proof. In any proper vertex colouring, distinct vertices in Kn get distinct colours.
Now,

∑
v∈V

2ζ(v)x0 = (2 + 4 + 6 + . . .+ 2n)x0 = n(n+ 1). Also, we have

∑
d(u,v)=1

(ζ(u) + ζ(v))x1 = (3 + 4 + 5 + . . .+ (2n− 1))x =

(
2n− 3

2
(2n+ 2)

)
x

= (2n− 3)(n+ 1)x.

Therefore, Sχ−(Kn, x) = (n2 + n) + (2n2 − n− 3)x = Sχ+(Kn, x). □

2.4. Chromatic Schultz Polynomial of Complete Bipartite Graphs. Next,
let us consider the complete bipartite graphs Ka,b, where a ≥ b.

Theorem 5. For a complete bipartite Ka,b, a ≥ b, a+b = n, we have Sχ−(Kn, x) =
(2a + 4b) + 3abx + (a(a − 1) + 2b(b − 1))x2 and Sχ+(Kn, x) = (4a + 2b) + 3abx +
(2a(a− 1) + b(b− 1))x2.

Proof. Note that Ka,b is 2-colourable and its diameter is 2. Since a ≥ b, with
respect to all a vertices in the first partition get the colour c1 and all b vertices in
the second partition get colour c2. Then, we have the following table. Then,

Table 5. A list of color pairs and the distance between them in
a complete bipartite graph.

Distance d(u, v) Colour pairs
Number of

pairs
Total number of

pairs

i = 0
(c1, c1) a

a+ b
(c2, c2) b

i = 1 (c1, c2) ab ab

i = 2
(c1, c1)

(
a
2

) (
a
2

)
+

(
b
2

)
(c2, c2)

(
b
2

)
Sχ−(Km,n, x) = (2a+ 4b) + 3abx+ (2 ·

(
a

2

)
+ 4 ·

(
b

2

)
)x2

= (2a+ 4b) + 3abx+ (a(a− 1) + 2b(b− 1))x2.

In a similar way, by interchanging c1 and c2, we can prove that Sχ+(Km,n, x) =
(4a+ 2b) + 3abx+ (2a(a− 1) + b(b− 1))x2. □
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3. Modified Chromatic Schultz Polynomials

Definition 3. Let G be a connected graph with chromatic number χ(G). Then,
the modified chromatic Schultz polynomial of G, denoted by S∗χ(G, x), is defined as

S∗χ(G, x) =
∑

u,v∈V (G)

(ζ(u)ζ(v))xd(u,v).

Definition 4. Let G be a connected graph with chromatic number φ− and varphi+

be the minimal and maximal parameter colouring of G. Then,

(i) the modified χ−-chromatic Schultz polynomial of G, denoted by S∗χ−(G, x),

is defined as

S∗χ−(G, x) =
∑

u,v∈V (G)

(ζφ−(u) · ζφ−(v))xd(u,v);

and
(ii) the χ+-chromatic Schultz polynomial of G, denoted by S∗χ+(G, x), is defined

as

S∗χ+(G, x) =
∑

u,v∈V (G)

(ζφ+(u) · ζφ+(v))xd(u,v).

The following theorems discuss the modified chromatic Schultz polynomials of
paths.

Theorem 6. Let Pn be a path on n vertices. Then, we have

S∗χ−(Pn, x) =


n−1
2∑

i=0

[
(2n− 4i− 2)x+ ( 5n−10i−3

2 )
]
x2i; if n is odd;

n−1
2∑

i=0

[
(2n− 4i− 2)x+ ( 5n−10i

2 )
]
x2i; if n is even.

Proof. If n is odd, then from Table 1, we have

S∗χ−(Pn, x) =
∑
r odd

2(n− r)xr +
∑

r even

[
n− r + 1

2
· 1 + n− r − 1

2
· 4
]
xr

=
∑
r odd

(2n− 2r)xr +
∑

r even

(
5n− 5r − 3

2

)
xr

=

n−1
2∑

i=0

(2n− 4i− 2)x2i+1 +

n−1
2∑

i=0

(
5n− 10i− 3

2

)
x2i

=

n−1
2∑

i=0

[
(2n− 4i− 2)x+

(
5n− 10i− 3

2

)]
x2i.
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If n is even, then from Table 2, we have

S∗χ−(Pn, x) =
∑
r odd

2(n− r)xr +
∑

r even

[
n− r

2
· 1 + n− r

2
· 4
]
xr

=
∑
r odd

(2n− 2r)xr +
∑

r even

(
5n− 5r

2

)
xr

=

n−1
2∑

i=0

(2n− 4i− 2)x2i+1 +

n−1
2∑

i=0

(
5n− 10i

2

)
x2i

=

n−1
2∑

i=0

[
(2n− 4i− 2)x+

(
5n− 10i

2

)]
x2i.

This completes the proof. □

Similarly, by interchanging the colours c1 and c2, we have the following result.

Theorem 7. Let Pn be a path on n vertices. Then,

S∗χ+(Pn, x) =


n−1
2∑

i=0

[
(2n− 4i− 2)x+ ( 5n−10i+3

2 )
]
x2i; if n is odd;

n−1
2∑

i=0

[
(2n− 4i− 2)x+ ( 5n−10i

2 )
]
x2i; if n is even.

The following theorems discuss the modified chromatic Schultz polynomials of
cycles.

Theorem 8. Let Cn be a cycle on n vertices. Then, we have

S∗χ−(Cn, x) =


n
2∑

i=0

(
2nx+ 5n

2

)
x2i; if n is even;

5n+17
2 +

n−1
2∑

i=1

[
(2n+ 9i+ 10)x+ 5n−18i+13

2

]
x2i; if n is odd.

Proof. If n is even and r = d(u, v), u, v ∈ V (Cn), then from Table 3, we have

S∗χ−(Cn, x) =
∑
r odd

2nxr +
∑

r even

(n
2
· 1 + n

2
· 4
)
xr

=
∑
r odd

2nxr +
∑

r even

5n

2
xr

=

n
2∑

i=0

2nx2i+1 +

n
2∑

i=0

5n

2
x2i

=

n
2∑

i=0

[
2nx+

5n

2

]
x2i.
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Let n be odd. Then, from Table 4,

S∗χ−(Cn, x) =
∑
r=0

(
n− 1

2
· 1 + n− 1

2
· 4 + 9 · 1) +

∑
r>0 and odd

(
r − 1

2
(1 + 4) + 2(n− r − 1) + (3 + 6) · 1

)
xr +

∑
r>0 and even

(
(1 + 4)

n− r − 1

2
+ 2(r − 1) + (3 + 6) · 1

)
xr

=
5n+ 17

2
+

∑
r odd

4n+ 9r + 11

2
xr +

∑
r even

5n− 9r + 13

2
xr

=
5n+ 17

2
+

n−1
2∑

i=1

4n+ 18i+ 20

2
x2i+1 +

n−1
2∑

i=1

5n− 18i+ 13

2
x2i

=
5n+ 17

2
+

n−1
2∑

i=1

[
(2n+ 9i+ 10)x+

5n− 18i+ 13

2

]
x2i.

This completes the proof. □

Similarly, interchanging c1 and c2 in even cycles and interchanging c1 and c3 in
even cycles, we get

Theorem 9. Let Cn be a cycle on n vertices. Then, we have

S∗χ+(Cn, x) =


13n−11

2 +

n−1
2∑

i=1

[
(6n+ i− 7)x+ 13n−2i−15

2

]
x2i; if n is odd;

n
2∑

i=0

(
2nx+ 5n

2

)
x2i; if n is even.

The following result provides the modified Schultz polynomial of a complete
bipartite graph Ka,b.

Theorem 10. For a complete bipartite Ka,b, a ≥ b, a+b = n, we have S∗χ−(Kn, x) =

(a + 4b) + 2abx +
(

a(a−1)
2 + 2b(b− 1)

)
x2 and Sχ+(Kn, x) = (4a + b) + 2abx +(

2a(a− 1) + b(b−1)
2

)
x2.

Proof. The proof similar to that of Theorem 5. □

4. Conclusion

In this article, we have introduced a particular type of polynomial, called chro-
matic Schultz polynomial of graphs, as an analogue of the Schultz polynomial of
graphs and determined this polynomial for certain fundamental graphs.
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The study seems to be promising for further studies as the polynomial can be
computed for many graph classes and classes of derived graphs. The chromatic
Schultz polynomial can be determined for graph operations, graph products and
graph powers. The study on Schultz polynomials with respect to different types of
graph colourings also seem to be much promising. The concept can be extended to
edge colourings and map colourings also.

These polynomials have so many applications in various fields like Mathemat-
ical Chemistry, Distribution Theory, Optimisation Techniques etc. In Chemistry,
some interesting studies using the above-mentioned concepts are possible if c(vi)
(or ζ(vi)) assumes the values such as energy, valency, bond strength etc. Similar
studies are possible in various other fields. All these facts highlight the wide scope
for further research in this area.
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ADVANCED REFINEMENTS OF BEREZIN NUMBER

INEQUALITIES

Mehmet GÜRDAL1 and Hamdullah BAŞARAN2

1,2Depatment of Mathematics, Süleyman Demirel University, Isparta, TÜRKİYE

Abstract. For a bounded linear operator A on a functional Hilbert space

H (Ω), with normalized reproducing kernel k̂η :=
kη

∥kη∥H
, the Berezin symbol

and Berezin number are defined respectively by Ã (η) :=
〈
Ak̂η , k̂η

〉
H

and

ber(A) := supη∈Ω

∣∣∣Ã(η)
∣∣∣ . A simple comparison of these properties produces

the inequality ber (A) ≤ 1
2

(
∥A∥ber +

∥∥A2
∥∥1/2
ber

)
(see [17]). In this paper, we

prove further inequalities relating them, and also establish some inequalities
for the Berezin number of operators on functional Hilbert spaces.

1. Introduction

In almost every field of engineering and research, mathematical inequalities are
the most effective instrument for identifying and describing solutions to practical
issues. The restrictions of the many types of operators covered in analysis courses,
including mathematical and functional analysis, must be carefully considered while
creating theory and applications. Numerous mathematicians and scientists have
been affected by the Berezin transformation of an operator defined on the kernel
generating the Hilbert space. Many scholar have investigated the Berezin radius
inequality in-depth, and it is covered in (3) (see [12, 13]). Researchers are really
motivated to make changes and additions to this difference [5, 7, 14, 27, 28]. The
Berezin transform is used in this paper to create a number of inequalities, notably
Kittaneh’s inequalities (see, [21, 22]), for operators in the functional Hilbert space.
A number of additional inequalities for the Berezin norm and the radius of the
Berezin operators were also illustrated using the modifications discussed before.
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Related findings can be found in [23]. The foundational ideas required to move on
with the research’s findings will now be presented.

Assume that L (H) stands for the C∗-algebra of all bounded linear operators on
a complex Hilbert space H with inner product ⟨., .⟩. The numerical range W (T )
is the representation of the sphere of H under the corresponding quadratic form
x → ⟨Tx, x⟩ for a bounded linear operator T on a Hilbert space H. In more specific
terms, W (T ) = {⟨Tx, x⟩ : x ∈ H, ∥x∥ = 1}. Additionally, the numerical radius is
specified as

w (T ) = sup
λ∈W (T )

|λ| = sup
∥x∥=1

|⟨Tx, x⟩| .

We recall that the usual operator norm of an operator T is defined to be

∥T∥ = sup {∥Tx∥ : x ∈ H, ∥x∥ = 1} .

Recall that ifA ∈ L (H) and if f is a nonnegative increase on [0,∞], then ∥f (|A|)∥ =

f (∥A∥). Here |A| represents positive operator (A∗A)
1
2 .

Let Ω be a subset of a topological space X such that boundary ∂Ω is nonempty.
Let H = H(Ω) be an infinite-dimensional Hilbert space of functions defined on Ω.
We say that H is a functional Hilbert space (FHS) or reproducing kernel Hilbert
space if the following two conditions are satisfied:

(i) for any η ∈ Ω, the functionals f → f(η) are continuous on H;
(ii) for any η ∈ Ω, there exists fη ∈ H such that fη (η):
According to the classical Riesz representation theorem, the assumption (i) im-

plies that for any η ∈ Ω there exists kη ∈ H such that

f(η) = ⟨f, kη⟩ , f ∈ H.

The function kη is called the reproducing kernel of H at point η. Note that by

(ii), we surely have kη ̸= 0 and we denote k̂η as the normalized reproducing kernel,

that is k̂η =
kη

∥kη∥ .

The Berezin transform associates smooth functions with operators on Hilbert
spaces of analytic functions.

Definition 1. Let H be a FHS on a set Ω and let T be a bounded linear operator
on H.
(i) For η ∈ Ω, the Berezin transform of T at η (or Berezin symbol of T ) is

T̃ (η) :=
〈
T k̂η, k̂η

〉
H
.

(ii) The Berezin range of T (or Berezin set of T ) is

Ber(T ) := Range(T̃ ) =
{
T̃ (η) : η ∈ Ω

}
.

(iii) The Berezin radius of T (or Berezin number of T ) is

ber(T ) := sup
η∈Ω

∣∣∣T̃ (η)∣∣∣ .
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We also define the following so-called Berezin norm of operators T ∈ B (H) :

∥T∥Ber := sup
η∈Ω

∥∥∥T k̂η∥∥∥ .
It is easy to see that actually ∥T∥Ber determines a new operator norm in L (H (Ω))
(since the set of reproducing kernels {kη : η ∈ Ω} span the space H (Ω)). It is also
trivial that ber (T ) ≤ ∥T∥Ber ≤ ∥T∥ (for more facts about functional Hilbert spaces
and Berezin symbol, see, Aronzajn [3], Berezin [9] and Chalendar et al. [11]).

The Berezin transform T̃ is a bounded real-analytic function on Ω for each

bounded operator T on H. The Berezin transform T̃ frequently reflects the char-
acteristics of the operator T . Since F. Berezin first proposed the Berezin transform
in [9], it has become an essential tool in operator theory due to the fact that the
Berezin transforms of many significant operators include information about their
fundamental characteristics. It is said that Karaev initially explicitly introduced
the Berezin set and Berezin number in [19], also denoted as Ber(T ) and ber(T ),
respectively.

In a FHS, the Berezin range of an operator T is a subset of the numerical range of
T. Hence ber(T ) ≤ w(T ). An operator’s numeric range has a number of intriguing
characteristics. For instance, it is common knowledge that an operator’s numerical
range’s closure contains the operator’s spectrum. We refer to [1,2,16,24–26] for the
fundamental attributes of the numerical radius.

For example, is it true, or under which additional conditions the following are
true:

(i) ber (A) ≥ 1
2 ∥A∥ ;

(ii)

ber (An) ≤ ber (A)
n

(1)

for any integer n ≥ 1; more generally, if A is not nilpotent, then

C1ber (A)
n ≤ ber (An) ≤ C2ber (A)

n

for some constants C1, C2 > 0;
(iii) ber (AB) ≤ ber (A) ber(B), where A,B ∈ B(H).

If A = cI with c ̸= 0, then obviously ber (A) = |c| > |c|
2

=
∥A∥
2

. However, it is

known that in general the above inequality (i) is not satisfied (see Karaev [20]).
It is well-known that

1

2
∥A∥ ≤ w (A) ≤ ∥A∥ (2)

and

ber (A) ≤ w (A) ≤ ∥A∥ (3)

for any A ∈ L (H). Additionally, Karaev introduced additional numerical properties
of operators on the FHS in [19], including Berezin range and Berezin radius. See
[4, 6, 13, 15, 20] for the fundamental characteristics and information on these novel
concepts.
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Huban et al. [18, Theorem 3.1] have showed the following result:

ber (A) ≤ 1

2

(
∥A∥ber +

∥∥A2
∥∥ 1

2

ber

)
(4)

They also proved the following inequality as stronger than (4),

ber (A) ≤ 1

2
∥|A|+ |A∗|∥ber . (5)

Another refinement has been established by same authors (see, [17, 18])

ber2 (A) ≤ 1

2

∥∥∥|A|2 + |A∗|2
∥∥∥
ber

. (6)

Also, in the same paper, they showed that

1

4

∥∥∥|A|2 + |A∗|2
∥∥∥
ber

≤ ber2 (A) . (7)

In Section 2, we present an inequality that refines (4) and (6). Furthermore, we
establish a refinement of the inequality (7).

In the paper, we need the following lemmas, which is important. The first lemma
was introduced by Kittaneh in [22, Inequality 19].

Lemma 1. If A,B ∈ L (H) is a positive operators, then we have

∥A+B∥ ≤ 1

2

(
∥A∥+ ∥B∥

√
(∥A∥ − ∥B∥)2 + 4

∥∥∥A 1
2B

1
2

∥∥∥2) .

In particular ∥∥∥|A|2 + |A∗|2
∥∥∥ ≤

∥∥A2
∥∥+ ∥∥A2

∥∥
for any A ∈ L (H).

Second lemma is known in the literature as the generalized mixed Schwarz in-
equality (see, e.g., [21]).

Lemma 2. Let A,B ∈ L (H) and let x, y ∈ H be any vector. If f , g are nonnegative
continuous functions on [0,∞] satisfying f (t) .g (t) = t, (t ≥ 0) then

|⟨Ax, y⟩| ≤ ∥f (|A|)x∥ ∥g (|A∗|) y∥ .

In particular

|⟨Ax, y⟩| ≤
√〈

|A|2(1−υ)
x, x

〉〈
|A|2υ y, y

〉
, (0 ≤ υ ≤ 1) .

Lemma 3. ( [10, Theorem IX.2.1])If A,B ∈ L (H) are positive operators, then we
have ∥∥AtBt

∥∥ ≤ ∥AB∥t , (0 ≤ t ≤ 1) .
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2. Main Results

Using the same arguments as in [8, Theorem 1], we have the first result, a
refinement of inequality (5).

Theorem 1. Let H = H (Ω) be a FHS. If A ∈ L (H), then we have

ber (A) ≤ 1

2
min

0≤υ≤1

∥∥∥|A|2(1−υ)
+ |A∗|2υ

∥∥∥
ber

. (8)

Proof. Let k̂η be an arbitrary. By utilizing Lemma 2 and the AM-GM inequality,
we get ∣∣∣〈Ak̂η, k̂η

〉∣∣∣ ≤√〈|A|2(1−υ)
k̂η, k̂η

〉〈
|A|2υ k̂η, k̂η

〉
≤ 1

2

(〈
|A|2(1−υ)

k̂η, k̂η

〉
+
〈
|A|2υ k̂η, k̂η

〉)
≤ 1

2

〈(
|A|2(1−υ)

+ |A|2υ
)
k̂η, k̂η

〉
.

Thus, ∣∣∣〈Ak̂η, k̂η

〉∣∣∣ ≤ 1

2

〈(
|A|2(1−υ)

+ |A|2υ
)
k̂η, k̂η

〉
.

Now, taking the supremum over η ∈ Ω in the above inequality we reach

ber (A) ≤ 1

2

∥∥∥|A|2(1−υ)
+ |A∗|2υ

∥∥∥
ber

. (9)

Taking the minimum over all υ ∈ [0, 1], we have

ber (A) ≤ 1

2
min

0≤υ≤1

∥∥∥|A|2(1−υ)
+ |A∗|2υ

∥∥∥
ber

.

This completes the proof. □

The Theorem 1 accepts the following result.

Corollary 1. If A ∈ L (H) and 0 ≤ υ ≤ 1, then we have

ber (A) ≤ 1

4

(
∥A∥2(1−υ)

ber + ∥A∗∥2υber +
√(

∥A∥2(1−υ)
ber − ∥A∥2υber

)2
+ 4

∥∥∥|A|(1−υ) |A∗|υ
∥∥∥2
ber

)
.

Proof. Let k̂η be an arbitrary and 0 ≤ υ ≤ 1. We get∥∥∥|A|2(1−υ)
+ |A∗|2υ

∥∥∥
ber

≤ 1

2

(∥∥∥|A|2(1−υ)
∥∥∥
ber

+
∥∥∥|A∗|2υ

∥∥∥
ber

+

√(∥∥∥|A|2(1−υ)
∥∥∥
ber

−
∥∥∥|A∗|2υ

∥∥∥
ber

)2
+ 4

∥∥∥|A|(1−υ) |A∗|υ
∥∥∥2
ber

)
(by Lemma 1)
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=
1

2

(
∥A∥2(1−υ)

ber + ∥A∗∥2υber +
√(

∥A∥2(1−υ)
ber − ∥A∥2υber

)2
+ 4

∥∥∥|A|(1−υ) |A∗|υ
∥∥∥2
ber

)
.

Thus, by (9),

ber (A) ≤ 1
4

(
∥A∥2(1−υ)

ber + ∥|A∗|∥2υber +
√(

∥A∥2(1−υ)
ber − ∥A∥2υber

)2
+ 4

∥∥∥|A|(1−υ) |A∗|υ
∥∥∥2
ber

)
.

□

Remark 1. It follows from the Lemma 3 that

ber (A) ≤ 1

2

(
∥A∥ber +

∥∥∥|A|
1
2 |A∗|

1
2

∥∥∥
ber

)
≤ 1

2

(
∥A∥ber + ∥|A| |A∗|∥

1
2

ber

)
=

1

2

(
∥A∥ber +

∥∥A2
∥∥ 1

2

ber

)
. (10)

Our second result interprets as follows. This result includes refinement of the
inequality (6).

Theorem 2. Let H = H (Ω) be a FHS. Assume that A ∈ L (H) and f , g are
nonnegative continuous functions on [0,∞) satisfying f (t) g (t) = t, (t ≥ 0). Then
we have

ber2 (A) ≤ 1

4

∥∥f4 (|A|) + g4 (|A∗|)
∥∥
ber

+
1

4

∥∥f2 (|A|) g2 (|A∗|) + g2 (|A∗|) f2 (|A|)
∥∥
ber

≤ 1

4

∥∥f4 (|A|) + g4 (|A∗|)
∥∥
ber

. (11)

Proof. Let k̂η be a normalized reproducing kernel. Using the Lemma 2, AM-GM
inequality and Cauchy-Schwarz inequality, we get∣∣∣〈Ak̂η, k̂η

〉∣∣∣2 ≤
∥∥∥f (|A|) k̂η

∥∥∥∥∥∥g (|A∗|) k̂η
∥∥∥

≤
〈
f2 (|A|) k̂η, k̂η

〉〈
g2 (|A∗|) k̂η, k̂η

〉
≤


〈
f2 (|A|) k̂η, k̂η

〉
+
〈
g2 (|A∗|) k̂η, k̂η

〉
2

2

≤ 1

4

〈(
f2 (|A|) + g2 (|A∗|)

)
k̂η, k̂η

〉2
≤ 1

4

〈(
f2 (|A|) + g2 (|A∗|)

)2
k̂η, k̂η

〉
=

1

4

〈(
f4 (|A|) + g4 (|A∗|) + f2 (|A|) g2 (|A∗|) + g2 (|A∗|) f2 (|A|)

)
k̂η, k̂η

〉
=

1

4

〈(
f4 (|A|) + g4 (|A∗|)

)
k̂η, k̂η

〉
+

1

4

〈(
f2 (|A|) g2 (|A∗|) + g2 (|A∗|) f2 (|A|)

)
k̂η, k̂η

〉
.
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Hence,∣∣∣〈Ak̂η, k̂η

〉∣∣∣2
≤ 1

4

〈(
f4 (|A|) + g4 (|A∗|)

)
k̂η, k̂η

〉
+

1

4

〈(
f2 (|A|) g2 (|A∗|) + g2 (|A∗|) f2 (|A|)

)
k̂η, k̂η

〉
.

Now, we taking the supremum over η ∈ Ω in the above inequality we have

ber2 (A) ≤ 1

4

∥∥f4 (|A|) + g4 (|A∗|)
∥∥
ber

+
1

4

∥∥f2 (|A|) g2 (|A∗|) + g2 (|A∗|) f2 (|A|)
∥∥
ber

.

(12)
Also, by [22, Corollary 1], we have∥∥f2 (|A|) g2 (|A∗|) + g2 (|A∗|) f2 (|A|)

∥∥
ber

=
1

2

∥∥∥(f2 (|A|) + g2 (|A∗|)
)2 − (f2 (|A|)− g2 (|A∗|)

)2∥∥∥
ber

≤ 1

2

∥∥∥(f2 (|A|) + g2 (|A∗|)
)2

+
(
f2 (|A|)− g2 (|A∗|)

)2∥∥∥
ber

(13)

=
∥∥f4 (|A|) + g4 (|A∗|)

∥∥
ber

.

When we combine the relations (12) and (13), we obtain (11). □

Corollary 2. In the Theorem 2, if we accept f (t) = t1−υ and g (t) = tυ with
0 ≤ υ ≤ 1, we obtain

ber2 (A) ≤ 1

4

∥∥∥|A|4(1−υ)
+ |A∗|4υ

∥∥∥
ber

+
1

4

∥∥∥|A|2(1−υ) |A∗|2υ + |A∗|2υ |A|2(1−υ)
∥∥∥
ber

≤ 1

2

∥∥∥|A|4(1−υ)
+ |A∗|4υ

∥∥∥
ber

.

In particular,

ber2 (A) ≤ 1

4

∥∥∥|A|2 + |A∗|2
∥∥∥
ber

+
1

4
∥|A| |A∗|+ |A∗| |A|∥ber ≤

1

2

∥∥∥|A|2 + |A∗|2
∥∥∥
ber

.

We obtain on both sides of

ber2 (A) ≤ 1

4

(∥∥∥|A|2 + |A∗|2
∥∥∥
ber

+ ∥|A| |A∗|+ |A∗| |A|∥ber
)

(14)

for normal operator A.
The following consequence demonstrates that inequality (14) is likewise sharper

than inequality (4).

Corollary 3. If A ∈ L (H), then we have

ber (A) ≤ 1

2

√∥∥∥|A|2 + |A∗|2
∥∥∥
ber

+ ∥|A| |A∗|+ |A∗| |A|∥ber ≤
1

2

(
∥A∥ber +

∥∥A2
∥∥ 1

2

ber

)
.

(15)
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Proof. Since ∥|A| |A∗|∥ =
∥∥A2

∥∥ and |A| = |A∗| for any A ∈ L (H) , it is clear that

∥|A| |A∗|+ |A∗| |A|∥ber ≤ ∥|A| |A∗|∥ber + ∥|A∗| |A|∥ber
= ∥|A| |A∗|∥ber +

∥∥(|A| |A∗|)∗
∥∥
ber

(16)

= 2 ∥|A| |A∗|∥ber = 2
∥∥A2

∥∥
ber

.

So, since ∥A∥2 =
∥∥A2

∥∥ 1
2
∥∥A2

∥∥ 1
2 ≤ ∥A∥

∥∥A2
∥∥ 1

2 , we get

ber2 (A) ≤ 1

4

(∥∥∥|A|2 + |A∗|2
∥∥∥
ber

+ ∥|A| |A∗|+ |A∗| |A|∥ber
)

≤ 1

4

(∥∥A2
∥∥
ber

+ ∥A∥2ber
)
+

1

4
∥|A| |A∗|+ |A∗| |A|∥ber (by Lemma 1)

≤ 1

4

(∥∥A2
∥∥
ber

+ ∥A∥2ber
)
+

1

2

∥∥A2
∥∥
ber

(by the inequality (16))

=
1

4

(∥∥A2
∥∥
ber

+ 3 ∥A∥2ber
)

≤ 1

4

(∥∥A2
∥∥
ber

+ 2 ∥A∥ber
∥∥A2

∥∥ 1
2

ber
+ ∥A∥2ber

)
=

1

4

(∥∥A2
∥∥
ber

+
∥∥A2

∥∥ 1
2

ber

)2
.

This gives the desired result. □

Remark 2. According to the study in [17],

ber2 (A) ≤ 1

4

∥∥∥|A|2 + |A∗|2
∥∥∥
ber

+
1

2
ber (|A| |A∗|) . (17)

It is obvious that inequality (14) improves the inequality (17).

We need the following lemma (see, [23]).

Lemma 4. If A,B ∈ L (H), then we have

∥A+B∥ber ≤
√∥∥∥|A|2 + |B|2

∥∥∥
ber

+ ∥A∗B +B∗A∥ber

≤
√

∥A∥2ber + ∥B∥2ber + 2 ∥A∗B∥ber (18)

≤ ∥A∥ber + ∥B∥ber .

Our refinement of the inequality (7) is offered in the following theorem.

Theorem 3. Let H = H (Ω) be a FHS. If A ∈ L (H), then

1

4

∥∥∥|A|2 + |A∗|2
∥∥∥
ber

≤ 1

2

√
2ber4 (A) +

1

8

∥∥∥(A+A∗)
2
(A−A∗)

2
∥∥∥
ber

≤ ber2 (A) .

(19)
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Proof. Let k̂η be a normalized reproducing kernel. Let A = B+iC be the Cartesian
decomposition of A. Then B and C are self-adjoint and∣∣∣〈Ak̂η, k̂η

〉∣∣∣2 =
〈
Bk̂η, k̂η

〉2
+
〈
Ck̂η, k̂η

〉2
.

Using a little calculation, we have

∥B∥ber ≤ ber (A) and ∥C∥ber ≤ ber (A) . (20)

Now, by using Lemma 4 and the submultiplicative property of usual operator norm,
we get

1

4

∥∥∥|A|2 + |A∗|2
∥∥∥
ber

=
1

2

∥∥B2 + C2
∥∥
ber

≤ 1

2

√
∥B∥4ber + ∥C∥4ber + 2 ∥B2C2∥ber

≤ 1

2

√
2ber4 (A) + 2 ∥B2C2∥ber

(by the inequality (20))

≤ 1

2

√
2ber4 (A) + 2 ∥B∥2ber ∥C∥2ber

≤ ber2 (A) .

Thus, from the above inequalities we get

1

4

∥∥∥|A|2 + |A∗|2
∥∥∥
ber

≤ 1

2

√
2
(
ber4 (A) + ∥B2C2∥ber

)
≤ ber2 (A) ,

hence, we get (19) as required. □
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[28] Yamancı, U., Tunç, R., Gürdal, M., Berezin number, Grüss-type inequalities
and their applications, Bull. Malays. Math. Sci. Soc., 43(3) (2020), 2287-2296.

https://doi.org/10.1007/s40840-019-00804-x



Commun.Fac.Sci.Univ.Ank.Ser. A1 Math. Stat.
Volume 72, Number 2, Pages 397–406 (2023)
DOI:10.31801/cfsuasmas.1179189
ISSN 1303-5991 E-ISSN 2618-6470

http://communications.science.ankara.edu.tr

Research Article; Received: September 23, 2022; Accepted: December 18, 2022

A NEW TRANSMUTATION: CONDITIONAL COPULA WITH

EXPONENTIAL DISTRIBUTION
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Abstract. In these days, many different techniques are implemented for gen-

erating distributions. The core aim in generating distribution, is better mod-
eling capability. With generating new distribution more reliable and appro-

priate models are available for data sets. In this paper, a new distribution is

gained by evaluating the conditional diagonal section of the bivariate Farlie-
Gumbel-Morgenstern distribution with exponential marginals. Specifications

and characteristics of this new distribution are studied. The statistical assess-

ment and some reliability analyzes are carried out. The success of the new
distribution on statistical modeling is detected by using data sets in literature.

It is concluded that this new distribution suggests a model that can be used

effectively in many different lifetime data sets.

1. Introduction

The exponential distribution is one of the most popular statistical distributions.
This valuable distribution has been used widely in modeling time data sets ( [11],
[4], [12]). Exponential distribution has also been used in modeling other kinds of
data sets (see [12]).

Although this distribution is very capable of modeling very different kinds of
lifetime data sets, in some data sets, the modeling success rate may be lower.
In some studies-to fix this situation-researchers add more parameters for better
modeling ( [10], [2], [8].

Exponential distribution has some specialties that this distribution can be used
efficiently in industrial engineering and stochastic processes. ( [11], [4]). The most
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important and most known specialty of Exponential distribution is memoryless
specialty. Exponential distribution also has a constant hazard rate.

In this study, main aim is generating an efficient statistical distribution which is
more appropriate in some data sets than exponential distribution and other lifetime
distributions.

We use Farlie-Gumbel-Morgenstern distribution and each marginal distribution
in that copula function is Exponential distribution. A very similar technique was
used in a study to gain a new distribution ( [14]). In this study a different con-
dition is carried out for achieving a new distribution. In this article, Exponential
distribution gains better capability.

In this study, a new distribution for analyzing many different kinds of time
data sets was suggested. This new distribution gains good results in modeling
customer waiting times, time intervals in earthquakes and broken times in mechanic
instruments. In our presentation at first new distribution is derived. And then
the properties of new distribution are shown, and important characteristics are
introduced. Section 4 illustrates the application of the new distribution on three
data sets. There is the comparison of new distribution with most known lifetime
distributions via data sets in the literature.

2. Material and Method

Theorem 1. (Sklar’s Theorem): Let F be a joint cumulative distribution func-
tion and H and G are continuous marginals, then there is a unique copula function
C in R for every x and y ( [13]).

F (x, y) = C (H(x), G(y)) .

Farlie-Gumbel-Morgenstern (FGM) copula with marginals has a formula as fol-
lows ( [9])

C (u, v) = uv + λuv (1− u) (1− v) .

Two dimensional FGM with marginals H (x) and G (y) is as follows.

F (x, y) = H (x)G (y)
[
1 + λH̄ (x) Ḡ (y)

]
,

where H̄ and Ḡ are the respective survival functions and λ ∈ [−1, 1] represents
association parameter.
First, we assume thatH and G are the same. Next, we will deal with the probability
that the first component will fail in this range, when it is known that the second
component fails in the range (0, t]. Then the conditional distribution function is as
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below.

Pr (X ≤ t|Y ≤ t) =
H (t)G (t)

[
1 + λH̄ (t) Ḡ (t)

]
G (t)

= H (t)
[
1 + λH̄ (t) Ḡ (t)

]
= H (t)

[
1 + λH̄2 (t)

]
= (1 + λ)H (t)− λH (t)

(
1− H̄2 (t)

)
.

Thus, we obtain a univariate distribution. Let a random variable T distributed as
above and F stand for this new distribution. Now, we explore what the association
parameter means in this univariate case:
By taking 1 + λ = 2δ, where δ ∈ [0, 1], we have

F (t) = (1 + λ)H (t)− λH (t)
(
1− H̄2 (t)

)
= 2δH (t) + (1− 2δ)H (t)

(
1− H̄2 (t)

)
= δ

[
2H (t)− 2H2(t) +H3(t)

]
+ (1− δ)H (t)

(
1− H̄2 (t)

)
.

The expression in square brackets is actually a convex combination of two distri-
bution functions as follows:

2

3

(
3H (t)− 3H2(t) +H3(t)

)
+

1

3
H3(t),

where components respectively represent the distributions of min{T1, T2, T3} and
max{T1, T2, T3}, when T1, T2 and T3 are independently distributed as H. Accord-
ingly, H (t)

(
1− H̄2(t)

)
represents a distribution of max{T1,min{T2, T3}}. Thus,

F is a distribution function representing the convex combination of two distribution
functions, while λ represents a transformed combination parameter.
Hence, probability density function (pdf) of this distribution is as below.

f (t) = h (t)
(
1 + λH (t) (1− 3H (t))

)
,

where h (t) is a pdf of base distribution. In prospect of H (t) = 1− e−θt, we have

F (t) =
(
1− e−θt

) (
1 + λe−2θt

)
, (1)

and pdf of this distribution is as below.

f (t) = θe−θt
(
1 + λ

(
e−2θt − 2e−θt

(
1− e−θt

)))
, (2)

where λ ∈ [−1, 1] and θ > 0. Plots of probability density function are as follows.
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Figure 1. The pdf graphs for some parameters

According to plots in Figure 1, it was easily seen that parameter λ is the shape
parameter and parameter θ is the location parameter. With the value of the pa-
rameter λ the shape of the probability density function changes significantly and
this specialty gives us hope for this distribution to use in different kinds of data
sets at the same time.

Survival and hazard rate functions of new distribution are as follows;

F̄ (t) = e−θt − λe−2θt + λe−3θt = e−θt
(
1− λe−θt

(
1− e−θt

))
and

r (t) =
f (t)

F̄ (t)
= θ

[
2− 1− λe−2θt

1− λe−θt (1− e−θt)

]
.

If we want to calculate the risk in the starting point, we reach this value as
below.

lim
t→0

(
θ

[
2− 1− λe−2θt

1− λe−θt (1− e−θt)

])
= (1 + λ)θ.

If we want to calculate long term risk, we reach this value as below.

lim
t→∞

(
θ

[
2− 1− λe−2θt

1− λe−θt (1− e−θt)

])
= θ.

In Figures 1 and 2, it can be seen easily that parameter λ changes both the
shapes of probability density function and hazard rate function. Therefore, we
consider that this new distribution may be successful in analyzing different data
sets which may have opposite kinds of risk in the same time.

When parameter λ is between (0, 1] , the shape of the hazard rate function be-
comes bathtub. With this there are decreasing starting deaths, and in the beginning
some components rapidly break down. After that there is nearly a constant hazard
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rate for a while. At last in the final part, the components which complete life time,
break down in increasing rate and the process completes.

Figure 2. The plots of hazard rate function

When parameter λ is between [−1, 0), the shape of the hazard rate function
becomes the inverse position of the bathtub shape. This curve is symmetric to
value of parameter θ which is the hazard rate of the exponential distribution. With
this, there are increasing starting deaths, and at the beginning some components
break down rapidly. After that there is a balance and nearly constant hazard rate.
At last, the components which complete life time, break down in decreasing rate and
the process completes. This shape calls upside-down bathtub or inverse bathtub.

3. Characteristics of Distribution

3.1. Moment Generating Function (mgf).

MT (v) = E
(
evT

)
=

∫ ∞

0

evt
(
θe−θt

) (
1 + λ

(
e−2θt − 2e−θt

(
1− e−θt

)))
dt

=

∫ ∞

0

(
θe−t(θ−v) − 2λθe−t(2θ−v) + 3λθe−t(3θ−v)

)
dt

=

∫ ∞

0

θe−t(θ−v)dt− 2λ

∫ ∞

0

θe−t(2θ−v)dt+ 3λ

∫ ∞

0

θe−t(3θ−v)dt

=
θ

θ − v
− 2λθ

2θ − v
+

3λθ

3θ − v
,
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where θ > v. This is a linear combination of mgf’s of exponential distributions with

three different means 1
θ , 1

2θ and 1
3θ . In other words, for Yj ∼ Exponential

(
1
jθ

)
,

j = 1, 2, 3 this mgf can be represented as a mgf’s of Yj which are MYj
(v) = jθ

jθ−v .

MT (v) = MY1
(v)− λMY2

(v) + λMY3
(v) , θ > v. (3)

3.2. k. th Raw Moment. We can provide raw moment easily by using (3) as
follows:

E
(
T k

)
=

Γ (k + 1)

θk
− λ

Γ (k + 1)

2kθ
k

+ λ
Γ (k + 1)

3kθ
k

=
k!

θk

[
1− λ

1

2k
+ λ

1

3k

]
3.3. Expected Value and Second Order Raw Moment.

E (T ) =
1

θ
− λ

2θ
+

λ

3θ
=

6− λ

6θ
,

E
(
T 2

)
=

2

θ2
− λ

2θ2
+

2λ

9θ2
=

36− 5λ

18θ2
.

3.4. Variance.

V ar (T ) = E
(
T 2

)
− E(T )

2
=

36− 5λ

18θ2
−

(
6− λ

6θ

)2

=
36 + 2λ− λ2

36θ2
.

3.5. Maximum Likelihood Estimation. The log-likelihood function for a ran-
dom sample T1, T2, · · · , Tn from (1) is:

ℓ (θ, λ ; t) = log (L (θ, λ; t)) = n log θ − θ

n∑
i=1

ti +

n∑
i=1

log
(
1 + λ

(
3e−2θti − 2e−θti

))
.

Now, by using Log-likelihood function, we get partial derivatives with respect to
λ and θ as follows:

∂

∂λ
ℓ (θ, λ ; t) =

n∑
i=1

(
3e−2θti − 2e−θti

)
1 + λ (3e−2θti − 2e−θti)

= 0, (4)

∂

∂θ
ℓ (θ, λ ; t) =

n

θ
−

n∑
i=1

ti +

n∑
i=1

2λte−θti − 6λte−2θti

1 + λ (3e−2θti − 2e−θti)
= 0. (5)

Equating these two expressions (4) and (5) to zero and solving them simultane-
ously yields the ML estimates of the θ and λ.
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4. Results and Discussions

Now, we will compare our new distribution with most known lifetime distribu-
tions by some different kinds of data sets. While comparing distributions, we will
use Kolmogorov-Smirnov test statistics. In using Kolmogorov-Smirnov statistics,
least statistic value is appraised as best modeling. pvalue of Kolmogorov-Smirnov
statistics informs us about plausibility of the conformity.

Data 1: This data sets represent waiting times of bank customers (see Table 1).
Data set was first used by [6] and later it was evaluated by [1], [14]. We compare
new distribution with Lindley and CFGMWEM, because these distributions were
used in modeling before.

Table 1. Customer waiting times

0,1 0,2 0,3 0,7 0,9 1,1 1,2 1,8 1,9 2
2,2 2,3 2,3 2,3 2,5 2,6 2,7 2,7 2,9 3,1
3,1 3,2 3,4 3,4 3,5 3,9 4 4,2 4,5 4,7
5,3 5,6 5,6 6,2 6,3 6,6 6,8 7,3 7,5 7,7
7,7 8 8 8,5 8,5 8,7 9,5 10,7 10,9 11
12,1 12,3 12,8 12,9 13,2 13,7 14,5 16 16,5 28

Table 2. Customer waiting times test results

Model K-S p

Lindley 0,08 0,84

CFGMWEM 0,0618 0,9651

New Distribution 0,061 0,9689

Once examining Table 2, it is clear that this new distribution is capable in mod-
eling waiting times and offer a strong model. According to Kolmogorov-Smirnov
test statistics the most appropriate model is the new generated distribution.

Data 2: Second data set represent broken times of ventilation in airplanes (see
Table 3). It was used by [7] and later [12] used for comparing distributions.

Table 3. Broken times of ventilation in airplanes

23 261 87 7 120 14 62 47 225 71
246 21 42 20 5 12 120 11 3 14
71 11 14 11 16 90 1 16 52 95
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Table 4. Test results of broken times of ventilation in airplanes

Model K-S p
Exponential
Poisson-Lindley

0,129 0,6531

Weibull 0,1531 0,4394

CFGMWEM 0,1528 0,4414

New Distribution 0,1157 0,7745

When Table 4 is examined it is clear that this new distribution is capable in
modeling broken times and offer a strong model. According to Kolmogorov-Smirnov
test statistics the most appropriate model is the new generated distribution.

Data 3: We evaluate the time intervals for earthquakes in Iran (see Table 5).
These data were analyzed by [3]. This data set was also studied in Alpha-Power
Transformed Lindley Distribution by [5].

Table 5. Time intervals of earthquakes in Iran

136 1187 117 944 24 70 716 1126 378 166
152 264 275

Table 6. Test results of time intervals of earthquakes in Iran

Model K-S p

Exponential Lindley 0,1307 0,9585

Weibull 0,1527 0,8783

New Distribution 0,1241 0,9735

In Table 6, it is clear that this new distribution is capable in modeling time
intervals and offer a strong model. According to Kolmogorov-Smirnov test statistics
the most appropriate model is the new generated distribution.

5. Conclusion

Although there are many different and capable statistical distributions in use
today, many new distributions may be needed with different data sets and better
modeling opportunities. The new distribution which introduced in this study is
capable in modeling time data sets. There are many lifetime distributions but this
distribution may be very helpful in analyzing times more appropriately.

But why our new distribution is capable in modeling different kinds of data sets?
In part two we showed that the value of parameter λ could change the structure of
our new distribution. So, we consider that the values of this parameter in modeling
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may be important. In Table 7 there are maximum likelihood estimations of the
parameters in modeling data1 to data 3.

Table 7. Values of Parameters in Models

Data θ λ
Customer waiting times 0,1715 -0,622

Broken times of ventilation 0,0141 1
Time intervals of earthquakes 0,0022 0,4041

We see that the new distribution fits the datasets better than the other distri-
butions. According to test results in Table 2 to Table 6 we suggest that the new
distribution can be used in many kinds of time data sets.
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Abstract. In this paper, we generalize the known Gaussian Pell-Lucas num-

bers, and call such numbers as the generalized Gaussian k-Pell-Lucas num-
bers. We obtain relations between the family of the generalized Gaussian

k-Pell-Lucas numbers and the known Gaussian Pell-Lucas numbers. We gen-

eralize the known Gaussian Pell-Lucas polynomials, and call such polynomials
as the generalized Gaussian k-Pell-Lucas polynomials. We obtain relations

between the family of the generalized Gaussian k-Pell-Lucas polynomials and

the known Gaussian Pell-Lucas polynomials. In addition, we present the new
generalizations of these numbers and polynomials in matrix form. Then, we

get Cassini’s identities for these numbers and polynomials.

1. Introduction

Fibonacci and Lucas numbers have gained popularity in recent years, and they
are now used in a variety of branches of mathematics, including linear algebra,
applied mathematics, and calculus. In 1832, Gauss discovered Gaussian numbers,
which are complex numbers z = x+yi, x, y ∈ Z. These numbers were used to gener-
alize special sequences by numerous researchers. Therefore, the study of Gaussian
numbers is a very interesting academic area and several studies have been done on it.
Horadam [7] introduced the complex Fibonacci numbers that is Gaussian Fibonacci
numbers in 1963. Then Jordan [8] investigated Gaussian Fibonacci numbers and
Lucas numbers. These numbers are defined by GFn+1 = GFn + GFn−1, where
GF0 = i, GF1 = 1 and GLn+1 = GLn +GLn−1, where GL0 = 2− i, GL1 = 1 + 2i,
respectively. Also, many authors [1–3,5,6,12,15] have studied Gaussian Fibonacci,
Gaussian Lucas, Gaussian Jacobsthal, Gaussian Jacobsthal-Lucas, Gaussian Pell,
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Gaussian Pell-Lucas etc. numbers and their polynomials. A new family of k-
Gaussian Fibonacci numbers is given by Taş [13] and a new family of Gaussian k-

Fibonacci polynomials are defined by Taştan and Özkan [14]. Moreover they [10,11]
presented a new families of Gaussian k-Jacobsthal numbers, Gaussian k-Jacobsthal-
Lucas numbers and their polynomials and a new family of Gaussian k-Lucas num-
bers and their polynomials. In [9], Kaya and Özimamoğlu generalized the Gaussian
Pell numbers and Gauss Pell polynomials, and defined generalized Gauss k-Pell
numbers and generalized Gaussian k-Pell polynomials. They obtained Cassini’s
identities for these numbers and polynomials.

Next, we give the structure of the paper. In Section 2, we demonstrate several
well-known definitions and characteristics. In Section 3.1, we define a new family
of the generalized Gaussian k-Pell-Lucas numbers. These numbers are a general-
ization of the Gaussian Pell-Lucas numbers in [6]. We give relations between the
generalized Gaussian k-Pell-Lucas numbers and the Gaussian Pell-Lucas numbers.
Also, we determine the new generalization of these numbers in matrix form. Then
we demonstrate Cassini’s identity for these numbers.

In Section 3.2, we define a new family of the generalized Gaussian k-Pell-Lucas
polynomials. These polynomials are a generalization of the Gaussian Pell-Lucas
polynomials in [15]. We give relations between the generalized Gaussian k-Pell-
Lucas polynomials and the Gaussian Pell-Lucas polynomials. Moreover, we de-
termine the new generalization of these polynomials in matrix form. Then we
demonstrate Cassini’s identity for these polynomials. In Section 4, we conclude the
paper.

2. Material and Methods

We provide the Gaussian Pell-Lucas numbers GQn, the Gaussian Pell-Lucas
polynomials GQn (x), and the Gaussian Pell-Lucas polynomial matrix gqn (x) in
this section.

Definition 1. The Gaussian Pell-Lucas numbers {GQn}∞n=0 are defined by the
following recurrence relation:

GQn+1 = 2GQn +GQn−1, n ≥ 1 (1)

with initial conditions GQ0 = 2− 2i and GQ1 = 2 + 2i [6].

The Binet formulas for GQn are given as follows:

GQn = (αn + βn)− i (αβn + βαn) , (2)

where α = 1 +
√
2 and β = 1−

√
2 [6].

The Cassini’s identity [6] for the Gaussian Pell-Lucas numbers are given as fol-
lows:

GQn+1GQn−1 −GQ2
n = (−1)

n+1
16 (1− i) , n ≥ 1. (3)
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Definition 2. The Gaussian Pell-Lucas polynomials {GQn (x)}∞n=0 are defined by
the recurrence relation shown below:

GQn+1 (x) = 2xGQn (x) +GQn−1 (x) , n ≥ 1 (4)

with initial conditions GQ0 (x) = 2− 2xi and GQ1 = 2x+ 2i [15].

The following are the Binet formulas for GQn (x):

GQn (x) = (αn (x) + βn (x))− i (α (x)βn (x) + β (x)αn (x)) , (5)

where α (x) = x+
√
1 + x2 and β (x) = x−

√
1 + x2 [15].

The Cassini’s identity [15] for the Gaussian Pell-Lucas polynomials are given as
follows:

GQn+1 (x)GQn−1 (x)−GQ2
n (x) = 8 (−1)

n−1 (
1 + x2

)
(1− xi) , n ≥ 1. (6)

In [15], The Gaussian Pell-Lucas polynomial matrix gqn (x) is defined by

gqn (x) =

[
GQn+2 (x) GQn+1 (x)
GQn+1 (x) GQn (x)

]
, n ≥ 1.

3. Main Results

3.1. The generalized Gaussian k-Pell-Lucas numbers.

Definition 3. There are unique numbers m and r such that n = mk + r and
0 ≤ r < k, for n, k ∈ N (k ̸= 0). Then we define the generalized Gaussian k-Pell-

Lucas numbers GQ
(k)
n by

GQ(k)
n := [(αm + βm)− i (αβm + βαm)]

k−r

×
[(
αm+1 + βm+1

)
− i

(
αβm+1 + βαm+1

)]r
,

where α = 1 +
√
2 and β = 1−

√
2.

Furthermore, using the matrix methods, we can derive the generalized Gaussian
k-Pell-Lucas number. Clearly, it can be said that

GQk−1
n gqn =

[
GQ

(k)
kn+1 GQ

(k)
kn

GQ
(k)
kn GQ

(k)
kn−1

]
,

where n > 0 and

gqn =

[
GQn+1 GQn

GQn GQn−1

]
.

Various values for the generalized Gaussian k-Pell-Lucas numbers are given in Ta-
ble 1. From (2) and Definition 3, we get the following relationship between the
generalized Gaussian k-Pell-Lucas numbers and the Gaussian Pell-Lucas numbers.

GQ(k)
n := (GQm)

k−r
(GQm+1)

r
, n = mk + r. (7)

If we take k = 1 in (7), then we have that m = n and r = 0 so GQ
(1)
n = GQn.

Throughout this article, let k,m ∈ {1, 2, 3, . . .}.
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Table 1. The generalized Gaussian k-Pell-Lucas numbers GQ(k)
n for some k and n.

GQ
(k)
n k = 1 k = 2 k = 3 k = 4 k = 5 k = 6

GQ
(k)
0 2 − 2i −8i −16 − 16i −64 −128 + 128i 512i

GQ
(k)
1 2 + 2i 8 16 − 16i −64i −128 − 128i −512

GQ
(k)
2 6 + 2i 8i 16 + 16i 64 128 − 128i −512i

GQ
(k)
3 14 + 6i 8 + 16i −16 + 16i 64i 128 + 128i 512

GQ
(k)
4 34 + 14i 32 + 24i −16 + 48i −64 −128 + 128i 512i

GQ
(k)
5 82 + 34i 72 + 64i 16 + 112i −128 + 64i −128 − 128i −512

GQ
(k)
6 198 + 82i 160 + 168i 144 + 208i −192 + 256i −384 − 128i −512i

GQ
(k)
7 478 + 198i 392 + 400i 304 + 528i −128 + 704i −896 + 128i −512 − 1024i

GQ
(k)
8 1154 + 478i 960 + 952i 624 + 1328i 448 + 1536i −1664 + 1152i −2048 − 1536i

GQ
(k)
9 2786 + 1154i 2312 + 2304i 1232 + 3312i 768 + 3776i −2176 + 3968i −5632 − 1024i

GQ
(k)
10 6726 + 2786i 5568 + 5576i 3088 + 7952i 1088 + 9216i −384 + 10112i −12288 + 3584i

For k = 2, 3, 4 and n, we get the following relations between the generalized
Gaussian k-Pell-Lucas numbers and the Gaussian Pell-Lucas numbers by (1) and
(7):

(1) GQ
(2)
2n = GQ2

n,

(2) GQ
(2)
2n+1 = GQnGQn+1

(3) GQ
(2)
2n+1 = 2GQ

(2)
2n +GQ

(2)
2n−1,

(4) GQ
(2)
3n = GQ3

n,

(5) GQ
(3)
3n+1 = GQ2

nGQn+1,

(6) GQ
(3)
3n+1 = 2GQ

(3)
3n +GQ

(3)
3n−1,

(7) GQ
(3)
3n+2 = GQnGQ2

n+1,

(8) GQ
(4)
4n = GQ4

n,

(9) GQ
(4)
4n+1 = GQ3

nGQn+1,

(10) GQ
(4)
4n+1 = 2GQ

(4)
4n +GQ

(4)
4n−1,

(11) GQ
(4)
4n+2 = GQ2

nGQ2
n+1,

(12) GQ
(4)
4n+3 = GQnGQ3

n+1.

Proposition 1. For k and n, we have GQ
(k)
kn = GQk

n.

Proof. By (7), we get GQ
(k)
kn = GQk

nGQ0
n+1 = GQk

n. □

Theorem 1. For n and s such that n+ s ≥ 2, we have

GQn+sGQn+s−2 −GQ
(2)
2(n+s−1) = (−1)

n+s
16 (1− i) .

Proof. By Proposition 1 and (3), we get

GQn+sGQn+s−2 −GQ
(2)
2(n+s−1) = GQn+sGQn+s−2 −GQ2

n+s−1

= (−1)
n+s

16 (1− i) .

□
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Theorem 2. For k and s, we have

GQk
s+1 −GQk

s = GQ
(k)
(s+1)k −GQ

(k)
sk . (8)

Proof. By (7) and Proposition 1, we get

GQ
(k)
(s+1)k −GQ

(k)
sk = GQk−k

s GQk
s+1 −GQk

s

= GQk
s+1 −GQk

s .

□

Theorem 3. For k and n, we have the relation

GQ
(k)
kn+1 = 2GQ

(k)
kn +GQ

(k)
kn−1.

Proof. By (1), (7) and Proposition 1, we obtain

2GQ
(k)
kn +GQ

(k)
kn−1 = 2GQk

n +GQn−1GQk−1
n

= GQk−1
n (2GQn +GQn−1)

= GQk−1
n GQn+1

= GQ
(k)
kn+1.

□

Theorem 4. (Cassini’s Identity) Let GQ
(k)
n be the generalized Gaussian k-Pell-

Lucas numbers. For n, k ≥ 2, the following gives the Cassini’s identity for GQ
(k)
n :

GQ
(k)
kn+tGQ

(k)
kn+t−2 −

(
GQ

(k)
kn+t−1

)2

=

{
GQ2k−2

n (−1)
n+1

16 (1− i) , t = 1,

0, t ̸= 1.

Proof. If t = 1, by (3), (7) and Proposition 1, then we have

GQ
(k)
kn+1GQ

(k)
kn−1 −

(
GQ

(k)
kn

)2

=
(
GQk−1

n GQn+1

) (
GQn−1GQk−1

n

)
−
(
GQk

n

)2
= GQ2k−2

n

(
GQn+1GQn−1 −GQ2

n

)
= GQ2k−2

n (−1)
n+1

16 (1− i) ,

and if t ̸= 1, by (7), then we have

GQ
(k)
kn+tGQ

(k)
kn+t−2 −

(
GQ

(k)
kn+t−1

)2

=
(
GQk−t

n GQt
n+1

) (
GQk−t+2

n GQt−2
n+1

)
−
(
GQk−t+1

n GQt−1
n+1

)2
= GQ2k−2t+2

n

(
GQ2t−2

n+1 −GQ2t−2
n+1

)
= 0.

□
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For t = 0, 1, 2, . . . , k − 1, we have the following relations:

GQ
(k)
kn+t = GQk−t

n GQt
n+1.

3.2. The generalized Gaussian k-Pell-Lucas polynomials.

Definition 4. There are unique numbers m and r such that n = mk + r and
0 ≤ r < k, for n, k ∈ N (k ̸= 0). Then we define the generalized Gaussian k-Pell-

Lucas numbers GQ
(k)
n (x) by

GQ(k)
n (x) := [(αm (x) + βm (x))− i (α (x)βm (x) + β (x)αm (x))]

k−r

×
[(
αm+1 (x) + βm+1 (x)

)
− i

(
α (x)βm+1 (x) + β (x)αm+1 (x)

)]r
,

where α (x) = x+
√
1 + x2 and β (x) = x−

√
1 + x2.

In addition, using the matrix methods, we can derive the generalized Gaussian
k-Pell-Lucas polynomials. Indeed, it is obvious that

GQk−1
n (x) gqn (x) =

[
GQ

(k)
kn+1 (x) GQ

(k)
kn (x)

GQ
(k)
kn (x) GQ

(k)
kn−1 (x)

]
,

where n > 0 and

gqn (x) =

[
GQn+1 (x) GQn (x)
GQn (x) GQn−1 (x)

]
.

Various values for the generalized Gaussian k-Pell-Lucas polynomials are given in
Table 2. From (5) and Definition 4, we have the following relationship between
the generalized Gaussian k-Pell-Lucas polynomials and the Gaussian Pell-Lucas
polynomials.

GQ(k)
n (x) := (GQm (x))

k−r
(GQm+1 (x))

r
, n = mk + r (9)

If we take k = 1 in (9), then we have that m = n and r = 0 so GQ
(1)
n (x) = GQn (x).

For k = 2, 3, 4 and n, we have the following relations between the generalized
Gaussian k-Pell-Lucas polynomials and the Gaussian Pell-Lucas polynomials by (4)
and (9):

(1) GQ
(2)
2n (x) = GQ2

n (x),

(2) GQ
(2)
2n+1 (x) = GQn (x)GQn+1 (x),

(3) GQ
(2)
2n+1 (x) = 2xGQ

(2)
2n (x) +GQ

(2)
2n−1 (x),

(4) GQ
(2)
3n (x) = GQ3

n (x),

(5) GQ
(3)
3n+1 (x) = GQ2

n (x)GQn+1 (x),

(6) GQ
(3)
3n+1 (x) = 2xGQ

(3)
3n (x) +GQ

(3)
3n−1 (x),

(7) GQ
(3)
3n+2 (x) = GQn (x)GQ2

n+1 (x),

(8) GQ
(4)
4n (x) = GQ4

n (x),

(9) GQ
(4)
4n+1 (x) = GQ3

n (x)GQn+1 (x),
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Table 2. The generalized Gaussian k-Pell-Lucas polynomials GQ
(k)
n (x) for some k

and n.

GQ
(k)
n (x) k = 1 k = 2 k = 3 k = 4

GQ
(k)
0 (x) 2− 2xi −4x2 + 4− 8xi −24x2 + 8 16x4 − 96x2 + 16

+
(
8x3 − 24x

)
i +

(
64x3 − 64x

)
i

GQ
(k)
1 (x) 2x+ 2i 8x+

(
−4x2 + 4

)
i −8x3 + 24x −64x3 + 64x

+
(
−24x2 + 8

)
i +

(
16x4 − 96x2 + 16

)
i

GQ
(k)
2 (x) 4x2 + 2 + 2xi 4x2 − 4 + 8xi 24x2 − 8 −16x4 + 96x2 − 16

+
(
−8x3 + 24x

)
i +

(
−64x3 + 64x

)
i

GQ
(k)
3 (x) 8x3 + 6x 8x3 +

(
12x2 + 4

)
i 8x3 − 24x 64x3 − 64x

+
(
4x2 + 2

)
i +

(
24x2 − 8

)
i +

(
−16x4 + 96x2 − 16

)
i

GQ
(k)
4 (x) 16x4 + 16x2 + 2 16x4 + 12x2 + 4 16x4 − 24x2 − 8 16x4 − 96x2 + 16

+
(
8x3 + 6x

)
i +

(
16x3 + 8x

)
i +

(
40x3 + 8x

)
i +

(
64x3 − 64x

)
i

GQ
(k)
5 (x) 32x5 + 40x3 + 10x 32x5 + 32x3 + 8x 32x5 − 8x3 − 8x 32x5 − 128x3 − 32x

+
(
16x4 + 16x2 + 2

)
i +

(
32x4 + 28x2 + 4

)
i +

(
64x4 + 40x2 + 8

)
i +

(
112x4 − 32x2 − 16

)
i

GQ
(k)
6 (x) 64x6 + 96x4 + 36x2 64x6 + 80x4 + 20x2 64x6 + 48x4 + 24x2 64x6 − 144x4 − 96x2

+2 + (32x5 + 40x3 −4 + (64x5 + 80x3 +8 + (96x5 + 88x3 −16 +
(
192x5 + 64x3

)
i

+10x)i +24x)i +24x)i

GQ
(k)
7 (x) 128x7 + 224x5 128x7 + 192x5 128x7 + 128x5 128x7 − 96x5

+112x3 + 14x+ (64x6 +72x3 + (128x6 +40x3 + 8x+ (192x6 −128x3 − 32x+ (320x6)
+96x4 + 36x2 + 2)i +192x4 + 76x2 + 4)i +240x4 + 88x2 + 8)i +270x4 + 96x2 + 16)i

(10) GQ
(4)
4n+1 (x) = 2xGQ

(4)
4n (x) +GQ

(4)
4n−1 (x),

(11) GQ
(4)
4n+2 (x) = GQ2

n (x)GQ2
n+1 (x),

(12) GQ
(4)
4n+3 (x) = GQn (x)GQ3

n+1 (x).

Proposition 2. For k and n, we have GQ
(k)
kn (x) = GQk

n (x).

Proof. By (9), we get GQ
(k)
kn (x) = GQk

n (x)GQ0
n+1 (x) = GQk

n (x). □

Theorem 5. For n and s such that n+ s ≥ 2, we have

GQn+s (x)GQn+s−2 (x)−GQ
(2)
2(n+s−1) (x) = 8 (−1)

n+s (
1 + x2

)
(1− xi) .

Proof. By Proposition 2 and (6), we get

GQn+s (x)GQn+s−2 (x)−GQ
(2)
2(n+s−1) (x) = GQn+s (x)GQn+s−2 (x)−GQ2

n+s−1 (x)

= 8 (−1)
n+s (

1 + x2
)
(1− xi) .

□

Theorem 6. For k and s, we have

GQk
s+1 (x)−GQk

s (x) = GQ
(k)
(s+1)k (x)−GQ

(k)
sk (x) . (10)

Proof. By (9) and Proposition 2, we get

GQ
(k)
(s+1)k (x)−GQ

(k)
sk (x) = GQk−k

s (x)GQk
s+1 (x)−GQk

s (x)

= GQk
s+1 (x)−GQk

s (x) .
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□

Theorem 7. For k and n, we have the relation

GQ
(k)
kn+1 (x) = 2xGQ

(k)
kn (x) +GQ

(k)
kn−1 (x) .

Proof. By (4), (9) and Proposition 2, we obtain

2xGQ
(k)
kn (x) +GQ

(k)
kn−1 (x) = 2xGQk

n (x) +GQn−1 (x)GQk−1
n (x)

= GQk−1
n (x) (2xGQn (x) +GQn−1 (x))

= GQk−1
n (x)GQn+1 (x)

= GQ
(k)
kn+1 (x) .

□

Theorem 8. (Cassini’s Identity) Let GQ
(k)
n (x) be the generalized Gaussian k-

Pell-Lucas polynomials. For n, k ≥ 2, the following gives the Cassini’s identity for

GQ
(k)
n (x):

GQ
(k)
kn+t (x)GQ

(k)
kn+t−2 (x)−

(
GQ

(k)
kn+t−1 (x)

)2

=

{
GQ2k−2

n (x) 8 (−1)
n−1 (

1 + x2
)
(1− xi) , t = 1,

0, t ̸= 1.

Proof. If t = 1, by (6), (9) and Proosition 2, then we have

GQ
(k)
kn+1 (x)GQ

(k)
kn−1 (x)−

(
GQ

(k)
kn (x)

)2

=
(
GQk−1

n (x)GQn+1 (x)
) (

GQn−1 (x)GQk−1
n (x)

)
−

(
GQk

n (x)
)2

= GQ2k−2
n (x)

(
GQn+1 (x)GQn−1 (x)−GQ2

n (x)
)

= GQ2k−2
n (x) 8 (−1)

n−1 (
1 + x2

)
(1− xi) ,

and if t ̸= 1, by (9), then we have

GQ
(k)
kn+t (x)GQ

(k)
kn+t−2 (x)−

(
GQ

(k)
kn+t−1

)2

(x)

=
(
GQk−t

n (x)GQt
n+1 (x)

) (
GQk−t+2

n (x)GQt−2
n+1 (x)

)
−
(
GQk−t+1

n (x)GQt−1
n+1 (x)

)2
= GQ2k−2t+2

n (x)
(
GQ2t−2

n+1 (x)−GQ2t−2
n+1 (x)

)
= 0.

□

For t = 0, 1, 2, . . . , k − 1, we have the following relations:

GQ
(k)
kn+t (x) = GQk−t

n (x)GQt
n+1 (x) .
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4. Conclusions

Halıcı and Öz defined Gaussian Pell-Lucas numbers in [6]. We introduced a
generalization of these numbers as the generalized Gaussian k-Pell-Lucas numbers.
Also, Yağmur defined Gaussian Pell-Lucas polynomials in [15]. We introduced a
generalization of these polynomials as the generalized Gaussian k-Pell-Lucas poly-
nomials. Some relations between the family of the generalized Gaussian k-Pell-
Lucas numbers and the known Gaussian Pell-Lucas numbers are presented. Some
relations between the family of the generalized Gaussian k-Pell-Lucas polynomials
and the known Gaussian Pell-Lucas polynomials are presented. Then identities for
these numbers and polynomials are proved.
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[13] Taş, S., A new family of k-Gaussian Fibonacci numbers, Journal of Balıkesır

University Institute of Science and Technology, 21(1) (2019), 184–189.

https://doi.org/10.25092/baunfbed.542440
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[15] Yağmur, T., Gaussian Pell-Lucas polynomials, Communications in Mathematics and Appli-

cations, 10(4) (2019), 673–679. https://doi.org/10.26713/cma.v10i4.804



Commun.Fac.Sci.Univ.Ank.Ser. A1 Math. Stat.
Volume 72, Number 2, Pages 417–428 (2023)
DOI:10.31801/cfsuasmas.1165123
ISSN 1303-5991 E-ISSN 2618-6470

http://communications.science.ankara.edu.tr

Research Article; Received: August 22, 2022; Accepted: December 30, 2022

THE FLOW-CURVATURE OF PLANE PARAMETRIZED CURVES

Mircea CRASMAREANU

Faculty of Mathematics, University Al. I. Cuza, Iasi, 700506, ROMANIA

Abstract. We introduce and study a new frame and a new curvature function

for a fixed parametrization of a plane curve. This new frame is called flow since
it involves the time-dependent rotation of the usual Frenet flow; the angle of

rotation is exactly the current parameter. The flow-curvature is calculated for

several examples obtaining the logarithmic spirals (and the circle as limit case)
and the Grim Reaper as flat-flow curves. A main result is that the scaling with
1√
2
of both Frenet and flow-frame belong to the same fiber of the Hopf bundle.

Moreover, the flow-Fermi-Walker derivative is defined and studied.

1. Introduction

The theory of geometric flows is a new and fascinating field of research in geo-
metric analysis. The most simple of them is the curve shortening flow and already
the excellent survey [3] is twenty years old. Recall that the main geometric tool in
this last flow is the well-known curvature of plane curves. Hence, to give a re-start
to this problem seams to search for variants of the curvature, or in terms of [9],
deformations of the usual curvature. The goal of this short note is to propose such
a deformation which in turn defines a Fermi-Walker type derivative.

Fix an open interval I ⊆ R and consider C ⊂ R2 a regular parametrized curve
of equation:

C : r(t) = (x(t), y(t)) = x(t)̄i+ y(t)j̄, ∥r′(t)∥ > 0, t ∈ I.′

The ambient setting R2 is an Euclidean vector space with respect to the canonical
inner product:

⟨u, v⟩ = x1y1 + x2y2, u = (x1, x2) ∈ R2, v = (y1, y2) ∈ R2, 0 ≤ ∥u∥2 = ⟨u, u⟩.
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The infinitesimal generator of the rotations in R2 = C is the linear vector field,
called angular:

ξ(u) := −x2 ∂

∂x1
+ x1 ∂

∂x2
, ξ(u) = i · u = i · (x1 + ix2), i =

√
−1.

It is a complete vector field with integral curves the circles C(O, r):
γξ
u0
(t) = (u1

0 cos t− u2
0 sin t, u

1
0 sin t+ u2

0 cos t) = R(t) ·
(

u1
0

u2
0

)
, t ∈ R,

r = ∥u0∥ = ∥(u1
0, u

2
0)∥, R(t) :=

(
cos t − sin t
sin t cos t

)
∈ SO(2) = S1

and since the rotations R(t) are isometries of the Riemannian metric gcan = dx2 +
dy2 = |dz|2 it follows that ξ is a Killing vector field of the Riemannian manifold
(R2, gcan). The first integrals of ξ are the Gaussian functions i.e. multiples of
the square norm: fα(x, y) = α(x2 + y2), α ∈ R. For an arbitrary vector field
X = A(x, y) ∂

∂x +B(x, y) ∂
∂y its Lie bracket with ξ is:

[X, ξ] = (yAx − xAy −B)
∂

∂x
+ (A+ yBx − xBy)

∂

∂y
,

where the subscript denotes the variable corresponding to the partial derivative. For
example, ξ commutes with the radial (or Euler) vector field E(x, y) = x ∂

∂x + y ∂
∂y ,

which is also a complete vector field having as integral curves the homotheties
γE
u0
(t) = etu0 for all t ∈ R.

The Frenet apparatus of the curve C is provided by:{
T (t) = r′(t)

∥r′(t)∥ , N(t) = i · T (t) = 1
∥r′(t)∥ (−y′(t), x′(t)),

k(t) = 1
∥r′(t)∥ ⟨T

′(t), N(t)⟩ = 1
∥r′(t)∥3 ⟨r′′(t), ir′(t)⟩ = 1

∥r′(t)∥3 [x
′(t)y′′(t)− y′(t)x′′(t)].

Hence, if C is naturally parametrized (or parametrized by arc-length) i.e. ∥r′(s)∥ =
1 for all s ∈ I then r′′(s) = k(s)ir′(s). In a complex approach based on z(t) =
x(t) + iy(t) ∈ C = R2 we have:{

k(t) = 1
|z′(t)|3 Im(z̄′(t) · z′′(t)) = 1

|z′(t)|Im
(

z′′(t)
z′(t)

)
= 1

|z′(t)|Im
[
d
dt (ln z

′(t))
]
∈ R,

Re(z̄′(t) · z′′(t)) = 1
2

d
dt∥r

′(t)∥2, fα(z) = α|z|2.

The multiplication with the complex unit i corresponds to the rotation R
(
π
2

)
; we

have also:
d

dt
R(t) = R

(
t+

π

2

)
= R(t)R

(π
2

)
= R

(π
2

)
R(t),

and the Frenet equations can be unified by means of the column matrix F(t) =(
T
N

)
(t) as:

d

dt
F(t) = ∥r′(t)∥k(t)R

(
−π

2

)
F(t).
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It is an amazing fact that if the general rotation R(t) belongs to the Lie group
SO(2) = S1 its particular values R

(
±π

2

)
are elements of its Lie algebra so(2) of

skew-symmetric 2× 2 matrices. In fact, {R
(
π
2

)
} is exactly the basis of so(2).

2. Main Results

This short note defines a new frame and correspondingly a new curvature func-
tion for C:

Definition 1. The flow-frame of C consists in the pair of unit vectors (Ef
1 (t), E

f
2 (t)) ∈

T 2 := S1 × S1 given by:

E(t) :=
(

Ef
1

Ef
2

)
(t) = R(t)F(t) =

(
cos tT (t)− sin tN(t)
sin tT (t) + cos tN(t)

)
(1)

the letter f being the initial of the word ”flow”. The flow-curvature of C is the
smooth function kf : I → R given by the flow-equations:

d

dt
E(t) = ∥r′(t)∥kf (t)R

(
−π

2

)
E(t). (2)

Before starting its study we point out that this work is dedicated the memory of
Academician Radu Miron (1927-2022). He was always interested in the geometry
of curves and besides his theory of Myller configurations ( [11]) he generalized also
a type of curvature for space curves in [10]. We remark also that this note follows
the idea of Bishop in his delightful note [2] and that the flow-curvature of spacelike
parametrized curves in the Lorentz plane was introduced by the author in [4]. The
hyperbolic curves are studied also by the author in [5].

Returning to our subject we note as a first main result:

Proposition 1. The expression of the flow-curvature is:

kf (t) = k(t)− 1

∥r′(t)∥
< k(t). (3)

As a consequence, the curve C and its trigonometrical rotation iC share the same
flow-curvature.

Proof We have directly in the flow-frame:

∥r′(t)∥kf (t)R
(
−π

2

)
= R

(
t+

π

2

)
R(−t) + ∥r′(t)∥k(t)R(t)R

(
−π

2

)
R(−t) (4)

and the conclusion follows. Concerning the consequence it is obvious that C and
iC : t → (−y(t), x(t)) share the same curvature k and the same second term from
(3). □
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Example 1. i) If C is the line r0 + tu, t ∈ R with the vector u ̸= 0̄ = (0, 0) then
kf is constant:

kf (t) = − 1

∥u∥
= constant < 0. (5)

In particular, if u is an unit vector then kf (t) = −1.
ii) The circle C(O,R) with the usual parametrization r(t) = Reit is a flat-flow curve
i.e. kf = 0. Indeed, the flow-frame is constant and universal for the families of
concentric circles i.e. it does not depend on the radius R (exactly as the Frenet
frame):

Ef
1 = (0, 1) = j̄, Ef

2 = (−1, 0) = −ī. (6)

More generally, if C is expressed in polar coordinates as C : ρ = ρ(t) for t ∈ I
then C is a flat-flow curve if and only if C is a logarithmic spiral ρR,α(t) = Reαt,
R,α > 0 and t ∈ R. The limit case α → 0 gives the circle C(O,R) and the

flow-frame of the logarithmic spiral is: Ef
1 = 1√

α2+1
(α, 1), Ef

2 = 1√
α2+1

(−1, α); if

α = cotφ then Ef
1 = eφi, Ef

2 = ei(
π
2 +φ).

iii) Fix R ∈ (0,+∞) and the plane curve C : w = F (Reit) with t as an increasing
parameter and F = F (z) a holomorphic function. Then the curvatures are:

k(t) =
1

|zF ′(z)|
Re

(
1 +

zF ′′(z)

F ′(z)

)
, kf (t) =

1

|zF ′(z)|
Re

(
zF ′′(z)

F ′(z)

)
. (7)

For the circle example of F (z) = z2 it results k = 1
R2 = constant and kf = 1

2R2 =
constant which proves the proper dependence of kf on the parametrizations of C.
□

Remark 1. i) Suppose that I is symmetric with respect to 0 ∈ R and that C is
positively oriented in the terms of Definition 1.14 from [14, p. 17]. Suppose also
the C is convex; then applying the Theorem 1.18 of page 19 from the same book
it results for the usual curvature the inequality k ≥ 0. Hence the opposite curve
C− : t ∈ I → r(−t) has the flow-curvature kf < 0.
ii) An important tool in dynamics is the Fermi-Walker derivative. Let XC be the
set of vector fields along the curve C. Then the Fermi-Walker derivative is the map
( [6]) ∇FW

C : XC → XC :

∇FW
C (X) :=

d

dt
X+∥r′(·)∥k[⟨X,N⟩T−⟨X,T ⟩N ] =

d

dt
X+∥r′(·)∥k[X♭(N)T−X♭(T )N ]

(8)
with X♭ the differential 1-form dual to X with respect to the Euclidean metric. In
a matrix form we can express this as follows:

∇FW
C =

d

dt
− ∥r′∥k (·)♭(T ) (·)♭(N)

T N
=

d

dt
+ ∥r′∥k T (·)♭(T )

N (·)♭(N)
. (9)
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It is natural to make here a remark concerning rotation-minimizing fields X ∈ XC

i.e. fields satisfying:

d

dt
X(t) = λ(t)T (t), ⟨X(t), T (t)⟩ = 0

for a smooth function λ = λ(t). Then the Fermi-Walker derivative of such X is
also parallel with the tangent T :

∇FW
C X(t) = [λ(t) + ∥r′(t)∥k(t)⟨X(t), N(t)⟩]T (t).

Calculating the Fermi-Walker derivative on our frames we get:

∇FW
C (T ) = ∇FW

C (N) = 0, ∇FW
C (Ef

1 ) = −Ef
2 , ∇FW

C (Ef
2 ) = Ef

1 . (10)

With the matrix notation we can express these relations as:

∇FW
C (F) =

(
0
0

)
, ∇FW

C (E) = R
(π
2

)
E (11)

and the Fermi-Walker derivative can be expressed in terms of kf as:

∇FW
C (X) =

d

dt
X + (1 + ∥r′∥kf )[X♭(N)T −X♭(T )N ]. (12)

Also, we can define the flow-Fermi-Walker derivative as:

∇fFW
C (X) :=

d

dt
X + ∥r′(·)∥kf [X♭(N)T −X♭(T )N ] = ∇FW

C (X) + T ∧N(X) (13)

with the skew-symmetric endomorphism ∧ ∈ so(2) defined by:

X∧Y := ⟨X, ·⟩Y −⟨Y, ·⟩X = (X1Y 2−X2Y 1)R
(π
2

)
, X = (X1, X2), Y = (Y 1, Y 2).

Then:

∇fFW
C (F) = R

(
−π

2

)
F , ∇fFW

C (E) =
(

0
0

)
. (14)

As in the usual case, if V,W ∈ XC are flow-Fermi-Walker fields i.e. with zero
flow-Fermi-Walker derivative then the value < V,W >∈ R is constant along C.
iii) Remark that the 4-dimensional vectors 1√

2
F and 1√

2
E belong to the Clifford

torus 1√
2
T 2 ⊂ S3. A remarkable Riemannian submersion is the Hopf map H :

S3 ⊂ C2 → S2( 12 ) ⊂ R× C:

H(z, w) =

(
1

2
(|z|2 − |w|2), zw̄

)
. (15)

It follows:

H

(
1√
2
F(t)

)
=

(
0,

1

2
T (t)N̄(t)

)
=

(
0,− i

2

)
= H

(
1√
2
E(t)

)
. (16)

Hence, considering H as a projection map of the S1-principal bundle S3 → S2( 12 )

we have that 1√
2
F and 1√

2
E belong to the same fiber, namely that over the South



422 M. CRASMAREANU

pole of the sphere S2( 12 ).
iv) Suppose now that our curve C belongs to the plane xOz of the physical space
R3 as C : r(t) = (f(t), 0, F (t)) with f > 0 on I and consider the rotational surface
generated by C as:

Σ : r̄(t, φ) := (f(t) cosφ, f(t) sinφ, F (t)), φ ∈ S1.

Its principal curvatures depend only on t, [8, p. 85]:

k1 = k, k2 =
F ′

∥r′∥f
(17)

and then for F ′ = f we have that kf of C is exactly the difference k1 − k2 of the
principal curvatures of Σ; consequently the umbilic circles of Σ are provided by the
zeros of kf and are parametrized by φ ∈ S1.

For F ′ = f the curvatures of C are expressed only through the function F as:

k(t) =
[F ′′(t)]2 − F ′(t)F ′′′(t)

[F ′(t)2 + F ′′(t)2]
3
2

, kf (t) =
−F ′(t)F ′′′(t)− [F ′(t)]2

[F ′(t)2 + F ′′(t)2]
3
2

(18)

and due to the presence of the third derivative of F we recall its Schwarzian deriv-
ative:

SF =
F ′′′

F ′ − 3

2

(
F ′′

F ′

)2

(19)

which implies the new formulae:

k =
(F ′′)2 − 2(F ′)2SF

2[(F ′)2 + (F ′′)2]
3
2

, kf =
−3(F ′′)2 − 2(F ′)2SF − 2(F ′)2

2[(F ′)2 + (F ′′)2]
3
2

. (20)

In conclusion, a smooth F with negative Schwarzian derivative will give a positive
curvature k for C while a positive Schwarzian derivative SF produces a negative
flow-curvature kf .
v) The nature and the relationship between our frames can be put in the framework
of moving frames of [8, p. 32]. Recall that the set of all orientation-preserving
Euclidean isometries forms a Lie group, E(2) := R2 × SO(2), with the standard
projection π1 on the first factor making E(2) → R2 an S1-principal bundle. A
moving frame along C is a map F : I → E(2) such that π1 ◦ F = r. But C defines
also a 1-parameter family of bijections of SO(2):
LC : I → Bijections(SO(2)), t → LC(t) : SO(2) → SO(2), A → R(t)A, (LC(t))−1 = LC(−t).

Then our frames are F : I → E(2) as F(t) = (r(t), T (t), N(t)) and E : I → E(2)
as E(t) = (r(t), (LC(t) ◦ π2 ◦ F)(t)).
vi) Suppose now that the curve C is in the space R3 and is bi-regular; hence it has
the Frenet frame (T,N,B) and the pair (curvature, torsion)=(k, τ). We define its
flow-frame as: T

Ef
2

Ef
3

 (t) :=

(
1 02(h)

02(v) R(t)

) T
N
B

 , 02(h) := (0, 0), 02(v) :=

(
0
0

)
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and then, its matrix moving equation is:

d

dt

 T

Ef
2

Ef
3

 (t) = ∥r′(t)∥

 0 k2f (t) k3f (t)

−k2f (t) 0 τf (t)

−k3f (t) −τf (t) 0

 T

Ef
2

Ef
3

 (t).

A similar computation yields:

k2f (t) = k(t) cos t, k3f (t) = k(t) sin t, τf (t) = τ(t)− 1

∥r′(t)∥
< τ(t).

We point out the formal similarity with the Darboux equations of a curve on a
given surface and then a curve C with vanishing τf will be called flow-geodesic in
R3. Hence, if C is naturally parametrized then C is a flow-geodesic if and only
if its torsion has the constant value 1; for this class of space curves and examples
see [1]. In order to express the above moving equation in the compact form as in
the theory of space curves:

ωf (t)× T (t) = T ′(t), ωf (t)× Ef
2 (t) = (Ef

2 )
′(t), ωf (t)× Ef

3 (t) = (Ef
3 )

′(t)

we associate a vector field along C, called flow-Darboux:

ωf (t) := ∥γ′(t)∥[τf (t)T (t)− k3f (t)E
2
f (t) + k2f (t)E

f
3 (t)].

Something similar but with the rotation with respect to an angle θ = θ(s) appears
in [13] under the name of quasi frame for C. Our choice corresponds to the angle
θ(s) = −s.
vii) Suppose that the curvature function t → k(t) is always strictly positive (or
strictly negative). Then the evolute of C is the curve:

Ce : re(t) := r(t) +
1

k(t)
N(t).

With this model in mind, for a non-flat-flow curve we associate its flow-evolute as
being the curve:

Cfe : rfe(t) := r(t) +
1

kf (t)
Ef

2 (t).

We will obtain this curve for some examples below. So, the line C discussed in the
example 1i has the flow-evolute

Cfe : rfe(t) = r0 + (t− sin t)u− cos t(iu)

and for r0 = (0, 1) = iu this last curve is exactly the cycloid of radius R = 1
according to the example 3 below. □

Returning to the plane curves let J ⊆ R be another open interval and fix the dif-
feomorphism φ : s ∈ J → t ∈ I with the smooth inverse φ−1 : t ∈ I → s ∈ J . Since
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r′(s) = φ′(s)r′(t(s)) we restrict our study to the class Diff+(J, I) of orientation-
preserving diffeomorphisms: φ′(s) > 0, for all s ∈ J . The transformation of the
flow-curvature under the action of φ is:

kf (s) = k(t)− 1

φ′(s)∥r′(t)∥
(21)

and then:

kf (s)− kf (t) =
1

∥r′(t)∥

[
1− 1

φ′(s)

]
. (22)

Proposition 2. (the rigidity of the flow-curvature) The only orientation-preserving
diffeomorphism φ which preserves also the flow-curvature of C is an interval shift
on the real line φ(s) = s+ s0, s0 ∈ (0,+∞).

A natural important problem is the class of curves with prescribed flow-curvature.
For example, if we ask the vanishing of the flow-curvature for a graphic curve
CF : r(t) = (t, F (t)) then it follows the differential equation:

F ′′(t)

[1 + (F ′(t))2]
3
2

=
1

[1 + (F ′(t))2]
1
2

. (23)

Since this equation reads:

F ′′(t)

1 + (F ′(t))2
= 1 (24)

we have exactly the Grim Reaper solution, [3, p. 28], a famous solution of the curve
shortening flow:

Fu(t) = u− ln(cos t), t ∈
(
−π

2
,
π

2

)
, u ∈ R (25)

with the usual curvature k(t) = cos t and the frames:

F(t) =

(
eit

ei(t+
π
2 )

)
, E =

(
(1, 0) = ī
(0, 1) = j̄

)
= constant. (26)

Another formalism is that of [15, p. 2] if r : S1 ≃ [0, 2π) → R2 is naturally
parametrized then there exists the smooth function θ : S1 → R, called normal
angle, such that:

N(s) = eiθ(s) = (cos θ(s), sin θ(s)), T (s) = −iN(s) = −ieiθ(s) = ei(θ(s)−
π
2 ) (27)

and then the Frenet equations yield:

dθ

ds
(s) = k(s). (28)
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In conclusion, the constant value β ∈ R of the flow-curvature of a closed convex
curve means θ(s) = (β + 1)s + α for all s ∈ S1 with α ∈ R an arbitrary constant.
The flow-frame corresponding to the equations (27) is:

Ef
1 (s) = (sin(θ(s)−t(s)),− cos(θ(s)−t(s))), Ef

2 (s) = (cos(θ(s)−t(s)), sin(θ(s)−t(s)))
(29)

which, in turn, is the Frenet frame of a new curve with the same natural parameter
s but having the normal angle θ̃(s) := θ(s)− t(s).

The formula (28) can be replaced with d(θ−π/2)
ds (s) = k(s) which expresses the

curvature k as the derivative of the angle between T ∈ XC and the unit vector ī.
Following this approach the paper [7] generalizes k to a curvature-type function kV
defined with respect to an arbitrary V ∈ XC . A main result of the cited work is that
kV = kW if and only if the angle between V and W is constant along C. Hence,
we can apply the last statement of the Remark ii) and then two flow-Fermi-Walker
unit vectors V,W ∈ XC yield the same curvature-type function.

In the following we present a couple of examples in order to remark the compu-
tational aspects of our approach.

Example 2. The involute of the unit circle S1 is:

C : r(t) = (cos t+ t sin t, sin t− t cos t) = (1− it)eit, t ∈ (0,+∞). (30)

A direct computation gives:

r′(t) = (t cos t, t sin t) = teit, ∥r′(t)∥ = t, k(t) =
1

t
> 0, (31)

and then this curve is also a flat-flow one and having the same flow-frame as the
Grim Reaper. This example can be treated also with respect to a natural parameter
s ∈ (0,+∞) which is provided by t :=

√
2s. For example, the normal angle function

is θ(s) = π
2 +

√
2s since then r′(s) = ei

√
2s. Comparing with the approach above it

results the constants α = π
2 and β =

√
2− 1. □

Example 3. Recall that for R > 0 the cycloid of radius R has the equation:

C : r(t) = R(t− sin t, 1− cos t) = R[(t, 1)− ei(
π
2 −t)], t ∈ R. (32)

Remark that here we have a twisted situation of the Remark iv) namely the deriva-
tive of the first component of the vector r(t) is exactly the second component. The
Schwarzian derivative is:

St−sin t(t) =
cos t

sin t
− 3

2

(
cos t

2

sin t
2

)2

, t ∈ R \ Zπ. (33)
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We have immediately:

r′(t) = R(1− cos t, sin t) = R[(1, 0)− eit], ∥r′(t)∥ = 2R| sin t

2
|, k(t) = − 1

4R| sin t
2 |
,

(34)
and then we restrict our definition domain to (0, π). It follows:{

kf (t) = − 3
4R sin t

2

< 0,

Ef
1 (t) = (sin 3t

2 , cos
3t
2 ) = ei(

π
2 − 3t

2 ), Ef
2 (t) = (− cos 3t

2 , sin
3t
2 ) = ei(π−

3t
2 ).

(35)

Again a natural parameter s is provided by: t = 2arccos
(
1− s

4R

)
and the flow-

evolute of C is the curve:

Cfe : rfe(t) = R(t− sin t, 1− cos t) +
4

3
R sin

t

2
(cos t,− sin t), t ∈ (0, π).

□

Example 4. The derivative curve r′ from (31) is an Archimedes’ spiral. This spiral
is given in polar coordinates as:

A(spiral) : ρ(t) = Rt, R > 0 (36)

and hence:

kf (t) =
1

R(t2 + 1)
3
2

> 0 (37)

while its flow-evolute is the curve:

Cfe : rfe(t) = R(t cos t, t sin t) +R(1 + t2)(− sin t− t cos t, cos t− t sin t).

□

Example 5. Fix α ∈ R∗ and the naturally parametrized curve C. Then the α-
parallel curve of C is the new curve:

Cα : r̃(t) := r(t) + αN(t), t ∈ I (38)

with:

T̃ (t) =
1− αk(t)

|1− αk(t)|
T (t), Ñ(t) =

1− αk(t)

|1− αk(t)|
N(t), k̃(t) = k(t). (39)

Hence, we consider that α does not belongs to the range of the function 1
k and the

new flow-curvature is:

k̃f (t) = k(t)− 1

|1− αk(t)|
. (40)

□
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We finish this note with the problem raised in the beginning, namely the possible
variants of the curve shortening flow. Recall that the setting of this question consists
in a 1-parameter family of plane curves Cu : r = ru(t) = r(t, u) satisfying:

∂r(t, u)

∂u
= k(t, u)N(t, u). (41)

It follows immediately an expression in terms of flow-apparatus:

∂r(t, u)

∂u
=

(
kf (t, u) +

1

∥r′(t, u)∥

)
[− sin tEf

1 (t, u) + cos tEf
2 (t, u)]. (42)

The first variant which we propose as an open problem is to study the flow-variant
of (41):

∂r(t, u)

∂u
= kf (t, u)E

f
2 (t, u). (43)

The second variant is to generalize all this study through a general smooth function
Ω ∈ C∞(R). More precisely, we use the equation (1) with R replaced by R ◦ Ω to
define the notion of Ω-frame for the plane curve C; we note that for a particular
choice of Ω the 3-dimensional variant of the remark vi) is called positional adapted
frame in [12]. Then the Ω-curvature of the plane curve C is:

kΩ(t) = k(t)− Ω′(t)

∥r′(t)∥
(44)

and the curves in polar coordinates with vanishing Ω-curvature are provided by:

ρ(t) = Re
∫ t
t0

cot[Ω(u)−u+C]du
, R > 0, C ∈ R. (45)

The flow-curvature corresponds to the identity map Ω = 1R. Moreover, if C is nat-
urally parametrized then kΩ = (θ−Ω)′ which means that the case Ω = θ+constant
provides a zero Ω-curvature.
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ON SOME DIFFERENTIAL PROPERTIES OF FUNCTIONS IN

GENERALIZED GRAND SOBOLEV-MORREY SPACES
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Abstract. In this paper we introduce a generalized grand Sobolev-Morrey

spaces. Some differential and differential-difference properties of functions
from this spaces are proved by means of the integral representation.

1. Introduction and Preliminary Notes

Note that the grand Lebesgue spaces Lp) (G) (|G| <∞) introduced in [4] by T.
Iwaniec and C. Sbordone. After a vast amount of research about grand Lebesgue,
small Lebesgue, grand Lebesgue-Morrey, grand grand Lebesgue-Morrey, grand grand
Sobolev-Morrey, small small Sobolev-Morrey, grand grand Nikolskii Morrey and
generalized grand Lebesgue-Morrey spaces has been introduced and studied by
many mathematicians (see, e.g. [2, 3], [5]- [14]) etc.

In this paper we construct a generalized grand Sobolev-Morrey spaces W l
p),ϕ (G)

and we study some differential properties with help of the method of integral rep-
resentation of functions in view of embedding theory. Let G ⊂ Rn and B ⊂ G be
any Lebesgue measurable set, l ∈ Nn, p ∈ [1,∞) , and let ϕ (·, |B|) be a function
on [0, p− 1) which is a positive bounded and satisfies ϕ (0, |B|) = ϕ(|B|). And also
ϕ (ε, ·) is a positive bounded function defined on (0, h0] and h0 is a fixed positive
number.
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Definition 1. Denote by W l
p),ϕ (G) a space of locally summable functions f on G

having the generalized derivatives Dli
i f (li > 0 are integers i = 1, 2, . . . , n) with the

finite norm

∥f∥W l
p),ϕ

(G) = ∥f∥p),ϕ,G +

n∑
i=1

∥∥∥Dli
i f
∥∥∥
p),ϕ,G

, (1)

where

∥f∥p),ϕ;G = ∥f∥
Lp),ϕ

(G) = sup
0 ≤ ε < p− 1,
B ⊂ G

ϕ (ε, |B|)
(∫

B

|f (x)|p−ε dx
) 1
p−ε

. (2)

Here |B| is the Lebesgue measure of B.

Note that

(1) If ϕ (ε, |B|) =
(

εθ

|B|λ+n

) 1
p−ε

, θ > 0, then Lp),ϕ (G) ≡ Lθp),λ (G) ; in case

θ = 1, then Lp),ϕ (G) ≡ Lp),λ (G) ;

(2) If ϕ (ε, |B|) =
(

εθ

|B|n
) 1
p−ε

, θ > 0, then Lp),ϕ (G) ≡ Lθp) (G) ; in case θ =

1,Lp),ϕ (G) ≡ Lp) (G) ; (B ≡ B (x, r)) ;

(3) If ϕ (ε, |B|) =
(

εθ

r|χ|a+|χ|

) 1
p−ε

, θ > 0, then Lp),ϕ (G) ≡ Lθp),χ,a (G) ; in case

θ = 1, then Lp),ϕ (G) ≡ Lp),χ,a (G) ;

(4) If ϕ (ε, |B|) =
(

1
|B|λ

) 1
p

, then Lp),ϕ (G) ≡ L1,λ (G) ;

Observe some properties of Lp),ϕ (G) and W
l
p),ϕ (G).

(1) The following embedding hold:

Lp),ϕ (G) → Lp) (G) ,W
l
p),ϕ (G) →W l

p) (G) ,

i.e.,
∥f∥p);G ≤ ∥f∥

p);ϕ;G
and ∥f∥W l

p)
(G) ≤ ∥f∥W l

p),ϕ
(G)

where

∥f∥W l
p)
G ≤ ∥f∥p),G +

n∑
i=1

∥∥∥Dli
i f
∥∥∥
p),G

∥f∥p),G = ∥f∥
Lp)

(G) = sup
0≤ε<p−1,

ϕ (ε, |G|)
(∫

G

|f (x)|p−ε dx
) 1
p−ε

.

Indeed,

∥f∥p),ϕ,G = sup
0 ≤ ε < p− 1
B ⊂ G

ϕ (ε, |B|)
(∫

G

|f (x)|p−ε dx
) 1
p−ε
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≥ sup
0≤ε<p−1

ϕ (ε, |G|)
(∫

G

|f (x)|p−ε dx
) 1
p−ε

= ∥f∥p),G .

(1) Lp),ϕ (G) and W
l
p),ϕ (G) are complete.

The proof of completeness properties of these spaces is similar to [10].
It can be shown that, for f ∈W l

p−ε (G) has the integral representation (x ∈ U ⊂ G)

Dνf (x) = f
(ν)
h (x) +

n∑
i=1

∫ h

0

∫
Rn

L
(ν)
i

(
y

ψ(v)

)
Dli
i f (x+ y)×

×
n∏
j=1

(
ψj (υ)

)−1−νj
(ψi (υ))

−1+li ψ′
i (υ) dydv, (3)

f
(ν)
h (x) =

n∏
j=1

(
ψj (υ)

)−1−νj
∫
Rn

f (x+ y) Ω(ν)

(
y

ψ (h)

)
dy, (4)

where y
ψ(υ) =

(
y1

ψ1(υ)
, y2
ψ2(υ)

, . . . , yn
ψn(υ)

)
, ψi(υ) = i = 1, 2, . . . , n is arbitrary dif-

ferentiable non-decreasing functions defined for 0 < υ ≤ h ≤ h0, lim
v→+0

ψi (υ) = 0,

Li (·) , Ω (·) ∈ C∞
0 (Rn) S (M) = suppM ⊂ Iψ(h0) =

{
y : |yj | < ψj (h0) , j = 1, 2, . . . , n

}
and the ψ horn x+ V = x+

⋃
0<h≤h0

{
y : y

ψ(h) ∈ S (Ω)
}
is the support of the rep-

resentation (3), (4) and ν = (ν1, . . . , νn) , νj ≥ 0 are integers (j = 1, 2, . . . , n) .

Lemma 1. Let 1 < p < q ≤ r ≤ ∞, 0 < η, υ ≤ h ≤ h0, ν = (ν1, . . . , νn) , νj ≥ 0
be integers (j = 1, 2, . . . , n) , φ ∈ Lp),ϕ (G) and

Riη =

∫ η

0

n∏
j=1

(
ψj (υ)

)−νj− 1
p−ε+

1
q−ε (ψi (υ))

−1+li ψ′
i (υ) dv, (5)

Aiη (x) =

∫ η

0

n∏
j=1

(
ψj (υ)

)−1−νj
(ψi (υ))

−1+li ψ1
i (υ)

∫
Rn

φ (x+ y)K

(
y

ψ(v)

)
dydv,

(6)

Aiη,h (x) =

∫ h

η

n∏
j=1

(
ψj (υ)

)−1−νj
(ψi (υ))

−1+li ψ′
i (υ)

∫
Rn

φ (x+ y)K

(
y

ψ(v)

)
dydv.

(7)
Then∥∥Aiη∥∥q−ε,U ≤ c1 ∥φ∥p),ϕ,G (ϕ (ε, |U |))−

p−ε
q−ε (ϕ (ε, |B|))−1+ p−ε

q−ε
∣∣Riη∣∣ (Riη <∞

)
(8)∥∥Aiη h∥∥q−ε,U ≤ c2 ∥φ∥p),ϕ,G (ϕ (ε, |U |))−

p−ε
q−ε (ϕ (ε, |B|))−1+ p−ε

q−ε
∣∣Riη,h∣∣ , (9)

where Riη,h =
∫ h
η

∏n
j=1

(
ψj (v)

)−νj− 1
p−ε+

1
q−ε (ψi (v))

−1+li ψ′
i (v) dv, and U is an

open set containing in the domain G.
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Proof. Applying the generalized Minkowski inequality, we deduce∥∥Aiη∥∥q−ε,U ≤
∫ η

0

n∏
j=1

(
ψj (υ)

)−1−νj
(ψi (υ))

−1+li ψ′
i (υ) ∥F (·, υ)∥q−ε,U dv, (10)

for every

F (x, υ) =

∫
Rn

φ (x+ y)K

(
y

ψ(v)

)
dy. (11)

Estimate of the norm ∥F (·, υ)∥q−ε,U . From Hölders inequality (q ≤ r) we obtain

∥F (·, υ)∥q−ε,U ≤ ∥F (·, υ)∥r−ε,U |U |
1
q−ε−

1
r−ε . (12)

Let X be the characteristic function of S (K). It is obvious that

∥φK∥ =
(
|φ|p−ε |K|s

) 1
r−ε
(
|φ|p−εX

) 1
p−ε−

1
r−ε

(|K|s)
1
s−

1
r−ε ,

where 1
s = 1− 1

p−ε +
1
r−ε .

And applying again Hölders inequality(
1
r−ε +

(
1
p−ε −

1
r−ε

)
+
(

1
s −

1
r−ε

)
= 1
)
we have

∥F (·, υ)∥r−ε,U ≤ sup
x∈U

(∫
Rn

|φ (x+ y)|p−εX
(
y

ψ

)
dy

) 1
p−ε−

1
r−ε

×sup
y∈υ

(∫
U

|φ (x+ y)|p−ε dx
) 1
r−ε
(∫

Rn

∣∣∣∣K ( yψ
)∣∣∣∣s dy)

1
s

. (13)

For every x ∈ U we have∫
Rn

|φ (x+ y)|p−εX
(
y

ψ

)
dy ≤

∫
Iψ(υ)

|φ (x+ y)|p−ε dy ≤ ∥φ∥p−εp−ε,Iψ(υ)

≤ ∥φ∥p−εp),ϕ,G

(
ϕ
(
ε,
∣∣Iψ(υ)))∣∣−(p−ε)

. (14)

For ∫
U

|φ (x+ y)|p−ε dx ≤ ∥φ∥p−εp−ε,U ≤ ∥φ∥p−εp),ϕ,U |ϕ (ε, |U |)|−(p−ε)

≤ ∥φ∥p−εp),ϕ,G (ϕ (ε, |U |))−(p−ε)
, (15)∫

Rn

∣∣∣∣K ( yψ
)∣∣∣∣s dy =

n∏
j=1

ψj (υ) ∥K∥ss . (16)

It follows from (12)-(16) for r = q that

∥F (·, v)∥q−ε,U ≤ ∥φ∥p),ϕ,G
∣∣ϕ (ε, ∣∣Iψ(υ)∣∣)∣∣−1+ p−ε

q−ε ϕ (ε, |U |)−
p−ε
q−ε ∥K∥s |ψ (υ)|

1
s .

(17)
Unseating this inequality in (10) we have∥∥Aiη∥∥q−ε,U ≤ c ∥φ∥p),ϕ,G (ϕ (ε, |U |))−

p−ε
q−ε (ϕ (ε, |B|))−1+ p−ε

q−ε
∣∣Riη∣∣ (Riη <∞

)
(18)
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□

2. Main Results

Now we will prove two theorems on the properties of the functions from spaces
W l

p),ϕ (G).

Theorem 1. Let G ⊂ Rn be an open set such that it satisfies the horn condition,
1 ≤ p < ∞, ν = (ν1, ν2, . . . , νn) , νj ≥ 0 be integers (j = 1, 2, . . . , n) , Rih < ∞
(i = 1, 2, . . . , n) and f ∈W l

p),ϕ (G).

Then Dν :W l
p),ϕ (G) → Lq−ε (G) holds for any ε (0 ≤ ε < p− 1).

Moreover, the following inequality is valid

∥Dνf∥q−ε,G ≤ c (ε)

(
∥f∥p),ϕ;G +

n∑
i=1

∣∣Rih∣∣ ∥∥∥Dli
i f
∥∥∥
p),ϕ;G

)
. (19)

In particular, if

Ri,0h =

∫ h

0

n∏
j=1

(
ψj (v)

)−νj− 1
p−ε (ψi (v))

−1+li ψ′
i (v) dv <∞,

i = 1, 2, . . . , n, then Dνf (x) is continuous on G and

sup
x∈G

∥Dνf (x)∥ ≤ c (ε)

(
∥f∥p),ϕ;G +

n∑
i=1

∣∣∣Ri,0h ∣∣∣ ∥∥∥Dli
i f
∥∥∥
p),ϕ;G

)
, (20)

where 0 < h ≤ h0, h0 is fixed positive number, c (ε) = C · (ϕ (ε, |B|))−1+ p−ε
q−ε and C

is a constant independent of f, h and ε.

Proof. Under the conditions of our theorem, the weak derivatives Dνf exists. Since
p < q and W l

p),ϕ (G) → W l
p) (G) → W l

p−ε (G) (p− ε > 1). Then Dνf exists on G

(for all B ⊆ Iψ(h0) ⊂ G) has the integral representation

Dνf (x) = f
(ν)
h (x) +

n∑
i=1

∫ h
0

∫
Rn

L
(ν)
i

(
y
B

)
×

×Dli
i f (x+ y)

∏n
j=1

(
ψj (υ)

)−1−νj
(ψi (υ))

−1−νi ψ′
i (υ) dvdy,

(21)

where

f
(ν)
h (x) =

n∏
j=1

(
ψj (h)

)−1−νj
∫
Rn

f (x+ y) Ω(ν)
( y
B

)
dy, (22)

0 < h ≤ h0, Li and Ω ∈ C∞
0 (Rn), i = 1, 2, . . . , n, and y

B =

(
y1

|B(1)| ,
y2

|B(2)| , . . . ,
yn

|B(n)|

)
,

B(i) =
{
x : x =

(
x01, x

0
2, . . . , x

0
i , xi, x

0
i+1, . . . x

0
n

)}
i.e., B(i) = proj

xi
B. The represen-

tation (21), (22) carrier is contained in the set x+V ⊂ G. Hence, using Minkowski’s
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inequality we arrive

∥Dνf∥q−ε,G ≤
∥∥∥f (ν)h

∥∥∥
q−ε,G

+

n∑
i=1

∥∥F lh∥∥q−ε,G . (23)

By (17) for U = G, φ = f, K = Ω(v), Iψ(h) = B, we have∥∥∥f (ν)h

∥∥∥
q−ε,G

≤ c ∥f∥p),ϕ,G |ϕ (ε, |B|)|−1+ p−ε
q−ε |ϕ (ε, |U |)|−

p−ε
q−ε ≤ c1 (ε) ∥f∥p),ϕ,G

By (8) for U = G, φ = Dli
i f, K = L

(ν)
i , Iψ(v) = B, η = h we have∥∥F ih∥∥q−ε,G ≤ c (ε)
∥∥∥Dli

i f
∥∥∥
p),ϕ,G

∣∣Rih∣∣ .
Consequently,

∥Dνf∥q−ε,G ≤ C (ε)

(
∥f∥p),ϕ;G +

n∑
i=1

∣∣Rih∣∣ ∥∥∥Dli
i f
∥∥∥
p),ϕ;G

)
. (24)

Now let

Rih,0 =

∫ h

0

n∏
j=1

(
ψj (υ)

)−νj− 1
p−ε (ψi (υ))

−1+li ψ′
i (υ) dv <∞ (i = 1, 2, . . . , n) .

We show that Dvf is continuous on G. By (23) and (24) for q = ∞ we obtain:∥∥∥Dνf − f
(ν)
h

∥∥∥
∞,G

≤ C (ε)

n∑
i=1

∣∣Rih∣∣ ∥∥∥Dli
i f
∥∥∥
p),ϕ;G

.

It follows that the left-hand part of the last inequality tends to zero as h → 0.

Since f
(ν)
h is continuous on G, in our case the convergence in L∞ (G) coincides with

uniform convergence; consequently, Dνf is continuous on G.
Thus the theorem is proved. □

Let γ be an n dimensional vector.

Theorem 2. Suppose that the domain G the parameters p, q and vector v satisfy
the condition of Theorem 1. If Rih < ∞ (i = 1, 2, . . . , n), then Dvf satisfies the
Hölder condition on G in the metric of Lq−ε, more exactly

∥∆(γ,G)Dνf∥q−ε,G ≤ c (ε) ∥f∥W l
p),ϕ

(G)

∣∣R1
h,γ

∣∣ . (25)

If Rih <∞ (i = 1, 2, . . . , n), then

sup
x∈G

∥∆(γ,G)Dνf (x)∥ ≤ c (ε) ∥f∥W l
p),ϕ

(G)

∣∣∣R1,0
h,γ

∣∣∣ , (26)

where

R1
h,γ = max

i

{
|γ| , |γ| |Rih|, |γ| |Rih,γ |

}
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and

R1,0
h,γ = max

i

{
|γ| , |γ| |Ri,0h |, |γ| |Ri,0h,γ |

}
.

Proof. By Lemma 8.6 of [1], there is a domain Gσ ⊂ G (G = ξρ (x) , ξ > 0, ρ (x) =
= dist (x, ∂G) , x ∈ G) and |γ| < σ. Then, for every x ∈ Gσ then the line segment
joining the points x and x+ γ is contained in G. Identities (21), (22) are valid for
all points of the segment with some kernels. After simple transformations, we have

|∆(γ,G)Dνf (x)| ≤
n∏
j=1

(
ψj (h)

)−1−νj
∫
Rn

|f (x+ y)|
∣∣∣∣Ω(ν)

(
y − γ

B

)
− Ω(ν)

( y
B

)∣∣∣∣ dy
+

n∑
i=1


∫ |γ|

0

n∏
j=1

(
ψj (υ)

)−1−νj (
ψj (υ)

)−1+li
∫
Rn

(∣∣∣Dli
i f (x+ γ + y)

∣∣∣+ ∣∣∣Dli
i f (x+ y)

∣∣∣)

×
∣∣∣L(ν)
i

( y
B

)∣∣∣ψ′
i(υ)dvdy +

∫ h

|γ|

n∏
j=1

(
ψj (υ)

)−1−νj
(ψi (υ))

−1+li

×
∫
Rn

∣∣∣Dli
i f (x+ y)

∣∣∣ ∣∣∣∣L(ν)
i

(
y − γ

B

)
− L

(ν)
i

( y
B

)∣∣∣∣ψ′
i(υ)dvdy

= A (x, γ) +

n∑
i=1

(A1 (x, γ) +A2 (x, γ)) , (27)

where 0 < h ≤ h0. We also assume that |γ| < h consequently |γ| ≤ min (σ, h). If
x ∈ G\Gσ, then by definition ∆ (γ,G)Dνf (x) = 0. By (27)

∥∆(γ,G)Dνf∥q−ε,G = ∥∆(γ,G)Dνf∥q−ε,Gσ ≤ ∥A (·, γ)∥q−ε,Gσ

+

n∑
i=1

(
∥A1 (·, γ)∥q−ε,Gσ + ∥A2 (·, γ)∥q−ε,Gσ

)
.

Note that∣∣∣∣Ω(ν)

(
y − γ

B

)
− Ω(ν)

( y
B

)∣∣∣∣ ≤
∣∣∣∣∣
∫ |γ|

0

d

dξ
Ω(ν)

((
y − ξ

γ

|γ|

)
: B

)
dξ

∣∣∣∣∣
≤

n∑
j=1

∣∣∣B(j)
∣∣∣−1
∫ |γ|

0

∣∣∣DjΩ
(ν) ((y − ξeγ) : B)

∣∣∣ dξ, eγ =
γ

|γ|
.

Therefore,

A (x, γ) ≤
n∏
j=1

(
ψj (υ)

)−1−νj
n∑
j=1

∣∣∣B(j)
∣∣∣−1

×

×
∫ |γ|

0

dξ

∫
Rn

|f (x+ ξej + y)|
∣∣∣DjΩ

(ν)
( y
B

)∣∣∣ dy. (28)
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Similarly,

A2 (x, γ) ≤
n∑
j=1

∣∣∣B(j)
∣∣∣−1
∫ |γ|

0

dξ

∫ h

|γ|

n∏
j=1

(
ψj(υ)

)−1−νj
(ψi(υ))

−1+li
(
ψ′
i(υ)

)
dv

×
∫
Rn

∣∣∣Dli
i f (x+ ξej + y)

∣∣∣ ∣∣∣DjL
(ν)
i

( y
B

)∣∣∣ dy, (29)

Using (17) for U = G, φ = f, η = |γ| , K = Ω(ν), we obtain

∥A (·, γ)∥q−ε,G ≤ c1 (ε) |γ| ∥f∥p),ϕ;G , (30)

with the help of (8) for U = G, φ = Dli
i f, η = |γ| , K = L

(ν)
i we obtain

∥A1 (·, γ)∥q−ε,G ≤ c2 (ε) |γ|
∥∥∥Dli

i f
∥∥∥
p),ϕ;G

∣∣Rih∣∣ , (31)

and from (9) for U = G, φ = Dli
i f, η = |γ| , K = L

(ν)
i we obtain

∥A2 (·, γ)∥q−ε,G ≤ c3 (ε)R
i
h,γ

∥∥∥Dli
i f
∥∥∥
p),ϕ;G

. (32)

It follows from (27), (30)-(32) that

∥∆(γ,G)Dνf∥q−ε,G ≤ c (ε) ∥f∥W l
p),ϕ;G

(G)

∣∣R1
h,γ

∣∣ ,
where

R1
h,γ = max

i

{
|γ| , |γ| |Rih|, |γ| |Rih,γ |

}
.

Suppose now that |γ| ≥ min (σ, T ). Then

∥∆(γ,G)Dνf∥q−ε,G ≤ 2 ∥Dνf∥q−ε,G ≤ c (σ, h) ∥Dνf∥q−ε,G |Rh,γ | .

Estimating ∥Dνf∥q−ε,G by means of (21) we obtain the sought inequality in this
case as well. Thus the theorem is proved . □
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ON STATISTICAL LIMIT POINTS WITH RESPECT TO POWER

SERIES METHODS AND MODULUS FUNCTIONS
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TÜRKİYE
2Department of Mathematics Education, Ordu University, 52200, Ordu, TÜRKİYE

Abstract. In this study, we define a new type of statistical limit point us-

ing the notions of statistical convergence with respect to the Jp power series

method and then we present some examples to show the relations between
these points and ordinary limit points. After that we also study statistical

limit points of a sequence with the help of a modulus function in the sense
of the Jp power series method. Namely, we define f -Jp- statistical limit and

cluster points of the real sequences and compare the set of these limit points

with the set of ordinary points.

1. Introduction

The concept of statistical convergence was initially introduced by Fast [9]. The
important properties of statistical convergence were established by Salat [15] and
Fridy [11]. Fridy [12] introduced the concepts of statistical limit points and sta-
tistical cluster points of real sequences and compared them with ordinary limit
points.

By using the modulus functions, Aizpuru et al. [1] introduced the concept of f
-statistical convergence which depends on the other new concept of f -density of
subsets of natural numbers (where f is a modulus function). Listán-Garćıa [13]
gave the definition of f -statistical limit points and cluster points with respect to a
modulus function f and proved some relations including the properties of the sets
of f -statistical limit points and f -cluster points.

Ünver and Orhan [18] discussed the idea of statistical convergence via power
series methods and they defined a new concept so-called P -statistical convergence.
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Many authors used P -statistical convergence to obtain new results. In [3], Bayram
gave some criteria for statistical convergence according to the power series methods.
In [4], Bayram and Yıldız gave various Korovkin-type approximation theorems for
linear operators defined on derivatives of functions, using statistical convergence
according to power series methods. The recent results including P -statistical con-
vergence can be seen in [2], [5], [8], [16], [17], [19].

In [6], the authors of this work developed the idea of statistical convergence by
using Jp power series summability methods and a modulus function.

In this study, we introduce and study on the concepts of statistical limit points
and statistical cluster points determined by the power series methods. Later on
these notions are strenghtened via an unbounded modulus function. Some detailed
examples are also presented to obtain strict inclusion relations.

Now recall some basic notions used in this paper.
Let N0 be the set of nonnegative integers, E ⊂ N0 and E (n) = {k ≤ n : k ∈ E} .

By |E (n)| , denote the cardinality of the set of E (n). If limit

lim
n→∞

|E (n)|
n+ 1

exists, then E is said to have natural density and it is denoted by δ (E) [10].
Any number sequence x = (xk) is statistical convergent to L if for every ε > 0,
δ (Eε) = 0, where Eε = {k ∈ N0 : |xk − L| ≥ ε} . In this case we write st-limx = L.

Let
(
xk(j)

)
be any subsequence of x = (xk) andK = {k (j) : j ∈ N0}, then

(
xk(j)

)
is denoted by {x}K . {x}K is called a thin subsequence of x if δ(K) = 0. If δ(K) ̸= 0,
{x}K is called a nonthin subsequence of x [12]. We know that L is ordinary limit
point of x if there exists a subsequence of x that converges to L. The definition of
statistical limit point is given below. Following Fridy [12], we say that the number
λ is a statistical limit point of the sequence x if there exists a nonthin subsequence
of x that converges to λ. For any real sequence x, Λx denotes the set of statistical
limit points of x, and Lx denotes the set of ordinary limit points of x. Also if
δ ({k ∈ N : |x− γ| < ε}) ̸= 0 for every ε > 0, the number γ is called a statistical
cluster point of the number sequence x [12]. Γx denotes the set of all statistical
cluster points of x. For every sequence x, we have Λx ⊂ Γx ⊂ Lx .

2. Jp-Statistical Limit Points

Let (pk)k∈N0
be a sequence of nonnegative integers with p0 > 0,

Pn =

n∑
k=0

pk → ∞ (n → ∞)

and

p (t) =

∞∑
k=0

pkt
k < ∞
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for 0 < t < 1. For any real sequence x = (xk), assume that

px (t) =

∞∑
k=0

pkt
kxk convergent for 0 < t < 1.

Then we say that (xk) is Jp-convergent to L or Jp-summable to L if

lim
t→1−

px (t)

p (t)
= L.

In this case we write xk → L (Jp). The condition p (t) → ∞ (t → 1−) assures that
Jp-method is regular (see, [7]). So we only consider regular Jp methods.

The ideas of natural density and statistical convergence are extended to power
series methods by Unver and Orhan [18].

Let E ⊂ N0 be any set. If the limit

δJp
(E) = lim

t→1−

1

p (t)

∑
k∈E

pkt
k

exits, then δJp (E) is called Jp-density of E. From the definition it is clear that
if δJp (E) exists, then 0 ≤ δJp (E) ≤ 1 and δJp (E) = 1 − δJp (N0\E). If E is
finite, then δJp

(E) = 0. Note that Jp-density and natural density of any E ⊂ N0

need not to be equal to each other. For instance, let (pk) = (1, 0, 1, 0, ...). Then
p (t) =

∑∞
k=0 t

2k = 1/
(
1− t2

)
for 0 < t < 1. Now if E = {2k + 1 : k ∈ N0}, then

δJp (E) = 0 but δ (E) = 1/2 (see [18]).
A real sequence x = (xk) is called Jp-statistically convergent to L if for every

ε > 0

lim
t→1−

1

p (t)

∑
k∈Eε

pkt
k = 0.

where, Eε = {k ∈ N0 : |xk − L| ≥ ε} .That is, for every ε > 0, δJp (Eε) = 0. In this
case, we write stJp -limx = L. The set of all Jp-statistically convergent sequences
is denoted by stJp

.
The following example shows that a sequence x can be Jp statistical convergent

even if x is not convergent or statistical convergent.

Example 1. Let (pk) = (1, 0, 1, 0, ...) and (xk) = (0, 1, 0, 1, ...). Observe that (xk)
is neither convergent nor statistically convergent. But, since

δJp
({k ∈ N0 : |xk| ≥ ε}) = δJp

({2k + 1 : k ∈ N0}) = 0

for each ε > 0, we have stJp
-limx = 0.

Definition 1. If δJp(K) = 0, {x}K is called Jp−thin subsequence and if δJp(K) ̸=
0, {x}K is called a Jp−nonthin subsequence of x. If there exists a Jp−nonthin
subsequence of the real sequence x that converges to λ, then the number λ is said
to be a Jp−statistical limit point of x.
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For any sequence x , Λ
Jp
x denote the set of Jp−statistical limit points of x. It

is clear that Λ
Jp
x ⊂ Lx for any sequence x. The following example shows that the

inclusion is strict.

Example 2. Let (pk) and (xk) be in 1 and

E1 = {k : k = 2n+ 1, n ∈ N0 } and E2 = {k : k = 2n, n ∈ N0} .
In this case we have

p (t) =

∞∑
k=0

pkt
k =

∞∑
k=0

p2k+1t
2k+1 +

∞∑
k=0

p2kt
2k

=

∞∑
k=0

0.t2k +

∞∑
k=0

1.t2k+1

=
t

1− t2
, |t| < 1,

δJp (E1) = lim
t→1−

1

p (t)

∑
k∈E1

pkt
k = lim

t→1−

1

p (t)

∞∑
k=0

1.t2k+1 = 1,

δJp
(E2) = lim

t→1−

1

p (t)

∑
k∈E2

pkt
k = lim

t→1−

1

p (t)

∞∑
k=0

0.t2k = 0.

Since {x}E1
→ 1 and δJp

(E1) ̸= 0, we obtain that Λ
Jp
x = {1}. But, it is clear that

Lx = {0, 1} .

We write an example that shows Λx and Λ
Jp
x are not same.

Remark 1. The notions of statistical limit point and Jp−statistical limit point are
not comparable. For instance, let Jp-method be determined by the sequence

pk =

{
1 , if k is square
0 , if k is nonsquare

and consider the sequence x = (xk) defined by

xk =

 2 , if k is square
1, , if k is an odd nonsquare
0 , if k is an even nonsquare

Then we easily see that Λx = {0, 1} and Λ
Jp
x = {2} .

We give an example below to show that Λ
Jp
x and Lx can be very different.

Example 3. Let {rk}∞k=1be a sequence whose range is the set of all rational numbers
and define

xk :=

{
rk , if k = 2n
k , if k = 2n+ 1

, n ∈ N0

pk :=

{
1 , if k = 2n+ 1
0 ,if k = 2n

, n ∈ N0
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Also let E1 = {k : k = 2n+ 1, n ∈ N0 } and E2 = {k : k = 2n, n ∈ N0}. Since

δJp
(E2) = lim

t→1−

1

p (t)

∑
k∈E2

pkt
k = lim

t→1−

1

p (t)

∞∑
k=0

0.t2k = 0,

we have Λ
Jp
x = ∅. But Lx = R, since {rk : k ∈ N0} is dense in R.

Definition 2. If δJp ({k ∈ N : |xk − γ| < ε}) ̸= 0 for every ε > 0, then γ is called
Jp−statistical cluster point of the sequence x = (xk) .

We show the set of all Jp−statistical cluster points of x with Γ
Jp
x .

Theorem 1. For every sequence x, Γ
Jp
x ⊂ L

x
.

Proof. Assume that γ ∈ Γ
Jp
x . For every ε > 0, δJp ({k ∈ N : |xk − γ| < ε}) ̸= 0. So

the set A := {k ∈ N : |xk − γ| < ε} is infinite. That means that there are infinitely
many xk ∈ (γ − ε, γ + ε) . From this we get γ ∈ L

x
. □

Theorem 2. For any number sequence x, Λ
Jp
x ⊂ Γ

Jp
x .

Proof. Assume that λ ∈ Λ
Jp
x . Then there exists K = {k (j) : j ∈ N0} such that

{x}K is a Jp−nonthin subsequence of x. Thus for every ε > 0 there exists n0 ∈ N
such that for all k (j) > n0,

∣∣xk(j) − λ
∣∣ < ε and δJp (K) ̸= 0. Also it is clear that{

k (j) ∈ K :
∣∣xk(j) − λ

∣∣ < ε
}
⊂ {k ∈ N0 : |xk − λ| < ε} .

From this we have

0 ̸= δJp

{
k (j) ∈ K :

∣∣xk(j) − λ
∣∣ < ε

}
⊂ δJp

{k ∈ N : |xk − λ| < ε} .

Thus λ ∈ Γ
Jp
x and so Λ

Jp
x ⊂ Γ

Jp
x . □

The following example shows that the inclusion Λ
Jp
x ⊂ Γ

Jp
x is strict.

Example 4. Define the sequence x by

xk =

{
0, if k = 0
1
r if k = 2r−1 (2q + 1) .

Also let (pk) = (1, 1, 1, ...). Then p (t) = 1/ (1− t) for |t| < 1, and

δJp
({k : xk = 1}) = δJp

({k = 2n+ 1 : n ∈ N0)}) = lim
t→1−

(1− t)

∞∑
k=0

t2k+1 = 2−1,

δJp
({k : xk = 1/2}) = δJp

({k = 4n+ 2 : n ∈ N0)}) = lim
t→1−

(1− t)

∞∑
k=0

t4k+2 = 2−2,

δJp
({k : xk = 1/2}) = δJp

({k = 8n+ 4 : n ∈ N0)}) = lim
t→1−

(1− t)

∞∑
k=0

t8k+4 = 2−3,

...
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Thus we have for each r that δJp ({k : xk = 1/r}) = 2−r > 0, whence 1
r ∈ Λ

Jp
x . It

can be seen by a similar method that

δJp

({
k : |xk| <

1

r

})
= δJp

({
k : 0 < xk <

1

r

})
= 2−r.

Hence we get 0 ∈ Γ
Jp
x and so Γ

Jp
x = {0}∪

{
1
r

}∞
r=1

. Now we claim that 0 /∈ Λ
Jp
x . For

this, if the limit of the subsequence {x}K is zero then we show that δJp
(K) = 0.

For each r we have

δJp
(K) = lim

t→1−

1

p (t)

∑
k∈K, xk<1/r

pkt
k + lim

t→1−

1

p (t)

∑
k∈K, xk≥1/r

tk

≤ 2−r +O (1) .

Since r > 0 is arbitrary, we conclude that δJp (K) = 0.

Theorem 3. For any sequence x, the set Γ
Jp
x is a closed point set.

Proof. Assume that α is an accumulation point of Γ
Jp
x . Then for all ε > 0, Γ

Jp
x

contains some points
γ ∈ (α− ε, α+ ε) .

Choose ε′ so that
(α− ε′, α+ ε′) ⊂ (α− ε, α+ ε) .

Since γ ∈ Γ
Jp
x

δJp ({k : xk ∈ (γ − ε′, γ + ε′)}) ̸= 0.

From this
δJp

({k : xk ∈ (α− ε, α+ ε)}) ̸= 0.

So we get α ∈ Γ
Jp
x . □

If x and y are sequences such that δJp
({k : xk ̸= yk}) = 0 then we say that

xk = yk for almost all k.

Theorem 4. If x and y are sequences such that xk = yk for almost all k, then

Λ
Jp
x = Λ

Jp
y and Γ

Jp
x = Γ

Jp
y .

Proof. Let δJp
({k : xk ̸= yk}) = 0 and λ ∈ Λ

Jp
x . Then there exists a Jp-nonthin

subsequence {x}K of x which is convergent to λ. Since δJp
({k ∈ K : xk ̸= yk}) = 0,

δJp
({k : k ∈ K and xk = yk}) ̸= 0. From this if we take K ′ = {k ∈ N : xk = yk},

then {y}K′ is a Jp-nonthin subsequence of {y}K which is convergent to λ. Thus

λ ∈ Λ
Jp
y and so we get Λ

Jp
x ⊂ Λ

Jp
y . Likewise, it can be shown that Λ

Jp
y ⊂ Λ

Jp
x . Hence

we get Λ
Jp
x = Λ

Jp
y . Now let γ ∈ Γ

Jp
x and show that Γ

Jp
x = Γ

Jp
y . For every ε > 0,

δJp
({k ∈ N : |xk − γ| < ε}) ̸= 0. Define the sets E′ := {k ∈ N : |xk − γ| < ε},

E′′ := {k ∈ N : xk ̸= yk and |xk − γ| < ε}, E′′′ := {k ∈ N : xk = yk and |xk − γ| < ε}.
Since

1

p (t)

∑
k∈E′

pkt
k =

1

p (t)

∑
k∈E′′

pkt
k +

1

p (t)

∑
k∈E′′′

pkt
k
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we get

0 ̸= lim
t→1−

1

p (t)

∑
k∈E′

pkt
k =

1

p (t)

∑
k∈E′′′

pkt
k

i.e., for every ε > 0, δJp
({k ∈ N : |yk − γ| < ε}) ̸= 0. Hence γ ∈ Γ

Jp
y . The inclusion

Γ
Jp
y ⊂ Γ

Jp
x can be shown similarly. □

The following result can be obtained by a similar way to the Theorem 2 of [12].

Theorem 5. If x is a number sequence then there exists a sequence y such that

Ly = Γ
Jp
x and yk = xk for almost all k ; moreover, the range of y is a subset of the

range of x.

Note that Lx is always closed set while Λ
Jp
x is not (see Example 4). Hence the

conclusion of Theorem 4 is not valid if we replace Γ
Jp
x with Λ

Jp
x .

Following the line of Fridy (see [12], Section 3), we can prove the Jp-statistical
analogues of some of the well-known completeness theorems of real numbers theo-
rems.

Theorem 6. Let x be a real sequence and M = {k : xk ≤ xk+1}. If δJp
(M) = 1

and x is bounded on M then x is Jp-statistically convergent.

Theorem 7. If x contains a bounded Jp-nonthin subsequence then x has a Jp-
statistical cluster point.

This theorem leads naturally to the following corollary.

Corollary 1. If x is a bounded sequence then x has a Jp-statistical cluster point.

Theorem 8. If x is a bounded sequence, then x has a Jp-nonthin subsequence {x}K
such that {xk : k ∈ N\K} ∪ Γ

Jp
x is compact set.

3. f-Jp-Statistical Limit Points

In this section, we aim to examine the f -Jp-statistical version of cluster points
and limit points and relate them to classical limit points.

Any function f : R+ → R+ with the following properties is called a modulus
function;
1. f(x) = 0 if and only if x = 0,
2. f(x+ y) ≤ f(x) + f(y) for all x, y ∈ R+,
3. f is increasing,
4. f , is continuous from the right at zero [14].
f(x) = x

1+x and f(x) = xp for 0 < p ≤ 1 are examples of modulus functions. A
modulus function can be bounded or unbounded.
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Definition 3. Let f be an unbounded modulus function and E ⊂ N0. If the limit

δfJp
(E) := lim

t→1−

1

f (p (t))
f

(∑
k∈E

pkt
k

)

exists, then δfJp
(E) is called f -Jp-density of E [6].

Definition 4. Let x = (xn) be a real sequence and f be a unbounded modulus

function. If a set K ⊂ N0 has the propert δfJp
(K) = 0, then {x}K is called f -Jp-

thin subsequence of x. If δfJp
(K) ̸= 0, then {x}K is called f -Jp-nonthin subsequence

of x.

Definition 5. Let x = (xn) be a real sequence. If x has a f -Jp-nonthin subsequence
that converges to ℓ, then ℓ is called f -Jp-statistical limit point of x. The set of all

f -Jp-statistical limit point of x is denoted by Λ
f−Jp
x .

Definition 6. Let x = (xn) be a real sequence. If δfJp
({n ∈ N : |xn − γ| < ε}) ̸= 0

for each ε > 0, then γ is called an f -Jp-statistical cluster point of x. The set of all

f -Jp-statistical cluster point of x is denoted by Γ
f−Jp
x .

It is known that δfJp
(A) = 0 means δJp

(A) = 0 for any unbounded modulus

function f and for any A ⊆ N [6].

Theorem 9. x is a sequence in R, then the followings hold:

i) Λ
Jp
x ⊂ Λ

f−Jp
x

ii) Γ
Jp
x ⊂ Γ

f−Jp
x

iii) Λ
f−Jp
x ⊂ Γ

f−Jp
x

iv) Γ
f−Jp
x ⊂ Lx.

Proof. (i) - (ii) Since f -Jp-density zero sets are Jp−density zero, it is clear that

Λ
Jp
x ⊂ Λ

f−Jp
x and Γ

Jp
x ⊂ Γ

f−Jp
x .

(iii) To show Λ
f−Jp
x ⊂ Γ

f−Jp
x assume that γ ∈ Λ

f−Jp
x . In this case there ex-

ists K ⊆ N such that δfJp
(K) ̸= 0 and limk∈K xk = γ. For every ε > 0,

A = {n ∈ K : |xn − γ| ≥ ε} is finite which implies δfJp
(K\A) ≥ δfJp

(K)−δfJp
(A) =

δfJp
(K) ̸= 0. Since f is increasing and K\A ⊆ {n ∈ N : |xn − γ| < ε},

δfJp
({n ∈ N : |xn − γ| < ε}) ≥ δfJp

(K\A) ̸= 0

hence γ ∈ Γ
f−Jp
x .

(iv) We show that Γ
f−Jp
x ⊆ Lx. Assume that γ ∈ Γ

f−Jp
x . For each j ∈ N, we have

δfJp

({
n ∈ N : |xn − γ| < 1

j

})
̸= 0.
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Thus if we say Aj =
{
n ∈ N : |xn − γ| < 1

j

}
, then Aj ⊂ N and for each j ∈ N,

Aj+1 ⊂ Aj . We can now take an increasing sequence of indices n1 < n2 < · · · with
each nj ∈ Aj . If k ≥ j, j ∈ N, then |xnk

− γ| < 1
k ≤ 1

j . So (xnk
) is a subsequence

of x that converges to γ, therefore x ∈ Lx. □

Note that all inclusions in Theorem 9 are strict. For instance for (i), we present
the following example.

Example 5. Let (xk) and (pk) are defined as

xk :=

{
1 , k = 2j
2 , k = 2j + 1

, j = 0, 1, 2, ...

pk =

{
1

k
, k = 2j + 1

1 , k = 2j
, j = 0, 1, 2, ...

In this case,

p(t) =

∞∑
k=0

pkt
k =

1

2
ln

(
1 + t

1− t

)
+

1

1− t2

for 0 < t < 1 and then we get δJp
(E1) = 1 and δJp

(E2) = 0 for the sets E1 :=

{2j : j ∈ N0} and E2 := {2j + 1 : j ∈ N0}. Hence Λ
Jp
x = {2}. Indeed {x}N/E1

is

the subsequence of x which converges to 2 and δJp (N\E1) ̸= 0. For the modulus
function f(x) = log (x+ 1), observe that

δfJp
(E1) = lim

t→1−

1

f (p (t))
f

(∑
k∈E1

pkt
k

)
= 1.

So we obtain that Λ
f−Jp
x = {1, 2} . Thus we see that the inclusion Λ

Jp
x ⊂ Λ

f−Jp
x is

strict.

Definition 7. If there exists a bounded set B such that δfJp
({n ∈ N : xn /∈ B}) =

0, then x = (xn) is called f -Jp-statistical bounded sequence.

Theorem 10. If x = (xn) and y = (yn) are sequences in R such that

δfJp
({n ∈ N : xn ̸= yn}) = 0, then Λ

f−Jp
x = Λ

f−Jp
y and Γ

f−Jp
x = Γ

f−Jp
y .

Proof. Let α ∈ Λ
f−Jp
x . In this case there exists a set B ⊂ N such that

lim
n∈B

xn = α

where δfJp
(B) ̸= 0 and |B| is infinite. We get the set A = {n ∈ N : xn ̸= yn} for

which δfJp
(A) = 0. Now take the sequence (yn)n∈B\A, that convergence to α and

(yn)n∈B\A is f -Jp-nonthin subsequence of y. Indeed, if δfJp
(B\A) = 0, then

δfJp
(A ∪B) = δfJp

(A ∪ (B\A)) ≤ δfJp
(A) + δfJp

(B\A) = 0,
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but B ⊂ A∪B and B doesn’t have null f -Jp-density. Thus we get α ∈ Λ
f−Jp
y . The

other side of the equation can be shown in a similar way. Now take γ ∈ Γ
f−Jp
x . For

ε > 0, δfJp
({n ∈ N : |xn − γ| < ε}) ̸= 0. Consider the sets

Bε = {n ∈ N : |xn − γ| < ε} and Cε = {n ∈ N : |yn − γ| < ε}

for given ε > 0. We get Bε\A ⊆ Cε and so

δfJp
(Cε) ≥ δfJp

(Bε\A) ≥ δfJp
(Bε)− δfJp

(A) = δfJp
(Bε) ̸= 0.

Thus we get γ ∈ Γ
f−Jp
y . The other side of the equation can be shown similarly. □

From this theorem, the following result is obtained.

Corollary 2. Let x = (xn) be a f -Jp-statistical bounded real sequence. Then

Γ
f−Jp
x is bounded.
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NEW SUMMABILITY METHODS VIA ϕ̃ FUNCTIONS

Rabia SAVAŞ

Department of Mathematics and Science Education, Istanbul Medeniyet University, Istanbul,
TÜRKİYE

Abstract. In 1971, the definition of Orlicz ϕ̃ functions was introduced by Lin-

denstrauss and Tzafriri and moreover in 2006, the notion of double lacunary
sequences was presented by Savaş and Patterson. The primary focus of this ar-

ticle is to introduce the double statistically ϕ̃-convergence and double lacunary

statistically ϕ̃-convergence which are generalizations of the double statistically

convergence [19] and double lacunary statistically convergence [24]. Addition-

ally, some essential inclusion theorems are examined.

1. Introduction and Background

In 1951, Fast [6] and Steinhaus [26] independently put forward the idea of statis-
tical convergence. Some fundamental characteristics of statistical convergence were
established by Schoenberg [25] in 1959, and by Fridy [7] and in 1985 in the case of
single sequences, and by Mursaleen and Edely [18] in 2003 in the case of multiple
sequences. Ever since, numerous studies of single sequences have been devoted to
this subject, such as ( [4], [5], [16], [27]).

We recall that the concept of convergence for double sequences was presented by
Pringsheim [20] as follows:

Definition 1. [20] A double sequence y = (yr,s) has Pringsheim limit ϖ (denoted

by P − lim y = ϖ) if for every ε > 0 there exists Nε ∈ N such that |yr,s −ϖ| < ε,

whenever r, s > Nε.

In the recent past, the concept of statistical convergence for double sequences
was studied by Mursaleen and Edely [18] as follows: A double sequence y = (yr,s)
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Keywords. Double sequences, Orlicz function, lacunary double sequence, double statistical

convergence, ϕ̃− convergence.
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of real numbers is double statistically convergent to ϖ if for each ε > 0,

P − lim
z,w→∞

1

zw
|{(r, s) ∈ N× N : r ≤ z, s ≤ w : |yr,s −ϖ| ≥ ε}| = 0.

In such a case, we can symbolize with st2−lim y = ϖ, and S2 will represent the class
of all statistically convergent double sequences. There are several papers dealing
with double statistical convergence (see [2], [12], [19], [22], [23]). Also, in [24] the
concept of lacunary statistically convergence for double sequence was introduced as
follows:

Definition 2. The double sequence Φξ,η = {(rξ, sη)} is named double lacunary if
there exist two increasing sequences of integers such that

r0 = 0, γξ = rξ − rξ−1 → ∞ as ξ → ∞,

and
s0 = 0, γη = sη − sη−1 → ∞ as η → ∞.

Also, rξ,η = rξsη, γξ,η = γξγη, ζξ =
rξ

rξ−1
, ζη =

sη
sη−1

, ζξ,η = ζξζη, and Φξ,η is

determined by

Jξ,η = {(r, s) : rξ−1 < r ≤ rξ and sη−1 < s ≤ sη} .

We now consider the concept of double lacunary statistically convergence as
follows:

Definition 3. [24] Let Φξ,η be a double lacunary sequence. The double sequence y
is Sθξ,η

− P−convergent to ϖ if for every ε > 0,

P − lim
ξ,η

1

γξ,η

|{(r, s) ∈ Jξ,η : |yr,s −ϖ| ≥ ε}| = 0,

where the vertical bars denote the cardinality of the enclosed set.

Additionally, Lindenstrauss and Tzafriri [15] presented the following definitions.

Definition 4. [15] A function ϕ̃(τ) : [0,∞) → [0,∞) is called an Orlicz function if

ϕ̃(τ) is continuous, non-decreasing and convex with ϕ̃(0) = 0, ϕ̃(τ) > 0 for τ > 0,

and ϕ̃(τ) → ∞ as τ → ∞.

Definition 5. [15] An Orlicz function ϕ̃(τ) is said to satisfy the △2 condition for
all values of τ , if there exists a constant M > 0 such that

ϕ̃(2τ) ≤ M .ϕ̃(τ), (τ ≥ 0) .

Krasnoselskii and Rutitsky [14] also showed that △2 condition is equivalent to
the condition

ϕ̃ (lτ)) ≤ M (l) .ϕ̃(τ), (τ ≥ 0) ,

for all values of l, τ > 1. Recently, some papers have been dealing with Orlicz
function (see [1], [3], [8], [9], [10], [11], [13], [17], [21]).
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The main goal of this paper is to extend some sequence spaces defined by Orlicz
functions from ordinary (i.e., single) sequences to double sequences. To accomplish

this goal we present a new notion of double lacunary statistically ϕ̃−convergence, as
more generalizations of the double statistically convergence [18] and double lacunary
statistically convergence [24]. Also, we examine some inclusions relations.

2. Main Result

We now present some definitions, which will be needed in the further section.

Definition 6. Let ϕ̃ be an Orlicz function. A sequence y = (yr,s) is said to be

ϕ̃−double convergent to ϖ if P − lim
r,s

ϕ̃(yr,s − ϖ) = 0. In such a situation, ϖ is

called the ϕ̃−limit of (yr,s) and symbolized by ϕ̃− lim y = ϖ.

Note 1. If ϕ̃(y) = |y| , then ϕ̃−double convergent notions coincide with usual dou-

ble convergence. Also, it is simple to control, if y = (yr,s) is ϕ̃−double convergent

to ϖ, then any of its subsequence is ϕ̃−double convergent to ϖ.

Definition 7. Let ϕ̃ be an Orlicz function. A sequence y = (yr,s) is said to be

double statistically ϕ̃−convergent to ϖ if for each ε > 0,

P − lim
z,w

1

zw

∣∣∣{r ≤ z, s ≤ w : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣ = 0.

ϖ is called the double statistical ϕ̃− limit of the sequence (yr,s) and we symbolize

S2 − ϕ̃ lim y = ϖ or yr,s
P→ ϖ(S2 − ϕ̃). We will denote the class of all double

statistically ϕ̃−convergent sequences by S2 − ϕ̃ .

Note 2. If ϕ̃(y) = |y| , then S2 − ϕ̃ convergence coincides with double statistically
convergence.

Definition 8. Let ϕ̃ be an Orlicz function. Let us define new sequence spaces

|σ1,1|ϕ̃ and NΦξ,η
− ϕ̃ as follows:

|σ1,1|ϕ̃ =

{
y = (yr,s) : for some ϖ, P − lim

z,w

(
1

zw

z,w∑
r,s=1,1

ϕ̃(yr,s −ϖ)

)
= 0

}
and

NΦξ,η
−ϕ̃ =

y = (yr,s) : for some ϖ, P − lim
ξ,η

 1

γξ,η

∑
(r,s)∈Jξ,η

ϕ̃(yr,s −ϖ)

 = 0

 .
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Note 3. If ϕ̃(y) = |y| , then the spaces |σ1,1|ϕ̃ and NΦξ,η
− ϕ̃ coincide with |σ1,1|

and NΦξ,η
, respectively, which were considered in [24].

Definition 9. Let ϕ̃ be an Orlicz function, and Φξ,η be a double lacunary sequence.

A sequence y = (yr,s) is said to be double lacunary statistically ϕ̃−convergent to ϖ
if for each ε > 0,

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣ = 0.

In this case, we write SΦξ,η
− ϕ̃ lim y = ϖ or yr,s

P→ ϖ(SΦξ,η
− ϕ̃). We will denote

the class of all double lacunary statistically ϕ̃−convergent sequences by SΦξ,η
− ϕ̃ .

Note 4. If ϕ̃(y) = |y| , then SΦξ,η
− ϕ̃ convergence coincides with SΦξ,η

− conver-
gence, which was studied by Savas and Patterson [24].

Example 1. Let ϕ̃(y) = y2 and Φξ,η = (2ξ, 3η). It is quite clear that ϕ̃ satisfies the
△2 condition. Let us define the sequence (yr,s) as follows:

yr,s =

{√
rs, r = z2 and s = w2, (z, w) ∈ N× N;
1√
rs
, otherwise,

then the sequence (yr,s) is SΦξ,η
− ϕ̃ convergent to 0 despite the fact that (yr,s) is

not convergent. To confirm, we obtain the following

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣

= P − lim
ξ,η

1

2ξ−13η−1

∣∣∣{(r, s) ∈ (2ξ−1, 3ξ]× (3η−1, 3η] : ϕ̃(yr,s − 0) ≥ ε
}∣∣∣

= P − lim
ξ,η

6

2ξ−13η−1

∣∣{(r, s) ∈ (2ξ−1, 2ξ]× (3η−1, 3η] : y2r,s ≥ ε
}∣∣

≤ P − lim
ξ,η

6

2ξ−13η−1

∣∣{r ≤ 2ξ, s ≤ 3η : y2r,s ≥ ε
}∣∣

= P − lim
ξ,η

6

zw

∣∣{r ≤ z, s ≤ w : y2r,s ≥ ε
}∣∣ = 0.

This demonstrates that the double sequence (yr,s) is SΦξ,η
− ϕ̃ convergent to 0 even

(yr,s) is not convergent.

Example 2. Let ϕ̃ be an Orlicz function with ϕ̃(y) = |y|, Φξ,η be any double
lacunary sequence, then the sequence (yr,s) defined by yr,s = r2s2, for every (r, s) ∈
N × N is not SΦξ,η

− ϕ̃ convergent. To verify this let us hold any ϖ ∈ R. Then
ϖ ≤ 0 or ϖ > 0. If ϖ ≤ 0, choose ε = 1

2 , then for every (r, s) ∈ N× N,
R (ε) = {(r, s) ∈ Jξ,η : |yr,s −ϖ| ≥ ε} = Jξ,η.
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Hence, for ϖ ≤ 0,

P − lim
ξ,η

1

γξ,η

|{(r, s) ∈ Jξ,η : |yr,s −ϖ| ≥ ε}| = lim
ξ,η

1

γξ,η

|Jξ,η| = 1.

If ϖ > 0, then there exists (r0, s0) ∈ N × N in such a manner yr0−1,s0−1 ≤ ϖ ≤
yr0,s0 . In this circumstances, if ϖ < 1, by taking ε = 1

2 min {ϖ, 1−ϖ}, we obtain

R (ε) = {(r, s) ∈ Jξ,η : |yr,s −ϖ| ≥ ε} = Jξ,η.

Also, if ϖ ≥ 1, by taking ε = 1
2 min {ϖ − yr0−1,s0−1, yr0,s0 −ϖ}, we get

R (ε) = {(r, s) ∈ Jξ,η : |yr,s −ϖ| ≥ ε} = Jξ,η.

Thus, for ϖ > 0,

P − lim
ξ,η

1

γξ,η

|{(r, s) ∈ Jξ,η : |yr,s −ϖ| ≥ ε}|

= P − lim
ξ,η

1

γξ,η

|Jξ,η| = 1.

Definition 10. A double sequence y = (yr,s) is said to be double ϕ̃− bounded with

regard to the Orlicz function ϕ̃, if there exists M > 0 such that ϕ̃(yr,s) ≤ M, for
every (r, s) ∈ N× N.

In subsequent theorem, we present the relationship between the spaces NΦξ,η
−

ϕ̃ and SΦξ,η
− ϕ̃ and demonstrate that these two concepts are equivalent for double

ϕ̃− bounded spaces.

Theorem 1. Let Φξ,η = (rξ, sη) be a double lacunary sequence, then

(1) yr,s
P→ ϖ(NΦξ,η

− ϕ̃) implies yr,s
P→ ϖ(SΦξ,η

− ϕ̃), and converse is not true.

(2) If y is double ϕ̃− bounded and yr,s
P→ ϖ(SΦξ,η

−ϕ̃) then yr,s
P→ ϖ(NΦξ,η

−ϕ̃).

Proof. (1) Provided that ε > 0 and yr,s
P→ ϖ(NΦξ,η

− ϕ̃) , then∑
(r,s)∈Jξ,η

ϕ̃(yr,s −ϖ) ≥
∑

(r,s)∈Jξ,η

ϕ̃(yr,s−ϖ)≥ε

ϕ̃(yr,s −ϖ)

≥ ε
∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε

}∣∣∣
where the first result follows. In order to demonstrate the converse part, we will

consider a double sequence which is in SΦξ,η
− ϕ̃ but not in NΦξ,η

− ϕ̃. For this,

let ϕ̃(y) = |y| , proceeding as in Savas and Patterson [24], Φξ,η be given and the
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sequence (yr,s) is defined by

yr,s =



1 2 3 · · · √γ
ξ,η

0 · · ·
2 2 3 · · · √γ

ξ,η
0 · · ·

...
...

...
...

...
...

...
√γ

ξ,η

√γ
ξ,η

· · · · · · √γ
ξ,η

0 · · ·

0 0 0 0 0 0
...

 .

Note that yr,s is not double bounded. It was displayed in Savas and Patterson [24]

that yr,s
P→ 0(SΦξ,η

). However, yr,s is not convergent to 0 (NΦξ,η
). From Note

2.3 and 2.4 we conclude that yr,s
P→ 0(SΦξ,η

− ϕ̃), yet yr,s is not convergent to 0

(NΦξ,η
− ϕ̃). Therefore, (NΦξ,η

− ϕ̃) ⊆ (SΦξ,η
− ϕ̃).

(2) Let yr,s
P→ ϖ(SΦξ,η

− ϕ̃) and y is double ϕ̃− bounded, in other way ϕ̃(yr,s) ≤
M for every (r, s) ∈ N× N. For ε > 0, we obtain

1

γξ,η

∑
(r,s)∈Jξ,η

ϕ̃(yr,s −ϖ) =
1

γξ,η

∑
(r,s)∈Jξ,η

ϕ̃(yr,s−ϖ)≥ε

ϕ̃(yr,s −ϖ) +
1

γξ,η

∑
(r,s)∈Jξ,η

ϕ̃(yr,s−ϖ)<ε

ϕ̃(yr,s −ϖ)

≤ M + ϕ̃(ϖ)

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣+ ε

which gives us the result.
□

Note 5. From (1) and (2) of the above theorem, we conclude that if y is double

ϕ̃− bounded, then SΦξ,η
− ϕ̃ = NΦξ,η

− ϕ̃.

In the following theorems we examine the relationship between SΦξ,η
− ϕ̃ and

S2 − ϕ̃ under certain restrictions on Φξ,η = (rξ, sη).

Theorem 2. For any double lacunary sequence Φξ,η and any Orlicz function ϕ̃,

S2 − ϕ̃ lim y = ϖ implies SΦξ,η
− ϕ̃ lim y = ϖ if and only if lim inf

ξ
ζξ > 1 and

lim inf
η

ζη > 1. Provided that lim inf
ξ

ζξ = 1 and lim inf
η

ζη = 1, then there exists

a double bounded S2 − ϕ̃ double sequence that is not SΦξ,η
− ϕ̃ .

Proof. (Sufficiency) Suppose that lim inf
ξ

ζξ > 1 and lim inf
η

ζη > 1, then there

exists a δ > 0 such that ζξ > 1 + δ and ζη > 1 + δ for sufficiently large ξ and η,

which implies that
γξ,η

rξ,η
> δ

1+δ
. If yr,s

P→ ϖ(S2 − ϕ̃), then for every ε > 0 and for



NEW SUMMABILITY METHODS VIA ϕ̃ FUNCTIONS 455

sufficiently large ξ and η, we are granted the following

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣ =

rξ,η
γξ,η

1

rξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣

≤ 1 + δ

δ

1

rξ,η

∣∣∣{r ≤ rξ, s ≤ sη : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣ .

Thus, yr,s
P→ ϖ(SΦξ,η

− ϕ̃).

(Necessity) Assume that lim inf
ξ

ζξ = 1 or lim inf
η

ζη = 1 and consider a se-

quence which is S2 − ϕ̃ convergent, but not SΦξ,η
− ϕ̃ convergent. For this, let

ϕ̃(y) = |y| and let us select a double subsequence (rξi,ηj = rξisηj ) of the double

lacunary sequence Φξ,η such that
rξ

i

rξ
i−1

< 1 + 1
i
,

sη
j

sη
j−1

< 1 + 1
j
,

rξ
i
−1

rξ
i−1

> i, and
sηj−1

sη
j−1

> j where ξi ≥ ξi−1 + 2 and ηj ≥ ηj−1 + 2. Also, let us define y = (yi,j) by

yi,j =

{
1, if (r, s) ∈ Jξi,ηj

, i, j = 1, 2, 3...

0, otherwise.

Then for any real ϖ, we are granted the following

1

γξi,ηj

∑
Jξ

i
,η

j

∣∣∣yi,j −ϖ
∣∣∣ = |1−ϖ| for i, j = 1, 2, 3, ...,

and
1

γξi,ηj

∑
Jξ,η

∣∣∣yi,j −ϖ
∣∣∣ = |ϖ| , for ξ ̸= ξi and η ̸= ηj .

That means

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣ ̸= 0.

Therefore, y is not SΦξ,η
− ϕ̃ convergent to ϖ. However, y is S2 − ϕ̃−convergent,

since if t and v are any quite enough large integers we can identify the unique i
and j for which rξi−1 < t ≤ rξi+1−1 and sηj−1 < v ≤ sηj+1−1, and we write the

following

1

tv

tv∑
i,j=1,1

ϕ̃
(
yi,j

)
=

1

tv

tv∑
i,j=1,1

∣∣∣yi,j∣∣∣
≤

(
rξi−1 + γξi

rξi−1

)
·

(
sηj−1 + γηj

sηj−1

)
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≤
rξi−1,ηj−1

rξi−1,ηj−1
+

rξi−1γsj

rξi−1,ηj−1
+

γξi
sηj−1

rξi−1,ηj−1
+

γξi
γηj

rξi−1,ηj−1

≤ 1 +
γηj

sηj−1
+

γξi

rξi−1
+

γξi
γηj

rξi−1,ηj−1

≤ 1 +

(
sηj

− sηj−1

)
sηj−1

+

(
rξi − rξi−1

)
rξi−1

+

(
rξi − rξi−1

rξi−1

)(
sηj

− sηj−1

sηj−1

)

≤ 1 +
sηj

sηj−1
− 1 +

rξi
rξi−1

− 1 +

(
rξi

rξi−1
− 1

)(
sηj

sηj−1
− 1

)

≤
(
1 +

1

i

)
+

(
1 +

1

j

)
+

1

i

1

j
− 1

≤ 1 +
1

i
+

1

j
+

1

i

1

j

as t → ∞ and v → ∞, it follows that i, j → ∞. Thus, from Note 2, y is S2 − ϕ̃
convergent. □

The following example demonstrates that there exists a SΦξ,η
− ϕ̃ convergent

sequence which has a double subsequence that is not SΦξ,η
− ϕ̃−convergent.

Example 3. Let Φξ,η = (2ξ, 3η) be the double lacunary sequence, ϕ̃(y) = |y| be an
Orlicz function and (yr,s) is defined by

yr,s =

{
rs, r = z2 and s = w2, (z, w) ∈ N× N
1
rs , otherwise

then the sequence (yr,s) is SΦξ,η
− ϕ̃ convergent to 0. However, (yr,s) has a double

subsequence, which is not SΦξ,η
− ϕ̃ convergent.

Theorem 3. For any lacunary sequence Φξ,η and any Orlicz function ϕ̃, SΦξ,η
−

ϕ̃ lim y = ϖ implies S2−ϕ̃ lim y = ϖ if and only if lim sup
ξ

ζξ < ∞ and lim sup
η

ζη <

∞. If lim sup
ξ

ζξ = ∞ and lim sup
η

ζη = ∞ then there exists a double bounded

SΦξ,η
− ϕ̃ summable sequence that is not S2 − ϕ̃.

Proof. If lim sup
ξ

ζξ < ∞ and lim sup
η

ζη < ∞, then there is an Ĥ > 0 such that

ζξ < Ĥ and ζη < Ĥ for all ξ and η. It is assumed that yr,s
P→ ϖ(SΦξ,η

− ϕ̃), and
let

Nξ,η =
∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε

}∣∣∣ .



NEW SUMMABILITY METHODS VIA ϕ̃ FUNCTIONS 457

By the definition of SΦξ,η
−ϕ̃ convergent and given any ε′ > 0, there is an ξ0, η0 ∈ N

such that
Nξ,η

γξ,η
< ε′ for all ξ > ξ0 and η > η0. Now let

M = max {Nξ,η : 1 ≤ ξ ≤ ξ0 & 1 ≤ η ≤ η0}

and let z and w be any integers satisfying rξ−1 < z ≤ rξ and sη−1 < w ≤ sη; then
we can write

1

zw

∣∣∣{r ≤ z, s ≤ w : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣

≤ 1

rξ−1sη−1

∣∣∣{r ≤ rξ, s ≤ sη : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣

=
1

rξ−1sη−1

{
N1,1 +N2,2 + · · ·+Nξ0+1,η0+1 + · · ·+Nξ,η

}
≤ M2

rξ−1sη−1
ξ0η0

+
1

rξ−1sη−1

{
γξ0+1,η0+1

Nξ0+1,η0+1

γξ0+1,η0+1

+ · · ·+ γξ,η

Nξ,η

γξ,η

}

≤ ξ0η0M
2

rξ−1sη−1
+

1

rξ−1sη−1
( sup
ξ>ξ0& η>η0

Nξ,η

γξ,η

){γξ0+1,η0+1 + · · · · · ·+ γξ,η}

≤ ξ0M

rξ−1

η0M

sη−1
+ ε′

rξ − rξ0
rξ−1

sη − sη0

sη−1

≤ ξ0M

rξ−1

η0M

sη−1
+ ε′ζξζη ≤ ξ0M

rξ−1

η0M

sη−1
+ ε′Ĥ2.

For converse, suppose that lim sup
ξ

ζξ = ∞ and lim sup
η

ζη = ∞ and consider a

sequence which is SΦξ,η
− ϕ̃ convergent, but not S2 − ϕ̃ convergent. For this, let

ϕ̃(y) = |y| and select a double subsequence (rξi,ηj
) of the double lacunary sequence

Φξ,η = (rξ, sη) such that ζξi > i and ζηj
> j define a double bounded sequence

y = (yz,w) by

yz,w =

{
1, rξi−1 < z ≤ 2rξi−1 & sηj−1 < w ≤ 2sηj−1 for i, j = 1, 2, 3...

0, otherwise.

Hence, y ∈ NΦξ,η
but y /∈ |σ1,1|. From [24], y is SΦξ,η

-convergent. The above Note

2.4 implies that y is SΦξ,η
−ϕ̃ convergent, but y is not S2−convergent. Consequently,

by above Note 2 implies y is not S2 − ϕ̃ convergent.
□
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By combining the above two theorems let us present following theorem.

Theorem 4. Let Φξ,η be any double lacunary sequence; then S2−ϕ̃ = SΦξ,η
−ϕ̃

if and only if
1 < lim inf

ξ
ζξ ≤ lim sup

ξ
ζξ < ∞

and
1 < lim inf

η
ζη ≤ lim sup

η
ζη < ∞.

Theorem 5. Let Φξ,η be any double lacunary sequence and ϕ̃ be an Orlicz function.

If the sequence (yr,s) is SΦξ,η
− ϕ̃ convergent, then SΦξ,η

− ϕ̃ limit of (yr,s) is unique.

Proof. Let SΦξ,η
− ϕ̃ lim yr,s = ϖ0 and SΦξ,η

− ϕ̃ lim yr,s = κ0. Then

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ0) ≥ ε
}∣∣∣ = 0

and

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s − κ0) ≥ ε
}∣∣∣ = 0

i.e.

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ0) < ε
}∣∣∣

= 1 = P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s − κ0) < ε
}∣∣∣ .

Let us consider such (r, s) ∈ Jξ,η for which both of ϕ̃(yr,s − ϖ0) < ε and

ϕ̃(yr,s − κ0) < ε are true. For such (r, s) ∈ Jξ,η we have

ϕ̃

(
1

2
(ϖ0 − κ0)

)
= ϕ̃

(
1

2
(ϖ0 − yr,s + yr,s − κ0)

)
≤ 1

2
ϕ̃(yr,s −ϖ0) +

1

2
ϕ̃(yr,s − κ0) = ε.

□

For the consequence we presume the Orlicz function which fulfils △2 condition,
unless otherwise claimed.

Theorem 6. If (yr,s) and (zr,s) are SΦξ,η
−ϕ̃ convergent and α is any real constant,

then

(1) (yr,s+zr,s) is SΦξ,η
−ϕ̃ convergent and SΦξ,η

−ϕ̃ lim (yr,s+zr,s) = SΦξ,η
−ϕ̃

lim yr,s + SΦξ,η
− ϕ̃ lim zr,s,

(2) (αyr,s) is SΦξ,η
− ϕ̃ convergent and SΦξ,η

− ϕ̃ lim (αyr,s) = α. Sθξ,η
−

ϕ̃ lim yr,s.
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Proof. Since ϕ̃ fullfils the△2− condition, then there existsM > 0 such that ϕ̃(2y) ≤
M.ϕ̃(y), for every y ∈ R.

(1) Let SΦξ,η
− ϕ̃ lim yr,s = L and SΦξ,η

− ϕ̃ lim zr,s = ϖ
i.e.

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) ≥ ε
}∣∣∣

= 0 = P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(zr,s − κ) ≥ ε
}∣∣∣

i.e.

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) < ε
}∣∣∣

= 1 = P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(zr,s − κ) < ε
}∣∣∣ .

Let us consider such (r, s) ∈ Jξ,η for which both of ϕ̃(yr,s − ϖ) < ε
2M

and

ϕ̃(zr,s −κ) < ε
2M

are true. Then for such (r, s) ∈ Jξ,η, we are granted the following

ϕ̃((yr,s + zr,s)− (ϖ + κ)) = ϕ̃((yr,s −ϖ) + (zr,s − κ)) ≤ ϕ̃(2(yr,s −ϖ) + 2(zr,s − κ))

≤ M(ϕ̃(yr,s −ϖ) + ϕ̃(zr,s − κ)) = M.

(
ε

2M
+

ε

2M

)
= ε.

Therefore,

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s + zr,s −ϖ − κ) < ε
}∣∣∣ = 1

i.e.

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s + zr,s −ϖ − κ) ≥ ε
}∣∣∣ = 0

that means

SΦξ,η
− ϕ̃ lim (yr,s + zr,s) = ϖ + κ = SΦξ,η

− ϕ̃ lim yr,s + SΦξ,η
− ϕ̃ lim zr,s.

(2) Let p ∈ N such that |α| ≤ 2p and SΦξ,η
− ϕ̃ lim yr,s = ϖ, then

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(yr,s −ϖ) < ε
}∣∣∣ = 1.

Let us consider such (r, s) ∈ Jξ,η for which ϕ̃(yr,s −ϖ) < ε
2p , then

ϕ̃(α(yr,s −ϖ)) = ϕ̃(|α| (yr,s −ϖ)) ≤ ϕ̃(2p(yr,s −ϖ))

≤ 2pϕ̃(yr,s −ϖ) ≤ 2p.
ε

2p
= ε.

Hence,

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(α(yr,s −ϖ)) < ε
}∣∣∣ = 1,
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i.e.

P − lim
ξ,η

1

γξ,η

∣∣∣{(r, s) ∈ Jξ,η : ϕ̃(α(yr,s −ϖ)) ≥ ε
}∣∣∣ = 0.

Thus, SΦξ,η
− ϕ̃ lim (αyr,s) = α.y = α. SΦξ,η

− ϕ̃ lim yr,s. This concludes the proof
of the theorem. □
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Abstract. In this study, we show that the system of difference equations

xn =
xn−2yn−3

yn−1 (a+ bxn−2yn−3)
,

yn =
yn−2zn−3

zn−1 (c+ dyn−2zn−3)
, n ∈ N0,

zn =
zn−2xn−3

xn−1 (e+ fzn−2xn−3)
,

where the initial values x−i, y−i, z−i, i = 1, 3 and the parameters a, b, c, d, e,

f are non-zero real numbers, can be solved in closed form. Moreover, we obtain
the solutions of above system in explicit form according to the parameters a,

c and e are equal 1 or not equal 1. In addition, we get periodic solutions
of aforementioned system. Finally, we define the forbidden set of the initial

conditions by using the acquired formulas.

1. Introduction

In recent years, many authors have been interested in non-linear difference equa-
tions and non-linear systems of difference equations [1–3, 5, 6, 8–10, 12–14, 20–23,
25–41]. One of the important topics in this field is the solvability of non-linear
difference equations or non-linear difference equations systems. There are different
methods for obtaining solutions of non-linear difference equations and non-linear
systems of difference equations (two-dimensional or three-dimensional). One of the
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methods for solving non-linear difference equations and non-linear difference equa-
tions systems is to use the change of variables. Then, aforementioned difference
equations or their systems can be reduced to a linear difference equation with con-
stant or variable coefficients. The other method is to use induction method. For
instance, El-Metwally et al. solved the following non-linear difference equations

xn+1 =
xn−1xn−2

xn (±1± xn−1xn−2)
, n ∈ N0, (1)

by using induction method in [7]. In addition, they investigated the behavior of the
solutions of difference equations in (1).

In addition, Ibrahim et al. in [15] obtained the solutions of the following differ-
ence equation

xn+1 =
xn−1xn−2

xn (an + bnxn−1xn−2)
, n ∈ N0, (2)

where initial conditions x−2, x−1, x0 are non-zero real numbers and (an)n∈N0
, (bn)n∈N0

are real two-periodic sequences. They used induction method to acquire the solu-
tions of equation (2).

Ahmed et al. in [4], investigated the periodic character and the form of the
solutions of the following two-dimensional difference equations systems

xn+1 =
xn−1yn−2

yn (−1± xn−1yn−2)
, yn+1 =

yn−1xn−2

xn (±1± yn−1xn−2)
, n ∈ N0, (3)

by induction with x−j , y−j , j = 0, 2 are nonzero real numbers.

A few years ago, in [16], Kara and Yazlik showed that the following two-dimensional
difference equations system

xn =
xn−2yn−3

yn−1 (an + bnxn−2yn−3)
, yn =

yn−2xn−3

xn−1 (αn + βnyn−2xn−3)
, n ∈ N0, (4)

where the initial conditions x−j , y−j , j ∈ {1, 2, 3} and the sequences (an)n∈N0
,

(bn)n∈N0
, (αn)n∈N0

, (βn)n∈N0
are non-zero real numbers can be solved in closed-

form. In addition, they acquired the forbidden set of the initial values x−j , y−j ,
j = 1, 3 for system (4) and gave a study of the long-term behavior of its solutions
when for every n ∈ N0, all the sequences (an) , (bn) , (αn) , (βn) are constant. They
used the change of variables to acquire the solutions of system (4).

Recently, the authors of [11], obtained exact formulas for the solutions of the
two-dimensional system of difference equations

xn+1 =
xn−k+1yn−k

yn (an + bnxn−k+1yn−k)
, yn+1 =

xn−kyn−k+1

xn (cn + dnyn−kyn−k+1)
, n ∈ N0, (5)
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where (an)n∈N0
, (bn)n∈N0

, (cn)n∈N0
and (dn)n∈N0

are non-zero real sequences. Note

that, system (4) can be obtained by taking k = 2 in system (5).

In addition, Kara and Yazlik showed that the following two-dimensional system
of non-linear difference equations

xn =
xn−kyn−k−l

yn−l (an + bnxn−kyn−k−l)
, yn =

yn−kxn−k−l

xn−l (αn + βnyn−kxn−k−l)
, n ∈ N0, (6)

where k, l ∈ N, (an)n∈N0
, (bn)n∈N0

, (αn)n∈N0
, (βn)n∈N0

and the initial values x−i,

y−i, i = 1, k + l, are real numbers can be solved in [17]. Also, by using these ob-
tained formulas, they investigated the asymptotic behavior of well-defined solutions
of system (6) for the case k = 2, l = k. They used the change of variables to obtain
the solutions of system (6).

Quite recently, authors of [18] showed that three-dimensional system of difference
equations

xn =
xn−2zn−3

zn−1 (an + bnxn−2zn−3)
,

yn =
yn−2xn−3

xn−1 (αn + βnyn−2xn−3)
, n ∈ N0, (7)

zn =
zn−2yn−3

yn−1 (An +Bnzn−2yn−3)
,

where the initial values x−j , y−j , z−j , j ∈ {1, 2, 3} and the sequences (an)n∈N0
,

(bn)n∈N0
, (αn)n∈N0

, (βn)n∈N0
, (An)n∈N0

, (Bn)n∈N0
are non-zero real numbers, can

be solved in closed form. They used the change of variables to acquire the solutions
of system (7).

Finally, in [19], Kara et al. obtained explicit formulas for the well defined solu-
tions of the following system of difference equations

xn+1 =

∏k
j=0 zn−3j∏k

j=1 xn−(3j−1)

(
an + bn

∏k
j=0 zn−3j

) ,
yn+1 =

∏k
j=0 xn−3j∏k

j=1 yn−(3j−1)

(
cn + dn

∏k
j=0 xn−3j

) , n ∈ N0, (8)

zn+1 =

∏k
j=0 yn−3j∏k

j=1 zn−(3j−1)

(
en + fn

∏k
j=0 yn−3j

) ,
where k ∈ N0, the initial conditions x−i, y−i, z−i, i = 0, 3k and the sequences
(an)n∈N0

, (bn)n∈N0
, (cn)n∈N0

, (dn)n∈N0
, (en)n∈N0

, (fn)n∈N0
are real numbers. They
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used change of variables to obtain the solutions of system (8).

In this paper, we study the following three-dimensional system of difference
equations

xn =
xn−2yn−3

yn−1 (a+ bxn−2yn−3)
,

yn =
yn−2zn−3

zn−1 (c+ dyn−2zn−3)
, n ∈ N0, (9)

zn =
zn−2xn−3

xn−1 (e+ fzn−2xn−3)
,

where the initial values x−i, y−i, z−i, i = 1, 3 and the parameters a, b, c, d, e, f
are non-zero real numbers. We solve system (9) in closed form by using convenient
transformation. We obtain the solutions of system (9) in explicit form according to
the parameters a, c and e are equal 1 or not equal 1. In addition, we get periodic
solutions of system (9). Finally, we define the forbidden set of the initial conditions
by using the obtained formulas. Note that system (9) is three-dimensional form of
equation (2) and system (4).

Definition 1. (Periodicity) Let (xn, yn, zn)n≥−3 be solution to difference equa-

tions system (9). The solution (xn, yn, zn)n≥−3 is said to be eventually periodic p if

xn+p = xn, yn+p = yn, zn+p = zn for all n ≥ n0 where n0 ∈ Z, p ∈ Z+. If n0 = −3
is said that the solution is periodic with period p.

Lemma 1. [24] Let (αn)n∈N0
and (βn)n∈N0

be two sequences of real numbers and

the sequences x2m+i, i ∈ {0, 1}, be solutions of the equations

x2m+i = α2m+ix2(m−1)+i + β2m+i, m ∈ N0. (10)

Then, for each fixed i ∈ {0, 1} and m ≥ −1, equation (10) has the general solution

x2m+i = xi−2

m∏
j=0

α2j+i +

m∑
l=0

β2l+i

m∏
j=l+1

α2j+i.

Further, if (αn)n∈N0
and (βn)n∈N0

are constant and i ∈ {0, 1}, then

x2m+i =

{
αm+1xi−2 + β 1−αm+1

1−α , if α ̸= 1,

xi−2 + β (m+ 1) , if α = 1.

2. The Solutions of System (9) in Closed Form

Let {(xn, yn, zn)}n≥−3 be a solution of system (9). If at least one of the initial

conditions x−j , y−j , z−j , j = 1, 3, is equal to zero, then the solution of system
(9) is not defined. For example, if x−3 = 0, then z0 = 0 and so y1 is not defined.
Similarly, if y−3 = 0 (or z−3 = 0), then x0 = 0 (or y0 = 0) and so z1 (or x1)
is not defined. For j = 1, 2, the other cases are similar. On the other hand, if
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xn0
= 0 (n0 ∈ N0), xn ̸= 0, for −3 ≤ n ≤ n0 − 1, and xk, yk and zk are defined for

−3 ≤ k ≤ n0 − 1, then according to the first equation in (9) we get that yn0−3 = 0.
If n0 − 3 ≤ −1, then y−j0 = 0, for j0 ∈ {1, 2, 3}. If 3 ≤ n0 ≤ 5 then from this and
the second equation in (9) we have that yn0−5 = 0 or zn0−6 = 0. If n0 − 5 ≤ 0,
then z−j0 = 0, for j0 ∈ {1, 2, 3} and y−j1 = 0, for j1 ∈ {1, 2}. If n0 > 5 from
this and first equation in (9) we have that yn0−5 = 0 or zn0−6 = 0. If n0 > 5
and zn0−6 = 0 from this and third, second, first equations in (9) we have that
xn0−2 = 0, which is a contradiction. The other cases (yn1 = 0 and zn2 = 0) can
be similarly proved. Thus, for every well-defined solution of system (9) we have
that xnynzn ̸= 0, n ≥ −3, if and only if x−iy−iz−i ̸= 0, for i = 1, 3. Note that the
system (9) can be written in the form

1

xnyn−1
=
a+ bxn−2yn−3

xn−2yn−3
,

1

ynzn−1
=
c+ dyn−2zn−3

yn−2zn−3
, n ∈ N0, (11)

1

znxn−1
=
e+ fzn−2xn−3

zn−2xn−3
.

Using the following variables

un =
1

xnyn−1
, vn =

1

ynzn−1
, wn =

1

znxn−1
, n ≥ −2, (12)

then system (11) transforms to the following linear difference equations

un = aun−2 + b, vn = cvn−2 + d, wn = ewn−2 + f, n ∈ N0, (13)

From Lemma 1, the solutions of equations in (13) are

u2m+i =

{
am+1ui−2 +

1−am+1

1−a b, if a ̸= 1,

ui−2 + (m+ 1) b if a = 1,

v2m+i =

{
cm+1vi−2 +

1−cm+1

1−c d, if c ̸= 1,

vi−2 + (m+ 1) d, if c = 1,
m ∈ N0, (14)

w2m+i =

{
em+1wi−2 +

1−em+1

1−e f, if e ̸= 1,

wi−2 + (m+ 1) f, if e = 1,

for i ∈ {0, 1}. From equations in (12) we get

x2m+i =
v2m+i−1

u2m+i

u2m+i−3

w2m+i−2

w2m+i−5

v2m+i−4
x2(m−3)+i,

y2m+i =
w2m+i−1

v2m+i

v2m+i−3

u2m+i−2

u2m+i−5

w2m+i−4
y2(m−3)+i, m ∈ N,

z2m+i =
u2m+i−1

w2m+i

w2m+i−3

v2m+i−2

v2m+i−5

u2m+i−4
z2(m−3)+i,
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where i ∈ {1, 2}, and consequently

x6m+l =
v6m+l−1

u6m+l

u6m+l−3

w6m+l−2

w6m+l−5

v6m+l−4
x6(m−1)+l, m ∈ N0,

y6m+l =
w6m+l−1

v6m+l

v6m+l−3

u6m+l−2

u6m+l−5

w6m+l−4
y6(m−1)+l, m ∈ N0, (15)

z6m+l =
u6m+l−1

w6m+l

w6m+l−3

v6m+l−2

v6m+l−5

u6m+l−4
z6(m−1)+l, m ∈ N0,

where l = 3, 8, as far as 6m+ l ≥ 3. From (15), we have that

x6m+l = xl−6

m∏
s=0

v6s+l−1

u6s+l

u6s+l−3

w6s+l−2

w6s+l−5

v6s+l−4
,

y6m+l = yl−6

m∏
s=0

w6s+l−1

v6s+l

v6s+l−3

u6s+l−2

u6s+l−5

w6s+l−4
, (16)

z6m+l = zl−6

m∏
s=0

u6s+l−1

w6s+l

w6s+l−3

v6s+l−2

v6s+l−5

u6s+l−4
,

where m ≥ −1 and l = 3, 8. From (16), we get

x6m+2t+k = x2t+k−6

m∏
s=0

v6s+2t+k−1

u6s+2t+k

u6s+2t+k−3

w6s+2t+k−2

w6s+2t+k−5

v6s+2t+k−4
,

y6m+2t+k = y2t+k−6

m∏
s=0

w6s+2t+k−1

v6s+2t+k

v6s+2t+k−3

u6s+2t+k−2

u6s+2t+k−5

w6s+2t+k−4
, (17)

z6m+2t+k = z2t+k−6

m∏
s=0

u6s+2t+k−1

w6s+2t+k

w6s+2t+k−3

v6s+2t+k−2

v6s+2t+k−5

u6s+2t+k−4
,

for t ∈ {1, 2, 3} and k ∈ {1, 2}. Employing (14) in (17), we get solutions of system
(9).

3. Particular Cases of System (9)

Now, we will examine the solutions in 8 different cases depending on whether
the parameters a, c and e are equal 1 or not equal 1.
3.1. Case a ̸= 1, c ̸= 1, e ̸= 1
In this case, the solutions of system (9) can be written in the following form

x6m+2t+1 = x2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

c3s+t+1 ((1− c)− y−2z−3d) + y−2z−3d

a3s+t+1 ((1− a)− x−1y−2b) + x−1y−2b

× a3s+t ((1− a)− x−2y−3b) + x−2y−3b

e3s+t ((1− e)− x−2z−1f) + x−2z−1f

× e3s+t−1 ((1− e)− x−3z−2f) + x−3z−2f

c3s+t−1 ((1− c)− y−1z−2d) + y−1z−2d
,
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x6m+2t+2 = x2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

c3s+t+1 ((1− c)− y−1z−2d) + y−1z−2d

a3s+t+2 ((1− a)− x−2y−3b) + x−2y−3b

× a3s+t ((1− a)− x−1y−2b) + x−1y−2b

e3s+t+1 ((1− e)− x−3z−2f) + x−3z−2f

× e3s+t−1 ((1− e)− x−2z−1f) + x−2z−1f

c3s+t ((1− c)− y−2z−3d) + y−2z−3d
,

y6m+2t+1 = y2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

e3s+t+1 ((1− e)− x−3z−2f) + x−3z−2f

c3s+t+1 ((1− c)− y−1z−2d) + y−1z−2d

× c3s+t ((1− c)− y−2z−3d) + y−2z−3d

a3s+t ((1− a)− x−1y−2b) + x−1y−2b

× a3s+t−1 ((1− a)− x−2y−3b) + x−2y−3b

e3s+t−1 ((1− e)− x−2z−1f) + x−2z−1f
,

y6m+2t+2 = y2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

e3s+t+1 ((1− e)− x−2z−1f) + x−2z−1f

c3s+t+2 ((1− c)− y−2z−3d) + y−2z−3d

× c3s+t ((1− c)− y−1z−2d) + y−1z−2d

a3s+t+1 ((1− a)− x−2y−3b) + x−2y−3b

× a3s+t−1 ((1− a)− x−1y−2b) + x−1y−2b

e3s+t ((1− e)− x−3z−2f) + x−3z−2f
,

z6m+2t+1 = z2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

a3s+t+1 ((1− a)− x−2y−3b) + x−2y−3b

e3s+t+1 ((1− e)− z−1x−2f) + z−1x−2f

× e3s+t ((1− e)− z−2x−3f) + z−2x−3f

c3s+t ((1− c)− y−1z−2d) + y−1z−2d

× c3s+t−1 ((1− c)− y−2z−3d) + y−2z−3d

a3s+t−1 ((1− a)− y−2x−1b) + y−2x−1b
,

z6m+2t+2 = z2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

a3s+t+1 ((1− a)− y−2x−1b) + y−2x−1b

e3s+t+2 ((1− e)− z−2x−3f) + z−2x−3f

× e3s+t ((1− e)− z−1x−2f) + z−1x−2f

c3s+t+1 ((1− c)− y−2z−3d) + y−2z−3d

× c3s+t−1 ((1− c)− y−1z−2d) + y−1z−2d

a3s+t ((1− a)− y−3x−2b) + y−3x−2b
,
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for m ≥ −1 and t ∈ {1, 2, 3}.
3.2. Case a = 1, c ̸= 1, e ̸= 1
In this case, solutions of system (9) are as follows

x6m+2t+1 = x2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

c3s+t+1 ((1− c)− y−2z−3d) + y−2z−3d

1 + x−1y−2(3s+ t+ 1)b

× 1 + x−2y−3(3s+ t)b

e3s+t ((1− e)− x−2z−1f) + x−2z−1f

× e3s+t−1 ((1− e)− x−3z−2f) + x−3z−2f

c3s+t−1 ((1− c)− y−1z−2d) + y−1z−2d
,

x6m+2t+2 = x2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

c3s+t+1 ((1− c)− y−1z−2d) + y−1z−2d

1 + x−2y−3(3s+ t+ 2)b

× 1 + x−1y−2(3s+ t)b

e3s+t+1 ((1− e)− x−3z−2f) + x−3z−2f

× e3s+t−1 ((1− e)− x−2z−1f) + x−2z−1f

c3s+t ((1− c)− y−2z−3d) + y−2z−3d
,

y6m+2t+1 = y2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

e3s+t+1 ((1− e)− x−3z−2f) + x−3z−2f

c3s+t+1 ((1− c)− y−1z−2d) + y−1z−2d

× c3s+t ((1− c)− y−2z−3d) + y−2z−3d

1 + x−1y−2(3s+ t)b

× 1 + x−2y−3(3s+ t− 1)b

e3s+t−1 ((1− e)− x−2z−1f) + x−2z−1f
,

y6m+2t+2 = y2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

e3s+t+1 ((1− e)− x−2z−1f) + x−2z−1f

c3s+t+2 ((1− c)− y−2z−3d) + y−2z−3d

× c3s+t ((1− c)− y−1z−2d) + y−1z−2d

1 + x−2y−3(3s+ t+ 1)b

× 1 + x−1y−2(3s+ t− 1)b

e3s+t ((1− e)− x−3z−2f) + x−3z−2f
,

z6m+2t+1 = z2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + x−2y−3(3s+ t+ 1)b

e3s+t+1 ((1− e)− x−2z−1f) + x−2z−1f

× e3s+t ((1− e)− x−3z−2f) + x−3z−2f

c3s+t ((1− c)− y−1z−2d) + y−1z−2d

× c3s+t−1 ((1− c)− y−2z−3d) + y−2z−3d

1 + x−1y−2(3s+ t− 1)b
,
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z6m+2t+2 = z2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + x−1y−2(3s+ t+ 1)b

e3s+t+2 ((1− e)− x−3z−2f) + x−3z−2f

× e3s+t ((1− e)− x−2z−1f) + x−2z−1f

c3s+t+1 ((1− c)− y−2z−3d) + y−2z−3d

× c3s+t−1 ((1− c)− y−1z−2d) + y−1z−2d

1 + x−2y−3(3s+ t)b
,

for m ≥ −1 and t ∈ {1, 2, 3}.

3.3. Case a ̸= 1, c = 1, e ̸= 1
In this case, the solutions of system (9) can be written in the following form

x6m+2t+1 = x2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + y−2z−3(3s+ t+ 1)d

a3s+t+1 ((1− a)− x−1y−2b) + x−1y−2b

× a3s+t ((1− a)− x−2y−3b) + x−2y−3b

e3s+t ((1− e)− x−2z−1f) + x−2z−1f

× e3s+t−1 ((1− e)− x−3z−2f) + x−3z−2f

1 + y−1z−2(3s+ t− 1)d
,

x6m+2t+2 = x2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + y−1z−2(3s+ t+ 1)d

a3s+t+2 ((1− a)− x−2y−3b) + x−2y−3b

× a3s+t ((1− a)− x−1y−2b) + x−1y−2b

e3s+t+1 ((1− e)− x−3z−2f) + x−3z−2f

× e3s+t−1 ((1− e)− x−2z−1f) + x−2z−1f

1 + y−2z−3(3s+ t)d
,

y6m+2t+1 = y2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

e3s+t+1 ((1− e)− x−3z−2f) + x−3z−2f

1 + y−1z−2(3s+ t+ 1)d

× 1 + y−2z−3(3s+ t)d

a3s+t ((1− a)− x−1y−2b) + x−1y−2b

× a3s+t−1 ((1− a)− x−2y−3b) + x−2y−3b

e3s+t−1 ((1− e)− x−2z−1f) + x−2z−1f
,

y6m+2t+2 = y2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

e3s+t+1 ((1− e)− x−2z−1f) + x−2z−1f

1 + y−2z−3(3s+ t+ 2)d

× 1 + y−1z−2(3s+ t)d

a3s+t+1 ((1− a)− x−2y−3b) + x−2y−3b



ON SOLUTIONS OF SYSTEM OF DIFFERENCE EQUATIONS 471

× a3s+t−1 ((1− a)− x−1y−2b) + x−1y−2b

e3s+t ((1− e)− x−3z−2f) + x−3z−2f
,

z6m+2t+1 = z2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

a3s+t+1 ((1− a)− x−2y−3b) + x−2y−3b

e3s+t+1 ((1− e)− x−2z−1f) + x−2z−1f

× e3s+t ((1− e)− x−3z−2f) + x−3z−2f

1 + y−1z−2(3s+ t)d

× 1 + y−2z−3(3s+ t− 1)d

a3s+t−1 ((1− a)− x−1y−2b) + x−1y−2b
,

z6m+2t+2 = z2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

a3s+t+1 ((1− a)− x−1y−2b) + x−1y−2b

e3s+t+2 ((1− e)− x−3z−2f) + x−3z−2f

× e3s+t ((1− e)− x−2z−1f) + x−2z−1f

1 + y−2z−3(3s+ t+ 1)d

× 1 + y−1z−2(3s+ t− 1)d

a3s+t ((1− a)− x−2y−3b) + x−2y−3b
,

for m ≥ −1 and t ∈ {1, 2, 3}.

3.4. Case a ̸= 1, c ̸= 1, e = 1
In this case, solutions of system (9) are as follows

x6m+2t+1 = x2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

c3s+t+1 ((1− c)− y−2z−3d) + y−2z−3d

a3s+t+1 ((1− a)− x−1y−2b) + x−1y−2b

× a3s+t ((1− a)− x−2y−3b) + x−2y−3b

1 + x−2z−1(3s+ t)f

× 1 + x−3z−2(3s+ t− 1)f

c3s+t−1 ((1− c)− y−1z−2d) + y−1z−2d
,

x6m+2t+2 = x2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

c3s+t+1 ((1− c)− y−1z−2d) + y−1z−2d

a3s+t+2 ((1− a)− x−2y−3b) + x−2y−3b

× a3s+t ((1− a)− x−1y−2b) + x−1y−2b

1 + x−3z−2(3s+ t+ 1)f

× 1 + x−2z−1(3s+ t− 1)f

c3s+t ((1− c)− y−2z−3d) + y−2z−3d
,

y6m+2t+1 = y2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + x−3z−2(3s+ t+ 1)f

c3s+t+1 ((1− c)− y−1z−2d) + y−1z−2d
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× c3s+t ((1− c)− y−2z−3d) + y−2z−3d

a3s+t ((1− a)− x−1y−2b) + x−1y−2b

× a3s+t−1 ((1− a)− x−2y−3b) + x−2y−3b

1 + x−2z−1(3s+ t− 1)f
,

y6m+2t+2 = y2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + x−2z−1(3s+ t+ 1)f

c3s+t+2 ((1− c)− y−2z−3d) + y−2z−3d

× c3s+t ((1− c)− y−1z−2d) + y−1z−2d

a3s+t+1 ((1− a)− x−2y−3b) + x−2y−3b

× a3s+t−1 ((1− a)− x−1y−2b) + x−1y−2b

1 + x−3z−2(3s+ t)f
,

z6m+2t+1 = z2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

a3s+t+1 ((1− a)− x−2y−3b) + x−2y−3b

1 + x−2z−1(3s+ t+ 1)f

× 1 + x−3z−2(3s+ t)f

c3s+t ((1− c)− y−1z−2d) + y−1z−2d

× c3s+t−1 ((1− c)− y−2z−3d) + y−2z−3d

a3s+t−1 ((1− a)− x−1y−2b) + x−1y−2b
,

z6m+2t+2 = z2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

a3s+t+1 ((1− a)− x−1y−2b) + x−1y−2b

1 + x−3z−2(3s+ t+ 2)f

× 1 + x−2z−1(3s+ t)f

c3s+t+1 ((1− c)− y−2z−3d) + y−2z−3d

× c3s+t−1 ((1− c)− y−1z−2d) + y−1z−2d

a3s+t ((1− a)− x−2y−3b) + x−2y−3b
,

for m ≥ −1 and t ∈ {1, 2, 3}.

3.5. Case a = 1, c = 1, e ̸= 1
In this case, the solution of system (9) can be written in the following form

x6m+2t+1 = x2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + y−2z−3(3s+ t+ 1)d

1 + x−1y−2(3s+ t+ 1)b

× 1 + x−2y−3(3s+ t)b

e3s+t ((1− e)− x−2z−1f) + x−2z−1f

× e3s+t−1 ((1− e)− x−3z−2f) + x−3z−2f

1 + y−1z−2(3s+ t− 1)d
,
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x6m+2t+2 = x2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + y−1z−2(3s+ t+ 1)d

1 + x−2y−3(3s+ t+ 2)b

× 1 + x−1y−2(3s+ t)b

e3s+t+1 ((1− e)− x−3z−2f) + x−3z−2f

× e3s+t−1 ((1− e)− x−2z−1f) + x−2z−1f

1 + y−2z−3(3s+ t)d
,

y6m+2t+1 = y2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

e3s+t+1 ((1− e)− x−3z−2f) + x−3z−2f

1 + y−1z−2(3s+ t+ 1)d

× 1 + y−2z−3(3s+ t)d

1 + x−1y−2(3s+ t)b

1 + x−2y−3(3s+ t− 1)b

e3s+t−1 ((1− e)− x−2z−1f) + x−2z−1f
,

y6m+2t+2 = y2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

e3s+t+1 ((1− e)− x−2z−1f) + x−2z−1f

1 + y−2z−3(3s+ t+ 2)d

× 1 + y−1z−2(3s+ t)d

1 + x−2y−3(3s+ t+ 1)b

1 + x−1y−2(3s+ t− 1)b

e3s+t ((1− e)− x−3z−2f) + x−3z−2f
,

z6m+2t+1 = z2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + x−2y−3(3s+ t+ 1)b

e3s+t+1 ((1− e)− x−2z−1f) + x−2z−1f

× e3s+t ((1− e)− x−3z−2f) + x−3z−2f

1 + y−1z−2(3s+ t)d

1 + y−2z−3(3s+ t− 1)d

1 + x−1y−2(3s+ t− 1)b
,

z6m+2t+2 = z2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + x−1y−2(3s+ t+ 1)b

e3s+t+2 ((1− e)− x−3z−2f) + x−3z−2f

× e3s+t ((1− e)− x−2z−1f) + x−2z−1f

1 + y−2z−3(3s+ t+ 1)d

1 + y−1z−2(3s+ t− 1)d

1 + x−2y−3(3s+ t)b
,

for m ≥ −1 and t ∈ {1, 2, 3}.

3.6. Case a = 1, c ̸= 1, e = 1
In this case, solutions of system (9) are as follows

x6m+2t+1 = x2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

c3s+t+1 ((1− c)− y−2z−3d) + y−2z−3d

1 + x−1y−2(3s+ t+ 1)b

× 1 + x−2y−3(3s+ t)b

1 + x−2z−1(3s+ t)f

1 + x−3z−2(3s+ t− 1)f

c3s+t−1 ((1− c)− y−1z−2d) + y−1z−2d
,
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x6m+2t+2 = x2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

c3s+t+1 ((1− c)− y−1z−2d) + y−1z−2d

1 + x−2y−3(3s+ t+ 2)b

× 1 + x−1y−2(3s+ t)b

1 + x−3z−2(3s+ t+ 1)f

1 + x−2z−1(3s+ t− 1)f

c3s+t ((1− c)− y−2z−3d) + y−2z−3d
,

y6m+2t+1 = y2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + x−3z−2(3s+ t+ 1)f

c3s+t+1 ((1− c)− y−1z−2d) + y−1z−2d

× c3s+t ((1− c)− y−2z−3d) + y−2z−3d

1 + x−1y−2(3s+ t)b

1 + x−2y−3(3s+ t− 1)b

1 + x−2z−1(3s+ t− 1)f
,

y6m+2t+2 = y2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + x−2z−1(3s+ t+ 1)f

c3s+t+2 ((1− c)− y−2z−3d) + y−2z−3d

× c3s+t ((1− c)− y−1z−2d) + y−1z−2d

1 + x−2y−3(3s+ t+ 1)b

1 + x−1y−2(3s+ t− 1)b

1 + x−3z−2(3s+ t)f
,

z6m+2t+1 = z2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + x−2y−3(3s+ t+ 1)b

1 + x−2z−1(3s+ t+ 1)f

× 1 + x−3z−2(3s+ t)f

c3s+t ((1− c)− y−1z−2d) + y−1z−2d

× c3s+t−1 ((1− c)− y−2z−3d) + y−2z−3d

1 + x−1y−2(3s+ t− 1)b
,

z6m+2t+2 = z2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + x−1y−2(3s+ t+ 1)b

1 + x−3z−2(3s+ t+ 2)f

× 1 + x−2z−1(3s+ t)f

c3s+t+1 ((1− c)− y−2z−3d) + y−2z−3d

× c3s+t−1 ((1− c)− y−1z−2d) + y−1z−2d

1 + x−2y−3(3s+ t)b
,

for m ≥ −1 and t ∈ {1, 2, 3}.

3.7. Case a ̸= 1, c = 1, e = 1
In this case, the solution of system (9) can be written in the following form

x6m+2t+1 = x2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + y−2z−3(3s+ t+ 1)d

a3s+t+1 ((1− a)− x−1y−2b) + x−1y−2b
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× a3s+t ((1− a)− x−2y−3b) + x−2y−3b

1 + x−2z−1(3s+ t)f

1 + x−3z−2(3s+ t− 1)f

1 + y−1z−2(3s+ t− 1)d
,

x6m+2t+2 = x2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + y−1z−2(3s+ t+ 1)d

a3s+t+2 ((1− a)− x−2y−3b) + x−2y−3b

× a3s+t ((1− a)− x−1y−2b) + x−1y−2b

1 + x−3z−2(3s+ t+ 1)f

1 + x−2z−1(3s+ t− 1)f

1 + y−2z−3(3s+ t)d
,

y6m+2t+1 = y2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + x−3z−2(3s+ t+ 1)f

1 + y−1z−2(3s+ t+ 1)d

× 1 + y−2z−3(3s+ t)d

a3s+t ((1− a)− x−1y−2b) + x−1y−2b

× a3s+t−1 ((1− a)− x−2y−3b) + x−2y−3b

1 + x−2z−1(3s+ t− 1)f
,

y6m+2t+2 = y2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + x−2z−1(3s+ t+ 1)f

1 + y−2z−3(3s+ t+ 2)d

× 1 + y−1z−2(3s+ t)d

a3s+t+1 ((1− a)− x−2y−3b) + x−2y−3b

× a3s+t−1 ((1− a)− x−1y−2b) + x−1y−2b

1 + x−3z−2(3s+ t)f
,

z6m+2t+1 = z2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

a3s+t+1 ((1− a)− x−2y−3b) + x−2y−3b

1 + x−2z−1(3s+ t+ 1)f

× 1 + x−3z−2(3s+ t)f

1 + y−1z−2(3s+ t)d

1 + y−2z−3(3s+ t− 1)d

a3s+t−1 ((1− a)− x−1y−2b) + x−1y−2b
,

z6m+2t+2 = z2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

a3s+t+1 ((1− a)− x−1y−2b) + x−1y−2b

1 + x−3z−2(3s+ t+ 2)f

× 1 + x−2z−1(3s+ t)f

1 + y−2z−3(3s+ t+ 1)d

1 + y−1z−2(3s+ t− 1)d

a3s+t ((1− a)− x−2y−3b) + x−2y−3b
,

for m ≥ −1 and t ∈ {1, 2, 3}.

3.8. Case a = 1, c = 1, e = 1
In this case, solutions of system (9) are as follows
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x6m+2t+1 = x2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + y−2z−3(3s+ t+ 1)d

1 + x−1y−2(3s+ t+ 1)b

× 1 + x−2y−3(3s+ t)b

1 + x−2z−1(3s+ t)f

1 + x−3z−2(3s+ t− 1)f

1 + y−1z−2(3s+ t− 1)d
,

x6m+2t+2 = x2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + y−1z−2(3s+ t+ 1)d

1 + x−2y−3(3s+ t+ 2)b

× 1 + x−1y−2(3s+ t)b

1 + x−3z−2(3s+ t+ 1)f

1 + x−2z−1(3s+ t− 1)f

1 + y−2z−3(3s+ t)d
,

y6m+2t+1 = y2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + x−3z−2(3s+ t+ 1)f

1 + y−1z−2(3s+ t+ 1)d

× 1 + y−2z−3(3s+ t)d

1 + x−1y−2(3s+ t)b

1 + x−2y−3(3s+ t− 1)b

1 + x−2z−1(3s+ t− 1)f
,

y6m+2t+2 = y2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + x−2z−1(3s+ t+ 1)f

1 + y−2z−3(3s+ t+ 2)d

× 1 + y−1z−2(3s+ t)d

1 + x−2y−3(3s+ t+ 1)b

1 + x−1y−2(3s+ t− 1)b

1 + x−3z−2(3s+ t)f

z6m+2t+1 = z2t−5

m∏
s=0

x−1y−1z−1

x−3y−3z−3

1 + x−2y−3(3s+ t+ 1)b

1 + x−2z−1(3s+ t+ 1)f

× 1 + x−3z−2(3s+ t)f

1 + y−1z−2(3s+ t)d

1 + y−2z−3(3s+ t− 1)d

1 + x−1y−2(3s+ t− 1)b
,

z6m+2t+2 = z2t−4

m∏
s=0

x−3y−3z−3

x−1y−1z−1

1 + x−1y−2(3s+ t+ 1)b

1 + x−3z−2(3s+ t+ 2)f

× 1 + x−2z−1(3s+ t)f

1 + y−2z−3(3s+ t+ 1)d

1 + y−1z−2(3s+ t− 1)d

1 + x−2y−3(3s+ t)b
,

for m ≥ −1 and t ∈ {1, 2, 3}.

Lemma 2. If a ̸= 1, c ̸= 1, e ̸= 1, b ̸= 0, d ̸= 0 and f ̸= 0, then the system (9)
has 6−periodic solutions.
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Proof. Let

αn = xn−2yn−3, βn = yn−2zn−3 and γn = zn−2xn−3, n ∈ N0.

Then from (9) we get

αn+2 =
αn

a+ bαn
, βn+2 =

βn

c+ dβn

and γn+2 =
γn

e+ fγn

, n ∈ N0. (18)

If b ̸= 0, d ̸= 0 and f ̸= 0, then system (18) has a unique equilibrium solution which(
α, β, γ

)
is different from (0, 0, 0), that is,

αn = α =
1− a

b
̸= 0, βn = β =

1− c

d
̸= 0, γn = γ =

1− e

f
̸= 0, n ∈ N0.

If α = 0 or β = 0 or γ = 0, then system (9) has not well-defined solutions. From
(18), we have

xn−2 =
1− a

byn−3
=

(1− a)d

b(1− c)
zn−4 =

(1− a)d(1− e)

b(1− c)fxn−5
,

=
d(1− e)

(1− c)f
yn−6 =

1− e

fzn−7
= xn−8, n ≥ 5,

yn−2 =
1− c

dzn−3
=

(1− c)f

d(1− e)
xn−4 =

(1− c)f(1− a)

d(1− e)byn−5

=
f(1− a)

(1− e)b
zn−6 =

1− a

bxn−7
= yn−8, n ≥ 5,

zn−2 =
1− e

fxn−3
=

(1− e)b

f(1− a)
yn−4 =

(1− e)b(1− c)

f(1− a)dzn−5

=
b(1− c)

(1− a)d
xn−6 =

1− c

dyn−7
= zn−8, n ≥ 5,

from which along with the assumptions in Lemma 2, the results can be easily
seen. □

The following theorem give the forbidden set of the initial conditions for system
(9).

Theorem 1. Assume that a ̸= 0, b ̸= 0, c ̸= 0, d ̸= 0, e ̸= 0, f ̸= 0. The forbidden
set of the initial values for system (9) is given by the set

F =
⋃

m∈N0

1⋃
i=0

{ 1

xi−2yi−3
= f̂−m−1

(
− b

a

)
,

1

yi−2zi−3
= g−m−1

(
−d

c

)
,

1

zi−2xi−3
= h−m−1

(
−f

e

)}⋃ 3⋃
j=1

{(
x⃗−(3,1), y⃗−(3,1), z⃗−(3,1)

)
∈ R9 : (19)

x−j = 0 or y−j = 0 or z−j = 0
}
,
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where x⃗−(3,1) = (x−3, x−2, x−1), y⃗−(3,1) = (y−3, y−2, y−1), z⃗−(3,1) = (z−3, z−2, z−1).

Proof. We have obtained that the set

3⋃
j=1

{(
x⃗−(3,1), y⃗−(3,1), z⃗−(3,1)

)
∈ R9 : x−j = 0 or y−j = 0 or z−j = 0

}
,

where x⃗−(3,1) = (x−3, x−2, x−1), y⃗−(3,1) = (y−3, y−2, y−1), z⃗−(3,1) = (z−3, z−2, z−1),
belongs to the forbidden set of the initial values for system (9) at the beginning
of Section 2. If x−j ̸= 0, y−j ̸= 0 and z−j ̸= 0, j ∈ {1, 2, 3}, then system (9) is
undefined if and only if

a+ bxn−2yn−3 = 0, c+ dyn−2zn−3 = 0, e+ fzn−2xn−3 = 0, n ∈ N0.

By taking into account the change of variables (12), we can write the corresponding
conditions

un−2 = − b

a
, vn−2 = −d

c
and wn−2 = −f

e
, n ∈ N0. (20)

Therefore, we can determine the forbidden set of the initial values for system (9)
by using system (13). We know that the statements

u2m+i = f̂m+1 (ui−2) , (21)

v2m+i = gm+1 (vi−2) , (22)

w2m+i = hm+1 (wi−2) , (23)

where m ∈ N0, i ∈ {0, 1}, f̂ (x) = ax + b, g (x) = cx + d and h (x) = ex + f ,
characterize the solutions of system (9). By using the conditions (20) and the
statements (21)-(23), we have

ui−2 = f̂−m−1

(
− b

a

)
, (24)

vi−2 = g−m−1

(
−d

c

)
, (25)

wi−2 = h−m−1

(
−f

e

)
, (26)

where m ∈ N0, i ∈ {0, 1} and abcdef ̸= 0. This means that if one of the conditions
in (24)-(26) holds, then m−th iteration or (m+ 1)−th iteration in system (9) can
not be calculated. Consequently, we obtain the result in (19). □

4. Conclusion

In this paper, we have solved the following three-dimensional system of difference
equations

xn =
xn−2yn−3

yn−1 (a+ bxn−2yn−3)
,



ON SOLUTIONS OF SYSTEM OF DIFFERENCE EQUATIONS 479

yn =
yn−2zn−3

zn−1 (c+ dyn−2zn−3)
, n ∈ N0,

zn =
zn−2xn−3

xn−1 (e+ fzn−2xn−3)
,

where the initial values x−i, y−i, z−i, i = 1, 3 and the parameters a, b, c, d, e, f are
non-zero real numbers. In addition, we have obtained the solutions of above system
in explicit form according to the parameters a, c and e are equal 1 or not equal
1. Moreover, we have got periodic solutions of aforementioned system. Finally,
we have identified the forbidden set of the initial conditions by using the acquired
formulas.
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DETECTION OF MONKEYPOX DISEASE FROM SKIN LESION

IMAGES USING MOBILENETV2 ARCHITECTURE
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Abstract. Monkeypox has recently become an endemic disease that threat-

ens the whole world. The most distinctive feature of this disease is occurring
skin lesions. However, in other types of diseases such as chickenpox, measles,

and smallpox skin lesions can also be seen. The main aim of this study was

to quickly detect monkeypox disease from others through deep learning ap-
proaches based on skin images. In this study, MobileNetv2 was used to de-

termine in images whether it was monkeypox or non-monkeypox. To find
splitting methods and optimization methods, a comprehensive analysis was

performed. The splitting methods included training and testing (70:30 and

80:20) and 10 fold cross validation. The optimization methods as adaptive
moment estimation (adam), root mean square propagation (rmsprop), and

stochastic gradient descent momentum (sgdm) were used. Then, MobileNetv2

was tasked as a deep feature extractor and features were obtained from the
global pooling layer. The Chi-Square feature selection method was used to

reduce feature dimensions. Finally, selected features were classified using the

Support Vector Machine (SVM) with different kernel functions. In this study,
10 fold cross validation and adam were seen as the best splitting and opti-

mization methods, respectively, with an accuracy of 98.59%. Then, significant

features were selected via the Chi-Square method and while classifying 500
features with SVM, an accuracy of 99.69% was observed.

1. Introduction

Monkeypox virus, a zoonotic orthopox DNA virus related to the virus that rea-
sons smallpox, was first observed in humans in 1970 in the Democratic Republic
of Congo (namely Zaire) [1, 2]. Sporadic outbreaks of infection have been declared
in Africa, typically resulting from contact with wildlife reservoirs (especially ro-
dents) [2, 3]. Such epidemics and travel-related events outside Africa have had
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restricted secondary spread, and thus human-to-human infection has been assumed
ineffective [2, 4–7]. Although the monkeypox virus has been prevalent for years in
zones where it was conventionally an endemic disease, the search for monkeypox
has been disregarded and non-financed [2]. As of early May 2022, more than 3000
monkeypox virus infections have been noticed in more than 50 countries through
five zones, canalizing the World Health Organization to declare monkeypox a de-
veloping medium public health fear threat on June 23, 2022 [2,8]. Anxieties about
the appearance of various infections in the coronavirus pandemic have been rising
daily. The monkeypox disease was also feared by the people. To diagnose monkey-
pox early and take the necessary precautions, deep learning algorithms could be
preferred by speeding up the process. For this purpose, one of the deep learning
algorithms was used to detect monkeypox disease. Nowadays, deep learning algo-
rithms have been widely used, particularly in image classification [9–15]. When
images were classified, generally convolutional neural network (CNN) was utilized
as a classifier. However, it has been considered that creating a novel CNN was
difficult. Therefore, pre-trained architectures were determined as facilitators of
this problem. In this study, MobileNetv2 which was a pre-trained architecture
was preferred because of faster and more effective to recognize monkeypox disease.
For determining the disease, the dataset was utilized from the publicly available
website. This dataset contained monkeypox skin images and non-monkeypox skin
images. Not only MobileNetv2 was used as a classifier but also performed as a deep
feature extractor from these images. First, it was utilized as a classifier in different
ways and then, it was performed as a feature extractor and merged with the Chi-
Square feature selection method and Support Vector Machine (SVM) algorithm to
provide confidence in the structure. Therefore, created this structure was called
the hybrid algorithm. The pipeline of this study was displayed in Figure 1. The
main contributions of this study are as follows:

• Used MobileNetv2 to detect monkeypox disease from skin images.
• Different splitting methods as training and testing (70:30 and 80:20) and
10 fold cross validation were carried out.

• Diverse optimization methods: adam, rmsprop and sgdm were also inves-
tigated in terms of classification success.

• Found the best splitting method as 10 fold cross validation and the best
optimization method as adam based on performance metrics: accuracy,
specificity, sensitivity, precision, G-Mean, F1-score, and AUC (Area Under
Curve).

• Extracted 1280 features for each image from global average pooling of Mo-
bileNetv2 to improve monkeypox detection.

• Reduced these features to 250, 500, and 1000 by using the Chi-Square
method and decisioned to the number of the minimum features was 500
according to results.
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Figure 1. The pipeline of the study.

• Classified the reduced features based on SVM with linear, gaussian, and
polynomial kernel functions to detect as monkeypox or non-monkeypox in
the final of the study.

• Obtained the top results with the hybrid algorithm.

The rest of the study is organized as follows: In Section 1, the literature review
was expressed. Then, utilized methods were stated in Section 2. In Section 3;
the dataset, performance metrics, Receiver operating characteristic (ROC) curve,
cross validation, hyperparameter selection, and experimental results were clarified.
Then, the advantages and disadvantages of this study were discussed in Section 4.
Finally, the study has been finalized the study in Section 5.

1.1. Literature Review. In this study, when the monkeypox image classification
studies were searched, not much more studies were seen. Though monkeypox dis-
ease emerged in 1970 [16], deep learning based studies have been newly raised.
Sahin et al. [16] used a monkeypox image dataset to detect monkeypox via mobile
device. They performed some pre-trained architectures: ResNet18, GoogleNet, Ef-
ficientb0, NasnetMobile, ShuffleNet, MobileNetv2. At the end of their study, the
best performance was obtained based on MobileNetv2 with an accuracy of 91.11%.
Ali et al. [17] utilized a monkeypox image dataset for binary classification using
pre-trained architectures: VGG-16, ResNet50, and InceptionV3 with 3 fold cross
validation. Final of the study, ResNet50 obtained the highest accuracy at 82.96%.
Ahsan et al. [18] created two studies for recognizing monkeypox virus from images.
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First one was which detecting monkeypox from original collected images, another
was which detecting monkeypox from augmented images. Both studies were ana-
lyzed through deep learning based algorithms. They also benefited from one of the
pre-trained architectures, VGG-16. Eventually, they obtained an accuracy of 97%
and 88% for original images and augmented images to classify, respectively. Alakus
and Baykara [19] researched to find monkeypox disease from DNA sequences via a
deep learning approach. This is because monkeypox disease has different DNA se-
quences from warts and sometimes warts and monkeypox are not differentiable from
each other. Therefore, they obtained DNA sequences of both warts and monkeypox
and mapped them. Then, the mapped sequences were classified to detect mon-
keypox via bidirectional long/short term memory (BiLSTM) algorithm. In final,
their study acquired an average accuracy of 96.08%. Sitaula and Shahi [20] used
monkeypox image dataset to determine the disease via deep learning algorithm.
Firstly, they performed two different visualization methods: Gradient weighted
Class Activation Mapping (Grand-CAM) and Local Interpretable Model-Agnostic
Explanations (LIME). Next, Xception architecture was used for classifying mon-
keypox dataset and it obtained an accuracy of 86.51%. Akin et al. [21] employed
12 different pre-trained architectures to classify the monkeypox image dataset into
normal and monkeypox classes. At the end of the comparison, MobileNetv2 hit
to top with an accuracy of 98.25%. Abdelhamid et al. [22] classified monkeypox
image dataset based on transfer learning method with created hybrid deep learning
algorithm. The algorithm first realized deep feature extraction via GoogleNet and
then, it selected significant features through the Al-Biruni earth radius optimiza-
tion algorithm. Finally, their proposed hybrid algorithm reached an accuracy of
98.8%.

2. Methods

2.1. Convolutional Neural Network. Convolutional Neural Network (CNN)
has been one of the deep learning algorithms to analyze data generally used for
images [23]. This name has come from the mathematical linear operation between
matrices called convolution [24].It has been inspired by the structure of the animal
visual cortex [23, 25, 26] and also created to automatically learn spatial hierarchies
of features, from low to high level forms. CNN has had a complex mathematical
structure because of including black-box [27]. The CNN processes an image in
different layers and separates all its properties. The most generally applied layers
have been: convolution layer, activation layer, pooling layer (maximum, average,
or global), flattening layer, fully connected layer expressed as [28–30].

2.2. MobileNetv2: Classification architecture and Deep Feature Extrac-
tor. MobileNetv2 [31, 32] has used lightweight depth wise convolutions to filter
features. It has two main blocks and contained the initial fully convolutional layer
with 32 filters. Then, 19 residual bottleneck layers have been traced. In fact, it
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was put forward for mobile devices. MobileNetv2 is known as pre-trained archi-
tecture. In general, a CNN is created very hard and consumed time. Therefore,
this situation was considered and this architecture was effectively used as a classi-
fier and deep feature extractor. MobileNetv2 utilized in this study possesses some
advantages: speedy performance, few parameters, needs little memory, etc. In ad-
dition, it can be employed in mobile applications, as well [12]. When a pre-trained
architecture or other CNN architectures were applied, Stochastic gradient descent
momentum (sgdm) [33] had been preferred as an optimization method [10, 12, 34].
However, the presented study, not only used sgdm but also employed Adaptive mo-
ment estimation (adam) [35] and Root Mean Square Propagation (rmsprop) [36].
In this study, 1280 features of each monkeypox image were obtained from the global
average pooling layer called global-average while it was applied as a deep feature
extractor. Next, obtained features were selected via Chi-Square (χ2) method.

2.3. Feature Selection through Chi-Square(χ2)Method. The Chi-Square has
been a preferable statistical method to generate a rank about the effectively of a
cell in a knowledge table. Sometimes, it has been expressed as the Pearson Chi-
Square test or the Chi-Square test [12]. The rank is determined by using the
difference between the expected value and the actual value of a cell in a Chi-Square
test [12,37,38]. The Chi-Square value is computed as follows in Equation(1) [37,38]:

χ2 =

R∑
i=1

C∑
j=1

(fij − eij)
2

eij
(1)

where fij : actual value, eij : expected value, R : row, C : column, i = 1, 2, ..., R ,
j = 1, 2, ..., C , and χ2: calculated Chi-Square value are represented. In first, the
expected value is calculated for each cell. Then, it is calculated squared of the
actual value and the expected value difference and divided by the expected value
for each cell. After that, calculated these values are summed up. To obtain p-value,
this sum is utilized in the probability density function(pdf) [12]. Before this stage
is initiated, the degree of freedom should be found as follows in Equation (2):

ν = (R− 1)(C − 1) (2)

The pdf is calculated as follows in Equation (3) [39]:

f (x, ν) =
1

2
ν
2 Γ

(
ν
2

)x ν
2−1e−

ν
2 , x > 0 (3)

The p-value is also seen as follows in Equation (4) [12]:

p− value =

∞∫
χ2

f (x, ν) dx (4)

p-value is widely found through Chi-Square tables instead of calculating in many
implementations since integrating this equation is not an easy way [12]. When
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applied to feature selection, the table for which the Chi-Square value should be
computed is composed of set feature records against classes [12]. Therefore, this
value was computed and features were sorted via their relation with class. Then,
the highest related 250, 500, and 1000 features were investigated. At the end of
the part, the dimension of the features was effectively reduced through Chi-Square
method.

2.4. Support Vector Machine (SVM). In general, a classical learning approach
is constructed to minimize errors in the training dataset based on empirical theory
[40]. However, a Support Vector Machine (SVM) is built for the minimization
of structural risk based on the statistical learning theory. Additionally, it can be
explained with mathematical equations [41]. For this reason, it can be preferred
in healthcare analysis. SVM possesses the potential to tackle very large feature
spaces. This is because the training of SVM is realized so that the dimension of
classified vectors does not have as different an effect on the performance of SVM
as it possesses on the performance of the conventional classifier [40]. Therefore, it
is observed to be mainly effective in big classification problems [40]. In this study,
SVM was efficiently employed as a classifier after selecting features from monkeypox
images with Gaussian, Linear, and Polynomial kernel functions.

3. Results

3.1. Monkeypox Dataset. In this study, Monkeypox skin image dataset was used
for binary classification (monkeypox and non-monkeypox) and obtained from Kag-
gle website [42]. The non-monkeypox images consisted of both chickenpox and
others, and it could be expressed that non-monkeypox images were similar to mon-
keypox. In fact, the dataset included original images: 102 monkeypox, and 126
non-monkeypox. However, if the original dataset was used for classification, it
would be overfitting because of including fewer images. Therefore, the augmented
dataset was performed to overcome overfitting. The augmented dataset contained
1428 monkeypox and 1764 non-monkeypox images. In total, 3192 images were em-
ployed to detect monkeypox disease. Besides, each image dimension was 224 x 224
and in RGB (Red, Green, Blue) format, and thus the dimension was 224 x 224 x
3. Two different splitting methods were applied in this study: training testing and
cross validation. The ratio: 70:30, 80:20 training and testing were performed. In
addition, a 10 fold cross validation was carried out.

3.2. Performance metrics. In this study, classifier performance was evaluated
with accuracy, sensitivity, specificity, precision, F1-Score, and Geometric mean (G-
Mean) and detailed in Table 1 [43–45].
where TP :True Positive, FP : False Positive, TN : True Negative, and FN : False
Negative were shown.
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Table 1. Formulas of performance metrics.

Performance Metric Formulas

Accuracy TP+TN
TP+TN+FP+FN

F1-Score 2×TP
2×TP+FP+FN

G-Mean
√
Sensitivity × Specificity

Precision TP
TP+FP

Sensitivity TP
TP+FN

Specificity TN
TN+FP

3.3. Receiver operating characteristic (ROC) curve. While any classifier
performance was calculated, the receiver operating characteristic (ROC) curve was
widely carried out in a classification issue. Here, the false positive rate and true
positive rate are respectively displayed as the ROC curve’s x-axis and y-axis. Gen-
erally, the area under the curve (AUC) is also computed to identify whether a
particular condition exists considering test data. When found the AUC value is
approximately 1, the classifier has perfect performance [44, 46]. In this study, the
AUC value was calculated to evaluate classification performance, and also ROC
curve was demonstrated.

3.4. Cross Validation. To obtain trusted results from processes that contain
black boxes like deep learning, cross validation has been widely preferred as a split-
ting method to avoid overfitting [47–49]. This method randomly splits the dataset
with specified fold number (k) and thinks that one of the subconvolutions has been
trained as a test set and leftovers [9, 50]. This operation is repeated up to k folds
and tested in the pipeline [51]. In this study, k was determined as 10 for confident
classification results.

3.5. Hyper-parameters Selection. In this study, hyperparameters were used to
achieve better performance in classifying monkeypox images. Parameters identified
were that adam, sgdm, rmsprop were performed as optimization methods, the learn-
ing rate was 0.0001 as a constant, the maximum epoch was 5, and the minibatch
size was 8. All hyperparameters were determined by trial and error.

3.6. Experimental Results. In this study, the classification of the monkeypox
skin image dataset effectively benefitted from a deep learning algorithm. This deep
learning algorithm was MobileNetv2 pre-trained architecture which accepted images
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with 224x224 dimensions. The architecture was adapted with a transfer learning
method to detect monkeypox disease from images both classifier and deep feature
extractor. This is because deep learning algorithms can be carried out feature
extraction from images without expert opinion, efficiently. First, the monkeypox
image dataset was classified using different splitting (70:30, 80:20 training-testing,
10 fold cross validation) and optimization methods (adam, sgdm, rmsprop) where
the best splitting and optimization method was found. Although the results ob-
tained in this section were very good, the goal was to achieve excellent results in
the detection of monkeypox disease. Thereafter, one of the feature selection meth-
ods: Chi-Square was used to reduce the dimension of features obtained from the
MobileNetv2 global average pooling layer. More related 250,500, and 1000 features
were chosen via Chi-Square method. Eventually, selected features were classified
with SVM. Therefore, novel hybrid algorithm was designed via MobileNetv2, Chi-
Square, and SVM. The results were acquired in MATLAB 2021b through intel core
i7 7500U CPU, NVIDIA GeForce GTX 950M,16 GB RAM, and 64-bit operating
system. All performance results are seen in Table 2 and Table 3.

Table 2. Mobilenetv2 performance metrics to classify Monkeypox
images by different optimization methods and splitting methods.

Splitting
Method

Optimization
Method

Sensitivity Specificity Precision F1-Score G-Mean Accuracy AUC

70:30
Train-test

adam 0.9252 0.9887 0.9851 0.9542 0.9564 0.9603 0.9933
rmsprop 0.9369 0.9773 0.9709 0.9536 0.9569 0.9592 0.9900
sgdm 0.8341 0.9679 0.9545 0.8903 0.8985 0.9080 0.9780

80:20
Train-test

adam 0.9371 0.9433 0.9306 0.9338 0.9402 0.9405 0.9866
rmsprop 0.9161 0.9802 0.9740 0.9441 0.9476 0.9515 0.9930
sgdm 0.8986 0.9292 0.9113 0.9049 0.9138 0.9155 0.9806

10 Fold
Cross Validation

adam 0.9811 0.9898 0.9873 0.9842 0.9854 0.9859 0.9985
rmsprop 0.9692 0.9881 0.9851 0.9771 0.9786 0.9796 0.9979
sgdm 0.8704 0.9654 0.9532 0.9100 0.9167 0.9229 0.9747

*Bold values were shown as the highest metrics in this part.

According to Table 2, in the examined 70:30 splitting method, the best ones had
an accuracy of 96.03%, an AUC of 0.9933, an F1 score of 0.9542, a precision of
98.51% and a specificity of 98.87% obtained “adam” optimization method. A sen-
sitivity of 92.52% and G-Mean of 95.64% were achieved to classify the monkeypox
image dataset in this experiment.

Furthermore, Table 2 showed that the highest had an accuracy of 95.15%, an
AUC of 0.9930, a G-Mean of 94.76%, an F1 score of 0.9476, a precision of 97.4%,
and a specificity of 98.02% by using 80:20 splitting method and “rmsprop” op-
timization method. In this experiment, a sensitivity of 93.71% was achieved to
classify monkeypox image datasets. When training and test splitting methods were
interpreted, it was found that the 70:30 was more successful than another.

When Table 2 was investigated in regards 10 fold cross validation, the top had
an accuracy of 98.59%, an AUC of 0.9985, a G-Mean of 98.54%, an F1-Score of
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(a) 70:20 (b) 80:20

(c) 10 fold cross validation

Figure 2. Confusion matrices of MobileNetv2 by using diverse
splitting methods.

0.9842, a precision of 98.73%, a specificity of 98.98% and a sensitivity of 98.11%.
This experiment demonstrated that all performance metrics hit to top based on
10 fold cross validation and “adam” optimization method and hence, it could be
expressed that cross validation was the best splitting method and adam was the
best optimization method to classify the monkeypox image dataset. The confusion
matrix and ROC Curve belonging to the 10 fold cross validation and “adam” op-
timization method were shown in Figure 2(C) and Figure 3. In addition, Figure
2(A) and (B) displayed confusion matrices of other splitting methods.

Although the results of this experiment were remarkably good, the aim was to
further enhance these results in the recognition of monkeypox disease. Then, Mo-
bileNetv2 was used as a feature extractor from images and 1280 features for each
image were obtained from its global average pooling layer. Then, these features
were diminished to association 250, 500, and 1000 features using Chi-Square fea-
ture selection method. The rank of the 1280 features based on Chi-Square was
demonstrated in Figure 4. After all, SVM was utilized to classify these features
with different kernel functions in this part. Therefore, MobileNetv2- Chi Square-
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Figure 3. ROC curve of MobileNetv2.

SVM structure was named as Hybrid Algorithm. Experimental results were dis-
played in Table 3.

When Table 3 was examined in terms of both the number of features and dif-
ferent kernel functions, it was seen that the highest success was obtained with the
number of 500 features and the polynomial kernel function. The performance met-
rics were as follows: an accuracy of 99.69%, an AUC of 0.9999, a G-Mean of 99.69%,
an F1-Score of 0.9965, a precision of 100%, a specificity of 100% and a sensitivity
of 99.30%.

Other interesting results shown in Table 3 for the number of 250 and 1000 fea-
tures as follows: The first, linear and gaussian kernel functions gave the same
performance metrics for both features. The second, although the polynomial kernel
function displayed the maximum level for the number of 500 features, it was the
opposite in others. This situation may be due to random selection.

Moreover, the results in Table 3 were increased in all experiments. For selected
250 features, when linear and gaussian kernel functions were used, the results had
an accuracy of 98.96%, an AUC of 0.9986, a G-Mean of 98.9%, an F1-Score of
0.9883, a precision of 99.29%, a specificity of 99.43% and a sensitivity of 98.36%.
While the polynomial kernel function was performed, the results had an accuracy of
98.33%, an AUC of 0.9984, a G-Mean of 98.33%, an F1-Score of 0.9814, a precision
of 97.91%, a specificity of 98.30% and a sensitivity of 98.36%.

For selected 500 features, when linear and gaussian kernel functions were applied,
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Figure 4. The ranks of features by importance rating using the
Chi-Square method.

Table 3. Performance of the Hybrid Algorithm using the Chi-
Square Feature Selection Method.

Number of

Features
Kernel Function Sensitivity Specificity Precision F1-Score G-Mean Accuracy AUC

250

gaussian 0.9836 0.9943 0.9929 0.9883 0.9890 0.9896 0.9986

linear 0.9836 0.9943 0.9929 0.9883 0.9890 0.9896 0.9986

polynomial 0.9836 0.9830 0.9791 0.9814 0.9833 0.9833 0.9984

500

gaussian 0.9860 1.0000 1.0000 0.9929 0.9930 0.9937 1.0000

linear 0.9860 1.0000 1.0000 0.9929 0.9930 0.9937 1.0000

polynomial 0.9930 1.0000 1.0000 0.9965 0.9969 0.9969 0.9999

1000

gaussian 0.9930 0.9943 0.9930 0.9930 0.9937 0.9937 0.9989

linear 0.9930 0.9943 0.9930 0.9930 0.9937 0.9937 0.9989

polynomial 0.9907 0.9735 0.9680 0.9792 0.9821 0.9812 0.9967

the results had an accuracy of 99.37%, an AUC of 1.000, a G-Mean of 99.30%, an
F1-Score of 0.9929, a precision of 100%, a specificity of 100% and a sensitivity of
98.60%. When 1000 features were specified, the results had an accuracy of 99.37%,
an AUC of 0.9989, a G-Mean of 99.37%, an F1-Score of 0.9930, a precision of
99.30%, a specificity of 99.43% and a sensitivity of 99.30% by using linear and
gaussian kernel functions. While the polynomial kernel function was performed,
the results had an accuracy of 98.12%, an AUC of 0.9967, a G-Mean of 98.21%, an
F1-Score of 0.9792, a precision of 96.80%, a specificity of 97.35% and a sensitivity of
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(a) Gaussian (b) Linear

(c) Polynomial

Figure 5. Confusion matrices of hybrid algorithms using different
kernel functions.

99.07%. Therefore, it could be stated that minimum 500 features should be selected
to detect monkeypox disease via this hybrid algorithm. The confusion matrices for
different kernel functions were exhibited in Figure 5. ROC Curve of the hybrid
algorithm was shown in Figure 6 by utilizing 500 features and polynomial kernel
function.

4. Discussion

In this part of the study, some advantages and disadvantages were submitted.
As a first step, the advantages of the study were presented as follows: (i) To detect
monkeypox disease from skin images, MobileNetv2 was employed with different
perspectives. (ii) The comprehensive comparisons were done in regard to splitting
methods and optimization methods. Two training-testing set splitting ratios were
investigated 70:30 and 80:20. Besides, cross validation was also examined and the
k value was taken as 10 in this study. In addition to adam, rmsprop and sgdm were
also evaluated as optimization methods and their effectiveness in the classification
was shown. (iii) The best splitting method as 10 fold cross validation and the best
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Figure 6. ROC Curve of hybrid algorithm.

optimization method as adam were determined with accuracy, specificity, sensi-
tivity, precision, G-Mean, F1-score, and AUC. So far, Mobilenetv2 was assigned
as the classifier. (iv) To improve monkeypox detection, MobileNetv2 was used to
automatically extract features from the global pooling layer. (v) The Chi-Square
method was carried out as feature selection and so, the dimension of the features
was reduced using it. (vi) Finally, SVM was utilized with diverse kernel functions
to classify as monkeypox or non-monkeypox based on these reduced features. Next,
the disadvantage of the study was mentioned in that limited classes were investi-
gated, which could be seen effectiveness of the study.

5. Conclusion

Concerns about the emergence of various diseases related to the coronavirus
pandemic have been increasing day by day. Monkeypox was one of them. By diag-
nosing monkeypox early and taking the necessary precautions, it could be prevented
from becoming a pandemic. To accelerate solving of this issue, the deep learning
algorithm would be a savior. Through this impulse, monkeypox disease was aimed
at detection using a deep learning algorithm: MobileNetv2 pre-trained architecture
with transfer learning method. This architecture was used both a classifier and
a deep feature extractor. First, it was performed as a classifier and investigated
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with comprehensive perspectives in terms of splitting (70:30 and 80:20 training-
testing, and 10 fold cross validation) and optimization methods (Adam, rmsprop,
and sgdm).

When viewing 70:30 splitting method, the best accuracy of 96.03%, an AUC
of 0.9933 were achieved using adam optimization method to classify monkeypox
image dataset in this experiment. When examining the 80:20 splitting method,
the highest accuracy of 95.15%, and an AUC of 0.9930 were obtained by utilizing
rmsprop optimization method to detect the monkeypox image dataset in this ex-
periment. Note that, when using adam optimization method, the results were close
to the highest one. At the end of this splitting method, it might be seen that 70:30
was better than another. When investigating 10 fold cross validation, it was hit
to the top accuracy of 98.59%, and an AUC of 0.9985 using “adam” optimization
method. As a result, cross validation and adam were the best splitting method
and optimization method, respectively to determine monkeypox disease from im-
age dataset. Next, it was performed a deep feature extractor from images and 1280
features were obtained from the global average pooling layer of MobileNetv2. To
select significant features, Chi-Square method was utilized and 250, 500, and 1000
features were chosen by using it. Finally, selected features were classified via SVM
classifier by using diverse kernel functions.

While selecting 250 features and using the SVM, results of linear and gauss-
ian kernel functions were obtained the same: an accuracy of 98.96% and an AUC
of 0.9986. However, polynomial kernel function result was lower than the others.
While identifying 500 features, it was seen an accuracy of 99.37%, and an AUC of 1
for linear and gaussian kernel functions. An interesting result was shown with poly-
nomial kernel function in this experiment. It was observed an accuracy of 99.69%
and an AUC of 0.9999. Finally, the results of linear and gaussian kernel functions
while choosing 1000 features, it was achieved an accuracy of 99.37% and an AUC
of 0.9989. As well as polynomial kernel function result was the lowest. Therefore,
it could be remarked that a minimum of 500 features should be chosen in order to
diagnose monkeypox disease using this hybrid algorithm.

As a result, the performance was significantly increased and confidence in the
study was enhanced by the hybrid algorithm created. In this study, the highest
performance was obtained to diagnose monkeypox from skin images with an accu-
racy of 99.69% by MobileNetv2- Chi Square-SVM. Finally, it could be said that our
designed pipeline had a perfect performance. In future works, it has been aimed to
determine monkeypox disease better with new structures to be created.
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Abstract. In this article, identification of the time-dependent lowest term in
a fourth order in time partial differential equation (PDE) from knowledge of

a boundary measurement is studied by means of contraction mapping.

1. Introduction

Fourth order derivative in time arises in various fields. For instance, in the
Taylor series expansion of the Hubble law [22], in the study of chaotic hyper jerk
systems [2] and in the kinematic performance of long-dwell mechanisms of linkage
type [8]. The fourth order in time equation, that is our motivation point, was
introduced and investigated by Dell’Oro and Pata [5] for the first time

∂ττττy(x, τ)+α∂τττy(x, τ)+β∂ττy(x, τ)−γ∂xxττy(x, τ)− δ∂xxτy(x, τ)−ρ∂xxy(x, τ) = 0

where α, β, γ, δ, ρ are real numbers. This model is obtained from the third-order Moore–
Gibson–Thompson equation with memory, which has been extensively studied in the lit-
erature, [7,13,14]. More recently, this model has attracted the attention of many authors,
see [3, 15,16,18,19].

Consider the third order in time nonlinear partial differential equation model in abstract
form

∂τττy(x, τ) + α∂ττy(x, τ)− c2∂xxy(x, τ)− b∂xxτy(x, τ) = G(x, τ , y, yτ , yττ ) (1)

where G(x, t, y, yτ , yττ ) is a non-linear or linear function and α, c, b > 0 are given parame-
ters. This type of model is often called Moore-Gibson-Thompson equation and appeared
in many scientific fields such as nonlinear acoustics, medical ultrasound, viscoelasticity
and thermoelasticity, [4, 6, 10–12,20].
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Taking the subtraction

∂τ (1)− α(1),

we obtain

∂ττττy(x, τ)− α2∂ττy(x, τ)− b∂xxττy(x, τ)

+ αc2∂xxy(x, τ) + (αb− c2)∂xxτy(x, τ) = ∂τG− αG. (2)

Taking into account that the critical parameter (C.P. ≡ α − c2

b ) of the third
order in time equation (1) is zero. i.e. the energy is conservative and no decay of
the energy occurs. Then αb−c2 = 0. In this case, the fourth order in time equation
(2) reads

∂ττττy(x, τ) + β∂ττy(x, τ)− γ∂xxττy(x, τ)− ρ∂xxy(x, τ) = F (x, τ , y, yτ , yττ ), (3)

where F (x, τ , y, yτ , yττ ) = ∂τG− αG, β = −α2, γ = b and ρ = −αc2.
In this paper, we choose the right hand side of the fourth order in time PDE (3)

as a linear function such that F (x, τ , y, yτ , yττ ) = a(τ)y(x, τ) + f(x, τ). Our aim is
to investigate the solvability of the inverse problem of simultaneous identification
of the solely time-dependent lowest term (a(τ)) and displacement function (y(x, τ))
in the fourth order in time PDE

∂ττττy(x, τ) + β∂ττy(x, τ)− γ∂xxττy(x, τ)− ρ∂xxy(x, τ) = a(τ)y(x, τ) + f(x, τ), (4)

for (x, τ) ∈ DT subject to the initial conditions

y(x, 0) = ξ0(x), yτ (x, 0) = ξ1(x), yττ (x, 0) = ξ2(x), yτττ (x, 0) = ξ3(x), x ∈ [0, 1], (5)

and the boundary conditions

y(0, τ) = yx(1, τ) = 0, τ ∈ [0, T ], (6)

and the additional condition

y(1, τ) = h(τ), τ ∈ [0, T ], (7)

where DT = {(x, τ) : 0 ≤ x ≤ 1, 0 ≤ τ ≤ T} for some fixed T > 0, β, γ, ρ > 0 are
given constants, f(x, τ) is the force function, ξ0(x), ξ1(x), ξ2(x), ξ3(x) are initial
displacements, and h(τ) is the extra measurement to obtain the solution of the
inverse problem.

The inverse problems of determining time or space dependent coefficients for
the higher order in time (more than 2) PDEs attract many scientists. The inverse
problem of recovering the solely space dependent and solely time dependent coef-
ficients for the third order in time PDEs are studied by [1] and [21], respectively.
More recently, in [9] authors studied the inverse problem of determining time de-
pendent potential and time dependent force terms from the third order in time
partial differential equation by considering the critical parameter equal to zero.

Main purpose of this paper is the simultaneous identification of the time-dependent
lowest coefficient a(τ), and y(x, τ), for the first time, from the equation (4), initial
conditions (5), homogeneous boundary conditions (6) and additional condition (7)
under the assumption on the parameters.
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The article is organized as following: In Section 2, we first present the eigen-
values and eigenfunctions of the corresponding Sturm-Liouville spectral problem
for equation (4). Then two Banach spaces are introduced and roots of the fourth
order polynomial (quartic) are investigated. In Section 3, we transform the inverse
problem into the system of integral equations which are Volterra type by using the
eigenfunction expansion method. Then, the theorem of the existence and unique-
ness of the solution of the inverse problem is proved via Banach fixed point theorem
for sufficiently small times under some conformity and consistency conditions on
the initial and boundary data.

2. Auxiliary Spectral Problem and Preliminaries

The corresponding spectral problem of the inverse problem (4)-(7) is W ′′(x) + λW (x) = 0, 0 ≤ x ≤ 1,

W (0) = W ′(1) = 0.
(8)

The eigenvalues and corresponding eigenfunctions of these eigenvalues of the spec-

tral problem (8) are λn =
(
2n+1

2 π
)2

and Wn(x) =
√
2 sin(

√
λnx), n = 0, 1, 2, ...,

respectively. The system of eigenfunctions Wn(x) are biorthonormal on [0, 1], i.e.:∫ 1

0

Wn(x)Wm(x)dx =

{
1 ,m = n
0 ,m ̸= n

.

Also the system Wn(x) =
√
2 sin(

√
λnx), n = 0, 1, 2, ... forms a Riesz basis in

L2[0, 1].
Now, let us introduce two Banach spaces that are connected with the eigenvalues

and eigenfunctions of the auxiliary spectral problem (8):

i:

BT =
{
y(x, τ) =

∞∑
n=0

yn(τ)Wn(x) : yn(τ) ∈ C[0, T ],

JT (y) =

( ∞∑
n=0

(λ5/2
n ∥yn(τ)∥C[0,T ])

2

)1/2

< +∞
}
, (9)

where JT (y) := ∥y(x, τ)∥BT
is the norm of the function y(x, τ).

ii: ET = BT × C[0, T ] is a Banach space with the norm

∥ν(x, τ)∥ET
= ∥y(x, τ)∥BT

+ ∥a(τ)∥C[0,T ] ,

where ν(x, τ) = {y(x, τ), a(τ)} is a vector function.

These spaces are suitable to investigate the solution of the inverse problem (4)-
(7).

Consider the quartic polynomial P (k)

P (k) = k4 + (β + γλn)k
2 + ρλn.
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Let us denote ∆n = (β + γλn)
2 − 4ρλn, and consider ∆n > 0. Therefore, the roots

of the quartic polynomial P (k) are

k1,2 = ±
√
−sn,

k3,4 = ±
√
−sn,

where sn = β+γλn−
√
∆n

2 , and sn = β+γλn+
√
∆n

2 . Since β, γ, ρ, and λn are strictly
positive, sn, and sn are also positive. Thus we have four complex conjugate roots

k1,2 = ±ipn,

k3,4 = ±irn,

where pn =

√
β+γλn−

√
∆n

2 , rn =

√
β+γλn+

√
∆n

2 and sn = p2n, sn = r2n.

3. Existence and Uniqueness

In this section, our aim is to set and prove the main theorem that is about the
unique solvability of the inverse problem for the fourth order in time PDE. Before
giving these let us define the classical solution of the inverse problem.

Let the pair of functions {y(x, τ), a(τ)} be from the class C2,4(DT ) × C[0, T ]
and satisfies the equation (4) and conditions (5)-(7). Then we call that the pair
{y(x, τ), a(τ)} is the classical solution of the inverse problem (4)-(7).

The existence and uniqueness theorem of the solution of the inverse problem is
as follows:

Theorem 1. Let the assumptions

A1: ξ0(x) ∈ C4[0, 1], ξ
(5)
0 (x) ∈ L2[0, 1],

ξ0(0) = ξ′0(1) = ξ′′0(0) = ξ′′′0 (1) = ξ
(4)
0 (0) = 0,

A2: ξ1(x) ∈ C3[0, 1], ξ
(4)
1 (x) ∈ L2[0, 1],

ξ1(0) = ξ′1(1) = ξ′′1(0) = ξ′′′1 (1) = 0,
A3: ξ2(x) ∈ C2[0, 1], ξ′′′2 (x) ∈ L2[0, 1],

ξ2(0) = ξ′2(1) = ξ′′2(0) = 0,
A4: ξ3(x) ∈ C1[0, 1], ξ′′3(x) ∈ L2[0, 1],

ξ3(0) = ξ′3(1) = 0,
A5: h(τ) ∈ C4[0, T ], h(τ) ̸= 0, ∀τ ∈ [0, T ],

h(0) = ξ0(1), h′(0) = ξ1(1), h
′′(0) = ξ2(1), h

′′′(0) = ξ3(1),
A6: f(x, τ) ∈ C(DT ), fx, fxx, fxxx ∈ C[0, 1], ∀τ ∈ [0, T ],

f(0, τ) = fx(1, τ) = fxx(0, τ) = 0,

be satisfied, β, γ, ρ > 0, and ∆n = (β + γλn)
2 − 4ρλn > 0. Then, the inverse

problem (4)-(7) has a unique solution for small T .

Proof. Let a(τ) ∈ C[0, T ] be an arbitrary function. Thus,we will use the Fourier
(Eigenfunction expansion) method to construct the formal solution of the inverse
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problem (4)-(7). In keeping with this aim, let us consider

y(x, τ) =

∞∑
n=0

yn(τ)Wn(x), (10)

is a formal solution of the inverse problem (4)-(7).
Since y(x, τ) is the formal solution of the inverse problem (4)-(7), we get the

following Cauchy problems with respect to yn(τ) from the equation (4) and initial
conditions (5); y

(4)
n (τ) + (β + γλn)y

′′
n(τ) + ρλnyn(τ) = Fn(τ ; a, y),

yn(0) = ξ0n, y′n(0) = ξ1n, y′′n(0) = ξ2n, y
′′′
n (0) = ξ3n, n = 0, 1, 2, ....

(11)

Here

Fn(τ ; a, y) = a(τ)yn(τ) + fn(τ),

yn(τ) =
√
2

∫ 1

0

y(x, τ) sin(
√
λnx)dx,

fn(τ) =
√
2

∫ 1

0

f(x, τ) sin(
√
λnx)dx,

and

ξin =
√
2

∫ 1

0

ξi(x) sin(
√
λnx)dx, i = 0, 1, 2, 3, n = 0, 1, 2, ....

These Cauchy problems have the quartic characteristic polynomial

P (k) = k4 + (β + γλn)k
2 + ρλn.

Since ∆n = (β + γλn)
2 − 4ρλn > 0, solving (11) by using the roots of this charac-

teristic polynomial that are investigated in previous section, we obtain

yn(t) =
r2n cos(pnτ)− p2n cos(rnτ)√

∆n

ξ0n +
r3n sin(rnτ)− p3n sin(pnτ)

pnrn
√
∆n

ξ1n

+
cos(pnτ)− cos(rnτ)√

∆n

ξ2n +
rn sin(rnτ)− pn sin(pnτ)

pnrn
√
∆n

ξ3n

+

∫ τ

0

[
pn√

∆nρλn
sin(rn(τ − η))− rn√

∆nρλn
sin(pn(τ − η))

]
Fn(η; a, y)dη.

(12)

Substitute the expression (12) into (10) to determine y(x, τ). Then we get

y(x, τ) =

∞∑
n=0

[
r2n cos(pnτ)− p2n cos(rnτ)√

∆n

ξ0n +
r3n sin(rnτ)− p3n sin(pnτ)

pnrn
√
∆n

ξ1n
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+
cos(pnτ)− cos(rnτ)√

∆n

ξ2n +
rn sin(rnτ)− pn sin(pnτ)

pnrn
√
∆n

ξ3n

+

∫ τ

0

[
pn√

∆nρλn
sin(rn(τ − η))− rn√

∆nρλn
sin(pn(τ − η))

]
Fn(η; a, y)dη

]
×Wn(x). (13)

Let us derive the equation of a(τ). If we evaluate the equation (4) at x = 1 and
consider the additional condition (7), then we have:

a(τ) =
1

h(τ)

[
h(4)(τ) + βh′′(τ)− f(1, τ) +

∞∑
n=0

(−1)n+1λn

(
γy′′

n(τ) + ρyn(τ)
)]

(14)

where yn(τ) is defined in (12) and

y′′n(τ) =
p2nr

2
n (cos(rnτ)− cos(pnτ))√

∆n

ξ0n +
r5n sin(pnτ)− p5n sin(rnτ)

pnrn
√
∆n

ξ1n

+
r2n cos(rnτ)− p2n cos(pnτ)√

∆n

ξ2n +
p3n sin(pnτ)− r3n sin(rnτ)

pnrn
√
∆n

ξ3n

+

∫ τ

0

[
p2nrn√
∆nρλn

sin(pn(τ − η))− r2npn√
∆nρλn

sin(rn(τ − η))

]
Fn(η; a, y)dη.

(15)

We convert the inverse problem (4)-(7) into the system of Volterra integral equa-
tions (13)-(14) with respect to y(x, τ) and a(τ) by considering

yn(τ) =

∫ 1

0

y(x, τ)Wn(x)dx, n = 0, 1, 2, ...

is the solution of the system of differential equations (11). Analogously, we can prove
that if {y(x, τ), a(τ)} is a solution of the inverse problem (4)-(7), then yn(τ), n =
0, 1, 2, ...satisfy the system of differential equations (11). For proof of this assertion
please see ( [17]). From this assertion we can conclude that proving the uniqueness
of the solution of the inverse problem (4)-(7), It is enough to prove the unique
solvability of the system (13)-(14).

To prove the existence of a unique solution of the system (13) and (14) we need to
rewrite this system into operator form and to show that this operator a contraction

operator. Consider ν(x, τ) = [y(x, τ), a(τ)]
T

is a 2 × 1 inverse problem’s solution
vector function. Thus, we can rewrite the system of equations (13) and (14) into
the operator equation form as

ν = O(ν) (16)

where O(ν) ≡ [O1, O2]
T
and ϕ1 and ϕ2 are

O1(ν) =

∞∑
n=0

[
r2n cos(pnτ)− p2n cos(rnτ)√

∆n

ξ0n +
r3n sin(rnτ)− p3n sin(pnτ)

pnrn
√
∆n

ξ1n



506 I. TEKIN

+
cos(pnτ)− cos(rnτ)√

∆n

ξ2n +
rn sin(rnτ)− pn sin(pnτ)

pnrn
√
∆n

ξ3n

+

∫ τ

0

[
pn√

∆nρλn
sin(rn(τ − η))− rn√

∆nρλn
sin(pn(τ − η))

]
Fn(η; a, y)dη

]
×Xn(x),

and

O2(ν) =
1

h(τ)

[
h(4)(τ) + βh′′(τ)− f(1, τ) +

∞∑
n=0

(−1)n+1λn (γy
′′
n(τ) + ρyn(τ))

]
.

We can easily obtain following equalities

ξ0n =
1

λ5/2
n

α0n, ξ1n =
1

λ2
n

α1n, ξ2n =
1

λ3/2
n

α2n, ξ3n =
1

λn
α3n, fn(τ) =

1

λ3/2
n

ωn(τ),

using integration by parts under consideration of the assumptions (A1) − (A6),
where

ωn(τ) = −
√
2

∫ 1

0

fxxx(x, τ) cos(
√
λnx)dx,

α0n =
√
2

∫ 1

0

ξ
(5)
0 (x) cos(

√
λnx)dx,

α1n =
√
2

∫ 1

0

ξ
(4)
1 (x) sin(

√
λnx)dx,

α2n = −
√
2

∫ 1

0

ξ′′′2 (x) cos(
√

λnx)dx,

and

α3n = −
√
2

∫ 1

0

ξ′′3(x) sin(
√

λnx)dx.

Since
√
2 sin(

√
λnx) (or

√
2 cos(

√
λnx)) forms a biorthonormal system of func-

tions on [0, 1], by using Bessel’s inequality we get the estimates

∞∑
n=0

|α0n|2 ≤
∥∥∥ξ(5)0

∥∥∥2
L2[0,1]

,

∞∑
n=0

|α1n|2 ≤
∥∥∥ξ(4)1

∥∥∥2
L2[0,1]

,

∞∑
n=0

|α2n|2 ≤
∥∥ξ′′′2 ∥∥2L2[0,1]

,

∞∑
n=0

|α3n|2 ≤
∥∥ξ′′3∥∥2L2[0,1]

,

∞∑
n=0

|ωn(τ)|2 ≤ ∥fxxx(·, τ)∥2L2[0,1]
. (17)
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Also we can easily obtain the following estimates of the coefficients which arise
in the operator equations O1(ν) and O2(ν):

|χ1(τ)| ≤ d1, |χ2(τ)| ≤
d2√
λn

, |χ3(τ)| ≤
d3
λn

, |χ4(τ)| ≤
d4

λ3/2
n

, |χ5(τ)| ≤
d5
λn

,

|Γ1(τ)| ≤ λnD1, |Γ2(τ)| ≤
√
λnD2, |Γ3(τ)| ≤ D3, |Γ4(τ)| ≤

D4√
λn

, |Γ5(τ)| ≤ D5,

(18)
where

χ1(τ) =
r2n cos(pnτ)− p2n cos(rnτ)√

∆n

, χ2(τ) =
r3n sin(rnτ)− p3n sin(pnτ)

pnrn
√
∆n

,

χ3(τ) =
cos(pnτ)− cos(rnτ)√

∆n

, χ4(τ) =
rn sin(rnτ)− pn sin(pnτ)

pnrn
√
∆n

,

χ5(t) =
pn√

∆nρλn

sin(rn(τ − η))− rn√
∆nρλn

sin(pn(τ − η)),

Γi(τ) = χ′′
i (τ), i = 1, 5, di and Di, i = 1, 5 are positive real constants. (These

boundaries can be obtained by taking λn common multiplier)
Now we can show in two steps that O is a contraction operator by considering

the assumptions and estimates are given above.
I) First let us verify that O is a continuous map which maps the space ET

onto itself continuously. That is to say, our aim is to show O1(ν) ∈ BT and

O2(ν) ∈ C[0, T ] for arbitrary ν(x, τ) = [y(x, τ), a(τ)]
T

such that y(x, τ) ∈ BT ,
a(τ) ∈ C[0, T ].

Let us start with O1(ν) ∈ BT , i.e. we need to verify

JT (O1) =

( ∞∑
n=0

(λ5/2
n ∥O1,n(τ)∥C[0,T ])

2

)1/2

< +∞,

where

O1,n(τ) =
r2n cos(pnτ)− p2n cos(rnτ)√

∆n

ξ0n +
r3n sin(rnτ)− p3n sin(pnτ)

pnrn
√
∆n

ξ1n

+
cos(pnτ)− cos(rnτ)√

∆n

ξ2n +
rn sin(rnτ)− pn sin(pnτ)

pnrn
√
∆n

ξ3n

+

∫ τ

0

[
pn√

∆nρλn

sin(rn(τ − η))− rn√
∆nρλn

sin(pn(τ − η))

]
Fn(η; a, y)dη.

After some manipulations under the assumptions (A1)−(A6), using the estimates
(18) we obtain
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(JT (O1))
2
=

∞∑
n=0

(λ5/2
n ∥O1,n(τ)∥C[0,T ])

2

≤6d21

∞∑
n=0

|α0n|2 + 6d22

∞∑
n=0

|α1n|2 + 6d23

∞∑
n=0

|α2n|2 + 6d24

∞∑
n=0

|α3n|2

+ 6d25T
2

∞∑
n=0

(
max

0≤τ≤T
|ωn(τ)|

)2

+ 6d25T
2

(
max

0≤τ≤T
|a(τ)|

)2 ∞∑
n=0

(
λ5/2
n ∥yn(τ)∥C[0,T ]

)2
.

Since y(x, τ), a(τ) belong to the spaces BT , and C[0, T ], respectively, the series

at the right hand side of (JT (ϕ1))
2
are convergent from the Bessel’s inequality

(considering the estimates (17)). JT (O1) is convergent (i.e. JT (O1) < +∞) because

(JT (O1))
2
is bounded above. Thus we can conclude that O1(ν) belongs to the space

BT .
Now let us prove that O2(ν) ∈ C[0, T ]. By using the equation of a(τ) (14), we

can write

|O2(ν)| ≤
1

min
0≤τ≤T

|h(τ)|

[∣∣∣h(4)(τ)
∣∣∣+ β |h′′(τ)|+ |f(1, τ)|

+

∞∑
n=0

λn (γ |y′′n(τ)|+ ρ |yn(τ)|)].

Taking into account the estimates (17) and (18) and using the Cauchy-Schwartz
inequality, from the inequality for |ϕ2(ν)| we get

max
0≤τ≤T

|O2(ν)| ≤
1

min
0≤τ≤T

|h(τ)|

[∣∣∣h(4)(τ)
∣∣∣+ β |h′′(τ)|+ |f(1, τ)|

+m1

∞∑
n=0

|α0n|2 +m2

∞∑
n=0

|α1n|2 +m3

∞∑
n=0

|α2n|2 +m4

∞∑
n=0

|α3n|2

+m5T

(
max

0≤τ≤T
|a(τ)|

)2 ∞∑
n=0

(
λ5/2
n ∥yn(τ)∥C[0,T ]

)2
+m6T

∞∑
n=0

(
max

0≤τ≤T
|ωn(τ)|

)]
, (19)
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where mi = γDi

(∑∞
n=0

1
λn

)1/2
+ ρdi

(∑∞
n=0

1
λ3
n

)1/2
, i = 1, 5 and

m6 = γD5

(∑∞
n=0

1
λ3
n

)1/2
+ρd5

(∑∞
n=0

1
λ5
n

)1/2
. Considering the estimates (17) and∑∞

n=0
1
λn

,
∑∞

n=0
1
λ3
n

and
∑∞

n=0
1
λ5
n

are convergent, the majorizing series (19) are

convergent. According to Weierstrass M-test O2(ν) is absolutely continuous. Thus,
O2(ν) belongs to the space C[0, T ].

Thereby, we have shown that O is a continuous and onto map on ET .
II) Since O in a continuous map onto ET , let us prove that the operator O is

contraction mapping operator. Assume that let ν1 and ν2 be any two elements of ET

such that νi =
[
y(i)(x, τ), a(i)(τ)

]T
, i = 1, 2. From the definition of the space ET ,

we have ∥O(ν1)−O(ν2)∥ET
= ∥O1(ν1)−O1(ν2)∥BT

+ ∥O2(ν1)−O2(ν2)∥C[0,T ].

For the convenience of this norm, let us consider the following differences

O1(ν1)−O1(ν2) =

∞∑
n=0

[∫ τ

0

(
pn√

∆nρλn

sin(rn(τ − η))− rn√
∆nρλn

sin(pn(τ − η))

)
×
(
Fn(η; a

1, y1)− Fn(η; a
2, y2)

)
dη
]
Wn(x),

O2(ν1)−O2(ν2) =
1

h(τ)

[ ∞∑
n=0

λn

{
γ

∫ τ

0

[
p2nrn√
∆nρλn

sin(pn(τ − η))− r2npn√
∆nρλn

sin(rn(τ − η))

]
×
(
Fn(η; a

1, y1)− Fn(η; a
2, y2)

)
dη

+ρ

∫ τ

0

[
pn√

∆nρλn

sin(rn(τ − η))− rn√
∆nρλn

sin(pn(τ − η))

]
×
(
Fn(η; a

1, y1)− Fn(η; a
2, y2)

)
dη}].

After some manipulations in last equations under the assumptions (A1)-(A6)
and using the estimates (17)-(18) , we obtain

∥O1(ν1)−O1(ν2)∥BT
≤ T

[
C1

∥∥∥y(1) − y(2)
∥∥∥
BT

+ C2

∥∥∥a(1) − a(2)
∥∥∥
C[0,T ]

]
,

∥O2(ν1)−O2(ν2)∥C[0,T ] ≤
T

min
0≤τ≤T

|h(τ)|

[
C3

∥∥∥y(1) − y(2)
∥∥∥
BT

+ C4

∥∥∥a(1) − a(2)
∥∥∥
C[0,T ]

]
,

where Ck, k = 1, 4 are the constants depend on the norms
∥∥a(1)∥∥

C[0,T ]
,
∥∥y(2)∥∥

BT
,

m5, and m6 . From the last inequalities it follows that

∥O(ν1)−O(ν2)∥ET
≤ A(T )C(a(1), y(2),m5,m6) ∥ν1 − ν2∥ET

whereA(T ) = T

(
1 + 1

min
0≤τ≤T

|h(τ)|

)
and C(a(1), y(2),m5,m6) = max {C1, C2, C3, C4}

is the constant depends on the norms
∥∥a(1)∥∥

C[0,T ]
,
∥∥y(2)∥∥

BT
, m5, and m6.
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Since h(τ) ∈ C4[0, T ], h(τ) ̸= 0, ∀τ ∈ [0, T ], a(1)(τ) ∈ C[0, T ], y(2)(x, τ) ∈ BT

and m5, m6 are finite constants, 1
min

0≤τ≤T
|h(τ)| and C(a(1), y(2),m5,m6) are bounded

above. Thus A(T )C(a(1), y(2),m5,m6) tends to zero as T → 0. In other words, for
sufficiently small T we have 0 < A(T )C(a(1), y(2),m5,m6) < 1. This means that
the operator O is a contraction mapping operator.

From the first and second steps, the operator O is contraction mapping operator
that is a continuous and onto map on ET . Then according to Banach fixed point
theorem the solution of the operator equation (16) exists and it is unique. □

4. Conclusion

The paper studies the inverse initial-boundary value problem of determining the
time dependent lowest term together with the displacement function in a fourth
order in time PDE from an additional observation. The unique solvability of the
solution of the inverse problem on a sufficiently small time interval has been proved
by using of the contraction principle. The proposed work is novel and has never
been solved theoretically nor numerically before. Our results shed light on the
methodology for the existence and uniqueness of the inverse problem for the fourth
order in time PDEs in two dimensions.

Declaration of Competing Interests This work does not have any conflicts of
interest.
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M-LAURICELLA HYPERGEOMETRIC FUNCTIONS: INTEGRAL

REPRESENTATIONS AND SOLUTION OF FRACTIONAL

DIFFERENTIAL EQUATIONS

Enes ATA

Department of Mathematics, Kırşehir Ahi Evran University, Kırşehir, TÜRKİYE

Abstract. In this paper, using the modified beta function involving the gen-

eralized M-series in its kernel, we describe new extensions for the Lauricella

hypergeometric functions F
(r)
A , F

(r)
B , F

(r)
C and F

(r)
D . Furthermore, we find

various integral representations for the newly defined extended Lauricella hy-
pergeometric functions. Then, we obtain solution of fractional differential

equations involving new extensions of Lauricella hypergeometric functions, as
examples.

1. Introduction and Preliminaries

Scientists have conducted a lot of research in recent years on various general-
izations of special functions (see for example [1, 5–13, 15, 19–22, 24, 26, 27, 29, 33]).
Particularly, the modified gamma and beta functions for ℜ(α) > 0, ℜ(ρ) > 0,
ℜ(x) > 0, ℜ(y) > 0 and ξ1, . . . , ξp, η1, . . . , ηq ̸= 0,−1,−2, . . . was introduced by
Ata in [8], respectively, as follows:

MΓ(α,β)
p,q (x; ρ) = MΓ(α,β)

p,q (ξ1, . . . , ξp; η1, . . . , ηq;x; ρ)

=

∫ 1

0

∆x−1 α
pM

β
q

(
ξ1, . . . , ξp; η1, . . . , ηq;−∆− ρ

∆

)
d∆,

and

MB(α,β)
p,q (x, y; ρ) = MB(α,β)

p,q (ξ1, . . . , ξp; η1, . . . , ηq;x, y; ρ)

=

∫ 1

0

∆x−1(1−∆)y−1 α
pM

β
q

(
ξ1, . . . , ξp; η1, . . . , ηq;

−ρ

∆(1−∆)

)
d∆. (1)
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tion, Lauricella functions, fractional differential equations, Laplace transform.
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If we take ∆ = (sinϕ)2 in Eq. (1), then

MB(α,β)
p,q (x, y; ρ) = 2

∫ π
2

0

(sinϕ)2x−1(cosϕ)2y−1

× α
pM

β
q

(
ξ1, . . . , ξp; η1, . . . , ηq;−ρ(secϕ)2(cscϕ)2

)
dϕ. (2)

If we take ∆ = u
1+u in Eq. (1), then

MB(α,β)
p,q (x, y; ρ) =

∫ ∞

0

ux−1

(1 + u)x+y

× α
pM

β
q

(
ξ1, . . . , ξp; η1, . . . , ηq;−2ρ− ρ

(
u+

1

u

))
du. (3)

If we take ∆ = u−a
b−a in Eq. (1), then

MB(α,β)
p,q (x, y; ρ) = (b− a)1−x−y

∫ b

a

(u− a)x−1(b− u)y−1

× α
pM

β
q

(
ξ1, . . . , ξp; η1, . . . , ηq;

−ρ(b− a)2

(u− a)(b− u)

)
du. (4)

Then, the modified confluent hypergeometric function for ℜ(α) > 0, ℜ(ρ) > 0,
ℜ(χ3) > ℜ(χ2) > 0 and ξ1, . . . , ξp, η1, . . . , ηq ̸= 0,−1,−2, . . . was introduced by
Ata in [8], as follows:

MΦ(α,β)
p,q (χ2;χ3; z; ρ) =

MΦ(α,β)
p,q (ξ1, . . . , ξp; η1, . . . , ηq;χ2;χ3; z; ρ)

=

∞∑
n=0

MB
(α,β)
p,q (χ2 + n, χ3 − χ2; ρ)

B(χ2, χ3 − χ2)

zn

n!
. (5)

Also, the following formula holds true [8]:

MΦ(α,β)
p,q (χ2;χ3; z; ρ) = exp(z) MΦ(α,β)

p,q (χ3 − χ2;χ3;−z; ρ). (6)

Respectively, Ata called them as M-gamma, M-beta and M-confluent hypergeomet-
ric functions. If we put ρ = 0 and p = q = ξ1 = η1 = α = β = 1 to the M-gamma,
M-beta and M-confluent hypergeometric functions, we get the following classical
special functions [3, 4], respectively:

• The gamma function for ℜ(x) > 0

Γ(x) =

∫ ∞

0

∆x−1 exp(−∆)d∆.

• The beta function for ℜ(x) > 0 and ℜ(y) > 0

B(x, y) =

∫ 1

0

∆x−1(1−∆)y−1d∆.
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• The confluent hypergeometric function for ℜ(χ3) > ℜ(χ2) > 0

Φ(χ2;χ3; z) =

∞∑
n=0

B(χ2 + n, χ3 − χ2)

B(χ2, χ3 − χ2)

zn

n!
.

The function α
pM

β
q used above is known as the generalized M-series [28] for ℜ(α) > 0

and ξ1, . . . , ξp, η1, . . . , ηq ̸= 0,−1,−2, . . . which defined as:

α
pM

β
q (z) =

α
pM

β
q (ξ1, . . . , ξp; η1, . . . , ηq; z) =

∞∑
n=0

(ξ1)n . . . (ξp)n

(η1)n . . . (ηq)n

zn

Γ(αn+ β)
.

(·)n used above denotes the Pochhammer symbol [4] is defined by

(ζ)n =
Γ(ζ + n)

Γ(ζ)
=

{
ζ(ζ + 1) . . . (ζ + n− 1), n = 1, 2, . . . ,

1, n = 0.
(7)

The binomial theorem [4] is as follows:

(1−∆)−ζ =

∞∑
n=0

(ζ)n
∆n

n!
, (|∆| < 1) . (8)

The Caputo fractional derivative [18] for m− 1 < ℜ(ϵ) < m, m ∈ N is given by

cDϵ
ρ {f(ρ)} =

1

Γ(m− ϵ)

∫ ρ

0

(ρ− ω)m−ϵ−1f (m)(ω)dω, (ℜ(ϵ) > 0; ρ > 0) .

The Laplace and inverse Laplace transforms [14] are defined by

L {f(ρ); s} = F (s) =

∫ ∞

0

exp(−sρ)f(ρ)dρ, (ℜ(s) > 0) ,

and

L−1 {F (s)} = f(ρ) =
1

2πi

∫ c+i∞

c−i∞
exp(sρ)F (s)ds, (c > 0).

Also, the Laplace transform of the Caputo fractional derivative is as follows [25]:

L
{
cDϵ

ρ {f(ρ)} ; s
}
= sϵF (s)−

m−1∑
k=0

sϵ−k−1f (k)(0), (m− 1 < ℜ(ϵ) ≤ m) . (9)

Respectively, the Lauricella hypergeometric functions F
(r)
A , F

(r)
B , F

(r)
C and F

(r)
D

[30, 31] are as follows:

F
(r)
A (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr)

=

∞∑
n1,...,nr=0

(κ)n1+...+nr
(µ1)n1

. . . (µr)nr

(ν1)n1 . . . (νr)nr

xn1
1

n1!
. . .

xnr
r

nr!
, (10)

(|x1|+ . . .+ |xr| < 1) ,

F
(r)
B (κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr)
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=

∞∑
n1,...,nr=0

(κ1)n1
. . . (κr)nr

(µ1)n1
. . . (µr)nr

(ν)n1+...+nr

xn1
1

n1!
. . .

xnr
r

nr!
, (11)

(max {|x1|, . . . , |xr|} < 1) ,

F
(r)
C (κ, µ; ν1, . . . , νr;x1, . . . , xr)

=

∞∑
n1,...,nr=0

(κ)n1+...+nr (µ)n1+...+nr

(ν1)n1
. . . (νr)nr

xn1
1

n1!
. . .

xnr
r

nr!
, (12)

(
√
x1 + . . .+

√
xr < 1) ,

F
(r)
D (κ, µ1, . . . , µr; ν;x1, . . . , xr)

=
∞∑

n1,...,nr=0

(κ)n1+...+nr
(µ1)n1

. . . (µr)nr

(ν)n1+...+nr

xn1
1

n1!
. . .

xnr
r

nr!
, (13)

(max {|x1|, . . . , |xr|} < 1) .

2. New Extended Lauricella Hypergeometric Functions

Scientists have studied on various extended of Lauricella hypergeometric func-
tions (see for example [2, 16, 17, 23, 32]). Motivated by these studies, we introduce

the newly extended Lauricella hypergeometric functions F
(r)
A , F

(r)
B , F

(r)
C and F

(r)
D

using the modified beta function involving the generalized M-series in its kernel, in
this section.

Definition 1. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(νi) > ℜ(µi) > 0 for i = 1, . . . , r and

|x1| + . . . + |xr| < 1. Then, new extended Lauricella hypergeometric function F
(r)
A

is defined as:

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

= MF
(α,β;r)
A,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

:=

∞∑
n1,...,nr=0

(κ)n1+...+nr

MB
(α,β)
p,q (µ1 + n1, ν1 − µ1; ρ)

B(µ1, ν1 − µ1)
. . .

×
MB

(α,β)
p,q (µr + nr, νr − µr; ρ)

B(µr, νr − µr)

xn1
1

n1!
. . .

xnr
r

nr!
.

Definition 2. Let ℜ(α)>0,ℜ(ρ)>0,ℜ(λ)>ℜ(µ1)>0 and max {|x1|, . . . , |xr|}<1.

Then, new extended Lauricella hypergeometric function F
(r)
B is defined as:

MF
(α,β;r)
B,p,q (κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ρ;λ)

= MF
(α,β;r)
B,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ρ;λ)
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:=

∞∑
n1,...,nr=0

(κ1)n1
. . . (κr)nr

(λ)n1
(µ2)n2

. . . (µr)nr

(ν)n1+...+nr

×
MB

(α,β)
p,q (µ1 + n1, λ− µ1; ρ)

B(µ1, λ− µ1)

xn1
1

n1!
. . .

xnr
r

nr!
.

Definition 3. Let ℜ(α)>0,ℜ(ρ)>0,ℜ(ν1)>ℜ(λ)>0 and
√
|x1|+ . . .+

√
|xr|<1.

Then, new extended Lauricella hypergeometric function F
(r)
C is defined as:

MF
(α,β;r)
C,p,q (κ, µ; ν1, . . . , νr;x1, . . . , xr; ρ;λ)

= MF
(α,β;r)
C,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ, µ; ν1, . . . , νr;x1, . . . , xr; ρ;λ)

:=

∞∑
n1,...,nr=0

(κ)n1+...+nr (µ)n1+...+nr

(λ)n1
(ν2)n2

. . . (νr)nr

MB
(α,β)
p,q (λ+ n1, ν1 − λ; ρ)

B(λ, ν1 − λ)

xn1
1

n1!
. . .

xnr
r

nr!
.

Definition 4. Let ℜ(α)>0,ℜ(ρ)>0,ℜ(ν)>ℜ(κ)>0 and max {|x1|, . . . , |xr|}<1.

Then, new extended Lauricella hypergeometric function F
(r)
D is defined as:

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

= MF
(α,β;r)
D,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

:=

∞∑
n1,...,nr=0

(µ1)n1 . . . (µr)nr

MB
(α,β)
p,q (κ+ n1 + . . .+ nr, ν − κ; ρ)

B(κ, ν − κ)

xn1
1

n1!
. . .

xnr
r

nr!
.

Respectively, we call them as M-Lauricella hypergeometric function F
(r)
A , M-

Lauricella hypergeometric function F
(r)
B , M-Lauricella hypergeometric function F

(r)
C

and M-Lauricella hypergeometric function F
(r)
D .

Remark 1. If we take ρ = 0 and p = q = ξ1 = η1 = α = β = 1 in these functions,
we get Eqs. (10), (11), (12) and (13).

3. Integral Representations for M-Lauricella Hypergeometric
Function F

(r)
A

Theorem 1. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(νi) > ℜ(µi) > 0 for i = 1, . . . , r. Then,

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=
1

B(µ1, ν1 − µ1) . . . B(µr, νr − µr)

∫ 1

0

. . .

∫ 1

0

∆
µ1−1
1 . . . ∆µr−1

r

× (1−∆1)
ν1−µ1−1 . . . (1−∆r)

νr−µr−1

× α
pM

β
q

(
−ρ

∆1(1−∆1)

)
. . . α

pM
β
q

(
−ρ

∆r(1−∆r)

)
× F

(r)
A (κ, µ1, . . . , µr;µ1, . . . , µr; ∆1x1, . . . ,∆rxr)d∆1 . . . d∆r.
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Proof. Using the integral representation (1) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
A , we have

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=

∞∑
n1,...,nr=0

(κ)n1+...+nr

MB
(α,β)
p,q (µ1 + n1, ν1 − µ1; ρ)

B(µ1, ν1 − µ1)
. . .

×
MB

(α,β)
p,q (µr + nr, νr − µr; ρ)

B(µr, νr − µr)

xn1
1

n1!
. . .

xnr
r

nr!

=
1

B(µ1, ν1 − µ1) . . . B(µr, νr − µr)

∞∑
n1,...,nr=0

(κ)n1+...+nr

×
∫ 1

0

∆
µ1+n1−1
1 (1−∆1)

ν1−µ1−1 α
pM

β
q

(
−ρ

∆1(1−∆1)

)
. . .

×
∫ 1

0

∆µr+nr−1
r (1−∆r)

νr−µr−1 α
pM

β
q

(
−ρ

∆r(1−∆r)

)
× xn1

1

n1!
. . .

xnr
r

nr!
d∆1 . . . d∆r

=
1

B(µ1, ν1 − µ1) . . . B(µr, νr − µr)

∞∑
n1,...,nr=0

(κ)n1+...+nr

×
∫ 1

0

∆
µ1−1
1 (1−∆1)

ν1−µ1−1 α
pM

β
q

(
−ρ

∆1(1−∆1)

)
. . .

×
∫ 1

0

∆µr−1
r (1−∆r)

νr−µr−1 α
pM

β
q

(
−ρ

∆r(1−∆r)

)
× (x1∆1)

n1

n1!
. . .

(xr∆r)
nr

nr!
d∆1 . . . d∆r.

Multiplied by
(µ1)n1 ...(µr)nr

(µ1)n1
...(µr)nr

and considering Eq. (10), we get

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=
1

B(µ1, ν1 − µ1) . . . B(µr, νr − µr)

∫ 1

0

. . .

∫ 1

0

∆
µ1−1
1 . . . ∆µr−1

r

× (1−∆1)
ν1−µ1−1 . . . (1−∆r)

νr−µr−1

× α
pM

β
q

(
−ρ

∆1(1−∆1)

)
. . . α

pM
β
q

(
−ρ

∆r(1−∆r)

)
× F

(r)
A (κ, µ1, . . . , µr;µ1, . . . , µr; ∆1x1, . . . ,∆rxr)d∆1 . . . d∆r. □
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Theorem 2. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(νi) > ℜ(µi) > 0 for i = 1, . . . , r. Then,

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=
1

Γ(κ)

∫ ∞

0

∆κ−1 exp(−∆)

× MΦ(α,β)
p,q (µ1; ν1; ∆x1; ρ) . . .

MΦ(α,β)
p,q (µr; νr; ∆xr; ρ)d∆. (14)

Proof. Using Eq. (7) in the definition of M-Lauricella hypergeometric function

F
(r)
A , we have

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=

∞∑
n1,...,nr=0

(κ)n1+...+nr

MB
(α,β)
p,q (µ1 + n1, ν1 − µ1; ρ)

B(µ1, ν1 − µ1)
. . .

×
MB

(α,β)
p,q (µr + nr, νr − µr; ρ)

B(µr, νr − µr)

xn1
1

n1!
. . .

xnr
r

nr!

=

∞∑
n1,...,nr=0

Γ(κ+ n1 + . . .+ nr)

Γ(κ)

MB
(α,β)
p,q (µ1 + n1, ν1 − µ1; ρ)

B(µ1, ν1 − µ1)
. . .

×
MB

(α,β)
p,q (µr + nr, νr − µr; ρ)

B(µr, νr − µr)

xn1
1

n1!
. . .

xnr
r

nr!
.

Using the integral representation of gamma function and considering Eq. (5), we
get

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=
1

Γ(κ)

∫ ∞

0

∆κ−1 exp(−∆)

× MΦ(α,β)
p,q (µ1; ν1; ∆x1; ρ) . . .

MΦ(α,β)
p,q (µr; νr; ∆xr; ρ)d∆. □

Theorem 3. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(νi) > ℜ(µi) > 0 for i = 1, . . . , r. Then,

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=
1

Γ(κ)

∫ ∞

0

∆κ−1 exp
(
−∆(1− x1 − . . .− xr)

)
× MΦ(α,β)

p,q (ν1 − µ1; ν1;−∆x1; ρ) . . .
MΦ(α,β)

p,q (νr − µr; νr;−∆xr; ρ)d∆.

Proof. Using Eq. (6) in Eq. (14), proof is complete. □

Theorem 4. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(νi) > ℜ(µi) > 0 for i = 1, . . . , r. Then,

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=
2r

B(µ1, ν1 − µ1) . . . B(µr, νr − µr)

∫ π
2

0

. . .

∫ π
2

0
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× (sinϕ1)
2µ1−1 . . . (sinϕr)

2µr−1(cosϕ1)
2ν1−2µ1−1 . . . (cosϕr)

2νr−2µr−1

× α
pM

β
q

(
−ρ(secϕ1)

2(cscϕ1)
2
)
. . . α

pM
β
q

(
−ρ(secϕr)

2(cscϕr)
2
)

× F
(r)
A

(
κ, µ1, . . . , µr;µ1, . . . , µr;x1(sinϕ1)

2, . . . , xr(sinϕr)
2
)
dϕ1 . . . dϕr.

Proof. Using the integral representation (2) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
A and making similar calculations in the

proof of Theorem 1, proof is complete. □

Theorem 5. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(νi) > ℜ(µi) > 0 for i = 1, . . . , r. Then,

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=
1

B(µ1, ν1 − µ1) . . . B(µr, νr − µr)

∫ ∞

0

. . .

∫ ∞

0

u
µ1−1
1

(1 + u1)ν1
. . .

u
µr−1
r

(1 + ur)νr

× α
pM

β
q

(
−2ρ− ρ

(
u1 +

1

u1

))
. . . α

pM
β
q

(
−2ρ− ρ

(
ur +

1

ur

))
× F

(r)
A

(
κ, µ1, . . . , µr;µ1, . . . , µr;

x1u1

1 + u1
, . . . ,

xrur

1 + ur

)
du1 . . . dur.

Proof. Using the integral representation (3) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
A and making similar calculations in the

proof of Theorem 1, proof is complete. □

Theorem 6. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(νi) > ℜ(µi) > 0 for i = 1, . . . , r. Then,

MF
(α,β;r)
A,p,q (κ, µ1, . . . , µr; ν1, . . . , νr;x1, . . . , xr; ρ)

=
(b− a)r−(ν1+...+νr)

B(µ1, ν1 − µ1) . . . B(µr, νr − µr)

∫ b

a

. . .

∫ b

a

(u1 − a)µ1−1 . . . (ur − a)µr−1

× (b− u1)
ν1−µ1−1 . . . (b− ur)

νr−µr−1

× α
pM

β
q

(
−ρ(b− a)2

(u1 − a)(b− u1)

)
. . . α

pM
β
q

(
−ρ(b− a)2

(ur − a)(b− ur)

)
× F

(r)
A

(
κ, µ1, . . . , µr;µ1, . . . , µr;

x1(u1 − a)

b− a
, . . . ,

xr(ur − a)

b− a

)
du1 . . . dur.

Proof. Using the integral representation (4) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
A and making similar calculations in the

proof of Theorem 1, proof is complete. □

4. Integral Representations for M-Lauricella Hypergeometric
Function F

(r)
B

Theorem 7. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(λ) > ℜ(µ1) > 0. Then,

MF
(α,β;r)
B,p,q (κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ρ;λ)
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=
1

B(µ1, λ− µ1)

∫ 1

0

∆µ1−1(1−∆)λ−µ1−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
× F

(r)
B (κ1, . . . , κr, λ, µ2, . . . , µr; ν; ∆x1, x2, . . . , xr)d∆.

Proof. Using the integral representation (1) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
B , we have

MF
(α,β;r)
B,p,q (κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ρ;λ)

=

∞∑
n1,...,nr=0

(κ1)n1
. . . (κr)nr

(λ)n1
(µ2)n2

. . . (µr)nr

(ν)n1+...+nr

×
MB

(α,β)
p,q (µ1 + n1, λ− µ1; ρ)

B(µ1, λ− µ1)

xn1
1

n1!
. . .

xnr
r

nr!

=
1

B(µ1, λ− µ1)

∞∑
n1,...,nr=0

(κ1)n1
. . . (κr)nr

(λ)n1
(µ2)n2

. . . (µr)nr

(ν)n1+...+nr

×
∫ 1

0

∆µ1+n1−1(1−∆)λ−µ1−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
xn1
1

n1!
. . .

xnr
r

nr!
d∆

=
1

B(µ1, λ− µ1)

∫ 1

0

∆µ1−1(1−∆)λ−µ1−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
×

∞∑
n1,...,nr=0

(κ1)n1
. . . (κr)nr

(λ)n1
(µ2)n2

. . . (µr)nr

(ν)n1+...+nr

(∆x1)
n1

n1!

xn2
2

n2!
. . .

xnr
r

nr!
d∆.

Considering Eq. (11), we get

MF
(α,β;r)
B,p,q (κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ρ;λ)

=
1

B(µ1, λ− µ1)

∫ 1

0

∆µ1−1(1−∆)λ−µ1−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
× F

(r)
B (κ1, . . . , κr, λ, µ2, . . . , µr; ν; ∆x1, x2, . . . , xr)d∆. □

Theorem 8. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(λ) > ℜ(µ1) > 0. Then,

MF
(α,β;r)
B,p,q (κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ρ;λ)

=
2

B(µ1, λ− µ1)

∫ π
2

0

(sinϕ)2µ1−1(cosϕ)2λ−2µ1−1 α
pM

β
q

(
−ρ(secϕ)2(cscϕ)2

)
× F

(r)
B (κ1, . . . , κr, λ, µ2, . . . , µr; ν;x1(sinϕ)

2, x2, . . . , xr)dϕ.

Proof. Using the integral representation (2) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
B and making similar calculations in the

proof of Theorem 7, proof is complete. □
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Theorem 9. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(λ) > ℜ(µ1) > 0. Then,

MF
(α,β;r)
B,p,q (κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ρ;λ)

=
1

B(µ1, λ− µ1)

∫ ∞

0

uµ1−1

(1 + u)λ
α
pM

β
q

(
−2ρ− ρ

(
u+

1

u

))
× F

(r)
B

(
κ1, . . . , κr, λ, µ2, . . . , µr; ν;

x1u

1 + u
, x2, . . . , xr

)
du.

Proof. Using the integral representation (3) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
B and making similar calculations in the

proof of Theorem 7, proof is complete. □

Theorem 10. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(λ) > ℜ(µ1) > 0. Then,

MF
(α,β;r)
B,p,q (κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ρ;λ)

=
(b− a)1−λ

B(µ1, λ− µ1)

∫ b

a

(u− a)µ1−1(b− u)λ−µ1−1 α
pM

β
q

(
−ρ(b− a)2

(u− a)(b− u)

)
× F

(r)
B

(
κ1, . . . , κr, λ, µ2, . . . , µr; ν;

x1(u− a)

b− a
, x2, . . . , xr

)
du.

Proof. Using the integral representation (4) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
B and making similar calculations in the

proof of Theorem 7, proof is complete. □

5. Integral Representations for M-Lauricella Hypergeometric
Function F

(r)
C

Theorem 11. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν1) > ℜ(λ) > 0. Then,

MF
(α,β;r)
C,p,q (κ, µ; ν1, . . . , νr;x1, . . . , xr; ρ;λ)

=
1

B(λ, ν1 − λ)

∫ 1

0

∆λ−1(1−∆)ν1−λ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
× F

(r)
C (κ, µ;λ, ν2, . . . , νr; ∆x1, x2, . . . , xr)d∆.

Proof. Using the integral representation (1) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
C , we have

MF
(α,β;r)
C,p,q (κ, µ; ν1, . . . , νr;x1, . . . , xr; ρ;λ)

=

∞∑
n1,...,nr=0

(κ)n1+...+nr
(µ)n1+...+nr

(λ)n1(ν2)n2 . . . (νr)nr

MB
(α,β)
p,q (λ+ n1, ν1 − λ; ρ)

B(λ, ν1 − λ)

xn1
1

n1!
. . .

xnr
r

nr!

=
1

B(λ, ν1 − λ)

∞∑
n1,...,nr=0

(κ)n1+...+nr (µ)n1+...+nr

(λ)n1
(ν2)n2

. . . (νr)nr
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×
∫ 1

0

∆λ+n1−1(1−∆)ν1−λ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
xn1
1

n1!
. . .

xnr
r

nr!
d∆

=
1

B(λ, ν1 − λ)

∫ 1

0

∆λ−1(1−∆)ν1−λ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
×

∞∑
n1,...,nr=0

(κ)n1+...+nr
(µ)n1+...+nr

(λ)n1(ν2)n2 . . . (νr)nr

(∆x1)
n1

n1!

xn2
2

n2!
. . .

xnr
r

nr!
d∆.

Considering Eq. (12), we get

MF
(α,β;r)
C,p,q (κ, µ; ν1, . . . , νr;x1, . . . , xr; ρ;λ)

=
1

B(λ, ν1 − λ)

∫ 1

0

∆λ−1(1−∆)ν1−λ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
× F

(r)
C (κ, µ;λ, ν2, . . . , νr; ∆x1, x2, . . . , xr)d∆. □

Theorem 12. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν1) > ℜ(λ) > 0. Then,

MF
(α,β;r)
C,p,q (κ, µ; ν1, . . . , νr;x1, . . . , xr; ρ;λ)

=
2

B(λ, ν1 − λ)

∫ π
2

0

(sinϕ)2λ−1(cosϕ)2ν1−2λ−1 α
pM

β
q

(
−ρ(secϕ)2(cscϕ)2

)
× F

(r)
C (κ, µ;λ, ν2, . . . , νr;x1(sinϕ)

2, x2, . . . , xr)dϕ.

Proof. Using the integral representation (2) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
C and making similar calculations in the

proof of Theorem 11, proof is complete. □

Theorem 13. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν1) > ℜ(λ) > 0. Then,

MF
(α,β;r)
C,p,q (κ, µ; ν1, . . . , νr;x1, . . . , xr; ρ;λ)

=
1

B(λ, ν1 − λ)

∫ ∞

0

uλ−1

(1 + u)ν1

α
pM

β
q

(
−2ρ− ρ

(
u+

1

u

))
× F

(r)
C

(
κ, µ;λ, ν2, . . . , νr;

x1u

1 + u
, x2, . . . , xr

)
du.

Proof. Using the integral representation (3) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
C and making similar calculations in the

proof of Theorem 11, proof is complete. □

Theorem 14. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν1) > ℜ(λ) > 0. Then,

MF
(α,β;r)
C,p,q (κ, µ; ν1, . . . , νr;x1, . . . , xr; ρ;λ)

=
(b− a)1−ν1

B(λ, ν1 − λ)

∫ b

a

(u− a)λ−1(b− u)ν1−λ−1 α
pM

β
q

(
−ρ(b− a)2

(u− a)(b− u)

)
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× F
(r)
C

(
κ, µ;λ, ν2, . . . , νr;

x1(u− a)

b− a
, x2, . . . , xr

)
du.

Proof. Using the integral representation (4) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
C and making similar calculations in the

proof of Theorem 11, proof is complete. □

6. Integral Representations for M-Lauricella Hypergeometric
Function F

(r)
D

Theorem 15. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν) > ℜ(κ) > 0. Then,

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=
1

B(κ, ν − κ)

∫ 1

0

∆κ−1(1−∆)ν−κ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
× F

(r)
D (κ, µ1, . . . , µr;κ; ∆x1, . . . ,∆xr)d∆.

Proof. Using the integral representation (1) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
D , we have

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=

∞∑
n1,...,nr=0

(µ1)n1 . . . (µr)nr

MB
(α,β)
p,q (κ+ n1 + . . .+ nr, ν − κ; ρ)

B(κ, ν − κ)

xn1
1

n1!
. . .

xnr
r

nr!

=
1

B(κ, ν − κ)

∞∑
n1,...,nr=0

(µ1)n1
. . . (µr)nr

×
∫ 1

0

∆κ+n1+...+nr−1(1−∆)ν−κ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
xn1
1

n1!
. . .

xnr
r

nr!
d∆

=
1

B(κ, ν − κ)

∫ 1

0

∆κ−1(1−∆)ν−κ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
×

∞∑
n1,...,nr=0

(µ1)n1 . . . (µr)nr

(∆x1)
n1

n1!
. . .

(∆xr)
nr

nr!
d∆.

Multiplied by
(κ)n1+...+nr

(κ)n1+...+nr
and considering Eq. (13), we get

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=
1

B(κ, ν − κ)

∫ 1

0

∆κ−1(1−∆)ν−κ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
×

∞∑
n1,...,nr=0

(κ)n1+...+nr (µ1)n1 . . . (µr)nr

(κ)n1+...+nr

(∆x1)
n1

n1!
. . .

(∆xr)
nr

nr!
d∆
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=
1

B(κ, ν − κ)

∫ 1

0

∆κ−1(1−∆)ν−κ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
× F

(r)
D (κ, µ1, . . . , µr;κ; ∆x1, . . . ,∆xr)d∆. □

Theorem 16. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν) > ℜ(κ) > 0. Then,

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=
1

B(κ, ν − κ)

∫ 1

0

∆κ−1(1−∆)ν−κ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
× (1−∆x1)

−µ1 . . . (1−∆xr)
−µrd∆.

Proof. Using the integral representation (1) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
D , we have

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=

∞∑
n1,...,nr=0

(µ1)n1 . . . (µr)nr

MB
(α,β)
p,q (κ+ n1 + . . .+ nr, ν − κ; ρ)

B(κ, ν − κ)

xn1
1

n1!
. . .

xnr
r

nr!

=
1

B(κ, ν − κ)

∫ 1

0

∆κ−1(1−∆)ν−κ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
×

∞∑
n1=0

(µ1)n1

(∆x1)
n1

n1!
. . .

∞∑
nr=0

(µr)nr

(∆xr)
nr

nr!
d∆.

Considering Eq. (8), we get

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=
1

B(κ, ν − κ)

∫ 1

0

∆κ−1(1−∆)ν−κ−1 α
pM

β
q

(
−ρ

∆(1−∆)

)
× (1−∆x1)

−µ1 . . . (1−∆xr)
−µrd∆. □

Theorem 17. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν) > ℜ(κ) > 0. Then,

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=
2

B(κ, ν − κ)

∫ π
2

0

(sinϕ)2κ−1(cosϕ)2ν−2κ−1 α
pM

β
q

(
−ρ(secϕ)2(cscϕ)2

)
× F

(r)
D

(
κ, µ1, . . . , µr;κ;x1(sinϕ)

2, . . . , xr(sinϕ)
2
)
dϕ.

Proof. Using the integral representation (2) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
D and making similar calculations in the

proof of Theorem 15, proof is complete. □
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Theorem 18. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν) > ℜ(κ) > 0. Then,

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=
1

B(κ, ν − κ)

∫ ∞

0

uκ−1

(1 + u)ν
α
pM

β
q

(
−2ρ− ρ

(
u+

1

u

))
× F

(r)
D

(
κ, µ1, . . . , µr;κ;

x1u

1 + u
, . . . ,

xru

1 + u

)
du.

Proof. Using the integral representation (3) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
D and making similar calculations in the

proof of Theorem 15, proof is complete. □

Theorem 19. Let ℜ(α) > 0, ℜ(ρ) > 0, ℜ(ν) > ℜ(κ) > 0. Then,

MF
(α,β;r)
D,p,q (κ, µ1, . . . , µr; ν;x1, . . . , xr; ρ)

=
(b− a)1−ν

B(κ, ν − κ)

∫ b

a

(u− a)κ−1(b− u)ν−κ−1 α
pM

β
q

(
−ρ(b− a)2

(u− a)(b− u)

)
× F

(r)
D

(
κ, µ1, . . . , µr;κ;

x1(u− a)

b− a
, . . . ,

xr(u− a)

b− a

)
du.

Proof. Using the integral representation (4) of M-beta function in the definition of

M-Lauricella hypergeometric function F
(r)
D and making similar calculations in the

proof of Theorem 15, proof is complete. □

7. Applications of M-Lauricella Hypergeometric Functions

In this section, we obtain the solution of fractional differential equations involving
the M-Lauricella hypergeometric functions.

Example 1. Let 1 < ℜ(ϵ) ≤ 2, ℜ(α) > 0, ℜ(λ) > ℜ(µ1) > 0. We consider the
fractional differential equation

cDϵ
ρ {f(ρ)}=MF

(α,β;r)
B,p,q (ξ1, . . . , ξp;η1, . . . , ηq;κ1, . . . , κr,µ1, . . . , µr; ν;x1, . . . , xr; ϵρ;λ),

with the initial conditions

f(0) = f ′(0) = 0.

Applying the Laplace transform to the fractional differential equation and using Eq.
(9), we have

L
{
cDϵ

ρ {f(ρ)} ; s
}

= L
{
MF

(α,β;r)
B,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr; ϵρ;λ); s

}
,

then
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sϵF (s)− sϵ−1f(0)− sϵ−2f ′(0)

=
MF

(α,β;r)
B,p+1,q

(
ξ1, . . . , ξp, 1; η1, . . . , ηq;κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr;

ϵ
s ;λ

)
s

.

Using the initial conditions, we get

F (s) =
MF

(α,β;r)
B,p+1,q

(
ξ1, . . . , ξp, 1; η1, . . . , ηq;κ1, . . . , κr, µ1, . . . , µr; ν;x1, . . . , xr;

ϵ
s ;λ

)
sϵ+1

.

Applying the inverse Laplace transform, we obtain

f(ρ)=
MF

(α,β;r)
B,p+1,q+1(ξ1, . . . ,ξp,1;η1, . . . ,ηq,1+ϵ;κ1, . . . , κr,µ1, . . . , µr;ν;x1, . . . , xr;ϵρ;λ)

Γ(1 + ϵ)ρ−ϵ
.

Example 2. Let 1 < ℜ(ϵ) ≤ 2, ℜ(α) > 0, ℜ(ν1) > ℜ(λ) > 0. We consider the
fractional differential equation

cDϵ
ρ {f(ρ)} = MF

(α,β;r)
C,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ, µ; ν1, . . . , νr;x1, . . . , xr; ϵρ;λ),

with the initial conditions

f(0) = f ′(0) = 0.

Applying the Laplace transform to the fractional differential equation and using Eq.
(9), we have

L
{
cDϵ

ρ {f(ρ)} ; s
}

= L
{
MF

(α,β;r)
C,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ, µ; ν1, . . . , νr;x1, . . . , xr; ϵρ;λ); s

}
,

then

sϵF (s)− sϵ−1f(0)− sϵ−2f ′(0)

=
MF

(α,β;r)
C,p+1,q

(
ξ1, . . . , ξp, 1; η1, . . . , ηq;κ, µ; ν1, . . . , νr;x1, . . . , xr;

ϵ
s ;λ

)
s

.

Using the initial conditions, we get

F (s) =
MF

(α,β;r)
C,p+1,q

(
ξ1, . . . , ξp, 1; η1, . . . , ηq;κ, µ; ν1, . . . , νr;x1, . . . , xr;

ϵ
s ;λ

)
sϵ+1

.

Applying the inverse Laplace transform, we obtain

f(ρ) =
MF

(α,β;r)
C,p+1,q+1(ξ1, . . . , ξp, 1; η1, . . . , ηq, 1+ϵ;κ, µ; ν1, . . . , νr;x1, . . . , xr; ϵρ;λ)

Γ(1 + ϵ)ρ−ϵ
.

Example 3. Let 1 < ℜ(ϵ) ≤ 2, ℜ(α) > 0, ℜ(ν) > ℜ(κ) > 0. We consider the
fractional differential equation

cDϵ
ρ {f(ρ)} = MF

(α,β;r)
D,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ, µ1, . . . , µr; ν;x1, . . . , xr; ϵρ),
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with the initial conditions

f(0) = f ′(0) = 0.

Applying the Laplace transform to the fractional differential equation and using Eq.
(9), we have

L
{
cDϵ

ρ {f(ρ)} ; s
}

= L
{
MF

(α,β;r)
D,p,q (ξ1, . . . , ξp; η1, . . . , ηq;κ, µ1, . . . , µr; ν;x1, . . . , xr; ϵρ); s

}
,

then

sϵF (s)− sϵ−1f(0)− sϵ−2f ′(0)

=
MF

(α,β;r)
D,p+1,q

(
ξ1, . . . , ξp, 1; η1, . . . , ηq;κ, µ1, . . . , µr; ν;x1, . . . , xr;

ϵ
s

)
s

.

Using the initial conditions, we get

F (s) =
MF

(α,β;r)
D,p+1,q

(
ξ1, . . . , ξp, 1; η1, . . . , ηq;κ, µ1, . . . , µr; ν;x1, . . . , xr;

ϵ
s

)
sϵ+1

.

Applying the inverse Laplace transform, we obtain

f(ρ) =
MF

(α,β;r)
D,p+1,q+1(ξ1, . . . , ξp, 1; η1, . . . , ηq, 1+ϵ;κ, µ1, . . . , µr; ν;x1, . . . , xr; ϵρ)

Γ(1 + ϵ)ρ−ϵ
.

8. Conclusion

In this paper, we introduced the M-Lauricella hypergeometric functions using
the modified beta function involving the generalized M-series in its kernel. Then
we presented various integral representations of M-Lauricella hypergeometric func-
tions. As examples, we obtained the solution of fractional differential equations
involving the M-Lauricella hypergeometric functions.

M-Lauricella hypergeometric functions can be used not only in various fractional
differential equations, but also in various ordinary and partial differential equations.
Therefore, we conclude this paper by believing that M-Lauricella hypergeometric
functions can be used in various research areas of interest to many fields of science
such as mathematics, statistics, physics, chemistry, biology, medicine, engineering,
astronomy and space sciences and will contribute to the scientific world.
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FHD FLOW IN AN IRREGULAR CAVITY SUBJECTED TO A

NON-UNIFORM MAGNETIC FIELD
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Abstract. In this paper FHD flow in a rectangular pipe constricted by two

analogous semi-cylinders attached to the left and the bottom walls is investi-

gated. The laminar, axial flow is produced by a constant pressure gradient, and
the flow is affected by a spatially varying non-uniform magnetic field caused by

two electric wires. The current-carrying wires are placed along the axes of the

semi-cylinders. The fully developed flow is studied on the 2D cross-section of
the pipe, a cavity, where the wires act as point magnetic sources. The pressure

equation is added to the mathematical model, and the velocity-pressure form

governing equations are numerically solved by the dual reciprocity boundary
element method (DRBEM). The Dirichlet type pressure boundary conditions

are approximated through a process using the radial basis functions and a fi-
nite difference. The flow, velocity, and pressure variations are investigated for

different magnetic field strengths and current ratios. The grid independence

study is also carried out. The proposed iterative scheme is capable of gen-
erating numerical results by performing a non-uniform discretization for the

boundary. Dense discretizations are applied at the places where the flow shows

a sudden fluctuation. It is shown by the numerical results that the flow and
the pressure variations are dominated by the strong magnetic source. With

an increment in the magnetic number, the planar flow is accelerated, the axial

flow is decelerated, and the pressure increases, especially around the strong
point magnetic source.

1. Introduction

The interaction of electromagnetic fields and the fluid mechanics may be grouped
into three main categories, namely electrohydrodynamics (EHD), magnetohydrody-
namics (MHD), and ferrohydrodynamics (FHD) [27]. Electrohydrodynamics theory
investigates the flow of electrically charged particles under the influence of electric
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fields. In EHD, the electrostatic force term plays a crucial role in the momentum
equations. EHD phenomena is used in designs of many engineering instruments
such as pumps, printing systems, flow meters, etc. The motion of electrically con-
ducting fluids in the presence of magnetic fields is the subject of magnetohydro-
dynamics. In MHD, the body force acting on the fluid is called Lorentz force.
Lorentz force retards the core flow and accelerates the side flows, thus equalizes
the total flow in pipes. Ferrohydrodynamics is an interdisciplinary subject hav-
ing an inherent interest of a physical and mathematical nature with applications
in printing [7], medicine [44], tribiology [14], separation science [47], cooling sys-
tems [32], microelectromechanical systems (MEMS) [48], etc. FHD investigates the
motion of electrically insulated (non-conducting) fluid under the effect of magnetic
polarization [27]. In FHD, there needs no presence of electric current flow in the
fluid, but the flow undergoes a fluctuation due to the material magnetization. A
ferrofluid is mainly composed of a carrier fluid (e.g. water) and nanoscale magnetic
particles (e.g iron, nickel) coated by a surfactant. Biomagnetic fluid dynamics is
also based on the FHD phenomena. Blood is the mostly known biomagnetic fluid
which possesses its magnetization property by the hemoglobin molecule.
The spatially varying non-uniform magnetic field generated by the current-carrying
wires applies a volumetric force to the fluid and has been used to control the flow in
pipes. The volumetric force, so-called the Kelvin force density, drives the magnetic
particles, and the translational and rotational motion of these particles are trans-
ferred to the ferrofluid. The resulting body forces alter the flow in pipes. Therefore
in applications where the flow regulation is substantial the ferrofluid is a preferen-
tial choice [6].
Much computational research has been carried out on the FHD flows in pipes due
to their vast variety of applications. The FHD flows in pipes are modeled in terms
of the continuity and the Navier-Stokes equations. If there is heat transfer, then the
energy equation is added to the system. The governing equations are coupled with
highly nonlinear partial differential equations (PDEs) containing diffusion, convec-
tion, and force terms. Therefore, approximate solutions are required to understand
the flow and the pressure behaviors. The pressure-linked pseudo transient method
(PLEM), finite difference method (FDM), finite volume method (FVM), and finite
element method (FEM) are mostly used numerical approaches to tackle the FHD
flows.
The PLEM was used to investigate the effect of a single current-carrying wire
placed below the rectangular pipe in [42]. It was reported that the solutions show
an oscillatory behavior on a common-grid. A mathematical model on the same
flow configuration for the electrically conducting fluid was presented in [41]. In
that paper, both uniform and non-uniform magnetic field effects on the biomag-
netic fluid flow were studied. It was concluded that the form of the magnetic field
gradient substantially determines the flow in the pipe. Mousavi et al. [23] used
a commercial software based on the finite volume methodology to investigate the
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biomagnetic flow in a three-dimensional pipe under the influence of a magnetic
field due to a single current-carrying wire. They obtained grid-independent results
by using a discretization covering the magnetic field accurately. The influence of
an alternating magnetic field that is generated by line source dipoles on a forced
convective ferrofluid flow was investigated by Goharkhah and Ashjaee [10] using a
control volume technique. They reported the flow acceleration along the surface as
the ferrofluid passes over the magnetic field section. Recently, A finite volume ap-
proach for a nanofluid flow through an annular pipe subjected to multiple magnetic
sources was presented by Soltanipour [40]. A control volume-based FEM solution
of a free convection ferrofluid flow in an enclosure subjected to multiple current-
carrying wires was presented in [37]. Loukopoulos and Tzirtzilakis [19] presented a
FDM solution of a biomagnetic fluid flow between two horizontal plates subjected
to a single current-carrying wire. Some other computational studies on magnetiz-
able fluids can be found in [1, 3, 15,22,25,28,29,33–36,38,39].
The boundary elements method (BEM) [4] is an alternative to domain discretiza-
tion type methods such as FDM and FEM. In BEM, fundamental solutions are
required to transform the partial differential equations into boundary integral equa-
tions. After the insertion of the boundary conditions, a shuffling process is applied
to collect all the unknowns on one side of the equation. The resultant dense non-
symmetric linear equation is then treated by using an appropriate direct or iterative
solver. The boundary-only discretization advantage of the BEM reduces computa-
tional time and memory usage. When the partial differential equation is nonlinear,
containing body forces or time dependence, the corresponding BEM integral equa-
tion includes domain integrals. DRBEM has arisen to tackle this difficulty. In
DRBEM [24], a simpler equation’s fundamental solution is employed and the re-
maining terms are treated through a series expansion using radial basis functions,
and then the reciprocity procedures are applied. The DRBEM has been applied
to many types of physical problems from elasticity to fluid dynamics. Some recent
advances in the DRBEM applications may be found in [2, 11,16,21,31,45,46].
The previous studies demonstrated that no consideration has been given to pres-
sure computations for FHD irregular cavity flows. Most of the present studies used
domain-type numerical methods which are computationally expensive. The novelty
of the present study is that low computational cost solutions for the velocity and
the pressure of FHD flow in an irregular domain are presented. Therefore, the flow
of a ferrofluid through a pipe subjected to a non-uniform magnetic field that is
generated by two variable electric wires is investigated. The effects of the magnetic
field strength and the current ratio variations are discussed. The pressure profiles
are presented for the first time in the literature. The current-carrying wires are
placed parallel to one of the horizontal and the vertical walls. The geometry of the
pipe is formed in such a way that the current-carrying wires do not touch the elec-
trically insulated walls. The fully developed flow is modeled on the two dimensional
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cross-section of the pipe that is taken vertical to the axial flow. The governing equa-
tions in primitive variables (velocity-pressure form) are discretized by the DRBEM,
and an iterative numerical solution procedure is suggested. It is observed that a
non-uniform discretization is required to capture the flow behaviors. The flow and
pressure variations are dominated by the electric wire possessing high current in-
tensity. The proposed numerical scheme is capable of generating grid-independent
solutions for the velocity and the pressure with less computational cost. This is the
first DRBEM study on the FHD flow in a pipe contracted by two semi-cylinders
carrying variable electric currents along their axes. The proposed numerical scheme
provides the pressure variation which is very important in engineering design. This
study is an extension of a presentation that is published as an abstract [30] at the
International Conference on Applied Mathematics in Engineering (ICAME’21).
The rest of the paper is organized in the following fashion. In Section 2, the physics
of the problem is introduced, and the construction of the mathematical model is
presented. The numerical solution procedure and the pressure boundary condition
approximations are explained in Section 3. In Section 4, the numerical solutions
and discussions are presented. The consequences achieved from the present study
are collected in Section 5.

2. Physical Problem and Mathematical Model

A laminar, steady, fully developed flow of an electrically insulated, magnetizable
fluid is considered in a long rectangular pipe. Two semi-cylinders with radiuses r̄
are located in the middle of the left and the bottom walls. Two electric wires (W1

and W2) are passing through the axes of the semi-cylinders. The pipe walls are
electrically insulated. The 3D flow configuration is presented in Figure 1.

Figure 1. Fully developed flow in a pipe
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The flow is driven by a constant pressure gradient in the z̄−direction, and it
is under the influence of a non-uniform magnetic field that is generated by the
two wires carrying electric currents with different intensities (I1 and I2). The fully
developed flow is modeled on the 2D cross-section of the pipe. On this cross-section
(cavity), wires behave alike as point magnetic sources. Each section of the cavity
boundary is smooth. Figure 2 displays the 2D problem geometry.

Figure 2. Problem geometry

The FHD flow in a cavity is defined by the continuity and Navier-Stokes equa-
tions containing the dimensional velocity V̄(x̄, ȳ) = (ū(x̄, ȳ), v̄(x̄, ȳ), w̄(x̄, ȳ)) and
the pressure P̄ (x̄, ȳ, z̄) [27]. Once the flow reaches a fully developed state, the
velocity and the pressure of the fluid do not vary in the pipe axis direction.

∂ū

∂x̄
+

∂v̄

∂ȳ
= 0, (1)

ū
∂ū

∂x̄
+ v̄

∂ū

∂ȳ
= −1

ρ

∂P̄

∂x̄
+ ν

(
∂2ū

∂x̄2
+

∂2ū

∂ȳ2

)
+

µ0M̄

ρ

∂H̄

∂x̄
, (2)

ū
∂v̄

∂x̄
+ v̄

∂v̄

∂ȳ
= −1

ρ

∂P̄

∂ȳ
+ ν

(
∂2v̄

∂x̄2
+

∂2v̄

∂ȳ2

)
+

µ0M̄

ρ

∂H̄

∂ȳ
, (3)

ū
∂w̄

∂x̄
+ v̄

∂w̄

∂ȳ
= −1

ρ

∂P̄

∂z̄
+ ν

(
∂2w̄

∂x̄2
+

∂2w̄

∂ȳ2

)
, (4)

where ρ and ν are the density and the kinematic viscosity of the fluid, µ0 is the
magnetic permeability of vacuum, and H̄ is the magnetic field intensity. M̄ = χH̄ is
the magnetization where χ is the magnetic susceptibility of the fluid. Since the fluid
is electrically insulated the force terms on the right-hand side of the momentum
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equations are containing only the magnetization force in FHD. This mathematical
model does not have an analytical solution.
In fully developed flows pressure P̄ can be written as [9]

P̄ (x̄, ȳ, z̄) = P̄1(z̄) + p̄(x̄, ȳ). (5)

Since the axial flow is generated by a constant pressure gradient, one has

∂P̄

∂z̄
=

∂P̄1

∂z̄
= P̄z = constant . (6)

The components of the magnetic field H̄ = (H̄x(x̄, ȳ), H̄y(x̄, ȳ), 0) generated by
infinitely long, thin wires carrying steady electric currents I1 and I2 flowing in the
same direction are given by [17,26]

H̄x = − 1

2π

2∑
i=1

Ii(ȳ − b̄i)

(x̄− āi)2 + (ȳ − b̄i)2
, H̄y =

1

2π

2∑
i=1

Ii(x̄− āi)

(x̄− āi)2 + (ȳ − b̄i)2
, (7)

where (āi, b̄i), i = 1, 2, are the locations of the point magnetic sources around the
cavity. The point magnetic sources have different strengths. The intensity of the
magnetic field generated by the two point magnetic sources is defined by

H̄ =
√

H̄2
x + H̄2

y . (8)

For the numerical simulations following non-dimensional variables are introduced

x =
x̄

L
, y =

ȳ

L
, z =

z̄

L
, u =

ūL

ν
, v =

v̄L

ν
, w =

w̄L

ν
, P =

P̄L2

ρν2
, H =

H̄

H0
.

(9)
Here, L is the height of the cavity, and H0 = I1/(2πL).
The governing equations in the dimensionless form are

∂u

∂x
+

∂v

∂y
= 0, (10)

∂2u

∂x2
+

∂2u

∂y2
=

∂p

∂x
+ u

∂u

∂x
+ v

∂u

∂y
−MnH

∂H

∂x
, (11)

∂2v

∂x2
+

∂2v

∂y2
=

∂p

∂y
+ u

∂v

∂x
+ v

∂v

∂y
−MnH

∂H

∂y
, (12)

∂2w

∂x2
+

∂2w

∂y2
= Pz + u

∂w

∂x
+ v

∂w

∂y
, (13)

where Mn is the magnetic number defined by

Mn =
µ0χH

2
0L

2

ν2ρ
. (14)
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To investigate the pressure variation within the cavity, the equation of pressure is
obtained. Eqs (11) and (12) are differentiated with respect to x and y, respectively.
The resultant equations are added and some terms are canceled using the continuity
equation. Then, the pressure equation is obtaied

∂2p

∂x2
+
∂2p

∂y2
= Mn(

(
∂H

∂x

)2

+

(
∂H

∂y

)2

+H(
∂2H

∂x2
+
∂2H

∂y2
))−

(
∂u

∂x

)2

−
(
∂v

∂y

)2

−2
∂v

∂x

∂u

∂y
.

(15)
The flow patterns in 2D cavities are visualized by the stream function Ψ isolines
(streamlines). The stream function satisfies the continuity equation and is linked
with the planar velocities in x− and y−directions as

u =
∂Ψ

∂y
, v = −∂Ψ

∂x
. (16)

From the continuity equation, the stream function equation is generated

∂2Ψ

∂x2
+

∂2Ψ

∂y2
=

∂u

∂y
− ∂v

∂x
. (17)

Non-dimensional forms of the magnetic field components are

Hx = − y − b1
(x− a1)2 + (y − b1)2

− Ir
y − b2

(x− a2)2 + (y − b2)2
, (18)

Hy =
x− a1

(x− a1)2 + (y − b1)2
+ Ir

x− a2
(x− a2)2 + (y − b2)2

, (19)

where Ir = I2/I1 is the current ratio, (a1, b1), (a2, b2) are the positions of magnetic
sources and

H =
√
H2

x +H2
y . (20)

No-slip boundary condition is applied on the cavity walls, thus

u = v = w = Ψ = 0 on ∂Ω. (21)

Here, ∂Ω stands for the boundary of the cavity Ω. Dirichlet-type pressure boundary
conditions are obtained approximately by using a finite difference scheme and the
radial basis functions. The details for the pressure boundary condition computa-
tions are given in the next section.

3. Application of the DRBEM

The governing partial differential equations (11)-(13), (15), and (17) are trans-
formed into boundary integral equations by the DRBEM. The governing equations
are rewritten in the Poisson type as

∇2R = bR, (22)

where R denotes u, v, w, p, or Ψ. bR is the right-hand side of the equation for R
containing convection and force terms. For the sake of practice, the construction
of the DRBEM discretized system has been presented on this sample equation.
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Eq. (22) is weighted by the fundamental solution of the Laplace equation (u∗ =
(1/2π) ln(1/r), [24]) and then the Green’s first identity is applied to achieve

ciRi +

∫
Γ

Rq∗dΓ−
∫
Γ

u∗ ∂R

∂n
dΓ = −

∫
Ω

bRu
∗dΩ, (23)

with Γ = ∂Ω and q∗ = ∂u∗/∂n notations. ci = θ/2π where θ radian is the internal
angle at the source point i. ci = 1/2 on the smooth part of the boundary and ci = 1
for the interior nodes.
bR is approximated by using linear radial basis functions fj(ri) = 1 + rij ,

(rij =
√
(xi − xj)2 + (yi − yj)2) to eliminate the domain integral on the right-hand

side of Eq. (23). The corresponding particular solutions ûj satisfy ∇2ûj = fj .
Then, by using the collocation technique one gets an approximation for bR as

bR ≈
N+L∑
j=1

(αR)jfj =
N+L∑
j=1

(αR)j∇2ûj , (24)

where (αR)j ’s are the unspecified coefficients. Here, N is the number of boundary
nodes and L is the number of interior nodes.
Substituting the approximation in 24 into the integral equation 23 one has Laplace
term on the right-hand side of the equation (23). Green’s first identity is applied
again and the irregular boundary is discretized by the constant elements. Then,
the corresponding boundary integral equation is obtained

ciRi +

N∑
k=1

∫
Γk

Rq∗dΓ−
N∑

k=1

∫
Γk

u∗ ∂R

∂n
dΓ =

N+L∑
j=1

(αR)j(ciûij +

N∑
k=1

∫
Γk

ûjq
∗dΓ

−
N∑

k=1

∫
Γk

u∗ ∂ûj

∂n
dΓ) . (25)

Considering all of the nodes, Eq. (24) gives

bR = FαR. (26)

Here, bR and αR are (N + L) × 1 vectors. (N + L) × (N + L) sized DRBEM
coordinate matrix F is constructed from the radial basis functions as Fij = fij .
According to Micchelli’s Theorem [20], F is invertible.
Thus, the vector of unspecified coefficients αR is calculated from Eq. (26) as

αR = F−1bR. (27)

Considering all the discretization nodes and using equations (25) and (27) the
system of matrix-vector equations are obtained

Hu−G
∂u

∂n
= (HÛ−GQ̂)F−1(

∂p

∂x
+ u

∂u

∂x
+ v

∂u

∂y
−MnH

∂H

∂x
), (28)

Hv −G
∂v

∂n
= (HÛ−GQ̂)F−1(

∂p

∂y
+ u

∂v

∂x
+ v

∂v

∂y
−MnH

∂H

∂y
), (29)
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Hw −G
∂w

∂n
= (HÛ−GQ̂)F−1(Pz + u

∂w

∂x
+ v

∂w

∂y
), (30)

Hp−G
∂p

∂n
=(HÛ−GQ̂)F−1(Mn(

(
∂H

∂x

)2

+

(
∂H

∂y

)2

+H∇2H)−
(
∂u

∂x

)2

−
(
∂v

∂y

)2

− 2
∂v

∂x

∂u

∂y
), (31)

HΨ−G
∂Ψ

∂n
= (HÛ−GQ̂)F−1(

∂u

∂y
− ∂v

∂x
), (32)

The entries of (N + L)× (N + L) sized DRBEM matrices are

Hij = ciδij +

∫
Γj

q∗dΓj ,

Gij =

∫
Γj

u∗dΓj , Gii =
l

2π
(ln(

2

l
) + 1).

(33)

Here, δij is the Kronecker delta and l is the length of the constant element. The
diagonal entries of G are computed analytically due to the singularities of the
integrals. Ûij = ûij and Q̂ij = q̂ij , q̂ij = ∂ûij/∂n.
Using the advantage of DRBEM, all the space derivatives of the unknowns in Eqs.
(28)-(32) are treated by using the approximation

R̂ = Fξ, (34)

where R̂ represent u, v, w, or p and ξ denotes an unspecified coefficient vector.
Then one has

∂R̂

∂η
=

∂F

∂η
F−1R̂, (35)

with η being x or y.
Once all the DRBEM constructions are completed Dirichlet type boundary condi-
tions are inserted, and all the problem unknowns are carried to the left-hand side.
This process is called shuffling. Then, one obtains a full linear system Ax = b̃.
The (N +L)× (N +L) sized coefficient matrix A is dense having no special form.
Thus, the resultant linear system is numerically solved by the LU decomposition
method with less computational cost.
An iterative solution process is applied. Initially, planar velocity components are
taken as zero everywhere. As can be observed from Eqs. (11) and (12) in this
case, magnetization forces are balanced by the pressure gradients [27]. The it-
eration process is started with ∂p/∂x = MnH(∂H/∂x) + 10−12 and ∂p/∂y =
MnH(∂H/∂y) + 10−12 initial values for the pressure gradients. Firstly, planar ve-
locity equations (Eq. (28) and (29)) are solved. To treat the nonlinear terms,
unknown velocities are taken from the previous iteration level and their space
derivatives are taken from the new level. Boundary conditions for the pressure
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are computed repeatedly in each iteration level by using newly obtained planar ve-
locity nodal solutions. Then, the pressure equation (Eq. (31)) is solved. Lastly, the
axial velocity and the stream function equations (Eqs. (30) and (32), respectively)
are solved with given boundary conditions. At each level, previously computed
problem unknowns are used in the subsequent equations. Pressure is relaxed as a
weighted summation of the nodal values taken from the previous and new iteration
levels, p(n+1) = rp(n+1) + (1 − r)p(n) where 0 < r < 1. The stopping criterion for
the iterative process is

||z(n+1) − z(n)||∞
||z(n)||∞

< 10−3, (36)

where z represents u, v, p, or Ψ and n is the number of iteration.

Figure 3. Pressure boundary condition approximation

Pressure boundary conditions are obtained by using Eqs. (11) and (12). Pressure
gradients are approximated by a forward or backward difference and the terms
containing the space derivatives of the planar velocities are approximated by the
DRBEM coordinate matrix F. Formulations of approximate boundary conditions
for the pressure are found for each side of the cavity (Figure 3) as

SIDE I: p
(n+1)
b = p

(n)
i −∆y(Sv(n+1) +MnH

∂H

∂y
), (37)

SIDE II: p
(n+1)
b = p

(n)
i +∆x(Su(n+1) +MnH

∂H

∂x
), (38)

SIDE III: p
(n+1)
b = p

(n)
i +∆y(Sv(n+1) +MnH

∂H

∂y
), (39)
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SIDE IV: p
(n+1)
b = p

(n)
i −∆x(Su(n+1) +MnH

∂H

∂x
), (40)

where pi is the closest interior node to the corresponding boundary node pb and

S =
∂F

∂x
F−1 ∂F

∂x
F−1 +

∂F

∂y
F−1 ∂F

∂y
F−1 − u(n+1) ∂F

∂x
F−1 − v(n+1) ∂F

∂y
F−1, (41)

with u(n+1) and v(n+1) being the diagonal matrices constructed from u− and
v−velocity nodal solutions at the (n+ 1)st iteration, respectively.

Pz = −8000 is taken as in [42] and (a1, b1) = (0.5, 0), (a2, b2) = (0, 0.5) are
the placement of point magnetic sources around the cavity. The radiuses of the
semi-cylinders are r = r̄/L = 0.1.

4. Numerical results and discussions

The influences of magnetization force and current ratio variations on the FHD
cavity flow are investigated for various combinations of Mn and Ir. Numerical
results are illustrated in terms of velocity, pressure, and stream function contour
plots. The computer code is validated with the existing literature, a grid inde-
pendence study is carried out, and an appropriate non-uniform discretization is
suggested.

Figure 4. Square cavity flow subjected to unique point source
Mn = 90.

The validation of the numerical procedure and the written computer code is
carried out for an FHD square cavity flow subjected to a unique point source that
is placed at (0.5,−0.05). Figure 4 displays the flow and pressure behaviors when
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Mn = 90. A good agreement is observed in the flow behaviors between the present
study and the existing literature [42].

The magnetization force pushes the fluid towards the top wall therefore the flow
on the transverse plane is separated into two symmetric vortices rotating in opposite
directions. The movement of the fluid particles in front of the point magnetic source
causes highly concentrated pressure at the bottom of the cavity. The u−velocity
is divided into two vortices and the v−velocity is expanded through the channel
section forming a boundary layer in front of the magnetic source. For small Mn
values, axial velocity shows a parabolic profile.

The grid independence test is carried for N = 192, 240, 288, 336, 384. The nu-
merical solutions for the pressure and the planar velocities are compared along
the x = 0.25 line for Mn = 10, Ir = 1. Figure 5 shows that N = 336 gives
grid-independent solutions.

Figure 5. Grid independence test along the x = 0.25 line for
Mn = 10, Ir = 1.

Table 1 displays the number of iterations needed to achieve solutions with a
tolerance of 10−3 for Mn = 10, Ir = 1. It is observed that the number of iterations
increases almost linearly as the number of boundary nodes advances. Effects of
magnetic sources on the pressure and velocity behaviors are investigated for various
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N=192 N=240 N = 288 N = 336 N = 384
573 670 812 957 1106

Table 1. Number of iterations for different N when Mn = 10,
Ir = 1.

combinations of current ratios Ir and moderate values of magnetic numbers Mn.
The boundary of the 2D computational domain is non-uniformly discretized by
constant elements. In constant element discretization, the approximate solution is
constant on each element and the points where the unknown values are considered
(nodes) are in the middle of the element. This property enables one to deal with the
corners of the irregular cavity. Each element is taken from the smooth part of the
boundary section. Figure 6 shows samples for the discretization of the boundaries
and the choices of the interior nodes. More interior nodes are taken at the places
where the flow is expected to show a sudden fluctuation according to the strengths
of the point magnetic sources and the cavity corners. In the case of the same current
intensities (e.g. (a) Ir = 1) the discretizations are dense near the corners of the
cavity. When one of the point magnetic sources is stronger than the other (e.g. (b)
Ir = 0.2) more interior nodes are taken in front of the semi-circles.

Figure 6. Sample discretizations of the boundary and the choice
of the interior nodes. (a) Ir = 1, (b) Ir = 0.2. Mn = 10.

The number of boundary elements is increased with Mn. At most N = 400
boundary and L = 9888 interior nodes are used for the discretization. The numer-
ical solutions are achieved using a 64GB RAM computer.

Figure 7 shows velocity, pressure, and the stream function contour plots when
both magnetic sources have the same strength (Ir = 1). The magnetic sources
push the fluid through the opposite walls and apply the same magnetization force.
This causes the division of the flow on the transverse plane into vortices that are
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Figure 7. Velocity and pressure profiles for Ir = 1, Mn = 10, 50, 90.

symmetric about the y = x axis, and the boundary layers are formed. Four sym-
metric vortices that are rotating in opposite directions are generated. Magnetic
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Figure 8. Velocity and pressure profiles for Mn = 10, Ir = 0.2, 0.5, 1, 2.

sources suppress the effects of each other, and therefore two small vortices appear
at the left bottom corner of the cavity. Pressure is high around the semi-circles due
to the large velocity gradients in these areas. Axial flow shows a parabolic profile
obeying the shape of the cavity. u− and v−velocity behaviors are similar due to
the symmetric location of the point sources. When the ratio of the currents is kept
fixed and the magnetic number increases, the magnetic field strengths of both wires
increase at the same rate. Thus, an increment in Mn accelerates the planar flow
(u and v velocity advance) and retards the axial flow around the semi-circles. The
pressure in the cavity increases. Strong vortices are developed on the transverse
plane as Mn advances. This is a well-known effect of the increment in the magnetic
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Figure 9. Velocity and pressure profiles for Ir = 0.5, 2 and Mn = 10, 30.

field strength.

The effect of the magnetic field generated by two wires with different current
intensities is investigated for a fixed Mn. This corresponds to the case when I1 is
kept constant and I2 changes. Figure 8 shows the flow and the pressure profiles for
Ir = I2/I1 = 2, 1, 0.5, 0.2. Generally, the flow and pressure behaviors are dominated
by the strong point magnetic source. When one of the point magnetic sources is
two times stronger than the other one (Ir = 0.5, 2) two vortices develop in front of
the dominant source that is analogous to the unique point source case. The weak
source force the fluid to divide the vortex in front of it. Pressure concentration is
high near the strong source. The flow retardation in the axial direction is mainly



546 P. ŞENEL

observed in front of the dominant point magnetic source. Planar velocity profiles
are generally dominated by the strong source, except for a little deformation caused
by the weak source. When the current intensity of the point source below the cavity
increases (comparing Ir = 0.5 and Ir = 0.2 cases) the magnetization force applied
by the strong source is increased and the flow is dominated mainly by the strong
bottom point magnetic source. The flow in the cavity nearly behaves as if there
was a single-point magnetic source. Pressure around the week source decreases.

In Figure 9, the effect of the magnetic number increase is investigated when one
of the sources is two times stronger than the other (Ir = 0.5 and Ir = 2 cases). An
increase in Mn advances the force applied to the fluid in the cavity and accelerates
the planar flow. At the same time, axial velocity decreases due to the kinetic energy
transfer in the axial direction into the transverse plane. The pressure in the cavity
increases, and the axial flow retardation is significant, especially near the dominant
magnetic source.

5. Conclusion

In this study, FHD flow in a rectangular duct constricted by two semi-cylinders
under the influence of a non-uniform magnetic field is investigated. The flow is
modeled in the velocity-pressure formulation and the numerical results are obtained
using the DRBEM. The Dirichlet type pressure boundary conditions are computed
by using a first-order finite difference scheme and the radial basis functions. The
system of nonlinear PDEs is solved iteratively, and the nonlinear terms are treated
by using the DRBEM coordinate matrix. The grid independence test is carried
out, and it is found that N = 336 gives grid independent solutions for Mn = 10
and Ir = 1 case. The number of boundary nodes needs to be increased according
to the magnetic number due to the alternations in the flow and pressure profiles.
The influences of the magnetic field strength and the current intensity ratios are
researched for moderate values of Mn. It is found that the velocity and the pres-
sure profiles are dominated by the strong point magnetic source. An increment in
the magnetic field strength results in an accelerated flow on the transverse plane,
retardation in the axial flow, and an increase in the pressure, especially in front
of the strong point magnetic source. When the strength of one of the sources in-
creases further, the flow behaves as if it was under the influence of a single point
magnetic source, and the pressure around the weak source decreases. The proposed
numerical scheme is capable of catching flow fluctuations, and the boundary dis-
cretization nature of DRBEM provide solutions with a less computational cost. In
the present study, the FHD flow is investigated in an irregular cavity with smooth
boundary sections. In the subsequent works, it is worthy to research the effects of
the unsmooth boundary [13,18,43] and analyze the hydrodynamic instability of the
present FHD flow [5,8, 12].
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Abstract. This article aims to determine the features affecting the price of a

product with the hedonic regression model and to estimate the contribution of
each feature to the price by using robust regression estimation methods. For

the analysis, the price and feature information of the laptop product group

were obtained from the big data source by using the web scraping method.
Four alternatives of the hedonic regression model are used to determine the

features affecting the price of the laptops. The contribution of each feature
to the laptop price is estimated by using the robust (Huber M-estimator)

estimation method and the Ordinary Least Squares (OLS) estimation method,

and the resulting estimates are compared for both methods. In the framework
of the data set used in the study, it is observed that the effective model is the

Logarithmic Robust Hedonic Regression Model.

1. Introduction

Statistics producers aim to provide quality and accurate statistics to their users.
As in many studies, the production of statistics requires resources in terms of money,
human, and time. The data collection method with a questionnaire is one of the
traditional and most widely used methods. In addition, data collection methods
such as administrative data and big data are also widely used. Collecting data with
administrative data and big data reduces the requirements considerably. They also
reduce the burden on the respondents that occurs with the survey.

The market share of laptop computers in the technology sector is quite high.
There are many brands of laptop manufacturers, which creates a serious competi-
tion environment in the market. Laptop manufacturers determine customer profiles,
produce computers with features suitable for these customer profiles, and offer them
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for sale. On the other hand, consumers aim to buy a laptop computer that is suit-
able for their use and budget. Campaigns, promotions, advertisements, and more
than one brand model in technology stores make consumers’ decisions complicated.
This competitive environment also increases the risk of consumers purchasing lap-
tops with the wrong choice. At this point, it will be useful for consumers to research
computer brands, features, and prices in detail.

When consumers want to search for laptop computer prices and models, they
prefer to look at technology market websites. However, they may not always have
the necessary information about which computer is suitable for their use and what
the right price should be for this computer. This article aims to determine the
features that affect laptop computer prices by using big data from the internet
prices of technological markets.

One of the methods used to determine the value of a good by breaking it down
into its components is the hedonic regression method. The word “hedonic” means
pleasure, satisfaction, or benefit after the consumption of goods and services (Bulut
and Zaman [4]).

According to the study by Colwell and Dilmore [5], it is stated that the first user
of hedonic regression was Haas [12]. Haas [12] estimated the price of agricultural
land with the hedonic regression model using the variables of distance from the city
center and the size of the city center.

According to the study by Sheppard [22], it is stated that Waugh [27] was the first
study to measure the effect of quality on the price of products. On the other hand,
It is stated that Court [6] was the first to use the term ”hedonic” to characterize
heterogeneous goods and determine demands for individual preferences.

In the literature, it has been seen that price estimation with hedonic regression
has a wide usage area. In recent years, the hedonic regression model was frequently
used to determine the effect of housing prices and housing characteristics on the
price. In addition, analyses were conducted using the hedonic regression model for
different products other than housing.

Diewert et al. [8]-[9], Hülagu et al. [17], Jiang et al. [18], and Selim S. [21],
used the hedonic regression model for house prices to determine the features affect-
ing house prices. They analysed feature contributes by using the Ordinary Least
Squares (OLS) method.

Fixler et al. [11] used the hedonic regression model as a quality adjustment
method in the US Consumer Price Indices.

Manoel et al. [19] determined the features of laptops with the hedonic regression
model, and measured the contribution of each feature to the price with the OLS
method.

McCormack [20] identified the features that affect the price for new cars by using
the hedonic regression model, and measured the contribution of each feature to the
price with the OLS method.
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In many studies conducted with hedonic regression, estimations were generally
carried out by using the OLS method. However, it is known that the OLS method
does not give effective results if there are outliers in the data. In this case, robust
statistical methods should be preferred to estimate the parameters. Since robust
statistical methods are robust against outliers.

Bourassa et al. [2] used the robust hedonic regression model for house prices to
determine the features affecting house prices. The efficiency of 3 robust statistical
methods and the OLS method were compared. As a result of the study, it was
observed that robust methods give more effective results in the case of outliers
than the OLS method.

Bulut and Zaman [4] used the robust hedonic regression model for the car of
“Beetle as Turtle” models to determine the features affecting the car. The effi-
ciency of OLS, M-estimators (Huber, Tukey, Hampel), Mutli-stage Method (MM),
Least Trimmed Squares (LTS), Least Median Square (LMS), and Least Absolute
Deviations (LAD) methods were compared. It was observed that the LAD method
gave effective results.

In this article, four alternatives for the hedonic regression model were used to
determine the features affecting the price of the laptops. The big data is obtained
from technological markets for laptops by using the web scraping method. The
parameters of each model were estimated by using OLS and robust methods. It
was analysed how much the features contributed to the laptop prices. Robust
methods and the OLS method are compared in order to find and recommend the
effective method.

This article is organized as follows. In Section 2, laptop computers, big data,
hedonic regression, and robust statistical methods are introduced. In Section 3,
the hedonic regression model alternatives are established within the framework of
the obtained data set and the estimation results are given. In the last section, the
findings obtained as a result of the study are evaluated.

2. Method

2.1. Laptop Computers. Nowadays, laptop computers are one of the most de-
manded and used technological products. The most important advantage of laptop
computers is portability. Like many technological products, laptops also have many
technical features. They are also called hardware features in market conditions.
Hardware features are processor, ram, hard disk, graphic card, screen size, etc.
While some of these features directly affect the laptop price, some of them have
a very limited effect on the price. Statistical methods can be used to learn this
distinction and to determine how much each feature contributes to the price of the
laptop. As a result of the hedonic regression analysis carried out in this article and
the main features affecting the laptop computer price were highlighted.

2.2. Big Data. The demand and need for statistical information are increasing
day by day. Data collection methods such as surveys, administrative data, and big
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data have been developed for the collection of data. Big data has become very
popular nowadays. Because statistics producers prefer to use existing data instead
of collecting data from the field to achieve their goals. Thus, statistics producers
provide significant benefits in terms of human, financial, and time resources.

Although big data has many definitions, it is generally defined as data that
is too large for traditional users to store and process. Examples of big data are
transportation, social media, and market data. It can not be said that big data is
big only because of the volume of data (Doğan and Arslantekin [10] ). To define the
data as big data, some requirements must be met. These requirements are defined
in the literature with the 5V (Volume, Velocity, Variety, Value, Veracity) approach.
Here, “volume” refers to the volume and size of the data, “velocity” refers to the
speed of the data, “variety” refers to the diversity of the data, “value” refers to the
value of the data, and “veracity” refers to the validity of the data.

According to an article by Aktan [1]; it was stated that the concept of big data
was used for the first time in the study of Cox and Ellsworth [7]. In this study,
scientific data visualization study was carried out.

2.3. Web Scraping. Web scraping is the set of techniques used to automatically
get some information from a website instead of manually copying it. The goal of a
web scraper is to look for certain kinds of information, extract, and aggregate it into
new Web pages. In particular, scrapers are focused on transforming unstructured
data and save them in structured databases (Vargiu and Urru [26]).

In this article, data were collected from several technology websites for a certain
period by web scraping method. Since the structure of the websites was different,
the Spider code was used in Python specific to each site. Selenium was used as click
technology, and Scrapy libraries were used as data collection technology. Since it
was only used for a certain period and in a way not to increase the data traffic of
the websites, no block was encountered by the websites.

2.4. Hedonic Regression. Hedonic regression is a method used in order to de-
termine the value of a good or service by breaking it down into its components.
The value of each component is determined separately by regression analysis (Mc-
Cormack [20]). The hedonic regression model has the completely same structure as
the classical linear regression. Since the concept of hedonic is based on consumer
satisfaction, it is identified with the analysis of the relationship between the prices
and properties of goods.

Hedonic price functions are used for two main purposes: to create general price
indices that take into account changes in the quality of manufactured goods and to
analyse consumer demands for the characteristics of heterogeneous goods (Sheppard
[22]). The second of these aims that Sheppard [22] has defined is one of the aims
of our article. Measuring the contribution of laptop features to the price with the
hedonic regression model will show us how the consumer demand for the features
of this product.
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By using the hedonic price model, a relationship is established between the
features of a good and the price of the relevant good. In other words, the hedonic
price model is a method that evaluates the price of a particular good as the sum
of the values of the features it has and estimates the value of each feature using
regression analysis (Shimizu et al. [23]).

p = h(ci) (1)

The hedonic price model is defined at (1). In this model, p is called the price of
a good, and h(ci) is the hedonic function of the properties of that good. A hedonic
function is estimated by regression analysis (McCormack [20]).

2.4.1. Hedonic regression model alternatives. When the hedonic regression studies
in the literature are investigated, it is shown that hedonic regression model alterna-
tives vary. The purpose of hedonic price modelling is to determine the model that
will identfy the functional relationship between price and features. In the literature,
we come across 4 different model structures which are Linear Model (LinLin), Log-
arithmic Model (LogLog), Linear Logarithmic Model (LinLog), and Logarithmic
Linear Model (LogLin).

Model alternatives vary according to the structure of dependent and independent
variables. The linear and logarithmic structure of the dependent and independent
variables allows the hedonic regression model to be diversified and the efficiency of
parameter estimations to be compared. Established hedonic regression model types
show different results according to the price and features of the estimated product.

In the hedonic regression model, the dependent variable is the price of the prod-
uct, while the independent variables are the features of the product. Some of the
independent variables consisting of the features of the product can be quantitative
and some of them can be qualitative variables. While quantitative variables can be
directly included in the model, qualitative variables should be defined as dummy
variables. In this case, if the qualitative variables defined as dummy variables are
in the relevant product as a feature, it takes the value of 1, if not, it takes the value
0.

In this study we define the variables;
Y (dependent variable): Price of the laptop
X1 (independent variable): Processor speed of the laptop
X2 (independent variable): Ram size of the laptop
X3 (independent variable): Hard disk size of the laptop
X4 (independent variable): Processor (Intel i7) of the laptop
X5 (independent variable): Processor (Intel i5) of the laptop
X6 (independent variable): Processor (Intel i3) of the laptop
X7 (independent variable): Graphic Card of the laptop
Four model structures are given at (2), (3), (4), and (5). Here, Yi ∈ R the price

of the features is the price of the product to be estimated. In other words, it is
defined as the response variable in the regression model. α ∈ R is the constant term
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of the model. βi ∈ R are unknown parameters. εi are independent and E (εi) = 0,

V ar (εi) = σ
2

• Linear Model (LinLin)

Yi = α+ β1Xi1 + β2Xi2 + β3Xi3 + β4Xi4 + β5Xi5 + β6Xi6 + β7Xi7 + εi (2)

• Logarithmic Model (LogLog)

lnYi = α+β1lnXi1+β2lnXi2+β3lnXi3+β4lnXi4+β5lnXi5+β6lnXi6+β7lnXi7+εi
(3)

• Linear Logarithmic Model (LinLog)

Yi = α+β1lnXi1+β2lnXi2+β3lnXi3+β4lnXi4+β5lnXi5+β6lnXi6+β7lnXi7+εi
(4)

• Logarithmic Linear Model (LogLin)

lnYi = α+ β1Xi1 + β2Xi2 + β3Xi3 + β4Xi4 + β5Xi5 + β6Xi6 + β7Xi7 + εi (5)

McCormack (2013) used the Logarithmic Linear (LogLin) hedonic regression
model in order to determine the features that affect new car prices.

Bulut and Zaman (2018) analysed the factors affecting the price with (2), (3),
(4), and (5). As a result of the study, it was stated that the most effective results
were obtained with the Logarithmic Linear Model (LogLin).

Selim (2008) determined the house characteristics by using hedonic regression
model. The Logarithmic Linear Model (LogLin) was used in the study and the
estimations were made with the OLS method.

Jiang et al. (2014) analysed housing features by using the OLS method with
establishing a Linear Model (LinLin) hedonic regression model.

This article aims to settle model alternatives and decide which model is effective
according to the model standard error criterion. In the implementation phase of the
study, the parameter estimation of the four alternative hedonic regression models
was carried out by OLS and robust (Huber M-estimator) estimators. The effective
model is highlighted from the estimation results obtained.

2.4.2. Ordinary Least Square (OLS). The Ordinary Least Square (OLS) method is
widely used in regression analyses. Stigler [24] mentioned that the first users of OLS
were Carl Friedrich Gauss and Adrien Marie Legendre, but which one was the first
user is a matter of debate. It was stated that while Legendre had a publication
on the subject in 1805, Gauss had a publication in 1809. However, it has been
concluded that there is serious evidence that Gauss used the OLS method for the
first time in 1795 and that the inventor of the OLS was Gauss. In addition, Stigler
[24] defined the OLS method was the automobile of modern statistics, and the
person who first discovered the OLS method was identified as the inventor of the
automobile, Henry Ford.

The linear regression model can be written with the help of matrices at (6).
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Yi = XT
i β + εi (6)

for Yi ∈ R,Xi ∈ RT , β ∈ RT , i = 1, 2..., n.
The OLS estimators for the regression parameter vector are obtained at (7):

β̂ = (XX ′)
−1
X ′Y (7)

In the literature, as in linear regression, parameter estimations in the hedonic
regression model are generally carried out by the OLS method. Although OLS is
one of the most common statistical methods, it does not give effective results in
cases there are outliers in the data. In case of outliers in the data, robust statistical
methods give more effective results than the OLS method.

Conventional hedonic regression models are highly sensitive to these outliers be-
cause they are estimated by minimizing the sums of the squared residuals. This
gives outliers, and particularly large outliers, disproportionately large influence.
Even a small number of outliers can have a large effect. Robust methods gener-
ally down-weight observations automatically based on the size of their residuals.
(Bourassa et al. [2]).

In this article, parameter estimations in the hedonic regression model were car-
ried out with OLS and robust methods and their effectiveness was compared with
each other. In the next section, robust methods are introduced.

2.4.3. Robust Statistical Methods. In case of outliers in the data set, it is recom-
mended to use robust methods that are less affected by outliers compared to the
OLS method when estimating parameters. As mentioned in the previous section,
robust statistical methods, which reduce the effect of outliers, make the estimation
more reliable.

Problematic sales prices, such as sudden discounts and foreclosure sales, seriously
reduce the price. Some types of problematic transactions may be flagged in some
hedonic data sets. In other cases, it may be possible to identify these transactions,
but only with considerable investment of time and effort. Robust methods provide
a means for responding to data problems when it is difficult or impossible to identify
all of the transactions with contaminated data. (Bourassa et al. [2]).

The term robust was introduced to the statistical literature by Box [3]. The field
of modern robust statistics emerged with the pioneering work of Tukey [25], Huber
[15], and Hampel [13] and has been extensively developed over time (Heritier et al.
[14]). In this article, parameter estimations in hedonic regression are carried out
via Huber’s M-estimator.

2.4.3.1. Huber M-estimator
The widely used M estimation method for robust regression was introduced by

Huber [15]-[16]. This class of estimators has been accepted as a generalization of the
maximum likelihood estimation. The M estimator method is designed to minimize
an objective function that increases less rapidly than the OLS objective function.
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In contrast to OLS, M-estimators minimize some function that gives decreasing
weights to observations as the size of the standardized residual increases (Huber
[15]).

1

n

n∑
i=1

ρ
(
Yi −XT

i β
)

(8)

Huber M-estimation function is given at (8). Here, ρ is non-negative and non-
decreasing. M estimators aim to minimize (8). If ρ is differentiable, the 1st deriv-
ative concerning β is taken and set to 0, and the following equation is obtained.

1

n

n∑
i=1

ψ
(
Yi −XT

i β
)
Xi = 0 (9)

where psi =ρ′.

(9) is solved by iterative methods and β̂ is obtained.

3. Implementation

In this article, technological market data was used in order to determine the
model that gives effective estimations about laptop prices. The data set was ob-
tained by web scraping method for the period covering the last quarter of 2020.
Since web scraping method was only used for a certain period and in a way not to
increase the data traffic of the websites, no block was encountered by the websites.
The size of data set is about 5 thousand rows.

In the data set, it was decided to use the processor, processor speed, ram, hard
disk, and graphic card features that directly affect the price of a laptop computer
in the hedonic regression model. In the hedonic regression models established, the
dependent variable is price, and the independent variables are processor, processor
speed, ram, hard disk, and graphic card. At this point, price, processor speed, ram,
and hard disk variables are defined as numerical variables, while other variables
are defined as categorical (no exist (1,0)) dummy variables. The definition and
properties of the variables used in the study are given in the Table 1.

3.1. Results of Analysis. Hedonic regression model analyses were performed in
the R Package. In the regression analysis, 4 model structures were analysed, namely
Linear Model (LinLin), Logarithmic Model (LogLog), Linear Logarithmic Model
(LinLog), and Logarithmic Linear Model (LogLin). Coefficient estimates were car-
ried out for each model structure with both OLS and robust M-estimators. Four
different hedonic regression models were applied to the data set. They are “OLS-
Logarithmic Model (O-LogLog)”, “Robust (M-estimator)- Logarithmic Model (R-
LogLog)”, “OLS-Linear Model (O-LogLin)” and “Robust (M-estimator) - Logarith-
mic Linear Model (R-LogLin)”. The coefficient estimates obtained for each model
are given in Table 2. It is seen how much the features that affect the price of the
laptop contribute to the price of the laptop. In addition, model standard errors
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Table 1. Definitions of variables.

Variable Name Type Measurement

Y Price Numeric Turkish Lira
X1 Processor speed Numeric Gigahertz (GHz)
X2 Ram Numeric Gigabyte (Gb)
X3 Hard disk Numeric Gigabyte (Gb)
X4 Processor- Intel i7 Dummy i7=1, other=0
X5 Processor- Intel i5 Dummy i5=1, other=0
X6 Processor- Intel i3 Dummy i3=1, other=0
X7 Graphic card Dummy EXT =1, INT =0

obtained for each model are given in Table 3. According to Table 3, it is observed
that the model with the lowest standard error is the “Robust Logarithmic Model
(R-LogLog)”.

Table 2. Estimations of coefficients.

Variable O-LogLog R-LogLog O-LogLin R-LogLin

µ 6, 91 6, 90 8, 32 8, 33
X1 0, 06 0, 05 0, 02 0, 03
X2 0, 48 0, 45 0, 04 0, 04
X3 0, 15 0, 16 0, 00 0, 00
X4 0, 48 0, 46 0, 65 0, 62
X5 0, 24 0, 23 0, 32 0, 30
X6 0, 04 0, 00 −0, 09 −0, 12
X7 0, 01 0, 02 −0, 02 −0, 02

Table 3. Model standard errors.

Model Standard errors

O-LogLog 0, 14
R-LogLog 0, 11
O-LogLin 0, 15
R-LogLin 0, 15

3.2. Rankings of Contributions. The coefficient estimates are obtained by using
the hedonic regression models to rank the contribution of laptop features to the price
for each model are shown in Table 4. When the coefficient estimates are examined,
we see that the i7 processor made the biggest contribution. It is known that Intel’s
processors, i3, i5, and i7, are in the form of i7 > i5 > i3 in terms of performance.
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The fact that the contribution rankings of the processors that contribute to the
laptop price in all 4 models are observed as i7 > i5 > i3 also shows that the
estimates coincide with reality.

Table 4. Rankings of contributions.

Variable O-LogLog R-LogLog O-LogLin R-LogLin Average Rank

i7 1 1 1 1 1
Ram 2 2 3 3 2, 5
i5 3 3 2 2 2, 5
Hard disk 4 4 5 5 4, 5
Processor speed 5 5 4 4 4, 5
Graphic card 7 6 6 7 6, 5
i3 6 7 7 6 6, 5

3.3. Case of outliers in the data. In data sets, errors may occur due to data
entry, system, and unit of measurement. These errors are sometimes difficult to
detect in large data sets. In addition, there is a possibility that they may be
overlooked. To address this situation, few and large amounts of incorrect data
entries were added to the obtained data set. In Table 5, there are model standard
errors obtained from 4 models in case of a few (Model standard error-2) or a large
amount of incorrect data entry (Model standard error-3) into the data set. In
addition, the model standard errors before the incorrect data entry are included in
the table as “Model standard error-1” to be able to compare.

Table 5. Case of outliers in the data.

O-LogLog R-LogLog O-LogLin R-LogLin

Model standard error-1 0, 14 0, 11 0, 15 0, 14
Model standard error-2 0, 21 0, 12 0, 23 0, 15
Model standard error-3 0, 68 0, 14 0, 66 0, 18

According to the Table 5, it is seen that all model standard errors increase in
case of incorrect data entries. In both cases (few and large amounts of incorrect
data), R-LogLog appears to give the lowest standard error. It is observed that
both models (R-LogLog and R-LogLin) obtained with a robust estimator from 4
models give lower standard errors than models estimated with OLS (E-LogLog
and O-LogLin). It is seen that the model standard errors of robust estimators are
considerably lower than the model standard errors of OLS, especially, in case of a
large amount of incorrect data entry. In addition, the fact that the model standard
errors of robust estimators do not increase much in the data set despite a few or
a large amount of incorrect data entries shows that these estimators can achieve
effective estimations despite incorrect entries in the data.
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4. Conclusion

The article focuses on price prediction with hedonic regression models. An im-
plementation study was carried out on the technological market data obtained for
the last quarter of 2020 for laptop computers by the web scraping method. Within
the scope of the implementation study, the contribution of each of the features af-
fecting the price of the laptop to the price was predicted with four different hedonic
regression models. As a result of the analysis, the efficiency of the four models was
compared and it was observed that the Robust- Logarithmic Model (R-LogLog)
gave the most effective estimations. According to the results obtained with this
model, it has been concluded that the processor (i7, i5, i3), processor speed, ram,
hard disk, and video card have an increasing effect on the price of the laptop. In
addition, it was seen that the i7 processor made the most contribution to the price
of the laptop.

In the outlier and residual analysis, it was determined that there was no problem
in the data set. However, in case of potential errors in such data sets, which model
would be more effective was also examined. It has been observed that the Robust-
Logarithmic Model (R-LogLog) is the most effective estimator of the four models
in case of errors in the data set by entering the data set with incorrect data.

Within the scope of the data set used in this article, the price estimation of each
of the features affecting the price of the laptop and its contribution to the price was
measured with the R-LogLog model. Robust methods, which are robust against
outliers, are recommended to be used in such studies.
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