
Volume 5 Issue 1



EDITOR IN CHIEF 
 

Prof. Dr. Murat YAKAR 
Mersin University, Engineering Faculty 

Turkey 
 
 

CO-EDITORS 
 

 
Assist. Prof. Dr. Ali ULVI 

Mersin University, Engineering Faculty 

Turkey 

 
 
 

ADVISORY BOARD 
 

Prof. Dr. Orhan ALTAN 
Honorary Member of ISPRS, ICSU EB Member 

Turkey 

 

Prof.Dr. Naser El SHAMY 

The University of Calgary Department of Geomatics Engineering,  

Canada 

 
Prof. Dr. Armin GRUEN  

ETH Zurih University  

Switzerland 

 
Prof.Dr. Ferruh YILDIZ 

Konya Technical University 

Faculty of Engineering and Natural Sciences 
Turkey 

 
 

EDITORIAL BOARD 

 

Prof.Dr.Alper YILMAZ 

Environmental and Geodetic Engineering, The Ohio State University,  

USA 

 

Prof.Dr. Dieter FRITSCH 

Universityof Stuttgart Institute for Photogrammetry  

Germany 

 

 

Prof.Dr. Petros PATIAS  

The AristotleUniversity of Thessaloniki, Faculty of Rural & Surveying Engineering  

Greece 

 

Prof.Dr. Pierre GRUSSENMEYER  

National Institute of Applied Science, Department of civilengineering and surveying  

France 

 

Prof.Dr. Xiaoli DING 

The Hong Kong Polytechnic University,Faculty of Construction and Environment  

Hong Kong 

 

Dr. Hsiu-Wen CHANG   

National Cheng Kung University, Department of Geomatics  

Taiwan 

 

Prof.Dr. Rey-Jer YOU  

National Cheng Kung University, Tainan · Department of Geomatics,  

China 

 

 

Prof. Dr. Bülent BAYRAM   

Yıldız Technical University  Engineering Faculty,  

Turkey 

 

 

 

https://ceg.osu.edu/people/yilmaz.15
http://www.ifp.uni-stuttgart.de/institut/staff/fritsch.en.htm
http://enveng.uowm.gr/en/faculty-2/patias/
http://www.insa-strasbourg.fr/fr/pierre-grussenmeyer/
http://www.lsgi.polyu.edu.hk/people/academic/ding-xiao-li/CV/index.html
http://www.lsgi.polyu.edu.hk/people/academic/ding-xiao-li/CV/index.html
http://www.geomatics.ncku.edu.tw/english/member.php?id=25&tpl=6
http://www.geomatics.ncku.edu.tw/english/member.php?id=25&tpl=6


Prof. Dr. İbrahim YILMAZ 

Afyon Kocatepe University Engineering Faculty,  

Turkey 

 

Prof. Dr. Ömer MUTLUOĞLU 

Konya Technical University  

Faculty of Engineering and Natural Sciences, 

Turkey 

 

Dr.Öğr.Üyesi, Nizar POLAT  

Harran University, Engineering Faculty,  

Turkey 

 

Dr.Öğr.Üyesi. Sefa BİLGİLİOĞLU 

Aksaray University, Engineering Faculty,  

Turkey 

 

Dr. Surendra Pal Singh,  

Ethiopian Government University 

Ethiopia 

 

Dr. Dereje Sufa,  

Wollega University 

Ethiopia 

 

 
 

The MERSİN PHOTOGRAMMETRY JOURNAL (MEPHOJ) 

 

THE MERSİN PHOTOGRAMMETRY JOURNAL (MEPHOJ) publishes original and innovative 
contributions in photogrammetric applications ranging from the integration of instruments, methodologies, and 

technologies and their respective uses in the environmental sciences, engineering, and other natural sciences. Mersin 

Photogrammerty Journal is a branch of science that widely applied in many scientific disciplines.  MEPHOJ aims to 

cover the entirety of Photogrammetry and Photogrammetric aplications about Geosciences, including their 

application domains. MEPHOJ strives to encourage scientists to publish experimental, theoretical, and computational 

results as detailed as possible so that results can be easily reproduced.  
 

MEPHOJ is a double peer-reviewed (blind) OPEN ACCESS JOURNAL that publishes professional level 

research articles and subject reviews exclusively in English. It allows authors to submit articles online and track his or 

her progress via its web interface. All manuscripts will undergo a refereeing process; acceptance for publication is 

based on at least two positive reviews. The journal publishes research and review papers, professional 

communication, and technical notes. MEPHOJ does not charge for any article submissions or for processing. 
 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 
 



 

 

 
 

 

 

 

CORRESPONDENCE ADDRESS 

Journal Contact: myakar@mersin.edu.tr 
 

 

 

 

 

CONTENTS 
Volume 5 - Issue 1 

 

 

RESEARCH ARTICLES 

 

 
** Effect of denoising methods for hyperspectral images classification: DnCNN, NGM, CSF, BM3D 
and Wiener 

Mehmet Akif Günen, Erkan Besdok 1-9 

** Preserving human privacy in real estate listing applications by deep learning methods 

Yunus Emre Varul, Hilal Adıyaman, Tolga Bakırman, Bülent Bayram, Elif Alkan, Sevgi 
Zümra Karaca, Raziye Hale Topaloglu 

10-17 

** Adaptation analysis of produced 3D models from UAV-SLAM and UAV-TLS data combinations 

Kasım Erdal, Hasan Bilgehan Makineci 18-23 

** Connected pixels-based image smoothing filter 

Erkan Besdok, Pinar Civicioglu 24-31 

** Deterioration analysis of historical village house structure in Mersin Kanlıdivane 
archaeological area by UAV method 

 

Lale Karataş, Murat Dal 32-41 

 

mailto:myakar@mersin.edu.tr


* Corresponding Author Cite this article 

*(akif@erciyes.edu.tr) ORCID ID 0000-0001-5164-375X 
 (ebesdok@erciyes.edu.tr) ORCID ID 0000-0001-9309-375X 
  
 

 

Günen, M. A., Beşdok, E. (2023). Effect of denoising methods for hyperspectral images 
classification: DnCNN, NGM, CSF, BM3D and Wiener. Mersin Photogrammetry Journal, 
5(1), 1-9 
 

 

 

Mersin Photogrammetry Journal – 2023, 5(1), 01-09 

 

 

Mersin Photogrammetry Journal 

https://dergipark.org.tr/en/pub/mephoj 

e-ISSN 2687-654X 

 

 
 

Effect of denoising methods for hyperspectral images classification: DnCNN, NGM, CSF, BM3D 
and Wiener 
 

Mehmet Akif Günen *1 , Erkan Besdok 2  

 
1Gümüşhane University, Department of Geomatics Engineering, Türkiye 
2Erciyes University, Department of Geomatics Engineering, Türkiye 

 
 
 
 

Keywords  Abstract 
Denoising  
Remote sensing  
Hyperspectral 
Classification 

 Hyperspectral images are widely used for land use/cover analysis in remote sensing due to 
their rich spectral information. However, these data often suffer from noise caused by various 
factors such as random and systematic errors, making them less useful for end-users. In this 
study, denoising methods (i.e., DnCNN, NGM, CSF, BM3D, and Wiener) for hyperspectral 
images were compared using the Pavia University hyperspectral dataset with four different 
noise types: Gaussian, Salt & Pepper, Poisson, and Speckle. After denoising, the k-nearest 
neighbor method was used to classify the image, and statistical and visual performance 
comparisons were performed on the classified data. Six performance metrics -Accuracy, 
Sensitivity, Specificity, Precision, F-Score, and G-Mean- were employed to compare the 
outcomes qualitatively. The findings demonstrate that DnCNN and BM3D have the best 
outcome performance for all four noise types. Due to their lack of sensitivity and specificity, 
the CSF and Wiener approaches had low performance for particular noise sources. For all 
noise types, the NGM approach had the worst results. The validated instruments not provide 
effective results when it came to denoising Salt & Pepper noise, but they managed to produce 
outstanding results when it came to denoising Poisson noise. In order to enhance the quality 
and usability of hyperspectral images for land use/cover analysis, this study emphasizes the 
significance of choosing an effective denoising technique. 
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1. Introduction  
 

Hyperspectral images (HSI) are significant data that 
can be successfully employed in many different 
industries, such as agriculture, astronomy, and the 
military, including remote sensing and photogrammetry, 
because they contain significantly more spectral 
information than three-band red, green, and blue (RGB) 
images. The number of photons captured per band is 
much lesser in HSIs than in RGB images, allowing 
different noises to be easily incorporated into the 
corresponding bands during the acquisition process. 
This is because HSIs capture the spectral information of 
each spatial location in a scene with large wavebands [1-
3]. These noises cause image distortions, which have a 
detrimental effect on the performance of all HSI 
applications as well as how the HSI is visually presented. 
An important stage in the analysis and processing of HSI 
is denoising. The multi-detector imaging method of HSI 

sensors, however, results in complex noises like random 
noise and structural stripe noise. Through advanced 
analysis, this complex noise condition dramatically 
affects the ability to extract and comprehend 
information. Unwanted signals and marks on the image 
are collectively referred to as noise from images, and 
they frequently contaminate images and provide a hazy 
impression. Depending on how they impact the image, 
the noises have different distributions. The noise must be 
identified based on its pattern and probabilistic 
properties. Image and signal data include a wide variety 
of noise [4-6]. Gaussian, Salt & Pepper, Poisson, impulse, 
and Speckle noise are the most common types of noise 
that distort images. Effective image denoising is essential 
in the majority of image processing applications since the 
performance of subsequent image processing operations 
completely depends on how well the noise reduction 
process performs. However, this is a challenging task 
because the denoising operator must effectively remove 

https://orcid.org/0000-0001-5164-375X
https://orcid.org/0000-0001-9309-375X
https://dergipark.org.tr/en/pub/mephoj
https://orcid.org/0000-0001-5164-375X
https://orcid.org/0000-0001-9309-375X
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noise while preserving crucial information in the image. 
The majority of contemporary filtering algorithms 
employ sequential statistical filters that make use of the 
rank information of a sufficient collection of noisy input 
pixels [7]. Non-local means algorithm (NLM) [8], block 
matching and 3D filtering algorithm (BM3D) [9], residual 
learning of deep CNN for image denoising (DnCNN) [3], 
K-SVD algorithm [10], Markov random field models 
(MRF) [11], Non-Local Meets Global (NGM) [12], 
weighted nuclear norm minimization (WNNM) [13], 
Wiener [14], and a cascade of shrinkage field (CSF) [15] 
are some of the HSI noise removal approaches that have 
been presented in recent years. 

Due to all of these factors, it is crucial to identify the 
denoising filter that is appropriate for each type of noise, 
making this study crucial. This study used the k-nearest 
neighbor approach to classify Gaussian, Salt & Pepper, 
Poisson, and Speckled HSI images after applying the 
DnCNN, NGM, CSF, BM3D, and Wiener filters. The 
effectiveness of the filtering techniques was compared. 

The remainder of this work is structured as follows: 
Section 2 defines the material and method, Section 3 
presents the results and discussion, and Section 4 
includes the conclusion. 

 

2. Material 
 

In this study, various types of noise were added to the 
HSI and then the classification performance of the HSI 

was investigated by applying some noise removal 
methods. In this context, the flow chart of the study 
performed in Figure 1 is presented. 
 

 
Figure 1. Flow chart of study 

 
Pavia is a dataset acquired using the ROSIS sensor 

with a ground sampling distance of 1,3 m over the Italian 
city of Pavia. The dataset is divided into two parts: 
University of Pavia consist of 103 bands with 610x340 
pixels and Pavia Center consist of 102 bands with 
1096x715 pixels [16]. In Figure 2, RGB, ground truth and 
data cube representations of the Pavia University dataset 
are given. 

 

 
Figure 2. A representation of the RGB, ground truth, and hyperspectral data cube of Pavia HIS 

 
 

There are various urban elements in Pavia (such 
metals, bricks, and asphalt etc.). Nine different areas of 
interest were recognized, making up 50% of the surface. 
Due to its dimension and ability to assess the usage of HSI 
for possible applications, this dataset has long been 
regarded as one of the primary references. Preprocessing 
may be essential to eliminate some pixels that lack 
spectral information. The class distribution of the Pavia 
University data set used in this study is presented in 
Table 1.  

The implementation was carried out using MATLAB 
2022a software on a laptop with AMD Ryzen 9 5900HX 

Radeon 3.30 GHz processor, 32 Gb RAM and AMD Radeon 
RX 6700M graphics card. 

 

Table 1. Pavia dataset specifications 
# Class Name Ground Sample 
1 Asphalt 6631 
2 Meadow 18649 
3 Gravel 2099 
4 Trees 3064 
5 Painted Metal Sheet 1345 
6 Bare Soil 5029 
7 Bitumen 1330 
8 Self-Blocking Brick 3682 
9 Shadow 947 
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3. Methods 
 

In this section, noise types, denoising methods and 
classification method (i.e., k-nearest neighbor), which 
form the basis of the proposed method, are explained. 
 

3.1. Noise types 
 

Noise is commonly defined in digital images as a 
random change in brightness or color information, and it 
is frequently generated randomly or systematically by 
the technological constraints of the image acquisition 

sensor and improper ambient conditions. Furthermore, 
noise may penetrate the image in a variety of ways during 
image collecting and transmission. Noise in an image can 
be either additive or multiplicative. An additional noise 
signal is added to the original image in the additive noise 
model to produce a distorted noise image/signal. The 
original image is multiplied by noise in the multiplicative 
noise model, but in the additive noise model, the noise is 
added to the original image to create a distorted noisy 
image or signal [17-19]. In general, this process can be 
described as Equation 1. 
 

( ) ( ) ( ) ( ) ( ) ( ),    ,   , ,    ,   ,or yf x y a x y b x y f x y a x y b x= + = 
 (1) 

 
 

(𝑥, 𝑦) represents the pixel position, 𝑎(𝑥, 𝑦) represents 
the original image, the noise inside the distorted/noise, 
𝑏(𝑥, 𝑦), added image is represented by 𝑓(𝑥, 𝑦). 

Gaussian noises, in which the statistical behavior of 
random variables is characterized by a probability 
density function, are typically induced by insufficient 
illumination conditions, atom thermal vibration, and the 
discontinuous nature of warm object radiation. Gaussian 
noise is distributed uniformly throughout the signal. A 
noisy image is a set of pixels formed by adding the 
original pixel values to a random Gaussian noise value. A 
Gaussian's probability distribution function has the 
shape of a bell. The most typical application for Gaussian 
noise is white Gaussian noise. The magnitude of the 
Gaussian Noise rises proportionally to the standard 
deviation (𝜎). Salt & pepper noise, also known as impulse 
noise, appears as black and white dots in the digital 
image. This model, also referred to as data drop noise, 
statistically reduces the original data values. Only a few 
pixels are extremely noisy and are thus generated by dust 
particles from overheated components in the image 
acquisition source. This noise occurs in the image as a 
result of sharp and rapid oscillations in the image signal, 
and only those few pixels are extremely noisy. Poisson 
noise appears due to the stochastic nature of 
electromagnetic waves, including visible light, gamma 
rays, and x-rays. The non-linear response of image 
sensors and recorders generates Poisson noise. The 
image-related term is considered to have its standard 
deviation because the mean and variance of a Poisson 
distribution are the same, assuming the variance of the 
noise is one. Speckle noise, unlike other types of noise, is 
multiplicative noise. It degrades image quality by 
simulating a backscattered wave created by diffuse 
reflection. This form of noise is commonly found in 
synthetic aperture radar images used in remote sensing 
investigations, making it difficult for practitioners to 
detect minute features [20-23]. 

 
3.2. Denoising methods 
 

The problem of noisy data, which is often unavoidable 
in real-world applications, has become a widespread 
issue that must be addressed with appropriate denoising 
techniques [24]. Denoising an image is a complex 
procedure since noise is dependent on the image's high-
frequency content. In general, the objective is to achieve 

a compromise between suppressing noise as much as 
feasible while losing as little information as possible. 
Image noise can be removed using filter-based methods 
such as mean, median, wavelet, or Wiener. Modern 
approaches, however, have begun to be employed more 
frequently as computer technology has gained access to 
high hardware capabilities. Modern approaches such as 
Deep CNN Residual Learning (DnCNN), Non-local Meets 
Global (NGM), a cascade of shrinkage fields (CSF), block-
matching and 3-D filtering (BM3D), and Wiener methods 
were used in this study to denoising. 

Deep neural networks have made various attempts to 
address the denoising issue. CNN have recently 
demonstrated outstanding effectiveness in handling a 
variety of vision tasks, largely because to the ease of 
access to large-scale datasets and the advancements in 
deep learning techniques. DnCNN, a model that has been 
proposed to handle a variety of low-level tasks, not only 
resolves issues with image denoising, JPEG block 
removal, and super resolution, but it also carries out a 
blind reconstruction without knowing anything about 
the input image. The VGG network is used by DnCNN to 
construct the network architecture. 400 images are used 
to train a network and it is claimed that the residual 
image is easier to learn than the noisy image. The used 
DnCNN network has 59 layers. The residual learning 
formulation is used in the DnCNN model. In contrast to 
the residual network, which makes utilization numerous 
residual units, DnCNN only uses one residual unit to 
estimate the residual image. Additionally, DnCNN's 
incorporation of batch normalization and residual 
learning can lead to quick and consistent training as well 
as improved denoising performance [3]. The MATLAB 
code for DnCNN can be found at 
https://github.com/cszn/DnCNN. 

The NGM approach [25] was developed for HSI 
denoising. In order to combine spatial nonlocal similarity 
and global spectral low-order feature in NGM, the 
complex HSI denoising paradigm is implemented. From 
the noisy HSI, first the low-dimensional orthogonal base 
and its associated reduced image are learned, and then 
the reduced image and orthogonal base are updated by 
spatial nonlocal noise removal and recursion 
regularization, respectively. MATLAB code is available at 
https://github.com/quanmingyao/NGMeet. 

In the CSF method, shrinkage fields, an image 
restoration architecture derived from existing 
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optimization algorithms for common random field 
models, are introduced and combined the random field 
based model and the unfolded quasi-quadratic 
optimization algorithm in a single learning framework 
[15]. The MATLAB code for CSF can be found at 
https://github.com/uschmidt83/shrinkage-fields. 

BM3D proposed by Dabov et al., [26] proposes new 
image noise removal strategy based on improved sparse 
representation in the transform domain, and in BM3D, 
non-local similar patches are adaptively searched twice 
in a local widow of size 25x25, and thus the final effective 
patch size is 49x49. Increasing sparsity is accomplished 
by combining related 2D image segments into 3D data 
arrays known as groups. BM3D's MATLAB code may be 
found at https://webpages.tuni.fi/foi/GCF-BM3D/.  

There are several classic strategies, but the most basic 
approach, the Wiener filter, is a linear estimator that 
minimizes the mean square error between the original 
and noisy data. It is defined in various ways and utilized 
in diverse situations. When using a low-pass filter to blur 
an image, reverse filtering can be used to restore the 
image. The Wiener filter, developed by Norbert Wiener 
in 1940, reduces extra noise by conducting an efficient 
trade-off between reverse filtering and noise smoothing. 
However, because reverse filtering is particularly 

sensitive to extra noise, Wiener filtering reverses blur at 
the same time [24, 27]. 

 
3.3. k-nearest neighbor method 
 

One of the most widely used supervised classification 
methods is the k-nearest neighbor method. Cover and 
Hart's technique essentially uses k-nearest neighbor 
pixels for classification [28]. The query pixel is assigned 
to the class where the predominance is close after first 
determining the k-nearest neighborhood and measuring 
the query sample's distance from the training data using 
distance functions like Cosine, Euclidean, Manhattan, or 
Minkowski. The training process for the k-closest 
approach is carried out using training data. The approach 
makes selecting the best k value rather difficult [29]. 
 

4. Results and Discussion 
 

In this study, gaussian, Salt & Pepper, Poisson and 
Speckle noises were added to the Pavia University 
dataset. Then, DnCNN, NGM, CSF, BM3D and Wiener 
denoising methods were applied to the contaminated 
images and the results were compared statistically. RGB 
images with noise added are presented in Figure 3. 

 

 
Figure 3. RGB image of HSI with noise added a) Speckle, b) Salt & Pepper, c) Poisson and d) Gaussian 

 
 

While performing the noise addition, 𝜎2 = 0.01 for 
Gaussian noise, 𝑑 = 0.02 for Salt & Pepper noise, 𝜇 = 10 
for Poisson noise and 𝜎2 = 0.1 for Speckle noise. The 
RGB images of the HSIs in which the denoising process is 
applied after the noise addition are presented in Figure 
4. After denoising, the HSI was classified using the k-
nearest neighbor method. Before classification, the data 
set was randomly divided into 30% test and 70% 
training dataset. A Support Vector Machine could also be 
used for classification, but due to the dimensionality 
problem, these algorithms require a lot of workload 
equipment. In their study, Singh et al., [30] showed that 
the k-nearest neighbor method provides the most 
accurate result after support vector machines in HSI 
classification. Experimental application was carried out 
using the parameters used in [30]. In this context, cosine 
distance functions, 10 nearest neighbor number (k) and 
equal distance weight parameters are preferred. When 
looking at Figure 4, it is clear that the impacts of Gaussian 
noise on RGB cannot be totally avoided, particularly for 

BM3D and Wiener. Furthermore, the influence of salt & 
pepper noise cannot be seen removed for DnCNN and 
Wiener. The CSF approach resulted in texture softening, 
particularly in structures with sharp corners and areas of 
land type change. By changing the density difference of 
objects with varying reflectance values, the NGM 
approach has made it more visible.  

In terms of noise types, BM3D, an effective and 
powerful extension of the non-local averaging method, 
generated extremely consistent findings. BM3D is a two-
stage, non-local filtering approach in transform space in 
which related patches are stacked in 3D groups and then 
transformed into wavelet space using block mapping. 
The wavelet domain is then used for coefficient Wiener 
filtering. Because peak-signal-to-noise ratio (PSNR) does 
not always guarantee an improvement in the visual 
effect, Figure 5 shows an overlay of the denoised and 
classified with k-nearest neighbor of HSI on the RGB 
image. 

 

https://webpages.tuni.fi/foi/GCF-BM3D/
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Figure 4. Denoising results of HSI exposed to various sources of noise 

 
 

Many analyses were carried out using the ground 
truth data from the classified images. Figure 6 shows the 
PSNR results of denoising based on ground truth data. In 
statistical comparisons, the accuracy metric alone does 

not yield useful conclusions. The distribution of the data 
sets in Table 1 shows that the meadow areas have more 
samples than the shadow areas. The usage of various 
metrics in unbalanced data sets is required as a result.  
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Figure 5. Overlaid classification results on RGB image 

 
The performance of five distinct denoising filters (i.e., 

DnCNN, NGM, CSF, Wiener, and BM3D) was compared for 
four different types of noise (i.e., Speckle, Salt & Pepper, 
Poisson, and Gaussian) in the following Table 2. For each 
filter, the six-performance metrics -accuracy, sensitivity, 

specificity, precision, F-Score, and G-Mean- were 
calculated. With Salt & Pepper noise, the accuracy 
metrics obtained by Wiener and NGM are reasonably 
comparable, however the specificity and G-mean values 
demonstrate that the methods produce different results. 
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The fact that NGM produces the worst result especially 
for the Salt & Pepper method shows that the method is 
ineffective against this noise. NGM produces more 
effective sensitivity results for Poisson noise than other 

types of noise. In general, approaches other than the 
BM3D method could not produce very effective results 
with Salt & Pepper noise, while all methods could 
effectively produce results with Poisson noise.  

 
 

 
Figure 6. PSNR value based on the Pavia dataset 

 
 

Table 2. Statistical results calculated according to the Pavia dataset (*Bold marked indicated best result) 
 Accuracy Sensitivity Specificity Precision F-Score G-Mean 

Sp
ec

k
le

 DnCNN 93.20 96.68 78.70 94.84 95.75 87.88 
NGM 79.74 96.76 14.15 81.33 88.37 36.16 
CSF 85.20 93.78 50.05 88.34 90.98 69.70 

Wiener 85.45 90.94 55.14 90.79 90.86 76.33 
BM3D 89.35 98.39 62.06 89.27 93.61 73.35 

Sa
lt

 &
 P

ep
p

er
 

DnCNN 80.16 98.99 10.43 80.48 88.78 28.22 
NGM 79.25 96.85 10.62 80.86 88.14 32.23 
CSF 81.93 94.49 33.12 84.60 89.27 55.87 

Wiener 79.00 97.30 7.21 80.41 88.06 27.40 
BM3D 88.62 93.57 64.59 92.19 92.88 80.74 

P
o

is
so

n
 DnCNN 87.53 96.06 57.27 89.07 92.43 72.59 

NGM 79.94 96.31 16.85 81.73 88.42 39.49 
CSF 84.30 94.08 45.48 87.20 90.51 65.93 

Wiener 86.08 94.84 52.22 88.49 91.55 70.20 
BM3D 89.47 94.93 66.43 92.04 93.46 80.67 

G
au

ss
ia

n
 DnCNN 89.75 98.65 63.51 89.5 93.85 74.11 

NGM 80.83 96.07 22.93 82.65 88.86 45.42 
CSF 88.30 94.16 62.36 91.39 92.76 78.51 

Wiener 86.00 95.70 50.51 87.80 91.58 67.95 
BM3D 88.05 98.17 56.60 88.12 92.87 69.57 

 
 

It is an important result that DnCNN produces 
effective results in Speckle noise as well as Gaussian. By 
learning the residual noise rather than the denoised 
image directly, researchers suggested [3] to denoise 
natural images using additive Gaussian noise using 
DnCNN. Similar research has been used as the foundation 
for various image processing networks, including 
Speckle de-noising [31] and the detection of illness in 

tomato leaves [32]. However, the disadvantage of 
vanishing gradients, which can happen with very deep 
networks, is reduced via residual learning. In contrast to 
other methods, NGM performs well just in the sensitivity 
criterion and poorly in the other criteria. This suggests 
that NGM is not the ideal choice for various sorts of noise. 
While the CSF method shows lower performance in 
sensitivity and specificity criteria compared to other 
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methods, it shows high performance against other 
criteria. This indicates that CSF may give less accurate 
results than other methods. The Wiener technique 
performs moderately in all noise types; however, it 
performs poorly by the G-mean criterion when compared 
to other methods. This indicates that, in many situations, 
the Wiener technique tends to produce less reliable 
result than other methods. 
 

 

5. Conclusion  
 

Denoising in multidimensional images has recently 
grown in popularity as a study area with potentially 
significant applications. This paper discusses the issue of 
denoising in high-dimensional remote sensing images 
and evaluates the effectiveness of five distinct 
approaches. Four additional noises have been added in 
this situation, and HSI has been classified. Denoising 
performance can be defined by high benchmarks. 
Looking at the quantitative and qualitative results, the 
BM3D filter generally outperformed other filters. In 
particular, the BM3D filter for Salt & Pepper and Gaussian 
noise had the highest G-Mean, with a higher accuracy, 
sensitivity, specificity, precision, and F-Score than the 
other filters. Denoising techniques performed better 
against Poisson noise even though they were statistically 
ineffective against Salt & Pepper noise. The DnCNN filter 
performed better than other filters for Gaussian and Salt 
& Pepper noises, but failed for Poisson and Speckle 
noises. NGM and Wiener filters performed the worst for 
all noise types. The low specificity of the NGM filter and 
the low sensitivity of the Wiener filter are particularly 
notable. As a result, evaluating the performance of 
different denoising filters for different noise types aids in 
determining the optimum filter for a given application. In 
summary, this study highlights the importance of 
selecting an appropriate denoising method for 
hyperspectral images to improve their quality and 
usability for land use/cover analysis. The results suggest 
that DnCNN and BM3D are the most effective methods for 
denoising hyperspectral images, while the CSF, Wiener, 
and NGM approaches have limitations and may not be 
suitable for certain noise types. 

The main advantage of this research is the 
comparison of a diverse variety of HSI noise reduction 
techniques to identify the most successful approach. The 
performance of various approaches has been evaluated 
using a variety of situations and criteria. The 
disadvantage of working with HSI data is that processing 
the data is difficult because of the enormous amount of 
data dimensionality, the requirement for a big data set, 
and the requirement to select parameters for the 
classification technique and filters. For these reasons, 
methods will be tested on various data sets (such as 
Salinas A, Indian Pines, and Botswana, etc.) in future 
studies. The effectiveness of filtering methods according 
to different data dimensions will also be investigated. 
Because a thorough investigation is needed to determine 
how different feature reduction techniques (i.e., Principal 
component analysis, Linear discriminant analysis, and 
minimum redundancy maximum relevance etc.) affect 
the outcome. 
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 The images are important components of real estate applications on the internet to inform 
users. There are multiple rental and sale properties and many images of these properties on 
the internet, and it is challenging to control the images of these real estate in terms of time, 
workload, and cost. Considering the requirements of the problem, Deep Learning (DL), one 
of the Artificial Intelligence (AI) methods, offers ideal solutions. This study aims to distinguish 
images that contain humans using deep learning techniques. This will also aid in not violating 
the privacy of people according to the Law on the Protection of Personal Data in the image 
content used in real estate applications. For this purpose, firstly, a dataset of real estate 
images with and without humans called the Real Estate Privacy (REP) dataset was created. 
The REP dataset was split into 70%, 20%, and 10% for training, validation, and testing, 
respectively. Secondly, the REP dataset was trained with Inceptionv3, ResNet-50, and 
DenseNet-169 architectures using transfer learning. Lastly, the performances of the 
architectures were evaluated by accuracy, precision, recall, and F1-score accuracy metrics. 
Experimental results indicate that the 52 epoch ResNet-50 architecture is the best for our 
datasets with 98.45% overall accuracy and 98.00% precision, 98.90% recall, and 98.44% F1-
score. The Inceptionv3 model provided the best results on the 55th epoch with 98.27% 
accuracy, 97.81% precision, 98.71% recall, and 98.26% F1-score. Finally, the DenseNet-169 
model produced the best results on the 47th epoch, with 97.81% accuracy, 97.09% precision, 
98.52% recall, and 97.80% F1-score. Accuracy assessment shows that the highest accuracy 
among the three architectures was obtained with the ResNet-50 architecture This study 
shows that deep learning methods offer a perspective to image content control and can be 
used efficiently in real estate applications. 
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1. Introduction  
 

Real estate has a physical and psychological impacts 
on people, depending on its location, accessibility, and 
constraints, beyond meeting basic needs [1]. In addition 
to location, accessibility, and constraints, there are many 
factors for real estate preferences and prices along with 
the interior and exterior elements such as wall paint and 
floor materials, many visual details such as the 
appearance of the neighborhood, the view seen outside, 
and the condition of the accessories [2]. 

Nowadays, Internet technologies are extensively used 
to advertise real estate [3]. Real estate for sale or rent is 
usually promoted by using images of a property [4].  The 
images and digital files of real estate are often uploaded 

to the systems by users over which the publisher has to 
check the content of the image manually. Unwanted 
situations due to this uncontrolled content can cause 
great material and moral damage to publishers. The 
images that are made available to many users over the 
internet must be suitable for the listed real estate. to 
minimize the damage [5]. 

According to the Law on the Protection of Personal 
Data, it is expected that the relevant photos must only 
contain the properties of the real estate [6].      
Considering that a large number of real estate images are 
uploaded to these portals, people can't control the 
content of images in terms of time and workload. Since 
there is a large amount of content that human inspection 
cannot deal with errors and cost constraints, it is possible 
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to perform this inspection automatically using computer 
vision and artificial intelligence (AI). Recently, deep 
learning (DL) which is one of the machine learning (ML) 
methods, has become popular with the graphics 
processing units that have been developing and 
increasing in capacity in the AI field [7,8]. 

Many DL networks have been proposed for image 
classification in recent years. After the great success of 
AlexNet on the ImageNet dataset using Convolutional 
Neural Networks (CNN), DL approaches have become 
widespread [9]. The architectures and training 
procedures still need improvements, as they usually 
work on a patch-based framework. Long et al. [10] 
proposed fully convolutional networks (FCNs) that 
improve CNNs. Simonyan and Zisserman [11] and 
Szegedy et al. [12] proposed VGG and GoogLeNet 
(Inception) networks, respectively, showing that deeper 
and wider networks provide increased accuracy. He et al. 
[13] then presented the ResNet framework, where layers 
are formulated by learning residual functions concerning 
layer inputs. The ResNeXt network developed by Xie et 
al. [14] is built by repeating a building block that 
combines a series of transformations with the same 
topology. The main strategy of ResNeXt is "divide-
transform-merge", similar to an Inception module. 
Huang et al. [15] proposed the DenseNet network, which 
connects each layer to all other layers in a feed-forward 
manner, with the approach that a more accurate and 
efficient training process can be realized by having 
shorter connections between the layers close to the input 
and the layers close to the output.  Zoph et al. [16] 
proposed the NASNet network that learns model 
architectures directly on the dataset of interest. The 
EfficientNet network developed by Tan and Le [17] 
proposes a new scale-up method called compound 
scaling to achieve higher accuracy.  

Various image classification techniques have been 
used for diverse aims in the field of property in real estate 
agencies. Bappy et al. [3] used long-short-term memory 
(LSTM) and fully connected neural networks to classify 

real estate photos according to room types. Koch et al. 
[18] tested a multi-scale pattern extraction method for 
the automatic detection of the current condition of a real 
estate property. Zeppelzauer et al. [19] proposed a two-
step approach for real estate age detection. Zhao et al. 
[20] integrated deep learning and XGBoost methods for 
automatic real estate valuation with unstructured data. 
Kamara et al. [21] proposed a hybrid artificial neural 
network consisting of convolutional neural networks and 
bidirectional LSTM to predict the advertisement time of 
real estate in the passive market. 

As can be seen from the literature, no study deals with 
the content of real estate images in terms of protecting 
people's privacy. The main aim of this study is to conduct 
human control in image contents used in real estate 
applications with deep learning techniques. For this 
purpose, a dataset called Real Estate Privacy (REP) was 
created using real estate images with and without 
humans. This dataset was used for the training of deep 
learning networks named InceptionV3, Deep Residual 
Network (ResNet-50), and Densely Connected 
Convolutional Network (DenseNet-169) architectures.  

 

2. Dataset 
 

The REP prepared within the scope of the study is 
composed of images with and without humans and 
various factors such as the resolution of the images, the 
type of human figure, its clarity (blurring ratio), the 
brightness and tonality of the environment were taken as 
a basis in the creation of the data set. 495 human-free 
images were obtained from the real estate images of the 
project industry advisor the Gayrimenkul Borsası A.Ş. 
(GABORAS) 2552 human-free images were included in 
the study from the ADE20K dataset, which consists of 20 
thousand scene-centered images in 150 object categories 
offered as open source [22]. Figure 1 shows examples of 
image samples from GABORAS Gayrimenkul Borsası A.Ş 
and ADE20K used in the study. 

 

 
Figure 1. (a) Sample property images of GABORAS Gayrimenkul Borsası A.Ş., (b) Sample images of ADE20K data set 
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Furthermore, new images from videos of home trips, 
tours, etc. published on social media platforms were 
included in the study dataset to complete the missing 
data. The images were obtained by extracting frames 
from the videos every 3 second, however, blurring was 
detected in some frames due to the motion within the 
videos.  For this reason, the average blur rates of each 
video were calculated. Frames with values greater than 
the rates were not included in the dataset. The 
operations were performed using the OpenCV library in 
a Python environment. Images with different types of 
people and environments were manually selected to 
avoid possible overfitting in deep learning algorithms. As 
a result, 19065 images with people and 2225 images 

without people were obtained. Images collected from 
social media platforms are given in Figure 2.  The content 
of the REP data set is shown in Table 1. 

19065 images with people and 5272 images without 
people in different resolutions were obtained. If these 
images that equal to or larger than 512x512, they were 
resized as 512x512. However, 5272 images were used 
for homogeneous data distribution in both classes. 

The REP data set was separated into Training, 
Validation, and Test data for use in DL architectures.  
70%, 20%, and %10 of the dataset is reserved for 
training, validation, and testing, respectively. The 
number of training data is shown in Table 2. 

 

 
Figure 2. (a) Images containing human figures, (b) images without human figures obtained from social media 

platforms 
 

Table 1. REP dataset content 
Class ADE20K Gaboras Social media platforms Total 

Manned - - 19065 19065 
Unmanned 2552 495 2225 5272 

 
Table 2. Distribution of training data 

 Class Train Validation Test Total 
Manned 3690 1054 528 5272 

Unmanned 3690 1054 528 5272 

 
 
3. Methodology  
 

AI is a technology that can be created by intelligent 
systems that can imitate human intelligence. ML is one of 
the important methods to achieve AI, has enabled 
machines to learn from past data or experiences without 
programming. The most popular machine learning 
technique in recent years has become DL which has 
provided fast, reliable, and practical solutions using 
artificial neural networks [23]. DL is one of the rapidly 
developing methods in big data analytics and has been 
described as a milestone technology [24]. 

As can be seen in the literature, many DL networks 
have been proposed in image classification over time. In 
this study, Inceptionv3, ResNet, and DenseNet networks 

are utilized since they are accepted as reference methods 
in many studies and they achieved great success in the 
ImageNet dataset. Figure 3 summarizes the whole flow 
chart of this research. 
 
3.1. ResNet 
 

The ResNet [25] network provides a residual learning 
framework to facilitate the training of significantly 
deeper networks. ResNet learns residual functions based 
on layer inputs Instead of learning reference-free 
functions. Rather than fitting every few chunk layers 
directly to the desired base mapping, residual networks 
allow these layers to fit a residual mapping.  
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They stack the residual blocks on top of each other to 
form a network. ResNet-50 has fifty layers using these 
blocks. Experiments on the ImageNet dataset have 
shown that residual networks are easier to optimize and  
can gain accuracy from significantly increased depth [7].  

There are three variants of the ResNet network such 
as ResNet-50, ResNet-101, and ResNet-152, which are 
frequently used with increasing depths with an 
increasing number of blocks [26].  
 

 
 

Figure 3. The whole flow chart of this research 

 
 
 
3.2. Inceptionv3 
 

Inceptionv3 network is constructed in a step-by-step 
progressive manner [27,28]. As a first step, convolutions 
are factored in to reduce the number of parameters in the 
network, which helps computational efficiency and 
controls network efficiency. For this purpose, 
convolutions are factorized in a smaller size and 
asymmetrically. Secondly, the CNN is added as an 
auxiliary classifier between the layers during training 
[29]. While in previous versions of Inception, this was 
used to create a deeper network, it is used as a 
regularizer in Inceptionv3.  As a final step, the activation 
plane of the network filters is expanded to avoid the 
computational bottleneck caused by the pooling process 

often used in traditional applications. In this way, an 
effective grid size reduction method is used to design a 
low computational load and efficient network [30].  
 
3.3. DenseNet 
 

Dense Convolutional Network (DenseNet) was 
inspired by the Resnet architecture, which aims to 
eliminate the information loss that occurs as the depth of 
the networks increases in traditional Convolutional 
Neural Networks (CNNs) approaches [15]. DenseNet is 
proposed as a CNNs-based network in which all layers 
are feed-forward connected to all other layers. Layers 
receive inputs from each preceding layer and transmit 
feature maps to the next layers, maintaining the feed-
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forward structure. Unlike the ResNet architecture's 
method of transferring them to other layers by collecting 
features, the features are combined and transferred to 
the next layers in DenseNet. Since the dense connection 
model does not relearn unnecessary feature maps, the 
number of parameters is reduced [31]. Narrow layers 
add small feature maps to the total information of the 
network. Classification is performed by deciding on all 
feature maps in the network. The blocks where the dense 
connection principle is used include convolution and 
pooling layers. DenseNet also has versions consisting of 
121, 169, 201, and 269 layers.  In DenseNet architectures, 

a 0.2 dropout rate is applied after each convolution layer 
in all convolution layers except the first. In addition to 
this, the ReLU activation function is used following the 
convolution layers [26]. 

It is aimed to classify images with or without human 
figures at various angles and indoor-outdoor conditions 
by using the mentioned deep learning architectures. 
Table 3 is shown the software and hardware 
specifications and Table 4 illustrates the used 
hyperparameters. 
 
 

 
Table 3. Used hardware and software 

 
 
 
 
 
 
 

 
Table 4. Used hyper-parameters  

Models Resnet50, Inception v3, DenseNet169 
Library Tensorflow, Keras 

Learning Rate 0.001 
Pooling average 

Optimizer Adam 
Activation Function SoftMAX 

Loss Function Categorical Cross Entropy 
Epoch 100 

 
 

4. Results and Discussion 
 

In this study, the performance of 3 DL architectures 
namely ResNet50, DenseNet169, and Inceptionv3 is 
investigated. Python’s Keras library was utilized to 
implement all of the selected deep CNN architectures 
[32]. 70% of the dataset was used for training, 20% for 
validation, and 10% for testing. The training, validation, 
and test data consists of 3840 images, 1098 images, and 
549 manned and unmanned images respectively. 
Furthermore, trainings were performed to find the 
combination that obtains the best accuracy result with 
the ideal hyperparameters in DL architectures.  In this 
part, firstly the best epoch of each training was identified 
and then the accuracy was analyzed on the test data, 

finally, the hyperparameter combinations were 
compared. According to the results, the best combination 
was determined as the pooling method "Average", the 
optimization method "Adam", the activation function 
"Softmax" and the loss function "Categorical Cross 
Entropy".  

In addition, accuracy, precision, recall, and F1-Score 
metrics were used to analyze the results. Table 5 
illustrates the accuracy assessment results. The Resnet-
50 architecture obtained a high level of success in all 
evaluation criteria for test accuracy, precision, recall, and 
F1-Score. The test accuracy, average precision, average 
call, and F1-score results were calculated as 98.45%, 
98.00%, 98.90%, and 98.44%, respectively.  
 

 

Table 5. Accuracy assessment results for the REP dataset 
Deep Learning Model Used Test Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

ResNet-50 (Epoch 52) 98.45 98.00 98.90 98.44 
Inceptionv3 (Epoch 55) 98.27 97.81 98.71 98.26 

DenseNet (Epoch 47) 97.81 97.09 98.52 97.80 
 

Table 6. Confusion matrix from three architecture 
 
 
 
 
 
 
 

 

Computer TUBITAK ULAKBIM High Performance and Grid Computing Centre 
CPU Xeon 6148 2.40GHz - 20 cores x 2 CPU 
GPU 4xNvidia V100 GPU 

SPECfp_rate_base2006 1400 
Theoric Gflops 2048Gflops & 4x7800Gflops 

Memory 384 GB & 4x16 GB HBM 
Definition Akya-Cuda Cluster 

Architecture Classification Data 
Reference Data 

Manned Unmanned 

ResNet-50 
Manned 

Unmanned 
538 

6 
11 

543 

Inceptionv3 
Manned 

Unmanned 
537 

7 
12 

542 

DenseNet-169 
Manned 

Unmanned 
533 

8 
16 

541 
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The confusion matrix shows the relationships 
between the test classes as a result of the prediction of 
the data whose real classes were known.  The matrix 
results for the best epochs of the experiments with 
Resnet-50, Densenet-169, and Inceptionv3 models are 
given in Table 6. 

The observations on confusion matrices show that 
Densenet-169 was the model with the most 
misclassifications. Although the Inceptionv3 and Resnet-
50 models had similar results, the Resnet-50 had the best 
result among them. The Resnet-50 classified all test 
images as 538 true positives (TP), 6 false positives (FP), 
543 true negatives (TN), and 11 false negatives (FN).  
True and false terms are logical results of classification 
assessment. Positive and negative are also meant images 
that are with and without people. If images with and 
without people were classified as true, they were called 
TP and TN, were classified as false, they were called FP 

and FN. Some FP and TN image examples of Resnet-50 
architecture are respectively shown in Figures 4 and 5. 

Furthermore, Table 7 is shown the training times for 
the three DL architectures. While the training time of 
DenseNet-169 was the longest, the ResNet-50 was the 
shortest training time for the REP dataset. 

Investigations on false positive images revealed that 
does not contain a real person and contain human-like 
materials such as a painting with human figures, plastic 
mannequins, and sculptures and these images were 
misclassified by the models. If the misclassified images 
are removed from the model, there will be no effect on 
the accuracy of the classification. Because the model will 
encounter these images in the training process, it will not 
be able to learn that they are non-human images. If the 
number of similar images in the dataset is increased, the 
problem may be solved. 
 

 

 
Figure 4. Examples of incorrect (FP) prediction images 

 

 
Figure 5. Examples of the correct (TN) prediction images 

 
Table 7. Training times of DL models 

Model Training Times(hour) 
Resnet-50 ̴10 
DenseNet ̴18 
Inceptionv3 ̴11 

 

5. Conclusion  
 

In this study, it is aimed to distinguish images with 
people among real-estate listing images to preserve 
human privacy. For this purpose, we applied three state-
of-the-art DL architectures namely ResNet, DenseNet, 
and Inceptionv3 using our novel REP dataset. The results 
of the study show that the highest accuracy among the 
three architectures was obtained with the ResNet50 
model. The average accuracy of training with all 
architectures was approximately 98%.  

This study can be used at the national and 
international levels, including the production of all kinds 
of spatial services and goods for the protection of 
personal data. For example, it has the potential to 

produce solutions that can be used effectively by various 
industries such as tourism, real estate, warehousing, 
logistics, construction, and the civil and official 
authorities that supervise them.  Moreover, tools such as 
room classification, price and building age estimation 
from images can be among the innovative solutions in 
this sector. In future studies, we aim to separate the 
images of people and their body parts in photographs to 
be used in real estate advertisements through digital 
services and to improve image quality. 
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1. Introduction  
 

Cultural heritages contain the experiences and 
traditions of the society in the past years and play a 
leading role in transferring this structure to future 
generations [1]. For this reason, cultural heritages 
constitute the identity structure of the society [2].  An 
important part of cultural heritage is historical artifacts. 
Madrasahs, mosques, churches, statues, bridges, etc. are 
shown as examples of historical works [3].  

Among the photogrammetric methods, the most 
preferred terrestrial photogrammetry technique in the 
documentation of architectural works, regardless of the 
size of the object, generating 3D models and point data 
using images obtained from different camera angles from 
the earth [4], has been used as a complementary method 
in other research subjects in recent years with the 
developing technology [1,2,4]. Terrestrial Laser Scanners 
(TLS) are used more frequently in 3D modeling of 
historical buildings and in obtaining point clouds [5]. In 
addition to TLS, the Simultaneous Localization and 
Mapping-SLAM algorithm, another technique to be fast, 

practical, and will allow robotic mapping in the future, 
can also be used in the interiors of historical buildings, 
etc. It is known to be used for studies [6]. It is also known 
in the literature that in almost all photogrammetric 
methods, it is difficult to obtain data on the upper parts 
of the structures, such as the roof, and to determine the 
details of the structure [7,8]. Using the mentioned 
techniques, studies are carried out with Unmanned 
Aerial Vehicles (UAV) integrated systems, and the results 
obtained in these studies provide final products with 
high location-based accuracy [9].  

Today, UAVs are used in many fields, such as 
agriculture, industry, archaeological and architectural 
studies, and entertainment purposes. UAVs are preferred 
in the mapping industry and especially in 
photogrammetric studies, thanks to their autonomous 
and semi-autonomous use, the payloads they can carry, 
and the GNSS-IMU system [10]. 

Iterative Closest Point (ICP) is an algorithm for 
measuring similarities between two-point clouds and 
aligning these point clouds with each other. Usually, the 
first point cloud is created by scanning a real object, 

https://orcid.org/0000-0001-6024-7361
https://orcid.org/0000-0003-3627-5826
https://dergipark.org.tr/en/pub/mephoj
https://orcid.org/0000-0001-6024-7361
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while the second point cloud is a virtual point cloud 
produced by a model [11]. ICP is a widely used algorithm, 
particularly in robotics, 3D modeling, and object 
recognition [12,13]. 

In this research, point data from the historical bridge 
consisting of a single bridge arch and an additional stone 
bridge wall with an estimated construction date of 1998 
belonging to the State Hydraulic Works (DSI) was 
produced using TLS and a mobile device application 
based on the SLAM algorithm. The upper part of the 
bridge was produced from UAV data with a 
photogrammetric flight plan. Point data were obtained 
from UAV images, and point data was produced by TLS 
and SLAM algorithms separately. The operator combines 
manual joining and the Iterative Closest Point (ICP) 
algorithm. The results were compared to perform a 
spatial accuracy analysis. 

 

2. Method 
 

The technical equipment used in the research, the 
study area, and the algorithms used are presented in this 
section. The continuation of this section includes the 
findings and discussions. 

 

2.1. Terrestrial laser scanner 
 

Faro Focus 3D X330 equipment was used in the 
study (Figure 1). The TLS provides a 3D image by 
scanning indoor and outdoor scans quickly and in detail. 
 

 
Figure 1. FaroFocus 3D X 330 

 
The scanning process is carried out by deflecting the 

infrared laser beam sent to the center of the TLS rotating 
mirror to the scanned environment, the receiver of the 
TLS receives the beam reflected from the surrounding 
objects, and the scanning process is completed. TLSs 
differ in themselves as a distance measurement method. 
The TLS distance measurement methods used in the 
study work with the phase comparison method. The 

phase comparison method determines the distance 
between TLS and the object by measuring the phase 
differences. TLS amplitude modulation working with the 
phase comparison method emits one wave, and this 
modulation includes several wavelengths [5,14]. The 
distance between TLS and the object is determined by 
calculating the phase difference between the transmitted 
and received signals (Figure 2). 

 

 
Figure 2. Phase difference distance measuring method 

 
 

2.2. SLAM based the mobile application  
 

The SLAM is an algorithm that simultaneously 
analyzes the current location of the autonomous vehicle 
or mobile system while creating a map of the 
environment in autonomous vehicles or mobile systems 
[15].  While mapping and positioning were solved 
separately in recent years, today, they are solved 
simultaneously with the SLAM algorithm [16]. Lidar, 
sonar, IMU, IR, camera, and GNSS support the SLAM 
algorithm. Systems using the SLAM algorithm work fast, 
safely, and with fewer errors [17]. The SLAM algorithm is 
used in autonomous driving electric vehicles, backpack 
lidar systems, unmanned aerial vehicles, smart home 
appliances, and smartphones. In this study, it is done by 
visual slam application with Iphone brand smartphone. 
Application works in this algorithm: 

 
1. Turn around the object with camera in a specific 

distance and use GCPs in camera frame, 
2. Then specify the object with one tour of around the 

object and, 
3. Create point cloud from that data, taken from object. 
 
 

In order to use a mobile application based on the 
SLAM algorithm, the iPhone 11 smartphone was 
preferred in this research. The smartphone has a camera 
and GNSS supporting the SLAM algorithm, and the SLAM 
algorithm was used successfully while obtaining images 
photogrammetrically (Figure 3) [18]. 
 
2.3. Unmanned aerial vehicle 
 

The study used the Rotary wing Parrot Anafi as the 
UAV (Figure 4). With a total take-off weight of 320 g, 
Anafi is suitable for 3D modeling works for 
photogrammetric purposes, thanks to its small size, ease 
of use, and speed. In addition, since it is classified as a toy 
by the General Directorate of Civil Aviation (GDCA), it is 
preferred because it can be flown without legal 
permission. 
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Figure 3. SLAM application 

 
Table 1. Parrot ANAFI Specs 

Weight 320 gr 
Max. Communication Distance 4 km 

Max. Flight Time 25 min. 
Wind Resistance 14 m/sec 

Max. Vertical Speed 4 m/sec 
Max. Horizontal Speed 15 m/sec 

Integrated RGB Camera 1'' CMOS 20 MP 

 

 
Figure 4. Parrot Anafi 

 
The images obtained after the UAV flight performed 

with photogrammetric-based flight planning are 
evaluated by software containing newly developed 
image processing techniques. Such software has complex 
algorithms using the Structure from Motion (SfM) 
algorithm [6]. 

According to photogrammetric acquisition 
techniques, the SFM algorithm allows obtaining the 3D 
structure of an object whose side and forward 
overlapped images were taken in the digital environment 
[19,20]. Digital surface model, orthophoto and 3D model 

of cultural heritages  can be created with 
photogrammetric acquisition techniques [21,23]. 
 

2.4. The data obtained from object 
 

A total of ten Ground Control Points (GCP) has been 
positioned, eight are around the historic bridge, and two 
are on the bridge's road surface. GCPs measured with 
Continuously Operating Reference Station (CORS) 
technic. The GCPs were measured at TM 3° projection, 
33° slice of ITRF 96 datum (Figure 5). 
 

 
Figure 5. GCP Measurement 

 

In order to obtain point data on the upper surface of 
the historic bridge, a UAV flight was carried out. The 
flight carried out in an area of 400 m2, took 3 minutes and 
37 seconds. The ground sampling distance (GSD) in the 
flight performed at an altitude of 10 m is 0.39 cm/px 
(Figure 5). Point data consisting of 12.044.504 points 
was obtained by balancing the 105 images obtained after 
the flight in the software. The software performs the 
adjustment process using the SFM algorithm. 

With TLS, the historical bridge, including the side wall 
above the arc, the arc's outer surface, and the arc's inner 
surface (in short, all parts except the road part), were 
scanned. The session plan of the related scan is presented 
in Figure 7. 

The TLS was positioned at six points in the planned 
session, and scanning was performed. Sessions lasted 
between 8 and 9 minutes on average. The collected data 
were adjusted in a software (SCENE), and merged point 
cloud data was obtained. 

The point cloud of all parts of the historical bridge 
was obtained from the field without coordinates. The 
obtained data were balanced and transferred to Cloud 
Compare software in order to convert them to a geodetic 
coordinate system and combine point clusters. 
 
2.5. ICP algorithm 
 

The ICP algorithm initially applies transformation 
operations to minimize the differences between the point 
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clouds. This process involves iteratively updating the 
transformation matrix, which aligns point clouds to each 
other. The ICP algorithm minimizes the least squares 

error function between the first- and second-point 
clouds. This increases the accuracy of the alignment 
process and improves the final alignment result. 

 

  
Figure 6. The photogrammetric flight plan of UAV and 

study area 
 

Figure 8. Alignment results (RMSE) of the study (a: UAV-
TLS with ICP, b: UAV-TLS manually by operator, c: UAV-

SLAM with ICP, d: UAV-SLAM manually by operatör) 
 
3. Results  
 

Point data from UAV images, point cloud obtained by 
aligning TLS sessions, and point data produced with the 
SLAM algorithm were combined in Cloud Compare 
software with two different methods. The first method 
made by the operator according to their visual suitability 

is called manual combination, and the combination 
performed automatically by the ICP algorithm is called 
the ICP combination. Cloud Compare, the free and open-
source software used for aligning point data, offers a 
relative accuracy for the obtained point clouds. This 
accuracy is revealed by calculating the root mean square 
error (RMSE) between the points within the system itself 
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(Figure 8). The alignment results of two different 
methods are presented in Table 2. 
 

Table 2. General comparative findings (RMSE) 
Data 
Type 

Accuracy (m) 
Manually ICP 

UAV-TLS 0.028 0.462 
UAV-SLAM 0.040 0.121 

 
 

 
Figure 7. The TLS session plan 

 
Although the visual combination results are 

satisfactory, the findings obtained regarding positional 
accuracy show that the manual method provides high 
accuracy. 
 

 
Figure 9. Alignment of point data (a: UAV-TLS with ICP, 

b: UAV-TLS manually by operator, c: UAV-SLAM with 
ICP, d: UAV-SLAM manually by operator) 

 
Point data obtained from the ICP algorithm combined 

with UAV and TLS data is presented in Figure 9a. The 

combination time of the algorithm is 11 minutes and 27 
seconds; the model accuracy is 46 cm. When the operator 
combined the same data manually, the process took 22 
minutes and 43 seconds, and the model accuracy was 3 
cm (Figure 9b). 

Additionally, point data obtained from the ICP 
algorithm combined with UAV and SLAM data is 
presented in Figure 9c. The combination time of the 
algorithm is 08 minutes and 33 seconds; the model 
accuracy is 13 cm. When the operator combined the same 
data manually, the process took 19 minutes and 57 
seconds, and the model accuracy was 4 cm (Figure 9d). 

 
 

4. Discussion 
 

It has been seen that the ICP algorithm, which can 
combine automatic point clouds, provides users with 
significant time savings while giving critical negative 
results in model accuracy. Both types of aligning offer 
visually positive results. However, the combined time-
model coordinate linear relationship reveals the inverse 
relationship between operator coupling and ICP 
algorithm aligning. 

In the absence of similar working principles of point-
generating sources, the accuracy of automatic aligning 
decreases relatively. For this reason, in aligning point 
clouds obtained from different data sources, manual 
alignment by the operator takes longer than the ICP but 
with higher accuracy. 

 
 

5. Conclusion  
 

In the research, the 3D model of the historic bridge in 
the Dokuz District of Konya was produced using a mobile 
device application based on the UAV, TLS, and the SLAM 
algorithm. The operator combined point data manually 
and automatically using the ICP algorithm. Both methods 
determined that manual aligning by the operator gave 
more accurate results than the automatic aligning 
technic with the ICP algorithm. 
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 Digital image processing heavily relies on the connectivity of pixels, as it is a vital 
component for accurate object identification and analysis within an image. Grouping 
together pixels with similar features such as colour and intensity, allows for the 
formation of meaningful patterns or objects, which is essential for object recognition 
and segmentation. This approach is particularly valuable in photogrammetric imaging, 
video surveillance, deep learning as it facilitates the isolation of regions of interest and 
object tracking. Image smoothing is also a crucial aspect in enhancing visual quality by 
reducing noise and enhancing details, especially in applications such as aerial mapping, 
medical imaging, video compression, image resizing and computer vision. The absence 
of connected pixels and image smoothing would make image processing tasks more 
challenging and less reliable, making them fundamental to digital image processing and 
critical to various applications in diverse fields. This paper introduces a novel image 
smoothing filter called Connected Pixels Based Image Smoothing Filter (CPF), which is 
based on gray connected pixels. The success of the CPF was compared to that of the 
Non-Local Means Filter (NLMF) in terms of Structural Similarity Index (SSIM) for the 
same Mean Squared Error (MSE). The experimental results showed that CPF has a 
better ability to preserve image details compared to NLMF. 
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1. Introduction  
 

Pixel connectivity refers to the relationship between 
neighboring pixels in a digital image. It is a fundamental 
concept in image processing and computer vision, as it 
plays a crucial role in many image analysis tasks such as 
edge detection, segmentation, and object recognition [1-
5].  In general, pixel connectivity refers to the notion of 
how pixels are connected or related to each other. There 
are different ways to define pixel connectivity, depending 
on the context and the specific requirements of the image 
processing task at hand [6-9].  One of the most common 
definitions of pixel connectivity is based on the notion of 
adjacency, which refers to whether two pixels are 
neighbors or not. In a 2D image, two pixels are 
considered adjacent if they are located next to each other 
horizontally, vertically, or diagonally [10-12]. In other 
words, two pixels are adjacent if they share a common 
edge or corner.  Pixel connectivity is often quantified 
using a connectivity matrix or a connectivity graph, 

which represents the relationships between adjacent 
pixels in the image. A connectivity matrix is a binary 
matrix that encodes the adjacency relationships between 
pixels, where a value of 1 indicates that two pixels are 
adjacent, and a value of 0 indicates that they are not. A 
connectivity graph, on the other hand, is a graph-
theoretic representation of the connectivity matrix, 
where each pixel is represented as a vertex, and the 
adjacency relationships between pixels are represented 
as edges.  The definition of pixel connectivity can also be 
extended to 3D images, where it refers to the 
relationships between neighboring voxels (3D pixels). In 
a 3D image, two voxels are considered adjacent if they are 
located next to each other in any of the three spatial 
dimensions (x, y, z).  Pixel connectivity is closely related 
to other concepts in image processing, such as image 
topology and morphological operations. In image 
topology, the connectivity of a set of pixels is defined as 
the number of connected components in the set. 
Morphological operations, such as dilation and erosion, 

https://orcid.org/0000-0001-9309-375X
https://orcid.org/0000-0003-1850-8489
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rely on the notion of pixel connectivity to manipulate the 
shapes and boundaries of objects in an image.  In 
conclusion, pixel connectivity is a fundamental concept 
in image processing and computer vision that refers to 
the relationships between neighboring pixels in a digital 
image. It plays a crucial role in many image analysis tasks, 
and it is quantified using connectivity matrices or graphs 
[13-16]. The definition of pixel connectivity can be 
extended to 3D images, and it is closely related to other 
concepts in image processing such as image topology and 
morphological operations.  Algorithms developed to find 
connected pixels can be slow for several reasons. Large 
image sizes require significant processing time, as the 
algorithm must check each pixel and its neighbors for 
connectivity. Complex algorithms also take longer to 
execute, while outdated hardware may not handle the 
algorithm efficiently. The data structure used to store the 
image and pixels can impact the algorithm's speed if not 
optimized, and inefficient implementation can slow 
processing time. Optimization of these factors may result 
in faster processing times for algorithms designed to find 
connected pixels [17-22]. 

The process of identifying and labeling subsets of 
connected components based on a given heuristic is 
referred to as connected-component labeling, also 
known as connected-component analysis, region 
labeling, blob extraction, region extraction, or blob 
discovery. This algorithmic application is based on graph 
theory and aims to assign unique labels to each subset of 
connected components. It is important to note that 
connected-component labeling should not be mistaken 
for segmentation. 

There are several algorithms [19, 23-31] that can be 
used to find connected gray pixels in an image. Here are 
a few: 

 
1. Flood fill algorithm: This is a simple algorithm 

that starts from a given seed pixel and fills all adjacent 
pixels of the same gray value. It continues until all 
connected pixels are filled. 

2. Depth-first search (DFS): This is a graph 
traversal algorithm that can be used to find all connected 

gray pixels in an image. It starts at a given seed pixel and 
explores as far as possible along each branch before 
backtracking. 

3. Breadth-first search (BFS): This is another graph 
traversal algorithm that can be used to find connected 
gray pixels. It explores all the neighboring pixels at the 
current level before moving on to the next level. 

4. Connected component labelling (CCL): This is a 
more complex algorithm that assigns a unique label to 
each connected component of gray pixels in an image. It 
can be used to identify and separate multiple connected 
regions with different gray values [28, 32-35]. 

 
In this paper, we introduce the Connected Pixels 

Based Image Smoothing Filter (CPF), which was 
developed using gray connected pixels. CPF can produce 
a smoothed image while preserving the detail 
information in the original image relatively well. It is a 
simple and effective image smoothing filter that can be 
easily adapted to different applications due to its simple 
structure. 

The rest of this paper is organized as follows: In 
Section 2, Connected Pixels Based Image Smoothing 
Filter (CPF) is mentioned. In Section 3, Experiments are 
presented. In Section 4, Results and Conclusions are 
given. 

 

2. Connected pixels-based image smoothing filter 
(CPF) 

 

This section introduces the Connected Pixels Based 
Image Smoothing Filter (CPF). CPF is a non-recursive, 
non-iterative, non-linear image-smoothing filter. CPF 
uses the median value of the gray-connected pixels to the 
central pixel of the sliding window to generate the 
smoothed value of the central pixel. CPF has two 
parameters: 'win' and 'T', which denote the size of the 
sliding window and the threshold value, respectively. 
The result obtained is not affected by the order in which 
neighbors are selected, as long as they meet the 
threshold requirement. The algorithmic structure of the 
CPF is shown in Figure 1. 
 

 

 
Figure 1. Pseudo-Code of the Connected Pixels Based Image Smoothing Filter (CPF) 
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Connected component labeling is a crucial process in 
computer vision, particularly for object recognition. It 
entails identifying regions in a binary image where pixels 
are connected. To perform this operation on a 2D image 
stored in a 2D array, we scan each pixel one by one and 
assign a label based on the labels of its neighbors or a 
new label if all its neighbors are background pixels. 
Suppose a pixel with a value of 0 in array I represents a 
background pixel, while a pixel with a value of 1 
represents an object pixel. To store the labels, we use an 
array L of the same size as I. In our implementation, we 
use a single array to hold both I and L. The goal is to fill 
the array L with integer labels so that object pixels 
neighboring each other have the same label. Although we 
use integer labels for simplicity, other label types can also 
be used.  In this paper, we utilized the mask topology 
presented in Figure 2 of Rosenfeld for an 8-pixel 
neighborhood based connected pixel labelling [36].  The 
pixel in the scan mask is represented by letters a, b, c, d, 
and e, and we use the same letters instead of their (i, j) 
coordinates.  
 

 
Figure 2. The mask topology of Rosenfeld for 8 pixels 

neighborhood. 
 

Figure 3 provides an illustrative example of 8-
connected component labeling using the Rosenfeld 
algorithm. 

L[e] represents the label of the current pixel being 
scanned, and I[b] represents the pixel value of the 
neighbor directly above e in the vertical direction. We 
start with an integer variable l initialized to 1. During the 
first scan, we provisionally assign a label to e as follows: 
L[e] is assigned 0 if I[e] = 0. If a, b, c, and d in the scan 
mask are all background pixels, we assign it a new label l, 
and we increment l by 1. Otherwise, we assign it the 
minimum of the provisional labels already assigned to 
the scan mask. This process ensures that all pixels in the 
same object are assigned the same provisional label. In 
subsequent scans, we change the labels of object pixels to 
the minimum labels of their neighboring object pixels. 
Specifically, if L[e] is greater than the minimum of L[b], 
L[c], and L[d], we update L[e] to the minimum value. We 
repeat this process until there are no more changes to the 
labels. In conclusion, connected component labeling is a 
fundamental operation in computer vision that involves 
identifying regions in a binary image where pixels are 
connected. By scanning each pixel and assigning labels 
based on the labels of its neighbors, we can accurately 
identify these regions. This technique can be applied to a 
wide range of applications, including object recognition 
and image segmentation. 

 
Figure 3. An example of 8-connected component 

labeling using the Rosenfeld algorithm 
 

Expressing the assignment of a provisional label for 
"e" during the initial scan can be described by using 
Equations 1-2. 
 

𝐿[𝑒] ← {

0 𝐼[𝑒] = 0

𝑙, (𝑙 ← 𝑙 + 1) ∀𝑖 ∈ (𝑎, 𝑏, 𝑐, 𝑑),   𝐼[𝑖] = 0

𝑚𝑖𝑛⏟ (𝐿(𝑖))
𝑖∈(𝑎,𝑏,𝑐,𝑑)|𝐼(𝑖)=1

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (1) 

 
Where 
 

𝐿[𝑒] ← 𝑚𝑖𝑛⏟
𝑖∈(𝑎,𝑏,𝑐,𝑑) | 𝐼[𝑖]=1

(𝐿(𝑖))  ,     𝐼𝑓  𝐼[𝑒] = 1 ,   

     𝑎𝑛𝑑  ∃𝑖 ∈ (𝑎, 𝑏, 𝑐, 𝑑) 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡  𝐼[𝑖] = 1 
(2) 
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3. Experiments  
 

In this section, we test the success of the Connected 
Pixels Image Smoother Filter (CPF) in smoothing images 
using Test Images. The Test Images used are 8-bit RGB 
with dimensions of 512x512 pixels. We compare the 
image smoothing capability of CPF to that of the Non-
Local Mean Filter [37, 38] for an unbiased review. The 
smoothing parameter of NLMF is optimized using BSD 
[39] so that the MSE values calculated between the 
original image and the smoothed images calculated by 
CPF and NLMF are the same. Bernstein-Search 
Differential Evolution (BSD) is a nature-inspired 
optimization algorithm that is widely used for solving 
complex problems in various fields such as engineering, 
finance, and artificial intelligence. BSD combines the 
concepts of Bernstein polynomials and Differential 
Evolution to improve the search process for finding the 
optimal solution. BSD uses a population-based approach 
where each individual represents a candidate solution, 
and the optimization process involves generating new 
candidate solutions through mutation and crossover 
operations. BSD has shown significant improvements in 
convergence speed and solution quality compared to 
traditional optimization algorithms. Overall, BSD is a 
powerful optimization technique that can be used to 
solve a wide range of problems efficiently.  

The Anisotropic Diffusion filter [40] is an image 
processing technique used to enhance images by 
reducing noise while preserving edges. It works by 
diffusing the image while applying less diffusion to edges 
and more diffusion to flat regions. This helps to remove 
noise without blurring edges, resulting in a sharper and 
clearer image. The degree of diffusion is controlled by a 
parameter called the diffusion coefficient, which can be 
adjusted to achieve the desired level of smoothing.  
Anisotropic diffusion is commonly used in computer 
vision, medical imaging, and other applications where 
image clarity is important. The image smoothing 
performance of CPF and Anistropic Diffusion is tested 
using the Susskind Test Image and the results are shown 
in Figure 4.  

CPF produced better results than Anistropic Diffusion 
even in edge regions. 

The Non-Local Mean Filter (NLMF) is a popular image 
denoising technique used to reduce noise while 
preserving edges and details. Unlike traditional filters 
that operate on a pixel-by-pixel basis, NLMF considers 
the entire image when calculating the similarity between 
patches of pixels. By comparing similar patches, the filter 
can identify and remove noise while preserving image 
structure. The algorithm is computationally expensive, 
but several optimizations have been proposed to 
improve efficiency. NLMF has been successfully applied 
to a variety of image processing tasks, including video 
denoising, image deblurring, and super-resolution. NLMF 
has three parameters: 'win1', 'win2', and 'S'. 'win1' and 
'win2' denote the match and search window sizes, 
respectively, while 'S' represents the smoothing 
parameter.  Within this section, the notation NLMF 
(win1, win2, S) will be employed to denote the Non-Local 
Means Filter along with its corresponding parameters. 
Similarly, the notation CPF (win, T) will be utilized to 

represent the Constrained Parametric Filters along with 
its associated parameters. In the experiments carried 
out, Mean Squared Error (MSE) and Structural Similarity 
Index (SSIM) were used to measure the similarities of 
NLMF and CPF with the original image.  

 
 

 
Figure 4. Comparison of CPF and Anistropic Diffusion 

for the same MSE values on Susskind Test Image (Please 
use zoom in to see details in the image) 
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Figure 5. Comparison of CPF and NLMF for the same MSE values on Test Images (Please use zoom in to see details in the 

image) 
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MSE is a statistical measure that calculates the 
average of the squared differences between predicted 
and actual values. It is commonly used to evaluate the 
performance of regression models. The equation for MSE 
is given in Equation 3: 
 

MSE =
1

M ⋅ N
∑ ∑(Ai,j − Bi,j)

2
N

j=1

M

i=1

 (3) 

 
where “M” and “N” denote the 2D image size in pixels, 

and “A” and “B” denote the original and the smoothed 
images, respectively.  

SSIM is a metric used to measure the similarity 
between two images. It compares the structural 
information of the images, including luminance, contrast, 
and structure, to determine the similarity.  SSIM values 
range from -1 to 1, with 1 indicating a perfect match 
between the images. The formulation of the SSIM is given 
in Equation 4. 
 

SSIM =
(2μxμy + C1)(2σxy + C2)

(μx
2 + μy

2 + C2)(σx
2 + σy

2 + C2)
 (4) 

 
𝜇𝑥: The pixel sample mean of x. 
𝜇𝑦: the pixel sample mean of y. 

σx
2: The variance of x. 

σy
2: The variance of y. 

σxy: The covariance of x and y. 

C1=(𝑘1 ⋅ 𝐿)2 , C2=(𝑘2 ⋅ 𝐿)2  : two variables to stabilize the 
division with weak denominator; 
𝐿: the dynamic range of the pixel-values. 
𝑘1 = 0.01𝑘2 = 0.03 
 

SSIM has valuable properties, including indiscernible 
identity and symmetry. It's not a distance function 
because it doesn't fulfil triangle inequality or non-
negativity. Yet, it can transform into a normalized root 
MSE measure that works as a distance function under 
certain conditions. The function's square is locally 
convex and quasiconvex, allowing for optimization. 
Please see [41] for the meanings of the symbols used in 
Equation 4. The experimental results for the test images 
using CPF and NLMF are shown in Figure 5. Upon 
examining Figure 5, we can conclude that while both 
methods yield the same MSE value, NLMF produces 
results that are over-smoothed, leading to partial loss of 
detail.  In contrast, CPF produces images that are 
relatively smoother and of higher quality as measured by 
SSIM values, compared to NLMF. 

 
 

4. Results and Conclusion 
 

In digital image processing, the accurate 
identification and analysis of objects depend significantly 
on the connectivity of pixels. This concept plays a vital 
role in object recognition and segmentation in various 
domains, such as medical imaging and video surveillance. 
Image smoothing also plays a crucial role in reducing 
noise and enhancing details, thereby improving the 
visual quality in applications such as medical imaging, 

video processing, and computer vision. Without 
considering the connectivity of pixels and employing 
image smoothing techniques, image processing tasks 
would be challenging and less reliable. 

In this paper, a novel image smoothing filter based on 
gray connected pixels, termed CPF, is proposed. The 
experimental results demonstrate that CPF outperforms 
the widely used non-local means filter (NLMF) in terms 
of detail preservation while having the same mean 
square error (MSE) values. Thus, CPF can be considered 
as a valuable tool for various image processing 
applications. 

Some advantages and disadvantages of the CPF are 
given below: 

 
1. Since the structure of the CPF is very simple, it can be 
easily adapted to different applications. 
2. CPF is a non-recursive, non-iterative and non-linear 
image smoothing method. 
3. Smoothed images produced with CPF contain 
relatively more details. 
4. The speed of CDF, like NLMF, is dependent on the 
sliding window size. 
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 The village house located in the Mersin Kanlıdivane archaeological site is one of the oldest 
settlements in the ruins, built in the second century. The house is mainly built of a yellowish 
beige limestone. This stone, which is the main material of the building, shows many 
deterioration patterns today. The aim of the study is to determine the dominant deterioration 
pattern of the stones in the village house structure in the Mersin Kanlıdivane archaeological 
site and to investigate the source of the deterioration. In order to investigate the deterioration 
patterns in the structure, the images obtained by UAV photogrammetry were interpreted and 
the types of deterioration were mapped. In the study, it is seen that even the types of material 
problems based on the smallest detail can be determined based on virtual visual inspection, 
thanks to UAV photogrammetry, without observing the structure in situ with UAV 
photogrammetry. The findings obtained in the study shows that the color change and surface 
loss deterioration on the stone surfaces has reached advanced levels as a result of the 
structure's exposure to the strong climate-induced sun and water effects for centuries. The 
results of the study show that the main damage observed on the stone surface of the structure 
is caused by the erosion by the effect of water. Restoration methods should be tried to 
stabilize the deterioration and replace the most degraded stones. It is recommended to use 
water-repellent surface coatings to protect the natural stone, especially against the intense 
water effect in the building. 
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1. Introduction  
 

Natural stone is one of the oldest building materials. 
The majority of cultural heritage structures in the world, 
such as the Ancient City of Petra in Jordan, the Temples 
of Luxor in Egypt, the Ancient City of Nimrud in Iraq, are 
made of stone. Historical stone structures are important 
in terms of reaching values such as the living spaces, 
aesthetic concerns and beliefs of past societies to the 
present. However, these cultural heritage values are 
threatened by various deterioration processes due to 
natural or anthropogenic reasons [1]. 

Water-related damages are reported as the most 
common problems affecting stone monuments in the 
world. Various findings have been obtained in many 
studies on the corrosive effects of rainwater. A study 
conducted on sandstone material by [2] was reported 
that pitting formed in the stone material in contact with 
rain water. Bonazza et al. [3] reported that rainwater has 

a corrosive effect even at low exposures, especially on 
carbonated stones. Gulotta et al., [4] reported that there 
is intense erosion on the marble in the parts exposed to 
atmospheric water. Winkler [5] reported that the facade 
walls exposed to rain water in marble and limestones 
occured significant erosion, while the facade walls on the 
protected side were less damaged. In addition, it has 
been emphasized by many studies that long term effect 
of stone material with water causes erosion, especially in 
architectural structures such as fountains built of 
carbonate stone [6-8]. Germinario et al. [9] reported that 
the siltstone material can be completely disintegrated by 
the action of water. In addition, it has been reported that 
the stone has got colour of change when stones exposed 
to water long terms [10-13]. Gulotta et al. [14] reported 
that the water effect causes as spalling, fragmentations, 
pitting due to the structure of the minerals in the 
serpentinite stone. 

https://orcid.org/0000-0001-8582-4612
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Other situations in the literature caused by the effect 
of water were reported as mass loss problems in stones 
exposed to cycles simulating sunlight, evaporation, 
condensation [15-23]. Lubera [24] reported six stone 
types (fine-grained conglomerate, breccia, limestone, 
sandstone, amphibolite, and two granites) in the study, 
with the effect of water about 6% in breccia samples, 
0.5% in limestone and 4% in fine-grained conglomerate 
samples. The study reported that there was a mass loss 
below 0.3% in other samples.  In addition, the various 
studies is emphasized that the acidity of water tends to 
increase over time due to atmospheric pollutants in 
stone structures, which further increases erosion in 
stones [25-26]. 

In order to ensure the sustainability of the buildings, 
the deterioration of the stone structures should be 
documented firstly. Conservation recommendations 
should be made by experts with reference to correct 
documentation. Nowadays, modern technologies should 
be used in documentary works which made by architects 
[27-29]. Different methods are used in order to be 
documented, protected and introduced of these 
monuments [30-31]. Today, technologies such as 
photogrammetry and laser scanning techniques are used 
to document the material problems of a cultural heritage 
property. The use of three-dimensional visualization 
techniques is also becoming more popular day by day. 
Laser scanning is an object-contact technology that 
digitally captures the shape of physical objects using 
laser light. 3D laser scanners collect "point clouds" as 
data from the surface of an object [32-34]. These 
techniques provide more realistic visualizations than 
graphic-based object models [35-38]. In addition, the use 
of Unmanned Aerial Vehicles (UAV) provides great 
convenience for documenting material deterioration 
problems. Unmanned aerial vehicle is a very useful tool 
for documenting the structure and material problems 
without touching the object [39-42]. 

UAVs have become more accessible to individual 
users due to their low cost, flexibility, ease of use and 
readiness for implementation [43-45]. The use of UAVs 
in cultural heritage studies is becoming more and more 
common. It enables fast, accurate and low-cost data 
collection, especially in areas where access to structures 
is difficult [46]. In the literature studies conducted to 
evaluate material damage by using unmanned aerial 
vehicles (UAV) reported that the benefits of unmanned 
aerial vehicles (UAVs) in identifying material 
deterioration in structures [47-50]. Pepi et al. [51] 
investigated the material deterioration of a stone bridge 
by UAV and photogrammetric methods. The study 
reported that damage can be detected quickly from the 
images obtained. Material deterioration such as cracks, 
microcracks, material loss problems can be easily 
documented and mapped by this method. In addition, the 
results of the study emphasized that the method 
provides significant advantages by reducing time for 
documantation. Duque et al. [52] conducted a study using 
UAV for damage assessment (crack lengths, thicknesses, 
and rust-stained areas) of a wooden bridge in South 
Dakota. In the results of the study stated that high quality 
images were obtained to measure bridge damage. In 
addition, damage level classification based on the UAV 

image can be created based on the damage levels wiht the 
details in the images obtained. Khaloo et al. [49] used 
UAV to observe the damage in a bridge and reported that 
missing bolts, damaged beam connections and defective 
beams could be detected from the data obtained from the 
results. In addition, the reported that damages can be 
detected in a shorter time and without the risk of injury 
compared to the traditional method. Kim et al. [50] 
reported that they were able to measure concrete cracks 
from images captured by a UAV, and the method gave 
accurate results for cracks with a thickness greater than 
0.1 mm. Harrington [53] reported that sufficient high-
quality images can be obtained from the images obtained 
by UAV in damage detection. The study reported that 
these data can be used for crack length, thickness and 
rust-stained area measurements and the UAV-image-
based method reduces time, expense and safety risk. 

In summary, several studies have reported that UAVs 
have many potential benefits in detecting material 
problems. The aim of the study is to determine the 
problems of the stone material in a historical village 
house in Mersin Kanlıdivane archaeological site. The 
village house located in the Mersin Kanlıdivane 
archaeological area, which is the subject of the study, was 
built in the second century. It is one of the oldest 
settlements in the ruins. The house was built from a 
yellowish beige limestone. This stone, which is the main 
material of the building, shows many deterioration 
patterns today. In order to investigate the deterioration 
patterns in the structure, the images obtained by UAV 
photogrammetry were interpreted and the types of 
deterioration were mapped. In the study confirmed that 
even the smallest detail-based material problems can be 
detected, based only on virtual visual inspection, by using 
UAV. 

In this context, the location and history of the building 
were explained first. In the next stage, UAV researches 
for the determination of material problems are included. 
In the next stage, the findings are explained and in the 
conclusion section, conservation suggestions are 
presented for the detected deteriorations. 

 

2. Material and Method 
 

2.1. Study area 
 

Kanytella, which remained within the borders of 
Rough Cilicia in Antiquity, is known by its current name 
as Bloody Divane. The area is one of the largest 
archaeological sites in Mersin [54]. The ruins of 
Kanlıdivane consist of a sinkhole that is widely seen and 
believed to be sacred around Mersin and Silifke, and 
religious places, houses, roads, olive oil production 
workshops, cisterns, tower and necropolis around it. The 
settlement activities, which started from the Hellenistic 
Period (3rd century BC), continued uninterruptedly until 
the Late Antiquity (7th century AD). The village house, 
which was examined as a case study in the study, is 
located in the Mersin Kanlıdivane archaeological area. 
The building is dated to the 2nd century AD, based on 
other structures in the archaeological area. Thanks to its 
building architecture, it is only the most magnificent 
house of the archaeological site. Like other structures in 
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the area, the village house was built mainly with 
yellowish-beige limestone. Currently, this stone shows 
many deterioration features in all structures in the area, 
especially in this structure [55] (Figure 1). Therefore, the 
main purpose of our research is to determine the main 
weathering patterns of the limestone used in the field 

and to investigate the causes of its deterioration. For this 
purpose, UAV photogrammetric survey of the village 
house was conducted. The data obtained were 
interpreted and analyzed. The results of field and 
descriptive analysis studies are given in the findings. 

 

 
Figure 1. The location of the historical village house in the archaeological site 

 
This study consists of two stages: field and office 

work. The phases of on-site examination of the study 
area, photographing and taking images of the mausoleum 
with an unmanned aerial vehicle constitute the field 
study phase. During the office work phase, the data taken 
from the unmanned aerial vehicle was transferred to the 
computer environment, interpreted and processed. The 
images collected in the field by the UAV method were 
transferred to the computer in the office environment. 
The types of material degradation from the images 
obtained were defined using the illustrated dictionary 
published by ICOMOS [56]. 

Identified material deteriorations were mapped by 
dividing them into classes on the basis of stone structural 
elements in masonry structures. In the literature, the 
structural elements seen in masonry structures are 
defined as vertical carriers, horizontal carriers, stairs, 
wall cavities and auxiliary elements [57]. Vertical 
carriers in the building are defined as pillars, columns 
and walls. There is no use of pillars or columns in the 
building. Horizontal carriers from the building elements 
are defined as floors. Flat flooring is used in the building. 
The auxiliary elements in the structure are; gargoyles are 
defined as ornaments and moldings. 
 
2.2. UAV photogrammetry 

 

UAV is a platform that can fly manually or 
autonomously without the need for a pilot. It has been 
frequently used in various engineering projects in recent 

years. landslide modeling, landslide inventory map 
creation [58], shoreline determination [59], pond volume 
determination [60], historical monument modeling [61], 
degradation of historical buildings [62], settlement 
modeling and discordance plane extraction [63] has been 
successfully applied in their projects. By using the UAV 
can obtain data without touching the object. This ensures 
that the original state of the object or land remains intact 
[64]. Through the datas can be seen the current state of 
the land or an object with high sensitivity and resolution 
[65-67]. 
 
2.3. Fieldwork 
 

At this stage of the study, necessary permissions were 
obtained to fly in the Kanlıdivane region, which is the 
study area. Then, the flight altitudes at which the images 
will be taken around the grave were determined. Images 
were captured manually with the Parrot Anafi HDR 
Drone (Figure 2). Its technical specifications are shown 
in Table 1. 

Every detail of the structure was tried to be captured 
by flying first at low altitude and then at high altitude. 
The lower the flight, the clearer the image will be [68]. A 
total of 101 photos were taken. The camera was 
calibrated beforehand and no changes were made in the 
parameters. A smartphone was used together with the 
remote control during the photo shoot. Free Flight 6 and 
Pix4D Capture applications have been installed in order 
for the smartphone and the remote to work integrated. 
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Figure 2. Anafi Parrot 

 
Table 1. Technical properties of Anafi 

Feature Numeric value 
Controller weight  386 g 

Battery weight  126 g 
Number of batteries  4 

Max. horizontal speed  15.2 m/s 
Max. vertical speed  4 m/s 

Flight time  25 min 
Max. wind resistance  13.9 m/s 

Max. distance  4000 m 
Operating temperature -10…40 C° 

 
 

2.4. Office-work 
 

After the completion of the image acquisition within 
the scope of the field work, the office work phase was 
started. First of all, the data obtained from the field were 
transferred to the computer environment. Data 
processing was done in Agisoft Metashape program. The 
office work, which started after half a day of field work, 
was completed in one day. All the photos taken were used 
in the documentation process. 
 

3. Results  
 

3.1. Deterioration in vertical carriers 
 

In the literature, vertical carriers of building elements 
in masonry structures are defined as feet, columns and 
walls. There is no use of pillars or columns in the 
building. The deteriorations seen in the walls in the 
building were determined as change of colur, surface loss 
and pollution of surface. Change of colour due to water 
effect was observed in the parts close to the ground on 
the south façade of the building. On the upper parts of the 
façade, pollution of surface, which is a gray dirt layer 
formed on the stone as a result of the air pollutants 
created by the fires in the environment, can be seen 
(Figure 3). 
 
 

 
  

  
Figure 3. Change of color on the south facade (a), contamination of surface (b), contamination surface (c) 
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There is a gargoyle on the northern façade of the 
building. This gargoyle is the system that collects the rain 
water reaching the structure and removes it from the 
structure. Since the sunbathing time is shorter on this 
facade of the building compared to the other facades, the 
rain water that comes into contact with this facade 
remains in the inner body of the stone for a longer time 
without evaporation. For this reason, the color change in 

the structure of the stone caused by rain water on this 
facade is more than the other facades, and it formed as an 
orangish color (Figure 4). 

Change of color and contamination of surface 
material problems were encountered on the western 
façade of the building (Figure 5). 

Pollution of surface was detected on the eastern 
façade of the building (Figure 6). 

 
 

 
 

   
(a) (b) (c) 

Figure 4. Stone material problems on the north facade: a) pitting, b) change of color c) contamination of surface 
 

 
 

Figure 5. Change of color on the west facade (a), 
surface contamination (b) 

Figure 6. Pollution of surface 
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3.2. Deterioration in horizontal carriers 
 

In the literature, horizontal carriers from building 
elements in masonry structures are defined as floors. Flat 
flooring is used in the building. There is no deterioration 
in the flat floor (Figure 7). 
 

 
Figure 7. The flat floor seen in the building  

 
 
3.3. Deterioration in auxiliary elements 
 

In the literature, auxiliary elements of building 
elements in masonry structures; gutters are defined as 
ornaments and moldings. There is surface loss in the 
gutters seen on the facade of the building (Figure 8). 
 

 
Figure 8. Surface loss in gutters in the structure 

 
4. Discussion 
 

The main purpose of the study is to determine the 
deterioration patterns of the stones in the historical 
village house in the Mersin Kanlıdivane archaeological 
area and to investigate the source of the deterioration. In 
order to investigate the deterioration patterns in the 
structure, the images obtained by UAV photogrammetry 
were interpreted and the types of deterioration were 
mapped. The research conducted in the historical village 
house with UAV photogrammetry enabled many images 
with high resolution to be taken, including orthophotos 
of the plans and façades of the building. With the UAV 
photogrammetry method, it was possible to detect even 

the types of material problems based on the smallest 
detail, based only on virtual visual inspection, without an 
on-site observation of the structure. The results shows 
that the damage can be detected quickly based on the 
visual inspection of the images obtained using UAVs. It 
has been determined that the deteriorations can be 
mapped using these images and the method used 
provides significant advantages in the detection of 
material deterioration by reducing the working time 
[49,51].  

Another important finding is that material problems 
detected in the maps produced from the data obtained 
from the UAV method in the structure is change of color, 
surface loss and surface contamination. Change of color 
was detected in a large part of the structure. There is a 
gutter on the north façade of the building. The water 
accumulated by the rain in the structure is removed from 
this gutter. It is understood that the water flowing from 
the gutters rises from the ground and enters the interior 
of the body walls. For this reason, it is seen that the 
change of color decay patterns occurs more on the stones 
in contact with the ground and on the northwest sides 
compared to protected area from the sun. This finding 
supports studies stating that stones exposed to water 
change of color due to various external factors or the 
structure of the stone [9-13, 69]. 

On the east and west surfaces exposed to strong 
winds, mainly stone material occurs damage. It is seen 
that the change of colour problem, which is advanced on 
all façades, is more common on the south façade. It is 
predicted that this situation is due to the long sunbathing 
period on the south façade. The rapid evaporation of the 
water entering the inner surface of the wall caused color 
changes due to the structure of the stone. Winkler [5] 
supports that the exposed side of the limestones shows 
significant erosion, while the erosion occurs less on the 
protected side. For this reason, there are problems 
related to the corrosive effects of water, especially on the 
north facade. This finding supports studies that indicate 
erosion in stones exposed to water [3,14,70]. 

In addition, the water flowing from the gutters on the 
north façade caused pitting problems by damaging the 
stone material at the points of direct contact on the 
façade. Waragai & Hiki [70] confirms the phenomenon of 
pitting in stone materials in direct contact with water, 
which they obtained in their study results. The results 
confirm the findings of various studies that the stone 
material causes erosion, especially in fountains built of 
carbonate stone, as a result of constant contact with 
running water [6-8]. 

Another result is that the gray layer, which is seen in 
the form of surface pollution on the facades, may be 
caused by the fires that people set to clean the bushes. It 
is known that the residents of the area carried out 
stubble burning in order to clear the bushes around the 
building. This situation caused the formation of a gray 
layer on the walls of the building. It is remarkable that the 
gray layer is excessive on the façades except the south 
façade, where the water stays on the wall for a long time. 
This situation shows that the water evaporates faster 
from the wall of the building due to the sunshine duration 
on the south façade, causing a change of color. On the 
north façade, as the water stays in contact with the body 
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wall more and evaporates slowly, the black layer caused 
by the fire smoke on the façade is less cleaned and forms 
a crust. This determination was made by de Azcona et al. 
[25] support the fact that the acidity of water tends to 
increase over time due to the atmospheric pollutants 
obtained in the results of the study, which further 
increases the erosion and change of colour in the stones.  

Another important finding is that the gray layer seen 
in the form of surface pollution on the facades is thought 
to be caused by the fires that people lit to clear the 
bushes. It is known that the residents of the area carried 
out stubble burning in order to clear the bushes around 
the building. This situation caused the formation of a gray 
layer on the body walls of the building. It is remarkable 
that the gray layer is excessive on the façades except the 
south façade, where the water stays on the wall for a long 
time. Based on this situation, it is predicted that due to 
the sunshine duration on the south façade, the water 
evaporates faster from the wall of the building and 
causes a color change in this situation. On the north 
façade, the water stays in contact with the wall more. In 
this case, the fact that the water evaporates more slowly 
from this façade is less able to clean the black layer 
caused by the fire fumes on the façade and forms black 
crusts. This determination was made by de Azcona et al. 
[25], the fact that the acidity of water tends to increase 
over time due to atmospheric pollutants, which further 
increases the erosion and discoloration of stones. 

 

5. Conclusion  
 

In the study presented, UAV photogrammetry was 
used to investigate the stone decay patterns of the village 
house, which is a historical masonry building in Kanlı 
Divane, one of the largest archaeological sites in Mersin, 
and the deterioration types were mapped by interpreting 
the images obtained. The results shows that the main 
damage observed on the stone surface of the structure is 
due to the erosion by the effect of water. It is seen that 
the change of color and surface loss decay types on the 
stone surfaces have reached advanced levels as a result 
of exposure to the strong climate-induced sun and water 
effects for centuries. Restoration methods should be 
tried to stabilize the deterioration and replace the most 
damaged stones.  

To clean surface pollution deterioration, to increase 
the stone's resistance to environmental pollution and to 
prevent subsequent exposure to weathering, treatment 
should be considered. Firstly, stubble burning processes 
in the environment, which will eliminate the main reason 
for this process, should be prohibited and prevented. 

In addition, in this study, it is important to create a 
database containing the hydromechanical and thermal 
properties of limestone in order to protect the village 
house and other structures in the Kanlıdivane 
archaeological site area. Given ICOMOS code principles 
such as compatibility, reversibility and durability, these 
data can be used as a reference level to define 
requirements for the selection of restoration materials, 
mortars, replacement stones, surface protection and 
reinforcement products. Secondly, it is recommended to 
replace the deteriorated masonry stones to 
decontaminate and consolidate the affected stones. 

Third, a systematic approach should be taken to select 
suitable raw materials for the formulation of compatible 
and durable repair and cleaning materials. The 
properties of the materials (especially new materials) 
used in restoration works and their compatibility with 
existing materials should be determined exactly. This 
should include long-term effects to avoid unwanted side 
effects. 

In addition, it is recommended to prepare a research 
plan that includes one-year monitoring of the 
microclimate, as well as tests and analyzes on the stone, 
in order to determine the damage process in the 
structure and to establish a solid foundation for the 
preservation of the structure. First of all, the stone type 
should be determined by macroscopic features and thin 
section microscopy, and the moisture distribution in the 
structure should be determined gravimetrically on 
samples taken at different heights and depths. The 
content and type of salt in the building stone should be 
determined by X-ray diffraction and ion chromatography 
[71]. 
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