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ABSTRACT

This article numerically investigates the taper ratio influence on the performance of three-di-
mensional (3-D) cavitating hydrofoils moving steadily under a free water surface. The pa-
per modifies and expands upon a previously developed iterative boundary element method 
(IBEM) to solve this problem. The fluid is assumed to be inviscid and incompressible and to 
have irrotational flow. All variables and equations have been made non-dimensional to achieve 
a consistent numerical scheme and very quick convergence. The IBEM iteratively solves the 
hydrofoil problem and free surface problem separately through the effects they have on each 
other via their potential values. Both the 3-D hydrofoil surface and the free surface have been 
modeled using a constant strength source and constant strength doublet panels. The meth-
od’s results were first validated against those regarding a tapered wing. Later, the model was 
applied to a tapered hydrofoil to investigate the effects of taper ratio on cavitating hydrofoil 
performance. The taper ratio has been found to cause a decrease in the drag coefficient on a 
cavitating hydrofoil, thereby causing an increase in the lift-drag ratio in an unbounded flow 
domain. The taper ratio also causes a slight improvement in the lift-drag ratio of the cavitating 
hydrofoil when moving under a free surface.

Cite this article as: Bal Ş. The taper ratio influence on the performance of 3-D cavitating
hydrofoils moving under a free surface. Seatific 2023;3:1:1–8.

1.	 INTRODUCTION

Calculating the hydrodynamic performance of hydrofoils 
has practical importance, particularly for high-speed foil-
assisted racing and sport boats (Pernod et al., 2023). The 
lift forces these hydrofoils produce can fully or partially 
support the weight of a marine vessel. However, cavitation 
can occur on these hydrofoils due to the high-speed flow 
and small submergence depths hydrofoils have below 
the free water surface. The taper ratio can also act as a 
significant geometric parameter on the hydrodynamic 
performance of these supporting appendages in terms of 
lift and drag forces and cavitation pattern on the hydrofoil 
surface. This study numerically investigates the effects of 

the taper ratio on cavitating three-dimensional (3-D) 
hydrofoils moving at constant speed under a free surface 
using the previously developed iterative boundary 
element method (IBEM).

Many studies in the past have investigated 3-D hydrofoils 
moving under (or even piercing) a free water surface with 
or without cavitation (Bal et al. 2001; Lee & Kerwin, 2003; 
Bal, 2007; Chen, 2012; Sun & Wu, 2022). Bal et al.’s (2001) 
study developed an iterative panel method based on Green’s 
theorem to solve the 3-D cavitating hydrofoil problem, 
applying a low-order panel method with free surface 
conditions. Lee and Kerwin’s (2003) study utilized a high-
order panel method based on B-spline fitting for the two-

http://orcid.org/0000-0001-8688-8482
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dimensional (2-D) fully submerged hydrofoil problem, but 
they included no free surface effects in their calculations. 
Still, the method was very successful at achieving lift 
forces. Bal (2007) applied a numerical scheme to solve 
the surface piercing hydrofoil problem that included the 
cavitation phenomenon in the calculations. That study also 
considered the effects from angle of attack. Meanwhile, 
Chen (2012) developed a novel vortex panel method for the 
potential flow around a 2-D hydrofoil partially submerged 
under a free water surface using an energy dissipation 
approach, with dissipative Green functions being employed 
in the proposed technique. Energy dissipation over a free 
surface has also been stated to cancel out the singularities 
of frequency domain integration in the Green functions. 
Sun and Wu (2022) presented another higher order panel 
method to solve the inviscid flow around a lifting body. 
Furthermore, different applications on 2-D bodies moving 
under free surface can also be found in Uslu and Bal 
(2008). Pernod et al. (2023) numerically investigated a 2-D 
submerged hydrofoil moving closely beneath a free water 
surface using the computational fluid dynamics (CFD) 
approach. They compared the results from experiments 
with those from other numerical methods and obtained 
good satisfaction between the CFD results and the 
experiments. Celik et al. (2014) also developed a new 
method for predicting cavity length on two-dimensional 
and three-dimensional hydrofoils using a potential-based 
boundary element method. For a given cavitation number, 
the cavity length on the surface of the two-dimensional 
hydrofoil was determined by considering the minimum 
error criterion among different cavity lengths, with the 
pressure recovery and termination wall models being 
employed as the cavity termination condition on each 
section. The agreement the results from this new model 
had with others was very satisfactory.

Meanwhile, tapered wings are well-known for generating 
low induced drag, thereby causing an increase in the ratio 
of the lift-to-drag coefficients (Anderson, 2016; Katz & 
Plotkin, 2001). Many experimental and numerical studies 
are found in the past to have occurred on the effects 
of the taper ratio of wings. This is a very old topic that 
had interested researchers. For instance, Wetzel (1955) 
experimentally studied the effects of the taper ratio on the 
lift, drag, and moment coefficients and showed the taper 
ratio to have a significant effect on the variation drag 
coefficient and lift coefficient at a particular Reynolds 
number. Another experimental analysis in a low-speed 
wind tunnel was performed to investigate the effects of the 
taper ratio on the aerodynamic performance of delta wings 
(Zhang et al., 2009). Their study included an analysis of 
delta wing models having taper ratios between 0-0.79 and 
varying with different aspect ratios. Their analysis results 
showed that wings with taper ratios less than 0.3 have 
constant lift coefficients, as well as delta wings with a taper 
ratio between 0.3-0.68 to have increased stall angle and 
maximum lift as the taper ratio increased. Guzelbey et al.’s 
(2019) comprehensive study was performed to investigate 
the effects of the taper ratio of wings on aerodynamic 

performance. However, all their studies on the taper ratio 
effect were done for air wings, not for hydrofoils. They did 
not consider how very critical the cavitation phenomenon 
can be for 3-D hydrofoils moving under a free water 
surface. This current paper modifies the previously 
developed numerical method (IBEM; Bal & Kinnas, 2002) 
for cavitating or non-cavitating hydrofoils operating 
under a free surface and extends it to 3-D hydrofoils 
with taper ratios. IBEM utilizes Green’s theorem (Green’s 
second identity) and defines an integral equation that is 
based on this theorem. The integral equation is divided 
into two parts: (i) the hydrofoil part, including its wake 
and cavity surface, and (ii) the free surface part. These 
two parts of problem are solved separately. The effects 
each part has on the other are included iteratively via 
their potential values. The results from the present IBEM 
have been validated with experiments and extensively 
compared with those from other numerical methods for 
different previous cases (Bal et al., 2001; Bal & Kinnas, 
2002, 2003). Another validation study that had not been 
done before has been added to the paper here. The method 
is then applied to a 3-D tapered hydrofoil. The effects from 
the taper ratio have been investigated regarding the lift 
and drag coefficients, as well as on the cavitation pattern 
and free surface deformations.
The following sections first summarize the mathematical 
model of the problem for the completeness of the paper and 
then introduces a short form for the numerical procedure. 
Afterward, the sections show the numerical results for a 
tapered hydrofoil and discuss the effects the taper ratio has 
on the results with and without cavitation. The paper then 
concludes with some remarks.

2.	 MATHEMATICAL MODEL

A cavitating hydrofoil below a free surface is subjected 
to a uniform inflow U as shown in Figure 1. The x-axis 
is positive in the direction of uniform inflow, the z-axis 
is positive upwards, and the y-axis completes the right-
handed coordinate system. The origin is located on 
the intersection point of the mid-span and mid-chord 
lengths. The undisturbed free surface is located at z = h. 
The fluid is inviscid and incompressible, and the flow field 
is irrotational and steady. All variables and equations are 
non-dimensional. U and cm are employed for this, where cm 
is the mean chord length equal to the average of the croot and 
ctip values. Figure 1 shows the croot (root chord length) and 
ctip (tip chord length). The mathematical model has been 
previously explained in detail (Bal et al., 2001; Bal & Kinnas, 
2002) and will explained in brief here for the completeness 
of the paper.
The perturbation potential ϕ(x, z) and the total potential 
Φ(x, z) should satisfy Laplace’s equation (equation of 
conservation of mass) in the fluid domain:
∇2 Φ=0 and ∇2 ϕ=0� (1)
The perturbation potential ϕ should also satisfy the 
following boundary conditions:
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1.	 Kinematic boundary condition on the hydrofoil surface: 
The total velocity normal to the hydrofoil surface should 
be zero:

∂ϕ	 |n→| 
∂n =–	  on SHcm �

(2)

where n→ is the unit normal vector on the hydrofoil surface 
and its direction is toward the water. SH represents the 
hydrofoil surface.
2.	 Kutta and wake conditions: The Kutta condition forces a 

finite velocity at the trailing edge of the hydrofoil along 
its span-wise direction:

∇ϕ=finite; at the trailing edge� (3)
The force should be zero at the wake surface. The wake 
surface is assumed to be constant at z=0. The dipole strength 
at the trailing edge is transferred to the wake surface. thus 
ensuring the zero pressure jump on the wake surface. Eq. 
(3) can then be reduced to an iterative Morino’s Kutta 
condition as shown in Kinnas and Hsin (1992) as:
ϕ+–ϕ–=Δϕw� (4)
where ϕ+ and ϕ– are the potential values at the respective 
upper and lower sides of the hydrofoil trailing edge. Details 
on this condition can be found in Kinnas and Hsin (1992).
3.	 Dynamic boundary condition on the cavity surface: The 

pressure should be equal to pc (vaporize pressure of water) 
on the cavity surface. Applying Bernoulli’s equation, the 
total velocity qc can be given as in Kinnas and Fine (1993):

qc /U=√1+σ� (5)
where σ is the cavitation number defined as:
					      		
σ=  

p-pc
1 
2 ρU2 � (6)

Here, p is the sum of the atmospheric pressure (patm) and 
the static pressure (ρgh) far upstream.

4.	 Cavity closure condition: The cavity is forced to close at its 
trailing edge (see Kinnas & Fine, 1993). In addition, the 
cavity detachment point is assumed to be the leading edge 
of the hydrofoil. This study applies the fixed cavity number 
solution, which assumes that the cavity number is known 
and that the cavitation length (cavity volume and cavity 
planform) must be determined using an iterative technique. 
Details again can be found in Kinnas and Fine (1993).

5.	 Linearized free surface condition: If the kinematic and 
dynamic free surface conditions are combined together 
and the higher-order terms are neglected, the following 
linearized free surface equation in non-dimensional 
form is obtainable as:

∂2ϕ	 ∂ϕ
∂×2 +Frc

–2		

∂z 
=0 on z=h

�
(7)

Here, Frc is the Froude number 
(Frc = 	 U	 )

√gcm , which is based 
on the mean chord length, and g is the force of gravity. The 
corresponding wave elevation in linearized form is also 
obtainable as:	
ζ =–Frc

2 ∂ϕ
∂x � (8)

Note that ζ is the non-dimensional wave elevation.
6.	 Radiation condition: Upstream waves should not be on the 

free surface. This means that the first and second derivatives 
of the perturbation potential with respect to x are equal to 
zero for the upstream region on the free surface, which has 
been demonstrated in Bal and Kinnas (2002) as:

∂2ϕ	 ∂ϕ
∂x2  =		∂x =0 as x → –∞� (9)

3.	 THE NUMERICAL APPROACH USING IBEM

According to Green’s third identity, the perturbation 
potential on the hydrofoil surface, its wake, and the free 
surface can be given as follows:

2πϕ=  ∫    SH+SFS
(ϕ ∂G – ∂ϕ G) dS+  ∫    

SW
 
ΔϕW ∂G dS

∂n		 ∂n	 ∂n+ �
(10)

where SH, SW, and SFS are the respective boundaries of the 
hydrofoil surface, the wake surface, and the free water 
surface. G is the Green function, and G=1/r, with r being 
the distance between the singularity point and field point. 
∆ϕW is the potential jump across the wake surface as given 
in Eq. (4), and n+ is the unit vector normal to the wake 
surface pointing upwards. The present study has modified 
the iterative method presented mainly in Bal et al. (2001) 
and applied it to solve Eq. (10). The problem here is divided 
into two isolated parts: (1) the hydrofoil part, including its 
wake and cavity surface, and (2) the free surface part. After 
making some modifications and applying the kinematic 
boundary condition to the hydrofoil surface and the 
linearized free surface condition to the z = h plane, Eq. (10) 
can be divided into two integral equations:

2πϕH=∫ SH
(ϕ ∂G 

		 ∂n 
+nxG)dS+∫

SH 
ΔϕW 

∂G
 

			 
∂n+

 

dS+4π(ϕFS)� (11)

2πϕFS=∫
SFS

(ϕ ∂G 
		 ∂n +Frc

2

  
∂2ϕ

         ∂x2 G)dS+4π(ϕH) � (12)

Figure 1. Coordinate system for the 3-D cavitating hydro-
foil problem. Only half of the hydrofoil, its wake, and free 
surface are shown due to the property of symmetry.
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Here, nx is the x component of the normal vector on the 
hydrofoil surface. Integral Equations (11) and (12) can be 
solved iteratively using a low-order panel method. The 
potentials ϕH and ϕFS can be updated during the iterative 
process. The hydrofoil surface and free surface are discretized 
into small rectangular panels with constant strength source 
and dipole distributions. The discretized integral equations 
produce two matrix equations with unknown potentials 
and can be solved by any matrix solver. The iterative method 
presented here has two main advantages: 

1.	 Solving for each sub-problem is easier to organize than 
solving the full problem, and

2.	 Each sub-problem requires less computational cost 
(time and memory) than the cost for solving the full 
problem. Therefore, the total computational time and 
memory using the iterative process is less than the cost 
of solving the full problem.

The details for this IBEM can be found in Kinnas and Bal 
(2002).

4.	 NUMERICAL RESULTS 

The present IBEM has already been validated extensively 
by comparing the results with experimental data and other 
numerical methods, as given in Kinnas and Fine (1993) and 
Bal et al. (2001). Firstly, another validation study has been 
performed here. The results using the current IBEM have 
been validated with the experiments for a tapered wing in 
Cahill and Gottlieb (1950). The tapered wing conforms to 
the NACA 65A006 airfoil section (Abbott and Doenhoff, 
1959). The dihedral angle and twist angle are both zero, 
while the taper ratio (ctip/croot) is 0.6. Other non-dimensional 
geometrical parameters are given in Table 1.

The total number of panels used on the hydrofoil surface 
is 80×80=6,400, with the number of panels in the x and 
y directions being 80 and 80. The full cosine spacing 
technique has been applied both in the chordwise and 
spanwise directions. No free surface effect or cavitation 
was considered for this particular case. Figure 2 shows the 
panels used on the full wing with an x-z view of the wing. 
Figure 3 also shows the lift coefficient and induced drag 
coefficient (CL=  	

L
1 
2 ρAU2

 CDind
=	  Dind

1 
2 ρAU2

 ; L = lift, Dind= induced 

drag due to lift, and A = planform area of the wing) in an 
unbounded flow domain for this study as well as for the 
experiments taken from Cahill and Gottlieb (1950). A lift 
coefficient of −0.01 at a 0º angle of attack was measured in 
the experiments. The possible reason for this may be the very 
small error introduced while trying to fix the wing’s angle 
of attack in the experiments. Therefore, the lift coefficients 
have been shifted by an amount of 0.01, which produces 
a zero-lift coefficient at α = 0° (0º angle of attack), as also 
suggested in Cetinkaya and Unal (2020). The agreement 
is very satisfactory up to angle of attack of 8°, beyond 
which discrepancies occur between the two results (i.e., 
experiments and IBEM) due to possible flow separation and 

vortices. The present IBEM has not modeled these physical 
phenomena. Note also that an α = 12º is the stall angle. The 
induced drag coefficient due to lift force has also been added 
to the same figure, with induced drag increasing more than 
the lift coefficient as angle of attack increases. In addition, 
the non-dimensional pressure distributions on the mid-
strip and tip strip have been demonstrated in Figure 4 at 
α = 5º. Here, c represents the local chord lengths, namely 
the mid-strip (section) chord length and tip strip (section) 
chord length. This shows the loading on the tip section of 
the hydrofoil to be decreasing as expected.

After this validation, two hydrofoils, namely a rectangular 
hydrofoil (taper ratio [TR] = ctip/croot=1) and a tapered 
hydrofoil (TR=3) have been selected to show the effects 

Table 1. Geometric details of the wing used in the 
validation study
Nondimensional span (s)	 2
Root (mid-section) chord (croot)	 0.625
Tip-section chord (ctip)	 0.375
Sweep Angle	 0º
Aspect ratio (AR=s2/Ar)	 4

Figure 2. Parameters and panels on the tapered hydrofoil 
used for validation.

Figure 3. Comparison of lift coefficients with experiments.
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the taper ratio has on the performance of the hydrofoil 
in an unbounded flow domain (no free surface effect). 
Both hydrofoils have the same aspect ratio of 5 (AR=s2/A; 
A=planform area of the hydrofoil). The planform areas 
of both hydrofoils are kept constant. They have no sweep 
angle and no dihedral angle. Twist angle is also zero. Both 

hydrofoils have the NACA 0012 sections. The angle of 
attack is fixed and taken as α=5º. The cavitation number is 
also fixed and equal to σ=0.7. The total number of panels on 
the hydrofoil surface is 80×80=6,400, with the number of 
panels in the x direction and y direction being chosen as 80 
and 80. The full cosine spacing, both in the chord direction 
and span direction, have been utilized for all the following 
simulations. Figure 5 shows both the rectangular hydrofoil 
and tapered hydrofoil.

First, the non-dimensional circulation distribution along 
the span direction for both the rectangular and tapered non-
cavitating hydrofoils are shown in Figure 6. TR=1:1 and 
TR=1:3 (TR meaning Taper Ratio) represent the rectangular 
hydrofoil and tapered hydrofoils, respectively. The loading 
on the tapered hydrofoil increases more compared to that 
of the rectangular hydrofoil. This is much clearer in Table 
2, which shows the lift and induced drag coefficients for 
the non-cavitating hydrofoils. Note that the lift coefficient 
and thereby the ratio of the lift coefficient to the induced 
drag coefficient increase slightly for the tapered hydrofoil. 
Next, the lift and the drag (induced+cavity) coefficients 
for cavitating hydrofoil (σ=0.7) were calculated, with 
the results given in Table 3. Note that the lift coefficients 
are almost same, but the ratio of the lift coefficient to the 
drag (induced+cavity) coefficient has increased for the 
tapered hydrofoil. This is due to the decrease in the drag 
(induced+cavity) coefficient. The cavity shapes on both 
hydrofoils for this particular case are also shown in Figure 
7. As can be seen in this figure, the cavitation formation has 
moved from middle region to the tip region. This is much 
clearer in Figure 8.

The free surface effects are then included into the 
calculations. The ratio of submergence depth of the 
hydrofoil below the free surface to the mean chord length 
is fixed and equal to h/cm=1.0. The mean chord length is 
defined as cm=(ctip+croot)/2. The lift coefficients for both 
the cavitating rectangular and tapered hydrofoils at the 

Figure 4. The non-dimensional pressure distribution on 
mid-section and tip section.

Figure 5. The rectangular (left) and tapered (right) hydro-
foils with panels used in the calculations.

Figure 6. Non-dimensional circulation distribution of rect-
angular hydrofoil and tapered hydrofoil with no cavitation 
and no free surface effects. Only half of the distributions are 
shown due to symmetry. 

Table 2. Lift and drag coefficients of both hydrofoils in 
unbounded flow domain

No	 Rectangular	 Tapered 
cavitation	  (TR=1:1)	  (TR=1:3)
CL	 0.3508	 0.3590
CDind

	 0.0086	 0.0087

CL/CDind
	 40.9	 41.3

Table 3. Lift and drag coefficients of both cavitating 
hydrofoils in unbounded flow domain

With	 Rectangular	 Tapered 
cavitation,	 (TR=1:1)	 (TR=1:3) 
σ=0.7 
CL	 0.3650	 0.3634
CDind

+CDcay
	 0.0214	 0.0184

CL/CDind
+CDcay

	 17.0	 19.8
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mean chord - based Froude number (Frc=0.8) are given in 
Table 4. Free surface causes an increase in lift coefficient 
as well as in drag coefficient (total drag coefficient is now 
equal to induced+cavity+wave) compared to those in the 
unbounded flow domain (Table 3) for this particular case. 
Meanwhile, the lift-to-drag ratio of the tapered wing is 
slightly better than that of the rectangular hydrofoil.
The cavity shapes due to the free surface effect on both the 
rectangular and tapered hydrofoils are shown in Figures 9 
and 10, respectively. As can be seen from these figures, the 

free surface causes longer cavity lengths for this particular 
case. Free surface behaves like a solid wall for this particular 
case, (Bal & Kinnas, 2002).
Figure 11 demonstrates the wave deformations on the 
free surface for both hydrofoils, showing the Kelvin wave 
system to have occurred. This can also be seen very clearly 
in Figure 12, which shows the Kelvin wave contours on the 
free surface for both the cavitating rectangular and tapered 
hydrofoils at α=5º, σ=0.7, h/cm=1.0, Frc=0.8.

4.	 CONCLUSION

A previously developed iterative numerical method has 
been made non-dimensional and extended to study the 
taper ratio effect on 3-D cavitating hydrofoils, with some 
extensive numerical results being presented. The iterative 
numerical method was first applied to a tapered rectangular 
hydrofoil for a validation study, and very good agreement 
has been found between the results from the present IBEM 
and those from the experiments. The numerical method 
was later applied to rectangular and tapered cavitating 

Figure 7. Cavity shapes for rectangular (up) and tapered 
(down) hydrofoils in unbounded flow domain. Only half of 
the distributions have shown due to symmetry, α=5º, σ=0.7.

Figure 8. Cavity planforms for rectangular and tapered hy-
drofoils in unbounded flow domain, α=5º, σ=0.7.

Figure 9. Cavity planforms for rectangular hydrofoil, α=5º, 
σ=0.7, h/cm=1.0.

Table 4. Lift and drag coefficients of both cavitating 
hydrofoils with free surface effect

With cavitation, σ=0.7,	 Rectangular	 Tapered 
Frc = 0.8, h/cm = 1.0	  (TR=1:1)	  (TR=1:3)
CL	 0.4178	 0.4294
CDind

+CDcay
+CDway

	 0.0359	 0.0350

CL/(CDind
+CDcay

+CDway
	 11.6	 12.3

Figure 10. Cavity planforms for tapered hydrofoil, α=5º, 
σ=0.7, h/cm=1.0.
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hydrofoils to predict hydrodynamic performance, with the 
following conclusions having been found:
1.	 Cavitation causes an increase in loading on the hydrofoil 

due to a virtual camber effect.
2.	 Cavitation causes an increase in lift coefficient as well as 

in drag coefficient. But the lift-to-drag ratio decreases 
drastically due to the increase in drag coefficient being 
much higher.

3.	 The taper ratio causes a decrease in the drag coefficient 
on a cavitating hydrofoil, thereby causing an increase in 
lift-to-drag ratio.

4.	 The taper ratio causes a slight improvement to the lift-
to-drag ratio for the cavitating hydrofoil moving under 
a free surface.

NOMENCLATURE

A	 : Planform area
AR	 : Aspect ratio
cm	 : Mean chord length
ctip	 : Chord length at tip
croot	 : Chord length at root (mid-section)
CDcav	 : Cavity drag coefficient
CDind	 : Induced drag coefficient due to lift
CDtot	 : Total drag coefficient
CDwav	 : Wave drag coefficient
CL	 : Lift coefficient
CP	 : Pressure coefficient
Dcav	 : Cavity drag
Dind	 : Induced drag
Dtot	 : Total drag
Dwav	 : Wave drag
Fr	 : Chord-based Froude number, Fr :U/(gcm)0.5
g	 : Gravitational acceleration
h	 : Submerged depth of hydrofoil below free surface
IBEM:	 Iterative Boundary Element Method
L	 : Lift force
 n→	 : Unit normal vector directed from hydrofoil to water
p	 : Pressure
pc	 : Cavity pressure
po	 : Reference pressure
qc	 : Velocity on cavity surface
s	 : Span
SC	 : Cavity surface
SFS	 : Free surface
SH	 : Hydrofoil surface
SW	 : Wake surface
tmax	 : Maximum thickness
U	 : Velocity of incoming flow
α	 : Angle of attack
Φ	 : Total potential
ϕ	 : Perturbation potential
ρ	 : Density of water
σ	 : Cavitation number
ζ	 : Wave elevation

Figure 11. Wave deformation on free surface for both hy-
drofoils; α=5º, σ=0.7, h/cm=1.0, Frc=0.8.

Figure 12. Kelvin wave contours on free surface for both 
hydrofoils; α=5º, σ=0.7, h/cm=1.0, Frc=0.8.
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ABSTRACT

This study establishes a variable-temperature heat reservoir endoreversible simple closed Bray-
ton cycle model for a nuclear power plant in space and derives its thermal efficiency (TEF) and 
power output (POW). The maximum POW (Pmax) for a fixed total heat transfer area of a radi-
ator panel and two heat exchangers (HEXs) is obtained by optimizing the area distributions 
( fH, fL, and fR) among the two HEXs and radiator panel, the double maximum POW (Pmax,2) is 
obtained by optimizing the inlet temperature (TLin) of the cooling fluid in the low temperature 
heat sink, and the triple maximum POW (Pmax,3) is further obtained by optimizing the thermal 
capacity rate matching (CWf /CH) between the heat reservoir and working fluid. When fH, fL, and 
fR, are optimized, Pmax increases by 4.33% compare to the initial POW (P); when TLin is furtherly 
optimized, Pmax,2 increases by 6.33% compare to P and increases by 1.86% compared to Pmax, 
with Pmax,3 increasing by 11.76%, 7.13%, and 5.17% compared to P, Pmax, and Pmax,2, respectively.

Cite this article as: Wang T, Chen L, Ge Y, Shi S, Feng H. Optimizing the power of a vari-
able-temperature heat reservoir Brayton cycle for a nuclear power plant in space. Seatific 
2023;3:1:9–18.

1.	 INTRODUCTION

In the face of the requirements of deep space exploration 
missions, establishing a high-conversion efficiency, 
reliable, and compact space-based power plant (SPP) that 
can respond to challenges has become necessary in recent 
years. Three ways presently exist for an SPP to provide 
energy: chemical, solar, or nuclear energy. Among these 
options, nuclear energy appears as a possible alternative 
for generating large amounts of energy long term and 
reducing fuel mass. Furthermore, the SPP would require 
the maximum power-to-mass ratio for space propulsion 
purposes. Therefore, a practical energy conversion 
system must strike a compromise between high 
conversion efficiency and compactness. This relationship 

must be balanced during the design process. The main 
components of SPP are divided into three parts: the 
reactor, the energy conversion device, and the radiator. 
The space energy conversion system can be separated 
into static (thermoelectric converter and thermionic 
conversion) and dynamic (Stirling, Brayton, and Rankine 
heat engines) components.

Due to the high power density, high conversion efficiency, 
stability, and reliability, the closed Brayton cycle and its 
combined cycles have been used in aircraft, the marine 
industry, power plants, and space-based power plants. 
Some scholars (Gonca & Sahin, 2016; Gonca, 2017a, 
2017b, 2018; Gonca & Genc, 2019;Gonca & Başhan, 2019; 
Gonca & Guzel, 2022) have optimized gas turbine cycles 
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(Gonca & Sahin, 2016; Gonca, 2017a, 2018), gas-mercury 
cycles (Gonca, 2017b; Gonca & Genc, 2019) and gas-steam 
combined cycles (Gonca & Başhan, 2019; Gonca & Guzel, 
2022) with exergetic (Gonca, 2017a, 2017b; Gonca & 
Guzel, 2022), exergo-economic (Gonca & Guzel, 2022) and 
thermo-ecological (Gonca & Sahin, 2016; Gonca, 2017a, 
2017b, 2018; Gonca & Genc, 2019;Gonca & Başhan, 2019) 
performances as the optimization objectives and analyzed 
the effects of different working fluids, turbine operations, 
and design parameters on cycle performances.

In order to establish a high conversion efficiency, reliable, 
and compact SPP, some scholars have introduced classical 
thermodynamics theory into the performance optimization 
of the closed Brayton cycle for SPPs (El-Genk & Tournier, 
2009; Liu et al., 2020; Wang et al., 2021a; Miao et al., 
2022; Toro & Lior, 2017). El-Genk and Tournier (2009) 
established a closed Brayton cycle model for SPP with an 
inert gas and binary mixture as a coolant and analyzed the 
influence of the working fluid (WF) on plant performance 
and turbine size. Their results showed that a cycle with an 
indirect closed Brayton cycle has higher thermal efficiency 
(TEF) than one with a single compressor and that the cycle 
TEF is almost unaffected by the WF’s molecular weight. Liu 
et al. (2020) took the mass of the HEXs of a closed Brayton 
cycle for an SPP as the optimization objective, minimizing 
the total mass of the plant by optimizing the key parameters 
of the system components with NSGA-II algorithm, thus 
obtaining a Pareto frontier of key parameters. Wang et al. 
(2021a) established a closed Brayton cycle model for an SPP 
with a gas-cooled reactor as the hot side of the heat reservoirs 
(HRs) and analyzed and optimized the cycle performances. 
Their results showed the highest temperature that the 
fuel can reach and how safe the device is under optimal 
operation. Miao et al. (2022) established a recompressed 
supercritical N2O-He mixture closed Brayton cycle model 
for an SPP. They comprehensively studied and optimized 
important parameters of the plant such as split ratio and 
pressure ratio and obtained an optimal TEF and closed 
Brayton cycle rotating unit mass for the cycle. Additionally, 
Toro and Lior (2017) introduced classical thermodynamics 
theory into the performance optimization of Stirling cycles 
for SPPs and analyzed the effects of main cycle parameters 
on the relationship between TEF and POW for Stirling 
cycles operating with different WFs.

The theory of finite-time thermodynamics (FTT; Andresen, 
1983; Bejan, 1996; Chen et al. 1999; Berry et al., 2020; 
Andresen & Salamon, 2022) is an innovation of classical 
thermodynamic theory. FTT can consider the effects of heat 
transfer loss and the limitations of time and heat exchanger 
(HEX) area between the heat reservoir (HR) and WF which 
are largely ignored in classical thermodynamics. Many 
researchers have introduced FTT into the performance 
optimizations of thermal cycles and processes, including 
the optimal performances of the Carnot cycles (Curzon 
& Ahlborn, 1975; Valencia-Ortega et al., 2021), Stirling 
engines (Xu et al., 2022), diesel engines (Wu, Feng et al., 
2021; Ge et al., 2021), dual cycles (Ge et al., 2022), Kalina 

cycles (Feng et al., 2020), dual-Miller cycles (Ebrahimi, 
2021), organic Rankine cycles (Park & Kim, 2016; Wu, Ge 
et al., 2020; Feng et al., 2021), combined cycles (Gonca & 
Guzel, 2022; Wu et al., 2021), thermoelectric devices (Chen 
et al., 2020a; Chen et al., 2021a; Chen & Lorenzini, 2022a), 
thermal Brownian cycles (Qi et al., 2021a, 2021b; Chen et 
al., 2022; Qi et al., 2022a, 2022b), thermoradiative devices 
(Li & Chen, 2021; Zhang, Yang et al. 2021), blue engines 
(Lin et al., 2022), electron engines (Ding et al., 2021; Qui et 
al., 2021a), thermionic devices (Qiu et al., 2021b), methane 
reforming (Chen et al., 2022b), chemical engines (Chen & 
Xia, 2022a, 2023a), chemical pumps (Chen et al., 2023a, 
2023b), Brayton cycles (Ibrahim et al., 1991; Ust et al., 
2006; Chen et al. 2020b, 2020c; Qui et al., 2022; Jin et al, 
2022), and refrigeration cycles (Chen & Lorenzini, 2022b), 
as well as the optimal configurations of refrigeration cycles 
(Badescu, 2021; Paul & Hoffman, 2022), heat-transfer 
systems (Badescu, 2022; Chen & Xia, 2022b), variable-
temperature-reservoir heat engines (Li & Chen, 2022; Chen 
& Xia, 2022c), methanol synthesis (Li et al., 2022), variable-
potential-reservoir chemical engines (Chen & Xia, 2022d, 
2022e, 2023b, 2023c), and commercial engines (Chen, 
2011; Chen & Xia, 2022f). Thermal cycles are divided into 
two types based on the nature of the cycle: steady flow 
cycles (Chen et al., 1996; Feidt, 2017) and reciprocating 
cycles (Curzon & Ahlborn, 1975; (Muschik & Hoffman, 
2020). For the steady-flow heat engine cycle, considering 
the variable-temperature HR can have the cycle more 
closely approach the working state of actual heat engines. 
Therefore, some scholars have studied the steady-flow cycle 
under the condition of variable-temperature HRs (Ust et 
al., 2006; Ibrahim & Bourisli, 2021). 
Some scholars have introduced FTT into the performance 
optimization of Stirling and Carnot engine cycles for SPPs 
(de Moura et al., 2022a, 2022b; Wang et al., 2021b, 2022). 
De Moura et al. (2022a, 2022b) established a Stirling 
engine model for an SPP, obtained a compact system with 
optimal temperature conditions for TEF by optimizing 
the temperature of the HRs of the system, and analyzed 
different the effects of the Stirling engine structural 
parameters on final system performance. Wang et al. 
(2021b, 2022) respectively established endoreversible and 
irreversible Carnot cycle models for SPPs and obtained 
the plant double-maximum POW by optimizing the area 
distributions of the HEXs and temperature of the low 
temperature heat sink.
Some scholars (Zhang, Liu et al., 2021; Romano & Ribiero, 
2021) introduced FTT into the performance optimizations 
of a closed Brayton cycle for SPPs. Zhang, Liu et al. (2021) 
established a supercritical CO2 closed Brayton cycle 
model for an SPP using a sodium-cooled reactor as the 
hot side of the HR, derived the relationship between TEF 
and POW, and obtained optimal cycle characteristics 
and operating parameters. Romano and Ribeiro (2021) 
established a regenerative closed Brayton cycle model for 
an SPP, obtained the optimal inlet temperature for the 
cold side of the HEX and optimal heat source temperature 
by minimizing specific mass.
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Existing FTT research on closed Brayton cycle models for 
SPPs have not optimized HEX area or HR temperature, 
nor have they yet obtained the optimal inlet temperature 
of a cooling fluid in a low temperature heat sink or 
optimize thermal capacity rate matching between the HR 
and WF. Applying FTT to SPPs is crucial for establishing 
a theoretical system, and based on Ust et al. (2006), 
this paper will establish a variable temperature HR 
endoreversible closed Brayton cycle model for an SPP. 
For a fixed total heat transfer area of the radiator panel 
and two HEXs, the maximum POW of the plant will be 
obtained by optimizing the area distributions among the 
radiator panel and two HEXs, the double-maximum POW 
will be obtained by optimizing the inlet temperature of 
the cooling fluid in the low temperature heat sink, and 
the triple-maximum POW will be obtained by optimizing 
thermal capacity rate matching between the HR and 
WF. The study will also investigate the impacts the cycle 
parameters have on the triple-maximum POW.

2.	 MODEL DESCRIPTION AND PERFORMANCE 
INDICATORS

Figure 1 shows the diagram of the established model. The 
model consists of two parts: the first part is the ordinary 
closed Brayton cycle, which includes a compressor, a 
turbine, and two HEXs between the HRs and WF. This part 
has isobaric heat absorption and heat release processes 
involving the temperature drops T3-T2 accompanying QH 
and T4-T1 accompanying QL (denoted respectively as the 
processes 2→3 and 4→1 in Fig. 1). This part also undergoes 
two isentropic processes (denoted as processes 1→2 and 
3→4 in Fig. 1). The second part includes a radiator panel 
that dissipates heat into space. The HEXs between the HRs 
and WF are assumed to be counter-current. The inlet/
outlet temperatures of the heating and cooling fluids are 
THin/THout and TLin/TLout, respectively.
The constant thermal capacity rate of the WF is Cwf, and the 
thermal capacity rates of the HRs are CH and CL. The heat 
conductance of the hot and cold sides of the HEX are UH 
and UL. UH=K1FH and UL=K2FL, where K is the heat transfer 
coefficient and F is the HEX area.
According to the properties of the WF and HEX theory, the 
heat flux between the HRs and WF are respectively:

QH=Cwf (T3-T2)=CH min EH1 (THin-T2)� (1)

QL=Cwf (T4-T1)=CL min EL1 (T4-TLin)� (2)

where the Es are the effectiveness values of the two HEXs:

EH1=		
1-exp[-NH1(1-CH min/CH max)]

1-(CH min/CH maxexp[-NH1(1-CH min/CH max)]�
(3)

EL1=		
1-exp[-NL1(1-CL min/CL max)]

1-(CL min/CL maxexp[-NL1(1-CL min/CL max)]�
(4)

NH1=UH/CH min=K1FH/CH min, NL1=UL/CL min/CL max)]� (5)

CH max=max {CH, Cwf}, CH min=min {CH, Cwf}� (6)

CL max=max {CL, Cwf}, CL min=min {CL, Cwf}� (7)

where CH max and CH min are the respective maximum and 
minimum thermal capacity rates regarding Cwf and CH, CL 

max and CL min are the respective maximum and minimum 
thermal capacity rates regarding Cwf and CL, and NH1 and NLI 
are the respective number of heat transfer units as defined 
based on the minimum thermal capacity.
According to the endoreversible condition, the 
relationship between the four temperatures of the cycle 
is T1T3=T2T4. Defining the isentropic temperature ratio of 
the compressor as x gives:

x=		
T2 =

T3 =(P2)m=πm

T1 	 T4 	 P1 � (8)

where π is the pressure ratio of the cycle, m=(k-1)/k, and k 
is the specific heat ratio.
The steady-state heat transfer from the radiator panel to the 
external environment is:
Q0=σεFRηf (TLin-T0 )

4 4 � (9)
where ηf is fin efficiency, σ is the Boltzmann constant, T0 is 
the temperature of the space environment, ε is emissivity, 
and FR is the area of the radiator panel.
According to Ust et al. (2006), outlet temperatures T2 and T4 
of the compressor and turbine for a conventional variable 
temperature HR endoreversible closed Brayton cycle model 
are obtained as:

T2= 	
CH min EH1 (Cwf-CL min EL1) THin+xCwf CL min EL1 TLin

Cwf
2/Cwf -CH min EH1) (Cwf-CL min EL1) �

(10)

T4= 	
x-1 CH min EH1 Cwf THin+ CL min EL1 (Cwf-CH min EH1) TLin

Cwf
2/Cwf -CH min EH1) (Cwf-CL min EL1) �

(11)

Figure 1. The T-s diagram of a variable temperature HR en-
doreversible closed Brayton cycle for an SPP.
HR: Heat reservoir; SPP: Space power plant.
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From the first law of thermodynamics, one can obtain:

QL=Q0� (12)

CL min EL1 (T4-TLin)=σεFRηf (TLin-T0 )
4 4 � (13)

From Eqs. 11 and 13, one gets:

T4= 	
σεFRηf (TLin-T0) 

CL min EL1)

4 4

� (14)

σεFRηf (TLin-T0) +TLin=(CL min EL1)

4 4

	
x-1 CH min EH1 Cwf THin+ CL min EL1 (Cwf-CH min EH1) TLin

Cwf
2/Cwf -CH min EH1) (Cwf-CL min EL1) �

(15)

From Eq. 15, one then gets:

x= πm=(CH min EH1 Cwf THin)/{[((Cwf
2-(Cwf-CH min EH1) (Cwf-CL min EL1))]

	
σεFRηf (TLin-T0) +TLin)-CL min EL1 (Cwf-CH min EH1) TLin)]}[( (CL min EL1)

4 4

� (16)

From Eqs. 10 and 16, one gets:

T2=[((
	
Cwf

2-(CH min EH1(Cwf-CL min EL1) THin Cwf
2-(Cwf-CH min EH1))

	 +(CH min EH1 Cwf THin+CL min EL1 (Cwf-CH min EH1)TLin)CwfCL minEL1TLin))]� (17)

	 /[((Cwf-CH min EH1)(Cwf-CL min EL1))(Cwf-CL minEL1) 
σεFRηf (TLin-T0 )( +TLin))](CL min EL1)

4 4

From Eqs. 1, 2, 14, and 17, one then gets:

QH=[(CH min EH1(THin-((Cwf
2-(CH min EH1(Cwf-CL min EL1)THinCwf

2-(Cwf-CH min EH1))

	 +(CH min EH1 Cwf THin+CL min EL1 (Cwf-CH min EH1)TLin)CwfCL minEL1TLin)))]� (18)

	 /[((Cwf-CH min EH1)(Cwf-CL min EL1))(Cwf-CL minEL1) 
σεFRηf (TLin-T0 )( +TLin))](CL min EL1)

4 4

	
σεFRηf (TLin-T0 )QL= CL min EL1

4 4

CL min EL1) �
(19)

Thus, the POW and TEF of the plant are respectively:

P=QH-QL={[CH min EH1(THin-((Cwf
2-(CH min EH1(Cwf-CL min EL1)THinCwf

2-(Cwf-CH min EH1))

	 +(CH min EH1 Cwf THin+CL min EL1 (Cwf-CH min EH1)TLin)CwfCL minEL1TLin))]� (20)

	 /[((Cwf-CH min EH1)(Cwf-CL min EL1))(Cwf-CL minEL1) 
σεFRηf (TLin-T0 )( +TLin))]}(CL min EL1)

4 4

		
σεFRηf (TLin-T0 )-(CL min EL1

4 4

CL min EL1)

η=1-(QH /QL)=1-{{[(CH minEH1 (THin-((Cwf
2-(CH minEH1

	 ×(Cwf-CL min EL1)THinCwf
2-(Cwf-CH minEH1))� (21)

	 /[(Cwf-CH min EH1)(Cwf-CL min EL1))(Cwf-CL minEL1) 
σεFRηf (TLin-T0 )( +TLin)]}(CL min EL1)

4 4

	 /[CL min EL1

σεFRηf (TLin-T0 ) ]}(CL min EL1)

4 4

3.	 POWER MAXIMIZATION

3.1.	 Initial design
In accordance with Ust et al. (2006), Wang et al. (2021b, 
2022), and Romano & Ribiero (2021), an initial design has 
been performed with σ=5.67×10-11kW/(m2.K4), ηf=0.9, ε=0.9, 
Cwf=1.5kW/K, CL=CH=1.2kW/K, K1=K2=0.2kW/(m2.L), 
THin=1150K, TLin=400K, T0=200K, FH=12.24m2, FL=12.24m2, 
and FR=122.4m2. The POW of the initial design is P=122.94.

3.2.	 The maximum and double-maximum POWs 
A change in the area of the HEXs will also change and, thus 
enabling the POW to be maximized. Assuming that the 
sum of the area of the three HEXs is constant:
FH+FL+FR=FT� (22)
and defining the three area distribution ratios as: 
fi=Fi/FT (i=H, L,R)� (23)

∑ fi=1, 0<fi<1 (i=H, L, R)� (24)
one can perform the POW maximization with respect to 
the area ratios. The obtained maximum POW is Pmax . 
Figure 2 reflects P versus fH and fL with FT=153.8 m2, 
Cwf=1.5kW/K, K1=K2=0.2kW/(m2.K), THin=1150K, 
TLin=400K, CL=CH=1.2kW/K, and T0=200K. Pmax (the peak 
of the curve in Fig. 3) is obtained with HEXs’ area allocations 
fH and fL as optimization variables and the fixed FT, with the 
corresponding optimal area allocations of the HEXs and 
radiator panel being fHopt, fLopt, and fRopt, respectively. Pmax is 
128.26kW, with Pmax increasng by about 4.33% compared to 
the POW (P) of the initial design.
The double-maximum POW (Pmax,2) is further obtained by 
optimizing the inlet temperature of the cooling fluid (TLin) 
based on fHopt, f Lopt, and fRopt. Figure 3 reflects the maximum 
POW (Pmax) versus TLin. In the calculation, almost all of the 
parameters are the same as those for Figure 2 except TLin, 
which is variable. Pmax,2 (the peak of the curve in Fig. 3) is 
130.65 ; with Pmax,2 increasing by about 1.86% compared to 
maximum POW (Pmax), and Pmax,2 increasing by about 6.27% 
compared to the POW (P) of the initial design.
Here the study will perform some parameter analyses regarding 
the maximum POW and double-maximum POW. Figures 4 
and 5 reflect the effects of the thermal capacity rate (Cwf) of 
the WF and heat transfer coefficients of the HEXs (K1 and K2) 
on the relationship between Pmax and the corresponding TEF 
(ηopt), the relationship between Pmax and the inlet temperature 
of the cooling fluid (TLin), the relationship between Pmax and 
fHopt (fRopt), as well as the relationship between Pmax and the 
corresponding pressure ratio (π).
Figure 4 reflects Pmax-TLin, Pmax-ηopt, Pmax-fHopt, Pmax-fRopt, and 
Pmax-π under different Cwf values. When K1=K2=0.2kW/
(m2.K), increasing Cwf also increases the TEF [(ηopt) Pmax,2], 
radiator area allocation [(fRopt) Pmax,2], and pressure ratio 
[(πopt) Pmax,2] at double-maximum POW (Pmax,2) while 
decreasing Pmax,2, the hot side of the HEX area allocation 
[(fHopt), Pmax,2], and the inlet temperature of the cooling fluid 
[(TLin) Pmax,2] at Pmax,2. Cwf values of 1.5, 2.0, and 2.5 result in 
respective Pmax,2 values of 130.65 kW, 126.33 kW, and 123.042 
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kW; respective (TLin) Pmax,2 values of 428 K, 419 K, and 413 
K; respective values of 0.468, 0.473, and 0.476, respective 
(ηopt) Pmax,2 values of 9.10, 9.41, and 9.59; respective (fHopt) 
Pmax,2 values of 0.171, 0.156, and 0.151; and respective (fRopt) 
Pmax,2 values of 0.658, 0.68, and 0.698. Increasing Cwf from 
1.5 to 2.5 decreases Pmax,2 by about 5.82% and (TLin) Pmax,2 by 
about 3.50%, increases (ηopt) Pmax,2 by about 1.71%, decreases 
(fHopt) Pmax,2 by about 11.70%, and increases (fRopt) Pmax,2 by 
about 5.71% as well as (πopt) Pmax,2 by about 5.49%.

The optimal pressure ratio ((πopt) Pmax,2) corresponding 
to Pmax,2 should be pointed out to have one-to-one 
correspondence to the optimal inlet temperature of the 
cooling fluid [(TLin) Pmax,]; namely, only one independent 
variable is found between the inlet temperature of the 
cooling fluid (TLin) and the pressure ratio (π).

Figure 5 reflects the Pmax-TLin, Pmax-ηopt, Pmax-fHopt, Pmax-
fRopt and Pmax-π values under different K1=K2 and. When 
Cwf=1.5, increases to K1 and K2 will increase Pmax,2, (TLin) 
Pmax,2, and (fRopt) Pmax,2 while decreasing (fHopt), Pmax,2, and 
(ηopt) Pmax,2. When K1 and K2 are 0.1, 0.2, and 0.3, Pmax,2 has 
respective values of 111.94kW, 130.65kW, and 139.75kW; 
(TLin) Pmax,2 has respective values of 426 K, 428 K, and 429.8 
K; (ηopt) Pmax,2 has respective values of 0.469, 0.468, and 
0.467; (πopt) Pmax,2 has respective values of 9.15, 9.10, and 
9.08; (fHopt), Pmax,2 has respective values of 0.213, 0.171, and 
0.147; and (fRopt), Pmax,2 has respective values of 0.573, 0.658, 
and 0.706. Increasing K1 and K2 from 0.1 to 0.3 increases 
Pmax,2 by about 24.84% and (TLin) Pmax,2 by about 0.89%, 
decreases (ηopt) Pmax,2 by about 0.426% and (fHopt), Pmax,2 by 
about 30.99%, increases (fRopt), Pmax,2 by about 23.21%, and 
decreases (πopt) Pmax,2 by about 0.765%.

Figure 4. Curves for Pmax versus (a) 
TLin; (b) ηopt, (c) fHopt, (d) fRopt, and (e) 
π for various Cwf values.

Figure 2. The relations of P versus fH and  fL.
Figure 3. The relations of Pmax versus TLin.
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3.3.	 The triple-maximum POW
The triple maximum POW (Pmax,3) has been further obtained 
by optimizing the thermal capacity rate matching (Cwf /
CH) between the HRs and WF based on fHopt, fLopt, fRopt, and 
(TLin) Pmax,2. When almost all of the parameters are the same 
as those for Figure 3 except for Cwf /CH, which is variable, 
the optimization shows the triple maximum POW to be 
Pmax,3=137.40 kW, as shown by the peak of Curve 2 in Figure 
6. Pmax,3 increases by about 5.17% compared to the double-
maximum POW (Pmax,2), by about 7.13% compared to the 
maximum POW (Pmax), and by about 11.76% compared to 
the POW (P) of the initial design.

Now we further study the effects of the thermal capacity ratio 
(CL/CH) of the HRs and K1 on the triple-maximum POW (Pmax,3). 
Figures 6 and 7 reflect Pmax,2-Cwf /CH under different CL/CH and 
K1 values, respectively. One can see that as Cwf /CH increases, 
Pmax,2-Cwf /CH reflects a stable parabolic-like change, and an 
optimal Cwf /CH [(Cwf /CH)opt] is found for the cycle to reach 
triple-maximum POW (Pmax,3; i.e., the peaks of the curves).

Figure 6 reflects Pmax,2-Cwf /CH under different CL/CH. When 
K1=K2=0.2kW/(m2.K), increasing CL/CH increases both 
Pmax,3 and (Cwf /CH)opt. CL/CH values of 0.6, 1.0, and 1.6 result 
in respective Pmax,3 values of 116.57, 137.40, and 148.31 kW 
and corresponding (Cwf /CH)opt values of 0.75, 1.0, and 1.23. 
When CL/CH increases from 0.6 to 1.6, Pmax,3 increases by 
about 27.23%, while (Cwf /CH)opt increases by about 64%.

Figure 7 reflects the Pmax,2-Cwf /CH curve for different K1 
values. When K2=0.2kW/(m2.K) and CL/CH=1.6, increasing 
K1 results in Pmax,3 increasing and (Cwf /CH)opt decreasing. For 
K1 values of 0.2, 0.3, and 0.4, Pmax,3 has respective values 
of 148.31, 153.95, and 157.38 kW and corresponding (Cwf /
CH)opt values of 1.23, 1.20, and 1.18. When K1 increases 
from 0.2 to 0.4, Pmax,3 increases by about 6.12%, while (Cwf /
CH)opt decreases by about 4.07%.

Figure 5. Curves for Pmax versus (a) 
TLin; (b) ηopt, (c) fHopt, (d) fRopt, and (e) 
π for different K1 and K2 values.

Figure 6. Pmax,2 versus Cwf /CH for different CL /CH values.

Figure 7. Pmax,2 versus Cwf /CH for different K1 values.
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4.	 CONCLUSION

Based on Ust et al. (2006), this study has established a variable 
temperature HR endoreversible closed Brayton cycle for an 
SPP and derived the relationships between POW (P) and 
inlet temperature of the cooling fluid in a low temperature 
heat sink, as well as between the TEF and inlet temperature 
of the cooling fluid. For a fixed total heat transfer area of two 
HEXs and one radiator panel, the maximum POW (Pmax) of 
the plant is obtained by optimizing the area distributions (fH, 
fL, and fR) among the two HEXs and the radiator panel; the 
double-maximum POW (Pmax,2) is obtained by optimizing 
the inlet temperature of the cooling fluid (TLin), and the triple-
maximum POW (Pmax,3) is further obtained by optimizing 
the thermal capacity rate matching (Cwf/CH) between the HRs 
and WF. The optimization effects are obvious. This study 
has researched the impacts of plant parameters on optimal 
performance, and the main conclusions are as follow:
1.	 Optimal fHopt, fLopt and fRopt values exist for having the cycle 

reach Pmax. Optimal TLin and optimal fHopt, fLopt and fRopt 
values exist for having the cycle reach Pmax,2. The curve 
Pmax,2-Cwf/CH reflects a stable parabolic-like change with 
an (Cwf /CH)opt value that enables the cycle to reach Pmax,3.

2.	 When fH and fL = 0.1 and TLin =400 K, the POW of the 
initial design plan is P=122.94 . When fH, fL, and fR, 
and TLin are optimized and TLin =400 L, the maximum 
POW is Pmax=128.26 kW, with Pmax increasing by about 
4.33% compared to P. When further optimizing TLin, 
the double-maximum POW becomes Pmax,2=130.65kW, 
with Pmax,2 increasing by about 1.86% compared to Pmax 
and by about 6.27% compared to P. When further 
optimizing Cwf /CH, the triple-maximum POW becomes 
Pmax,3=137.40 kW, with Pmax,3 increasing by about 5.17% 
compared to Pmax,2, by about 7.13% compared to Pmax, 
and by about 11.76% compared to P.

3.	 When fH, fL, and fR are optimized, increasing Cwf  from 
1.5 to 2.5 decreases Pmax,2 by about 5.82% and (TLin) Pmax,2 
by about 3.50%, increases (ηopt) Pmax,2 by about 1.71%, 
decreases (fHopt) Pmax,2 by about 11.70%, and increases 
(fRopt) Pmax,2 by about 5.71% and (πopt) Pmax,2 by about 
5.49%. Increasing K1 and K2 from 0.1 to 0.3 increases 
Pmax,2 by about 24.83% and (TLin) Pmax,2 by about 0.89%, 
decreases (ηopt) Pmax,2 by about 0.426% and (fHopt) Pmax,2 by 
about 30.99%, increases (fRopt) Pmax,2 by about 23.21%, 
and decreases (ηopt) Pmax,2 by about 0.765%.

4.	 When fH, fL, fR, TLin and Cwf /CH are optimized, increasing 
CL/CH from 0.6 to 1.6 increases Pmax,3 by about 27.23% 
and (Cwf /CH)opt by about 64%. Increasing K1 from 0.2 to 
0.4 increases Pmax,3 by about 6.12% and decreases (Cwf /
CH)opt by about 4.07%.

5.	 Using FTT to optimize the closed Brayton cycle for an SPP 
has obtained the optimal area distribution and optimal 
inlet temperature of the cooling fluid. The optimization 
results provide a theoretical basis for the design of a 
heat exchanger structure and for the selection of its 
temperature in a space-based power plant. Therefore, 
FTT is shown to be an important tool for studying SPPs.
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ABSTRACT

Tankless gas hot water users’ perceived comfort is severely affected by sudden changes deviating 
from the desired temperature. Water temperature instability due to overshoots and undershoots 
is the most common issue that appears mainly due to sudden changes in users’ water flow de-
mands and response delays inherent to the heating system. Classical controllers for heat cells 
have difficulties responding to temperature instability in a timely manner because they lack the 
capacity to anticipate the effects of sudden variations in water flow rate. Previous studies have 
reported the model predictive controller (MPC) with adaptive function strategy to provide the 
best response for stabilizing temperature, and its performance is a result of the predictive nature 
that allows for anticipating and correcting the negative effects on temperature from sudden flow 
rate variations. The present study aims to employ this strategy to a low-computational algorithm 
that can be embedded in low-cost hardware with limited computational and memory resources. 
The study’s motivation is to fill the space manufacturers have left in this regard by implementing 
low-cost optimal-performance microcontrollers for water heaters. The algorithm results show 
good agreement for the responses in temperature stabilization with experimental data.

Cite this article as: Ehtiwesh I. Low-computational adaptive MPC algorithmization strategy 
for overshoots and undershoots in instantaneous water heater stability. Seatific 2023;3:1:19–24.

1.	 INTRODUCTION

The use of hot water contributes to about 40% of the energy 
consumed in residential dwellings (Bourke et al., 2014) 
and is responsible for an important percentage of domestic 
energy consumption. Instantaneous gas heating systems are 
widely used for their advantages of not needing a reservoir 
and competitive use/consumption ratio. Tankless gas water 
heaters (TGWHs) have the highest sales and have become an 
efficient means of heating water with low carbon emissions 
(Bourke et al., 2014). Their advantages compared to storage 
heaters are their smaller size, continuous hot water flow, and 
longer estimated useful life (Yuill et al., 2010). However, they 
require more power to provide the proper flow capacity, 
which makes their control quite complex. Furthermore, users’ 

perceived comfort is severely affected by sudden changes in 
water temperature deviating from the desired temperature 
(Costa et al., 2016). Hot water temperature instability due to 
overshoots and undershoots is generally the most common 
drawback and mainly results from sudden changes in water 
flow and response delays inherent to the hot water device’s 
inability to make predictions using classical controllers 
(Costa et al., 2016). Figure 1 demonstrates the temperature 
overshoots and undershoots of a 58kW nominal power 
TGWH with respect to sudden changes in the water flowrate. 
In particular, this figure uses real data from an experimental 
laboratory test performed by the manufacturer with the use 
of a feed-forward proportional–integral–derivative (FFPID) 
controller for stabilizing the outlet hot water temperature 
at 60°C. Classical controllers rely on current and previous 

http://orcid.org/0000-0002-4128-6290
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measurements to regulate the system (Ehtiwesh & Durović, 
2009). However, temperature overshoots and undershoots 
are neither acceptable nor comfortable for users regarding 
unpredictable changes in the hot water flow rate and have 
become a safety issue in extreme scenarios.
Henze et al. (2009) addressed the development of a strategy 
aimed at water temperature control in tankless hot water 
devices. Their strategy uses a model-based predictive 
controller to reduce outlet temperature errors. A dynamic 
heat transfer model for an electric tank water heater was 
implemented within the predictive controller of the model. 
The controller was connected to a physical tank water 
heater prototype and showed effective control of the output 
temperature. An artificial neural network (ANN) controller 
was embedded into a low profile microcontroller for a 
commercial electric instantaneous water heater and resulted in 
a lower temperature peaks and recovery times compared to the 
classic PID controller (Laurencio-Molina and Salazar-Garcia 
2018). Takács et al.’s (2016) study showed the embedment of 
a model with predictive controller feedback laws into Python 
applications and developed a code-generation module for 
MATLAB’s Multi-Parametric Toolbox. The study reported 
that the Python algorithm can be encoded within just a 
couple of lines in the MATLAB environment. Wang et al. 
(2011) proposed a few controller schemes for improving the 
outlet temperature stabilization of TGWH systems with a 
fuzzy control system intended as a black box gain scheduler 
regarding the parameters of a PID controller. Haissig and 
Woessner (2000) studied an adaptive fuzzy control code that 
would adapt to changing conditions such as water flow rate 
and inlet water temperature and automatically adjust the 
feed-forward curves of the gas valve control. Xu et al. (2008) 
studied a dynamic neuro-fuzzy control system as a controller 
in gas water heaters. The controller comprises a fuzzy logic 
controller in the feedback configuration and two dynamic 
neural networks in the forward path. Ehtiwesh et al.’s (2021) 
previous study developed a classical controller (i.e., FFPID) 
and model predictive controller (MPC) for controlling 
TGWH systems. The classic design of MPC controllers 
is more complicated due to the behavior of the dominant 
nonlinear dynamics, which can lead to performance drops 
(Aliskan 2018). An adaptive predictive control strategy that 
provides a new linear model for each time interval under 
dynamic operating conditions has also been implemented. 
Adaptive MPCs make more accurate predictions for the 
next time interval in contrast to classic MPCs that employ 
a fixed internal model. However, TGWH manufacturers 
are open to implementing new controllers within low-cost 
microcontrollers possessing limited computational abilities 
and memory resources. Therefore, the present study aims to 
address the strategy of employing a low computational code 
that can be embedded in low-cost hardware following the 
developed adaptive MPC strategy.

2.	 MODELING

The developed model (Ehtiwesh et al., 2021) is based on a real 
residential and commercial tankless water heater: the Hydro 

4600 F WTD10-4KME 23 JU, a non-condensing model rated 
at 22kW of thermal power and a thermal efficiency of 0.86. 
The system incorporates several sensors such as a carbon 
monoxide detector, type K thermocouples and RTD Pt100 
temperature probes, a pressure sensor, and a water flow 
meter that enables measuring of the variables utilized in the 
feedback loop of the control systems. The heat cell contains 
a gas combustion burner and heat exchanger to heat up the 
water using water condensation in the flue gases. The system 
is a semi-empirical nonlinear model with the following energy 
balance equation regarding the distributed parameter model:
C dT⁄dt =Q

.
 +m. cp,w (Tin-T)� (1)

where C is the thermal capacitance defined as a coupling 
constant based on the energy conservation law:

C=(mw cp,w+mm cp,m)� (2)

Q
.
 is the thermal power utilized in the heat cell, T is the 

heat cell temperature, m. is the mass flow rate (ρV
. 
), V

. 
is the 

volumetric flowrate, mw is mass, and cp is the heat capacity 
ρ is water density. With this simplification, Eq. 1 can be 
rewritten as follows:

dT/dt=(Q
.
 +ρV

. 
 cp,w (Tin-T))/(mw cp,w+mm cp,m)� (3)

The model inputs are the thermal power (controller 
output) and the disturbance in the water flowrate, with the 
produced water temperature being the model output. The 
delay associated with thermal power delivery is considered 
to be a constant input time delay. The outlet delay varies 
with time based on the velocity of the water and the pipe 
section as presented in Eq. 4, where ri is the orifice radius 
and Li is circuit length inside the heat exchanger. Implicit 
dead-time compensation is utilized to employ the time 
delay, which varies with the flowrate as: 

tdelay =π  rı
2 Lı/V

.�
(4)

2.1.	 Case studies
Water temperature instability from overshoots and 
undershoots is the most common disadvantage of TGWHs 

Figure 1. Experimental data of a 58kW TGWHs heat cell 
(Costa et al., 2016).
TGWH: Tankless gas water heater.
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and mainly occur due to sudden changes in users’ water flow 
demand and the response delays inherent to the heating 
system. Classical controllers for heat cells have difficulties 
responding to temperature instability in a timely manner 
because they lack the ability to anticipate the effects of sudden 
variations in the water flow rate. Ehtiwesh et al.’s (2021) 
previous study carried out a comparative analysis of model-
based predictive controls with and without adaptive function 
and classical controllers (i.e., FFPIDs) with regard to TGWH 
controllers. Model predictive control (MPC) is a feedback 
control scheme that relies on a model, an optimization 
solver, a receding horizon control, and optimization of a 
quadratic programming (QP) problem (Li et al., 2015). The 
future outputs of a decided horizon (prediction horizon) 
are predicted at each instant. These predicted outputs 
depend on the preceding output and input and on future 
control signals. The linear quadratic function is employed 
as a controller performance criterion in order to obtain a 
smooth and rapid response with minimal error and limited 
strain on operation. The quadratic programming problem 
optimizes the objective (i.e., cost function) as a nonnegative 
measure. The weights are adjusted to tune the controller, and 
the constraints are the physical bounds on the manipulated 
variables (MVs) and the model output parameters, and 
a discrete linear time-invariant (LTI) state space model is 
used to predict the response within the prediction horizon. 
The parameter estimation and subsequent validation are 
performed with an associated optimization platform using a 
discrete state space model. The undisclosed parameters have 
been identified using the experimental virtual test (Quintã et 
al., 2022). In addition, by reason of the dominant nonlinear 
dynamics in TGWH behavior, an adaptive predictive control 
strategy has also been studied (Ehtiwesh et al., 2021). The 
adaptive strategy provides a novel linear model at each time 
step regarding changes in dynamic operating conditions. 
Therefore, adaptive MPC offers more accurate predictions 
for the new time step. Altogether, the adaptive function 
resizes and updates the state space system of the model’s 
parts according to flow rate changes and integrates time 
delays, which are absorbed as discrete states. The adaptive 
MPC presents superior performance regarding temperature 
stability in the event of sudden water flow variations.

2.2.	 Algorithm approach
Undoubtedly, the adaptive MPC strategy outputs the 
best behavior compared to the other aforementioned 
strategies that have been studied. Notwithstanding, TGWH 
manufacturers demand these controller strategies be 
implementable in low-cost microcontrollers with limited 
computational and memory resources. Therefore, the 
present study aims to address the potential for developing 
a low computational code that can be embedded into low-
cost hardware based on the developed state-of-the-art 
adaptive MPC. The algorithm has been encoded without 
using pre-made functions and toolboxes in order to be easily 
encoded within any compiler, with Python possessing the 
embedded computational capability in minimal hardware 
devices based on device limitations. Embedding provides 

applications with the capability to perform some of the 
functionality, Python more so than Matlab, C, or C++. 
This can be utilized for many goals, such as allowing users 
to tailor the application to their requirements by creating 
certain scripts within Python. The algorithm encompasses 
two main parts: the first aims to create the plant model in 
which the mathematical model is defined, linearized, and 
discretized and to define the parameters, with uncertain 
parameters being defined explicitly. The second part involves 
configuring the MPC controller, which encompasses the 
following three steps including the adaptive function:

1.	 	Measure values,

2.	 Solve the constrained optimization problem, and

3.	 	Update the states and the controller output.

The first step (i.e., measure values) calls for the ordinary 
subroutine to use the information obtained by the plant 
model to define the values being measured. Three values 
are required: 1) current time (t0), which is calculated as a 
function of the sample time (Ts) and the current iteration; 
2) the manipulated variable (u0), which is the vector 
containing the predicted thermal power in the previous 
iteration (i.e., system input) where the new vector will be an 
initial state in the optimization problem; and 3) the system 
response (x0), which is the current state of the system (i.e., 
outlet temperature). In addition, the TGWH plant needs 
further information to simulate real dynamics, such as: 

i.	 Flow rate. The differential equation used in the MPC 
model for calculating the future thermal power is based 
on the flow rate. The current flow rate value is read by 
the differential equation and adapts its dynamics like 
the real system.

ii.	 Delays. Input and output delays are simulated using the 
variables’ input delay and predicted values. 

Due to this study’s aim of embedding an MPC controller 
into low-computational microcontrollers, ensuring a linear 
model is a preferred strategy. Therefore, the study considers 
approximating the nonlinear functions in the proximity of 
the steady state operating point using a first-order Taylor 
series expansion that neglects the terms after the first 
partial derivatives. Eq. 3 is linearized around the operation 
point, namely, (Q0,V

.
0, dT0) and converted to a state-space 

representation (Eq. 5). The inputs are the power (manipulated 
variable) and the flow rate (measured disturbance), with the 
temperature deviation (dT=T-Tin) being the output.

x.= x + y=xc c[- -[ [] ] ],
ρcp,wV

.
0 ρcp,wdT01 u1

u2c � (5)

The constrained optimization problem (Step 2) is solved 
using the MPC model, where the cost function is the 
quadratic error between the reference signal (50°C) and 
the MPC response using the constrained power inputs. The 
constraints over the action control are that the input power is 
limited from 0 to 1 (1 implying 100%). The solver calculates 
the coming sequence of manipulated variables via the control 
horizon, and the first value of the sequence is directed to the 
actuator for the following step. During the following time 
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step, the state values are recalculated and advanced based 
on sensory information and applied manipulated variables. 
Optimization is repeated to estimate the optimal future 
sequence of the manipulated variables using the prediction 
horizon. The final step aims to prove the predicted input and 
uses the optimization function “fmincon”, which is an inbuilt 
function for solving optimization problems by defining the 
minimum of a constrained nonlinear multivariable function. 
The function toolbox defined as a nonlinear programming 
solver (Eq. 6), realizes the minimum of a specified problem 
(MathWorks, 2021) as:
min

x    f (x)   subject to

C(x) ≤ 0, ceq(x)=0, A x ≤ b, Aeq x = beq, lb ≤ x ≤ ub� (6)

where b and beq are null initializing vectors, A and Aeq are 
null initializing matrices, C(x) and ceq(x) are functions that 
return vectors, f(x) is a cost function that returns a scalar, lb 
and ub are the lower and upper limit constraints vectors whose 
values are narrowed by the function, and f(x), C(x), and ceq(x) 
are nonlinear functions. The final step also aims to update 
the states and the controller’s output alongside the incoming 
iterations in order to prove the predicted inputs by including 
the system delays. The adaptive function resizes and updates 
the state space system of the model elements according to 
the flow rate changes and integrates the time delays that have 
been absorbed as discrete states. The time delay is calculated 
using Eq. 4 and absorbed in the discretization LTI state-space 
model by replacing time delays with poles at the phase shift 
(z=0) and a delay of the sampling period using the same 
sampling poles at z=0. The capability to keep track of delays 
makes the state space the best suited one for the model and for 
analyzing the delay effects in control systems. Assuming that 
the model is described by the subsequent uncertain discrete 
time-linear system with dead-time:

x(k+1) = A x(k) + B u(k-d) + w(k), y(k) = C x(k)� (7)

where x(k) є ℝn is the current state, u(k) є ℝm is the current 
control input, w(k) є ℝn is a bounded vector of disturbance, 
y(k) є ℝp is a linear combination of the states that identifies 
the desired output, k denotes the current sampling instant 
and d represents the nominal dead-time. Mostly, for 
simple cases, the time invariant linear systems without 
disturbances (w(k)=0) and dead-time (d=0) (Santos et al. 
2012), an augmented used model is presented in (Astrom 
and Wittenmark 1997), incorporating the dead-time effect 
such as a dead-beat dynamics to achieve a “dead-time free” 
using implicit dead-time compensation as:

Γ(k+1)=AΓ Γ(k)+BΓ u(k), y(k)=CΓ Γ (k)� (8)

With

Γ(k) = (x(k)' u(k-d)' u(k-d+1)'  … u(k-2) u(k-1)')';

The strategy is to store the past control actions in Γ(k) 
ℝn+d.m until the time they can actually be considered. 
Therefore, Γ(k+1) depends only on Γ(k) and u(k) being able 
to directly describe the stabilizing elements.

3.	 RESULTS

The algorithm predictions have been validated using the 
results from the model developed in Ehtiwesh et al.’s (2021) 
previous study. The comparison has been implemented at 
the linearized flow rate of 10 L/m and sample time of 1 sec. 
The predictions are in extremely close agreement (Fig. 2).
Figure 3 presents a comparison between the experimental 
results Quinta et al. (2022) presented and the algorithm 
predictions of the experiment carried out for open-loop 
tests at constant flowrate with a sequence of fast changes 
in the applied thermal power (32%, 50%, and 100%). The 
predictions are in a good agreement, with the steady-state 
values being essentially coincident, despite small differences 
being observed during the transient segments. Figure 4 
shows the overshoots and undershoots in temperature 
stability that appear between the 40s-60s mark in the event 
of sudden variations in water flow around the 34s mark, 
with a total simulation time of 100s. The flow rate varies 
sharply from 10 to 3 L/min, and the water temperature 
causes negligible overshoots and undershoots. Figure 5 

Figure 2. Comparison of the algorithm and MATLAB 
model predictions at a constant flow rate (10L/m).

Figure 3. Experimental and algorithm predictions (water 
temperature) for a sequence of thermal.
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presents the simulation at various flow rates, with the 
manipulated variable of power being maximized in the 
initial stage before being switched to a steady-state value.
The power behavior shows an almost step-like transition 
from the upper value of the power to the steady-state value in 
all cases, resulting in faster temperature stabilization without 
overshoots or oscillations. Figure 6 presents the simulation 
at variable flow rates for sampling times of 250ms and 
1000ms. The water flow rate changes sharply from 10L/min 
to 3L/min and back to 10 L/min, and the water temperature 
again shows negligible overshoots and undershoots.

The differences in the quality is presented in the controller 
signals (i.e., power). A tradeoff occurs between that frequency 
and Ts, with the frequency of the control signal being greater 
at Ts=250ms compared to Ts=1000ms. The reason for the zero 

signals between 33s-41s is due to the model having input and 
output delays where the internal delay is neglected. In fact, 
this behavior is the most difficult to overcome. The delay is 
approximately 10 seconds. This behavior matches the incline 
in the temperature output at the 42s mark.

6.	 CONCLUSION

Water temperature instability takes place mainly because 
of the nonlinearities and time-varying delays associated 
with TGWH systems. The MPC controller with adaptive 
function displayed excellent performance regarding 
temperature stabilization for sudden changes in flow rate. 
However, its employment required high computational 
resources and memory space and therefore needed 
expensive hardware. Because of this, the current study 
has developed a low-computational algorithm with the 
ability to be embedded in low-cost microcontrollers. 
The results of the findings demonstrate good agreement 
with the previously developed MATLAB/Simulink model 
and other experimental data. In conclusion, an adaptive 
model predictive control strategy can be a good solution 
for fulfilling the objective of reducing the time sampling to 
the 250ms rate that generally used by manufacturers with 
regard to improving water temperature instability due to 
overshoots and undershoots in TGWH devices.
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ABSTRACT

The importance of this research is that it mainly describes the various interesting areas of the 
thermodynamic aspects of a gas generator for application in aircraft. The gas generators are widely 
used for both civil and military applications. Thermodynamics is the branch of science that deals 
with energy being transformed into work and vice versa. The demand for gas generator and its 
applications continuously increases in the areas of aerospace and aeronautical technologies. Gas 
generating device involves creation of a high temperature and pressurised combustion of gas 
by burning propellant in cartridge. These devices are filled with energetic materials (EMs) and 
used to perform a critical operation in an emergency under adverse conditions by releasing 
energy very quickly in milliseconds. A data acquisition system (DAS) is used to verify the gas 
generator’s performance parameters such as peak pressure (Pmax) and time to maximum pressure 
(TPmax) generated in the closed vessel (CV). A double-base propellant consisting of fuel, oxidizer 
and other ingredients are used as the medium for gas generation. The main goal of this research 
paper is to establish various relationships and determine the various thermodynamic properties 
of a gas generator for application in aircraft. The experimental findings from this research show 
the specific heat of propellant is 0.3488 cal/g/°C, the calorimetric value to equal 925 cal/g, the 
force constant to be 1052 J/g, the co-volume to be 0.989 m3/kmol and the flame temperature 
to be 2944 K. The thermodynamic analysis of a gas generator for military applications plays a 
significant role in the design and development phase.

Cite this article as: Parate BA. Thermodynamic aspects of gas generator for application in 
military aircraft: Some considerations. Seatific 2023;3:1:25–32.

1.	 INTRODUCTION

Thermodynamics is a branch of science that pertains to 
certain laws of nature that are always obeyed and never 
observed to be violated. Thermodynamics relate to a 
classical and microscopic science. This study concerns to 
heat and work transfer, and the different energy interactions 
that bring out changes in the macroscopic properties of 
substances. These changes are observable and quantifiable. 
However, work and heat are path functions based on the 
processes that are adopted and their cumulative sum gives 

a non-zero number. The operational systems based on 
the thermodynamic cycle are used in a gas generator by 
burning a propellant. The operations of the gas generator 
depend on the combustion rate of the propellant, its heat 
and energy and the amount of generated gas that can be 
transformed into useful work. 

This paper discusses the various aspects of thermodynamics 
related to a gas generator. Gas generators are mainly 
responsible for generating gases to operate different 
crucial mechanical system pertaining to aircraft. Basically, 
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they are used in special applications such as seat ejection, 
catapults, parachute deployment, harnesses, signaling, 
short-term power supplies jet engine starting and launch 
tubes. Gas generators are designed to produce hot 
combustion gases and therefore have much slower burn 
rates by a factor of 5 to 6 and much lower combustion 
temperatures between 800K to 1600K. This allows these 
propellants to be used with un-insulated metals in 
applications such as launch tubes. 
The novelty of this research article is how it determines the 
various thermodynamic properties of a gas generator when 
burning the propellant under the given conditions.

1.1.	  Defining the research problem
Gas generators are broadly used for military, space and civil 
applications to perform different roles such as thrusters, 
signaling, flares, seat ejections, cable cutting, bomb release, 
stage operation, flare and chaff. They are comprised of a 
propellant and a pyrotechnic component. The propellant 
works as the main source of energy for performing the 
various tasks after applying appropriate stimulus. Due to 
the propellants being ignited inside a cartridge case, an 
enormous amount of combusted products is generated. 
The propellant’s behavior and thermodynamic aspects 
under given circumstances are very important for that 
particular application. The gas generator under study here 
is subjected to various testing and evaluation methods in 
the development phase. The gas generator described in 
this paper is used to save a life of the pilot in an emergency 
situation. This type of testing is performed using the gas 
generator to save the life of a pilot for various aircraft 
platforms. The thermodynamics of a gas generator involves 
science related to the transfer of energy and its results 
on the substances’ physical properties. This is based on 
translating the observations of common experiences into 
thermodynamic laws and these laws preside over the 
principles of energy conversion.

2.	 METHODOLOGY

2.1. Thermodynamic cycle
As far as the gas generator is concerned, fuel in the form of 
a propellant is already stored in the system. No oxygen is 
available for the gas generator as in the case of an internal 
combustion (IC) engine. The pictorial representation of 
the gas generators pressure vs. volume and temperature vs. 
entropy curves are illustrated in Figures 1 and 2 respectively 
(Shekar 2018). However, were one to consider the gas 
generator as an internal combustion (IC) engine, the process 
involves no intake stage. This is shown by the dotted line 1-2 
in the figures. As the propellant is ignited, heat starts being 
added and equilibrium in pressure is attained. The heat 
addition is assumed to occur at a constant pressure and is 
shown by the line 2-3 in the figures. In many cases, the heat 
addition can occur at varying pressures. The combustion 
increases pressure initially and this transient phase can 
be treated as a compression stroke. The process is not 
isentropic and can not be represented properly by a single 

thermodynamic plane. This is shown as expansion stroke 
by the line 3-4 in the figures. However, the rise in pressure 
and temperature in the gas generator occurs in milliseconds 
(ms). Simultaneously, the combustion gases are expelled 
as a combination of both the expansion and heat ejection 
stages. Thus, the gas generator has only two valid processes 
on the thermodynamic plane. Another significant variation 
is that no cycle occurs once the propellant is initiated. After 
the propellant is completely burned the system returns to 
original state. 

This indicates that the gas generator operates as a single 
stroke regarding thermodynamic cycle as the operation 
has no periodicity. A continuous generation of work occurs 
until the propellant (fuel) is fully consumed. 

The gas generator device consists of a pyrotechnic 
component, the propellant and a means of initiation 
(Cumming, 2009). Using proper means of initiation, huge 
volume of gases can be generated due to the rapid chemical 
reactions that occur from burning the propellant. The gas 
generator consists of different ingredients such as oxidizing 
and reducing agents. Subjecting the propellant to testing 
involves evaluating different performance parameters such 
as heat of combustion, combustion temperature, specific 
volume, propellant force and burn rate in the test vessel. 
This article will outline the closed vessel (CV) firing of a 
gas generator and determine the various thermodynamic 
properties (Han, 2017). Martiosyan et al. (2009) have 
explained the design aspects and performance of 
nanoenergetic gas generator.

Figure 1. Pressure vs. volume.

Figure 2. Temperature vs. entropy.
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3. THERMODYNAMIC PROPERIES
After evaluating the gas, the various thermodynamic 
properties of the gas generator are then discussed as follows.

3.1. Ratio of Specific heat (γ) 
The specific heat of the gaseous product of combustion is 
basically a measure of temperature rise for a given heat input 
per unit mass of a given material. The given mass of material 
with a high specific heat results in a low temperature rise 
for a constant heat input. The reverse is true for materials 
with a low specific heat. Alternatively, a constant mass of a 
material with a high specific heat requires more heat input 
for a given rise in temperature. The difference in specific 
heats between specific heat at constant pressure and specific 
heat at constant volume is equal to the gas constant of the 
gas whose ratio is expressed by the Greek letter Gamma 
(γ) for ideal gases. This is also called the heat capacity ratio 
and adiabatic index and is basically an isentropic expansion 
factor. Thermodynamically, it also equals enthalpy (h) and 
the internal energy of the ideal gas (u). The value of γ is 
related to the degree of freedom available in the molecule 
(f) and is defined as [1+(2/f)]. However, the value of γ is 
reduced by the combustion gases containing traces of fuel. 
The reduction is dependent on the molecular weight of the 
combustion gases and their relative compressibility. The 
value of γ is taken as 1.2 for double-base propellant. The 
value of γ gets lower as temperature and pressure rise.

3.2. Mass generation rate (mg) 
This represents the rate at which the propellant is 
converted into gaseous form by combustion. It is given 
by the density of the propellant multiplied by the rate of 
volume consumption of the propellant. The rate of volume 
consumption is given by the product of the burning area 
(A) of the propellant and its burn rate (r) which is the 
consumption rate of the propellant grain or of the whole 
propellant mass at a constant pressure (P) per unit time. 
The volume of a grain consumed per unit time is the 
product of rate of regression (r) and the burning surface 
area (A). The rate of mass discharge is a function of pressure 
with higher pressures having higher discharge rates. This is 
the explosive mass consumed over a given unit of time. The 
expression for the mass generation rate due to propellant 
consumption is given below:

mg=dm/dt = ρ×A×r� (1)

Using Vieille’s equation for the mass burning rate

dm = pa×k×p� (2)
dt 
where k is a constant that consider the values of ρ, A and α.

The burning rate (r) plays an important role in the 
formulation of the propellant as it indicates the propellant’s 
functional performance. The burn rate of the propellant 
is calculated from small slabs. In general, the burn rate is 
expressed either in mm/s or cm/s based on surface area (A) 
and pressure (P). This is expressed by the relation r=β Pα 
where α=pressure index and β=burning rate coefficient. 

Furthermore, this is also based on the propellant 
composition (fuel and oxidizer content of the propellant) 
and conditions prevailing inside the combustion chamber. 
The burn rate affects the gas pressure and gas velocity. This 
affects the rate of heat transfer from the hot gas into the 
propellant. If the initial propellant temperature is high, 
the burn rate also increases. The propellant having already 
gained the heat tends to burn faster due to the temperature 
gradient that drives the burning rate, the bulk temperature. 
Smaller the grain sizes for a particular propellant increase 
the total surface area per unit weight for burning. Because 
the propellant density is constant, decreases in grain size 
will increase in total surface area per unit volume. The 
surface area per unit volume is called the specific surface of 
propellant and is measured in cm-1 units.

3.3. Combustion heat (Qv) 
Combustion heat of substance is also known as the calorific 
value or the energy value. This can be defined as the amount 
of heat liberated when a given amount of the substance 
undergoes combustion. Usually, heat of combustion is 
considered to be a synonym of calorific value, which can 
be defined as the total amount of energy liberated when a 
given mass of a substance undergoes complete combustion 
in the presence of (an adequate quantity of) oxygen 
under standard conditions for temperature and pressure. 
The concept of the heat of combustion of a propellant is 
extremely important considering rocket, missile and power 
cartridge applications. The propellants used in these areas 
are often selected based on their calorific values (a value that 
denotes the heat of combustion of the fuel). The greater the 
heat of combustion of propellant, the greater the amount 
of power that can be produced from it inside combustion 
chamber. Combustion heat is determined as :

Qv= Qp+RT×Δn� (3)

where Qp=heat of combustion at constant pressure (kJ/mol), 
Qv=heat produced at constant volume (kJ/mol), R=the gas 
constant (8.314 J/mol K), Δn=moles difference between 
reactant and products of one kg gas, and T is temperature 
(K). 

3.4. Specific volume (v) 
Specific volume is a property of materials, defined as the 
number of cubic meters occupied by one kilogram of a 
particular substance. Specific volume is determined as

v=22.4∑ni (g)� (4)

This is measured in (litere/kg) and ni(g) is the amount of 
substance for ith gas products of one kg of combustion gas. 

3.5. Peak pressure (Pmax) 
Using the first-order approximation, the peak pressure 
generated inside the cartridge is obtained by assuming 
instantaneous propellant burning as: 
Pmax = 

mp R Tf =∑	 mpi Ri Tfi

(V-b) (V-bi) �
(5)
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where mp is mass of combustion product gases, Pmax is 
peak pressure, R is the universal gas constant, Ri is the gas 
constant of ith propellant product gases, Tfi is adiabatic flame 
temperature of the ith propellant, b is co-volume of the ith 
propellant product gases, and V is volume 

The value of R is 8.31343 J/mole/K

At any given instance, the mp generated by the propellant 
burning relates to the grain geometry of the propellant and 
can be expressed as a polynomial with powers of λ and 
dimensionless length, which characterizes the geometry of 
the propellant defined as a web.

mp=mpo ∑
n

j
 kj  λ

i� (6)

where mpo is the initial mass of unburned propellant

The above relation is also known as a form function. The 
coefficients kj are determined according to the propellant 
grain geometry. At each time frame, the combustion gases 
inside chamber are assumed to be in thermodynamic 
equilibrium with the pressure related to the equation of 
state for non-ideal gases.	

3.6. Force constant (F)
This is one of the essential parameters of the propellant 
related to maximum work carried out by the propellant 
unit mass and is part of the utilizable energy in 
performing the work. The work done is expressed as 
product of distance covered and force. This energy is 
much lower than the heat from the explosion. Usually an 
important relationship exists between the propellant mass 
and maximum pressure. It is called impetus or the force 
constant and is denoted by F.

F= 
Pmax (V-b)

mp � (7) 

where F also equals Tf

The term n, is the number of moles of a gas per unit mass and 
is directly proportional to the gas volume (V) at standard 
temperature and pressure (STP). V can be substituted for n, 
and Q for Tf because the two are mutually proportional. In 
the expression

F = Power = Tf×α×Q×V� (8) 

QV is known as the characteristic product of the propellant.

The closed vessel (CV) technique is generally used to 
determine various parameters such as co-volume and 
the force constant by burning the propellant at a 0.2 g/cc 
loading density. Maximum pressure and burning rate can 
be also determined. The propellant testing in a CV is more 
economical compared to the actual dynamic firing, as it 
only requires about 200 to 300 gram of propellant versus 
the several kilograms. Using F, the maximum energy (E) 
available from the propellant is estimated as 

E= 	
F C

	    (γ-1)�
(9)

 

3.8. Thermodynamic relations
As per the first law of thermodynamics, the state of the gas 
in the system can be determined as (Nag, 2018)

Q= ΔU+W� (10)

Here Q is the energy supplied to the system and ΔU is the 
change in internal energy, W is the work done by the system 
is expressed as:

W=∫F.dx � (11)

The right-hand side is the dot product of the two vectors 
and gives a scalar quantity.

Eq. 7 can also be rewritten as:

W=∫Fdx� (12)

Using material mechanics 

F=P×A� (13)

where, F is the resultant force that is expressed as the 
product of average pressure P acting on the cross-sectional 
area A of the body.

Substituting this in Eq 12, gives

W=∫P×A×dx� (14)

where dx is the length displacement which means volume 
can be expressed as dv = A×dx. Putting this in Eq 14, gives

W=∫P×dv� (15)

Here the gas compression is assumed to be adiabatic 
frictionless compression with no leakage. The combustion 
chamber possesses very little room for oxygen as it is filled 
with the propellant. The chamber is where the propellant 
combusts and has volume Vc which is given by
Vc = πd2

4 �
(16) 

According to the ideal gas law, the pressure P can be 
expressed as:

P =
 mg×R×T

V �
(17)

 

where, mg is the mass of the gas, V is the specific volume of 
the gas, P is the gas pressure, R is the gas constant and T is 
the absolute gas temperature. Putting Eq 14 into Eq 12 gives

W=∫mg×R×T dV

 	
V

�
(18)

 
which shows that the work done by the gas on the projectile 
is a function of temperature and gas volume. 

4.	 GAS GENERATOR DESCRIPTION

All safety norms for the gas generator are strictly observed 
while filling so as to avoid any accidental initiation. This 
is achieved by selecting a proper explosive train for the 
initiator, booster, and propellant and is established by 
extensive trials carried out in the field. The most important 
test is the sensitivity test. It is carried out for each explosive 
item. The order of sensitivity decreases from initiator 
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to booster and propellant. The amount of mass used in 
an explosive train increases from initiator, booster and 
propellant. The output of the explosive component increases 
from the initiator to booster and propellant. The initiator is 
the most sensitive and the propellant is the least sensitive. 
To bridge the gap between these two extremities, a booster 
is used in the explosive train. The highest order of safety is 
maintained while handling, storing and transporting these 
gas generators in this way. The cartridge is assembled with 
a case and foil assembly, and end cap. The cartridge case is 
designed so as to accommodate the propellant and booster. 
The necessary arrangements are made for initiating the gas 
generator. The case is made of brass and closed with copper 
foil with the other end being closed with an end cap. The 
foil ruptures as the high pressure and temperature of the 
gas act on it. The end cap is made of brass. The base of 
the end cap has a centrally located cap chamber at one end 
where the initiator is affixed. Arrangements are made for 
two flash holes in the cap chamber. The end cap is threaded 
and assembled with the cartridge case using thread 
sealant for proper hermetic sealing. The design aspect 
for the brass cartridge case using the bilinear kinematic 
hardening model is explained by Parate et al (2019). The 
schematic construction of the gas generator, its image and 
the seat of the fighter aircraft illustrating the location of gas 
generator are shown in Figure 3. The firing pin strikes the 
cap and generates the flash. This initiates the booster. The 
booster further ignites the propellant. The propellant gas 
so generated is used for operating the harness mechanism. 
This cartridge is responsible for the functioning of the 
harness system of the seat ejection. 

5.	 INGREDIENTS AND MATERIALS

5.1.	 Double-base propellant for gas generator
This study has chosen a propellant with a tubular shape, 
single-axial perforation without inhabitation, and neutral 
type burning due to this propellant being able to burn 
from inside to out and outside to in so that the burning 
surface area remains constant. The propellant used in 
harness purpose must be non-hygroscopic and compatible 
with the casing material in which it is to be loaded. Brass 
has been selected for the case material as it meets the 
obturation requirements. Based on the above requirements, 
a double-base propellant has been chosen consisting 
of nitro-glycerine (NG) and nitro-cellulose (NC) with 
other ingredients added to improve the properties. The 
percentage of the chemical contents and physical properties 
of the double-base propellant as used for this application are 
given in Table 1. The photo of the double-base propellant is 
given in Figure 4.

Diethyl phthalate (DEP) has the role of an inert plasticizer 
(non-energetic). The carbamite works as a stabilizer so 
as to increase the shelf life of the propellant and reduce 
the degradation of the NC. The candela wax acts as wear 
reducing agent. The propellant’s chemical content in 
percentage dictates the total amount of thermal energy 
released by burning. The gas generator using the propellant 
has polymeric macro-molecules with oxidizer and fuel. The 
double-base propellant is a homogenous mixture of NG, NC 
and other additives. Upon ignition this propellant produces 
smokeless combustible products. These combustible 

Table 1. Chemical content and the physical properties of double-base propellant (HEMRL, Propellant Specification 2018) 

	 Chemical contents (percentages)	 Dimensions of propellant grain
NC (12 % N content)	 59±1.5%	 OD	 14.1±0.2 mm (Nominal)
NG	 32±0.5%	 Web	 5.10±0.15mm
DEP	 6±0.5%	 Length	 6.5 mm (Nominal) 
Carbamite	 2±0.2%	 Density	 1.57 g/cc
Candela wax	 1%	 Shape	 Tubular with single-axial perforation

NC: Nitro-cellulose; OD: Outer diameter; NG: Nitro-glycerine; DEP: Diethyl phthalate

Figure 3. Schematic construction detail of the gas generator, its photo, and the seat of a fighter aircraft illustrating the 
location of the gas generator.
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Case

Double base propellant Gas 
generator

Booster

Cap filled
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products are namely nitrogen oxides, water vapor and 
condensable gases. This propellant may react to provide a 
detonation velocity between 6-7 km/s when confined under 
specific circumstances. However, with proper compounding, 
it will undergo the deflagration phenomenon. Most of 
the propellant undergoes deflagration which is the main 
requirement for operating the harness mechanism.

6.	 EXPERIMENTAL PART OF THE CLOSED 
VESSEL (CV)

6.1. Pressure-time (P-t) profile of the gas generator
The CV is cylindrical in shape where the cartridge is 
loaded. This is to allow various performance parameters 
to be evaluated in the laboratory. The experimental firing 
procedure consists of the CV body, a gauge adapter, the 
cartridge, the firing mechanism, a copper washer and the 
closing plug. The firing mechanism is placed at one end 
and the closing plug at the opposite end. A copper washer 
is placed on the closing plug to avoid the combustion 
products from leaking after the propellant is burned. A 
Yokogawa scope corder and charge amplifier are used to 

record pressure. A gauge adapter with pressure sensor is 
fitted to the vessel body. The selected pressure sensor has 
a small size, fast response, durability, hermetically sealed 
construction, sensitivity to 0.39 pC/psi, a measurement 
range up to 15000 psi and a rise time of ≤ 1 μs. The vessel has 
been designed and fabricated for realizing the performance 
parameters (Parate et al 2019). The CV schematic is shown 
in Figure 5. The striker for the firing mechanism strikes 
the cap and indents it. This action crushes the sensitive 
composition between the cap and anvil in the base of 
the gas generator. The flash passes through the two flash 
holes to ignite booster and propellant. The pressure-time 
(P-t) profile produced after firing the cartridge in the CV 
is shown in Figure 6. The peak (i.e. maximum) pressure 
generated in the CV is 3.84 MPa and the corresponding 
time is 258.43 milliseconds. The methodology is similar for 
evaluating the performance parameters of the cartridge in 
the CV (Parate et al 2021). 

6.2. Energy balance equation
As the propellant burns inside the CV, its chemical energy 
is converted into gas energy resulting in high pressure and 
high temperature of the combustion products. During the 
burning, two assumptions are used (Parate et al 2018).

•	 The system is adiabatic (no heat transfer- due to the 
rapid burning process) where the propellant ignition 
takes place and

•	 The exothermic reaction within the CV is due to the 
decomposition

According to the first assumption, the solid 
(propellant+booster)→Gas+Energy

Using the first law of thermodynamics;

dQ=dW+dU� (19)

Figure 4. Photo of the double-base propellant.

Figure 5. Engineering schematic of the CV.
CV: Closed vessel.
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where dQ, dU, and dW are the heat supplied to the system, 
the internal energy and the work performed. As the vessel 
experiences no heat transfer and no deformation, dU=0. 
However, in real practice heat loss will always occur from 
the vessel to the surroundings. This can be observed from 
the P-t profile as shown in Figure 6. Ideally the profile 
should be a straight line after attaining peak pressure. 
However, a pressure drop occurs after reaching maximum 
pressure. No system exists in the universe where heat loss 
doesn’t occur. Heat loss can be minimized for maximum 
utilization of work. 

7.	 RESULTS AND DISCUSSION 
The performance evaluation of the gas generator is carried 
out in a specially designed test vessel (i.e. CV). The gas 
generator develops pressures between 2.7 to 5.3 MPa and 
a TPmax 216 within 332 ms in the CV under hot (45°C) 
and cold (-26°C) conditions and a volume of 150 cc. The 
cartridges filled with 1.5 g of propellant and 0.4 g booster for 
the CV firing. They are then conditioned for a minimum of 
six hours before firing. The performance characters (i.e. Pmax 
and TPmax) of the gas generator have been experimentally 
evaluated in a suitable test vessel designed and fabricated for 
that application (de Oliveira et al. 2005; Parate et al. 2021). 
This is explained in Section 5. The various thermodynamic 
parameters of the gas generator such as co-volume, flame 
temperature, force constant, calorific value, and maximum 
pressure have been obtained experimentally by burning 
the propellant inside the closed vessel within laboratory 
facilities are enumerated in Table 2.

The burn rate and calorimetric value of the propellant is 
determined using strand burner and bomb calorimeter 
instruments. The other parameters of flame temperature 
and force constant are obtained by burning the propellant 
in a CV at loading density of 0.2 g/cc. A differential 
scanning calorimeter (DSC) is used to determine the 
specific heat. The specific heat of the propellant gas has been 
determined as 0.3488 cal/g/°C depending on the propellant 
composition. This paper has addressed all the goals and an 
objective has been met in a full-scale test demonstration of 
a gas generator for aircraft application.

6.	 CONCLUSION

The work that is present in this paper summarized the different 
thermodynamic aspects for evaluating the various properties of 
a gas generator for aircraft application. The major parameters 
of the gas generator are dependent on volumetric loading, 
pressure time profile, propellant grain configuration, and 
chemical contents. This paper also explains the performance 
characteristics of a gas generator in a CV. These data will 
help ballistic studies, serviceability, safety and propellant life 
before induction into actual use in the development phase. 
All calculations have generally been made with through 
applicability of the ideal gas law and in terms of temperature 
and pressure. When predicting and assessing the results, the 
various assumptions needed to be kept in mind. This type 
of a gas generator has to meet various design qualification 
tests during development phase before getting inducted into 
service. The author has brought out the essence of recently 
published papers of interest from open available sources. 
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Figure 6. P-t profile in the CV.
CV: Closed vessel.

Table 2. Thermodynamic properties of the gas generator

Thermodynamic properties	 Values
Mean molecular weight	 23.27 g /mole
No. of moles of gas	 0.04542 mole/g
Combustion heat of propellant	 531.32 cal/g
Ratio of Specific heat (Gamma)	 1.2448
Flame temperature	 2944 K
Internal energy of product gases	 830 cal/g
Specific heat	 0.3488 cal/g/°C
Gas volume	 962.75 cc
Co-volume	 0.989 m3/kmol
Force constant	 1052 J/g
Calorimetric value	 925 cal/g
Specific heat of the propellant gas	 0.3488 cal/g/°C
Maximum pressure at 0.2 loading density	 260 MPa
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ABSTRACT

The primary objective of this study is to investigate the solar-powered combined-cycles system 
for converting the available solar energy to its truest potential and for generating electrical 
power. This combined-cycles system consists of a solar power tower, steam turbine cycle, and 
organic Rankine cycle. The study focuses on recovering the waste heat that is obtained from 
the exit of a steam turbine and using it to operate the Rankine cycle with refrigerants R-113, 
R-11, and R-1233zd. The analysis also predicts the effects of solar irradiance for a mass flow 
rate of molten salt and steam, turbine inlet pressure, and turbine inlet temperature on first 
and second law efficiencies in the combined-cycles system. The novel concept of uncertainty 
analysis is also introduced in this work in order to provide precise accurate results and remove 
all errors, which are found to be in the desired range of 3.81%. The results also show that as 
the direct normal irradiation (DNI) increases from 600 W/m2 to 1000 W/m2, first law effi-
ciency is obtained in the range of 32.31% to 37.99% and second law efficiency from 24.14% to 
25.51% after employing the organic Rankine cycle (ORC) system. Further, the results indicate 
the maximum exergy destruction that occurs in the central receiver to be around 42%, in the 
heliostat to be 31%, in the steam generator to be 10%, and in the heat exchanger to be 3.6%.

Cite this article as: Parvez M, Mahmood SM, Khan O. First and second law assessment of a solar 
tower power plant for electrical power production and error analysis. Seatific 2023;3:1:33–42.

1.	 INTRODUCTION

In the modern era, communities often opt for a sustainable 
approach to power generation that involves a responsible 
procedure for utilizing energy resources at bare minimum 
cost while simultaneously posing lower detrimental 
environmental effects. The front runners for conventional 
fuels are fossilized coal, petro-diesel products, and 
compressed natural gas, which have been utilized for 
decades in energy generation across the globe but are 
acknowledged as being finite, and side effects such as global 
warming and climate change are associated with their 
applications in the power industry (Parvez, 2017; Vujanović 
et al., 2019; Kumar, 2020; Assad & Rosen, 2021). To meet 

these challenges, an urgent need exists for developing cost-
effective energy alternatives. Based on the above energy 
perspective, concentrating on solar thermal setups seems 
to be an attractive perspective and feasible enough to fulfil 
and simultaneously achieve cleaner economical power 
generation with a lower global environmental impact 
(Hussaini et al., 2020; Ayaz et al., 2021; Akram et al., 2023).

Over the past few years, a large number of studies have been 
devoted to developing various technologies to provide a 
viable and feasible solution for harnessing the potential of 
thermal radiation. One of these technologies was seen in 
the development of a central receiver system that primarily 
deploys a substantial number of heliostat field solar collectors 

http://orcid.org/0000-0001-7976-7105
https://orcid.org/0009-0008-0021-4291
https://orcid.org/0000-0002-8094-7573
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integrated with solar receivers and placed at the zenith of a solar 
tower (Collado & Guallar, 2019; Ahmad et al., 2022; D’Souza 
et al., 2023). This integrated system employs a working fluid 
primarily in molten salt or Duratherm oil, thereby deploying 
first-of-their kind grid-connected commercial solar power 
plants (Zolfagharnasab et al., 2020; Caraballo et al., 2021).
In the past, multiple studies have established steam turbines 
as the prime component for utilizing the maximum amount 
of energy compared to other equipment, predominantly 
due to the majority of heat being carried away in the form of 
flue gases. Generally, these gases have comparatively higher 
temperatures than atmospheric conditions; as a result, heat 
transfer leads to substantial energy losses and further leads 
to lower efficiency rates (Omar et al., 2019; Corumlu & 
Oztur, 2021; Varis & Ozkilic, 2023).
Successful models have been developed to curb energy losses 
while simultaneously utilizing this waste energy. Among these 
models, the conventional organic Rankine cycle (ORC) system 
has been found to be quite effective in successfully recovering 
waste heat sources. ORCs provide an improved method for 
successfully transforming the waste heat energy accessible at 
the exit of the steam turbine into electrical power. This system 
works with an organic, high molecular mass working fluid 
that possesses the characteristics of having a liquid-vapor 
phase change (i.e., boiling point) that occurs at temperatures 
below the water-steam phase transformation temperature 
(Haq, 2021; Zheng et al., 2022; Li et al., 2023). ORCs do 
not consume additional energy and reduce environmental 
pollution factors such as CO2 and SO2. In recent years, many 
researchers have considered thermodynamic assessments 
in order to utilize solar energy as a major source for power 
production integrated with ORC to enhance the performance 
of the entire system (Singh & Mishra, 2019; Lourenco, 2023).
Georges et al. (2013) designed a small-scale ORC integrated 
with an engine solar power plant that used techniques to 
optimize and regulate the policies that should be employed 
for larger systems. Their study focused on simulated replicas 
of the ORC engine while simultaneously considering its 
basic limitation that restricts a wider range of operating 
temperatures and technical maturity of the components. 
These prospective simulations allowed the efficiency of the 
ORC engine to be able to shoot up to 12% when the evaporating 
and condensing temperatures lie respectively between 140°C 
and 358°C. Li (2014) investigated a simple ORC technology 
operated by a low-grade heat source for converting heat to 
power. The basic principle behind ORC is quite analogous to 
a simple steam Rankine cycle. The organic working fluid is 
pumped into the heat exchanger where it can be vaporized. 
Furthermore, Li equated the results with the conventional 
steam Rankine cycle, showing ORC to have numerous 
benefits. Kerme and Orfi (2015) explained a different system 
for enabling thermodynamic modeling for conventional 
ORCs primarily operated by parabolic trough solar 
collectors for testing eight different kinds of working fluids. 
They also independently investigated the most influential 
parameters such as turbine inlet temperature on turbine 
size, expansion ratio, outlet volume flow rate, irreversibility 
ratio, and total exergy destruction. Consequently, the results 

obtained from their study showed that the maximum exergy 
destruction occurred in the solar collector with about 74.9% 
of the total exergy destructed, and the next 18.2% of the total 
destructed exergy occurring in the condenser. Loni et al. 
(2017) carried out an exergy analysis of an ORC that receives 
radiated thermal energy from the tubular cavity receiver of 
a solar dish collector. The analysis performed in their study 
was checked with several parameters such as receiver exergy 
rate, receiver exergy factor, thermal exergy efficiency, and 
electrical exergy efficiency.
Studies on exergy analysis for minimizing losses in power 
plants have provided valuable insights into the energy 
losses that occur within a system. By employing exergy 
analysis techniques, researchers can gain a comprehensive 
understanding of the thermodynamic inefficiencies present 
in power plant equipment. This knowledge allows one to 
identify the specific areas where improvements can be 
made in order to optimize energy conversion processes 
and reduce unnecessary energy dissipation. By focusing 
on exergy analysis, researchers can develop innovative 
strategies and technologies to limit losses, leading to 
increased operational efficiency, reduced environmental 
impacts, and improved economic viability for power plants. 
Such studies play a vital role in enhancing the overall 
efficiency and sustainability in the power generation sector.
Recently, a majority of researchers have investigated the heat 
recovery ORC cycle operated with regard to various working 
fluids and using solar energy as the prime source for running 
the system. Doe et al. (2022) focused on investigating the 
exergy losses in various components and exploring strategies 
to improve overall efficiency. They proposed modifications to 
the system design and operating parameters based on their 
exergy analysis findings to reduce losses and enhance the 
energy conversion process. Habibi et al. (2020) investigated 
a regenerative supercritical Brayton cycle with an organic 
Rankine cycle attached at the bottom and the cycle driven 
by a solar power tower applying molten salt as a working 
refrigerant. The results show the maximum exergy efficiency 
obtained to be 21.23%; a net power output of 177,321 kW 
should be achievable when helium is used as a refrigerant, 
and the highest exergy destruction is provided at 70,576 kW 
obtained from oxygen. Yağlı et al. (2021) presented an ORC 
system to improve the entire performance of a gas turbine 
used in wood production. A steam boiler cycle was integrated 
with a gas turbine alongside an ORC to produce steam to run 
the cycle. Their results indicate that the maximum ORC net 
power production, thermal efficiency, and exergy efficiency 
were found to respectively be 1,076.76 kW, 21.14%, and 
47.00% after employing the ORC using R123 as a working 
fluid at 230°C and 35 bars of pressure. Chen et al. (2022) 
recently published a paper on a solar-based hybrid energy 
system for producing electrical energy, thermal energy, and 
hydrogen fuel. Their computed results revealed the system 
to be able to generate 147.8 kWh/day of electrical energy 
and 595 g/day of hydrogen fuel. The past available literature 
shows studies to have seldom been conducted on the ORC 
cycle integrated with the heliostat field’s solar collector for 
power generation in terms of first and second law analyses.
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The current study’s primary objective is to evaluate the 
first and second law analyses of ORC driven with input 
energy from the waste heat available at the exit of the steam 
turbine that receives energy from a heliostat field’s solar 
collector. The study further includes the various numerical 
calculations that form the basis of the graphs plotted to 
understand and thus comment on the relationships among 
various properties. The article conducts a detailed study of 
first and second law analyses on ORC using the refrigerants 
R-113, R-11, and R-1233zd and applies a proper uncertainty 
analysis in order to eliminate any adherent errors so as to 
enhance the accuracy of this analysis. Table 1 shows the 
properties of the solar-operated steam Rankine cycle-ORC 
configuration combined-cycles system.

2.	 SYSTEM DESCRIPTION

The planned solar-operated system contains a steam 
Rankine cycle (RC) and an organic cycle Rankine (ORC) 
operating with the aid of solar energy to generate electricity. 
Figure 1 shows the outline of the entire system. With regard 
to the solar components, they are comprised of a set of 
heliostats that collect and concentrate sunlight onto the 

receiver, which captures the focused sunlight and transfers 
the heat energy to the working fluid (molten salt). This 
heat transportation system is comprised of primary pipes, 
pumps, and valves and facilitates the heat transfer to the 
power conversion systems. The power transformation 
system is comprised of a steam generator, turbine generator, 
organic Rankine system and supplies different types of 
apparatuses that convert the thermal energy into electric 
power and further supplies it to the utility grid.

The molten salt enters at high temperature into a steam 
generator, where it transfers the thermal energy, thereby 
generating steam that is in turn expanded to generate 
electric power in a steam turbine. The waste heat of the 
steam obtained at the exit of the steam turbine moves into 
the heat exchanger, where it then transfers its remaining heat 
for recovery by running the ORC system, after which the 
saturated liquid is pumped to the steam generator of the RC 
cycle. Furthermore, the steam exits from the heat exchanger 
where the heated organic vapor enters the refrigerant 
turbine and produces power as it expands. Furthermore, this 
thermal energy is transferred into the atmosphere within the 
condenser, allowing lowered temperature refrigerant into the 
heat exchanger to complete the cycle.

Table 1. Properties of the solar-operated steam Rankine cycle-ORC configuration combined-cycles system (Ahmad et 
al., 2022; Akram et al., 2023)

	 System properties values
Heliostat field 	 Beam radiation (DNI; mid value)	 800 W/m2

	 Overall field efficiency	 75%
	 Total heliostat aperture area	 10,000 m2

Central receiver 	 Aperture area	 12.5 m2

	 Inlet temperature of molten salt	 290°C
	 Outlet temperature of molten salt	 565°C
	 View factor	 0.8
	 Tube diameter	 0.019 m
	 Tube thickness	 0.00165 m
	 Emissivity	 0.8
	 Reflectivity	 0.04
	 Wind velocity 	 5.0 ms-1

	 Passes 	 20
 Steam generator 	 Internal temperature of water	 240°C
	 Outlet temperature of steam	 550°C
	 Ambient temperature 	 20°C
Organic Rankine cycle	 Working fluid used in ORC	 R-113, R-11, R-1233zd
	 Mass flow rate of waste heat source	 1 kg/s
	 ORC turbine inlet pressure (bar)	 15-35 (range)
	 ORC turbine outlet pressure (bar)	 0.5
	 ORC turbine isentropic efficiency	 80%
	 ORC pump isentropic efficiency	 75%
Thermo-physical properties of molten salt	  Temperature range of molten salt	 220°C-574°C
	 Viscosity of molten salt	 25 MPa-s
	 Density of molten salt	 863 Kg/m3

	 Thermal conductivity of molten salt	 0.134 W. K-1.m-1

	 Specific heat of molten salt	 10 kJ.K-1.kg-1

	 Freezing temperature of molten salt	 238°C

ORC: Organic Rankine cycle; DNI: Direct normal irradiation
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3.	 UNCERTAINTY ANALYSIS

The primary reason for carrying out an error and 
uncertainty analysis in any research is that human errors 
are very common, and even machines may have some small 
errors in the calculation of a property that also needs to 
be taken into consideration and calibrated likewise. Table 
2 displays all the equipment used for measuring various 
properties in the system along with its errors.

The total percentage of uncertainty (TPU) has been 
determined in this experiment by applying the equation 
(Holman, 2012) provided below:

TPU=[(U1)
2+(U2)

2+(U3)
2+(U4)

2+(U5)
2+(U6)

2]0.5� (1)

As a result, the total uncertainty associated with the system 
comes close to 3.81% for which the analysis of a complete 
setup is suitable, satisfactory, and in line with previous 
research (Holman, 2012; Seraj, 2022).

4.	 THERMODYNAMIC MODELING FOR A 
COMBINED-CYCLES SYSTEM FOR ELECTRICAL 
POWER PRODUCTION

This study mainly focuses on the primary model of a cascade 
system that is based on the integration of two varying 
models with one another. Analysis of the first and second 
laws has been carried out for mass, energy, and exergy 
balances, which will enable pinpointing the exact location 

within the model where components may have maximum 
thermodynamic inefficiencies. The study has formulated 
some basic assumptions and explained them as follows:

•	 The complete model is an integration of different 
components aligned together to work as a single model 
and is further presumed to work at a steady-state 
condition with constant solar insulation.

•	 During the entire analysis, the ambient conditions 
in which the model operated assume standard and 
constant values of temperature T0 and pressure p0 at 
20.3°C and 1.01325 bar.

•	 Subsequent pressure drops and thermal losses in the 
atmosphere have not been taken into consideration for 
the majority of the model’s apparatuses.

•	 Sudden variations or alterations in the potential and 
kinetic-based energies have not been considered within 
the study’s formulations.

•	 The chemical exergy associated with the materials has 
not been taken into consideration.

4.1.	 Heliostat (H)
The heliostat field is an integration of several stacked-
up heliostats that represent and focus the majority of the 
sun’s rays onto the centralized dedicated receiver. The rate 
at which a major portion of solar thermal input is being 
received may be written as:

Figure 1. Solar tower power plant.
ORC: organic Rankine cycle.
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Q
.
 solar=Afield q� (2)

where q is the amount of solar radiation received per unit 
area and Afield is the calculated area of the heliostat field. 
This is linked to the field of opening (Aapp) in terms of the 
concentration ratio and is written as follows:

C=
 Afield

	 Aapp �
(3)

The central receiver receives half of the thermal energy 
obtained from the heliostat, with the remainder being lost 
to the atmosphere and expressed as:

Q
.
 solar=Q

. 
CR+Q

. 
lost, heliostat� (4)

The heliostat’s energy efficiency is written as:

ηenergy, heliostat=
 Q

.
 CR

	 Q
.
 solar �

(5)

The thermal energy from the central recipient that is 
consequently drained into the atmosphere by the molten 
salt with the remainder being lost is expressed as follows:

Q
.

CR=Q
.

moltensalt+Q
.

lost, CR=m. moltensalt (h2-h1)+Q
.

lost, CR� (6)

ηenergy, CR=
 m. moltensalt

	 Q
.

CR �
(7)

The exergy destruction in the central receiver is written as:

∆E
.
CR=m. moltensalt [(h2-h1)-T0 (s2-s1)]� (8)

4.2.	 Steam generator (SG)
Using the energy balance approach to a steam generator 
results in:

m. moltensalt (h2-h3)=m. st (h4-h7)� (9)

The exergy destruction in the heat steam generator is 
expressed as:

∆E
.
SG=T0 [m

. moltensalt (s2-s3)+m. st (s4-s7)]� (10)

4.3.	 Steam turbine (ST)
Applying the first law of thermodynamics to the steam 
turbine results in:

W
. 

T=m. st (h4-h5)� (11)

The exergy destruction in the steam turbine is expressed as:

∆E
.
st=m. st [(h4-h5)-T0 (s4-s5)]-W

. 
T� (12)

4.4.	 Heat exchanger (HE)
The energy balance regarding the heat exchanger is 
expressed as:
m. st (h5-h6)=m. ref (h8-h11)� (13)
The exergy destruction in the heat exchanger is written as:
∆E

.
HE=T0 [m

. st (s5-s6)+m. ref (s8-s11)]� (14)

4.5.	 Feedwater pump1 (FWP1)
The energy balance regarding the feedwater pump1 is 
expressed as:
W

. 
FWP1, wt=m. wt(h7-h6)� (15)

The exergy destruction in the feedwater pump is written as:
∆E

.
FWP1=T0 [m

. wt (s7-s6)]� (16)

4.6.	 Solar pump2 (SP2)
The energy balance regarding the solar pump is expressed 
as:
W

. 
SP2=m. solarfluid (h3-h1)� (17)

The exergy destruction in the solar pump is written as:
∆E

.
SP2=T0 [m

. solarfluid (s3-s1)]� (18)

4.7.	 Refrigerant turbine (RT)
The energy balance regarding the refrigerant turbine is 
expressed as:
W

.
T, RT=m. vapour (h8-h9)� (19)

The exergy destruction in the refrigerant turbine is written as:
∆E

.
RT=m. RT [(h8-h9)-T0 (s8-s9)]-W

.
T, RT� (20)

4.8.	 Condenser (C)
The energy balance regarding the condenser is expressed as:
m. vapour (h9-h10)=m.

water (ha-hb)� (21)
The exergy destruction in the condenser is written as:
∆E

.
C=T0 [m

. vapour (s9-s10)+m.
water (sa-sb)]� (22)

4.9.	 ORC pump3 (ORC P3)
The ORC pump’s energy balance is expressed as follows:
W

.
ORC, P3=m. ref (h11-h10)� (23)

The depletion of exergy in the solar pump is calculated as 
follows:
∆E

.
ORC, P3=T0 [m

. ref (s10-s11)]� (24)

4.10. First law efficiencies
First law efficiencies is the ratio of useful energy produced 
in the entire system to the input energy of the fuel supplied 
to the entire system, can be written as:

ηI=
 W

. 
ST+W

. 
RT-W

. 
SP1-W

. 
SP2-W

. 
ORC, P3-W

. 
C, ORC

	 Q
.

C.R �
(25)

4.11. Second law efficiencies
The product exergy output is known as the exergy input 
separated into the whole system and calculated as:

ηII=
 W

. 
ST+W

. 
RT-W

. 
SP1-W

. 
SP2-W

. 
ORC, P3-W

. 
C, ORC

	 E
.
x, in �

(26)

Table 2. Measurement accuracies and experimental 
uncertainties associated with sensors and parameters

Sensor	 Sensors and	 Designated	 Accuracies 
no	 parameters	 symbol	 and 
			   uncertainties 
			   measurement

1	 T-type thermocouples	 U1	 ±0.3 C
2	 Flow meter	 U2	 ±4 ml
3	 Pressure transducer	 U3	 ±1.9 m bar
4	 Voltage measurement	 U4	 ±0.08 V
5	 Current measurement	 U5	 ±0.1 A
6	 Power temperature	 U6	 -0.3%/C 
	 coefficient
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5.	 DEFINING RESULTS AND DISCUSSIONS

This section explains the basic framework and evaluates 
the estimations after employing thermodynamic modeling 
for the first and second law analyses. Furthermore, this 
section computes a combined assessment of the effects 
on the several important parameters that furnish a major 
effect on the results of solar-powered combined cycles. 
To complete this study, influential parameters have been 
analyzed such as the effect of solar irradiance on first and 
second law efficiencies, the mass flow rate of molten salt 
and steam, turbine inlet pressure, turbine efficiencies at 
the inlet, and exergy degradation regarding the first and 
second laws regarding all major modules within the 
combined-cycles system. The study has also examined the 
thermodynamic properties of refrigerants R-113, R-11, 
and R-1233zd as procured in the ORC cycle, and the 
results are well-matched under similar conditions (Parvez 
& Khalid, 2018; Shah et al., 2020).

The effects of first and second law efficiencies alongside 
changes in the direct normal irradiation (DNI) on a 
steam Rankine cycle and organic Rankine cycle of a 
combined-cycles system are summarized in Figures 2 
and 3. The efficiency of an entire system is increased by 
increasing the DNI values from 600 W/m2 to 1,000 W/m2. 
This observation results from an extreme sensitivity while 
considering the dissimilarity of DNI captured from the 

surface temperature of the central receiver. Furthermore, 
the same increasing trend was noted regarding the first 
and second law efficiencies of the entire system. The 
entire cycle efficiency of the second law analysis is also 
lower than the first law efficiencies as observed for the 
combined-cycles system. This is due to a major quantity 
of exergy associated with the thermal energy that has 
been received being less than its energy content, therefore 
resulting in lower improvements regarding second law 
efficiencies for the combined-cycles system for subsequent 
increases in DNI.

The effect of steam turbine entrance pressure (TIP) on 
the entire first and then second law efficiencies can be 
observed in Figures 4 and 5. The computed results 
indicate that both first and second law efficiencies of the 
system boosted as TIP increased. The justification for 
this trend is that an increase in TIP causes an increase 
in the power outputs in the ORC turbine cycle and 
in the steam turbine cycle; as a result, the entire first 
law efficiencies of the model increase. Moreover, the 
proportion of increment regarding the refrigeration yield 
of ORC is significantly higher, which ultimately increases 
the overall power output generated through the steam 
turbine cycle. However, the behavior of the second law 
efficiencies increases slightly less when compared with 
first law efficiencies at the same pressure of the entire 
system. The primary reason can be stipulated as the 
exergy related to the heating system being lower than the 
energy generated through process heat.

Figure 2. Variations in first law efficiencies with changes in 
DNI of an RC and ORC solar tower power plant.
DNI: Direct normal irradiation; RC: Rankine cycle; ORC: Organic 
Rankine cycle.

Figure 3. Variation of second law efficiency with the change 
in DNI of an RC and ORC solar tower power plant.

Figure 4. Variations in first law efficiencies with changes in 
the turbine inlet pressure of the solar tower power plant.

Figure 5. Variations in second law efficiencies with changes 
in the turbine inlet pressure of the solar tower power plant.
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Figures 6 and 7 display the variations in the first and 
second law efficiencies of the entire system performance 
while varying turbine inlet temperature (TIT) for 
production power. Both first and second law efficiencies of 
the entire system can be noted to increase appreciably with 
an increase in TIT of the entire combined-cycles system. 
This increase was noted as an increase in refrigeration 
output of ORC and power output from the steam turbine 
cycle. The findings from the results justify the benefits 
of integrating ORC with RC, as these show a significant 

increment in both first and second law efficiencies of 
the combined-cycles system, as well as TIT as being an 
important parameter in the design of a solar-operated 
organic Rankine cycle system.
The performance regarding the effect from changing the 
mass flow rate of molten salt and steam generated in the 
steam generator at different values of DNI is investigated 
in Figure 8. A model was developed that estimated a rapid 
gain regarding the mass flow rate of the molten salt, while 
a simultaneous increase in the mass flow rate of steam was 
registered when the DNI values increase from 600 W/m2 
to 1,000 W/m2. The reason for the increasing trend of mass 
flow rate is that increased DNI results in the mass flow rate 
of molten salt furnishing a high rate of thermal energy to 
the steam generator. However, the mass flow rate of steam 
has smaller results compared to the mass flow rate of molten 
salt in the combined-cycles system.

Figures 9 and 10 display other essential variations 
detected for the refrigerants R-113, R-11, and R-1233zd 
in the thermodynamic performance of ORC regarding 
first and second law efficiencies as TIT increases. As these 
figures show, the trend is to have higher first and second 
law efficiencies for all working fluids as TIT increases 
from 350°C to 550°C. The reason behind this subsequent 
increase in both first and second law efficiencies is 

Figure 6. Variations in first law efficiencies with changes in 
turbine inlet temperature of the solar tower power plant.
RC: Rankine cycle; ORC: Organic Rankine cycle.

Figure 7. Variations in second law efficiencies with changes in 
the turbine inlet temperature of the solar tower power plant.

Figure 8. Variations in the mass flow rate of molten salt and 
steam with changes in DNI for the solar tower power plant.
DNI: Direct normal irradiation.

Figure 9. Variations in first law efficiencies for the cycle with 
changes in turbine inlet temperature at rp=25 bar regarding 
the different refrigerants for a solar tower power plant.

Figure 10. Variations in second law efficiencies of a cycle with 
changes in turbine inlet temperature at rp=25 bar regarding 
the different refrigerants of a solar tower power plant.
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primarily due to surplus electric power generation, 
which is attributed to the bare minimum expansion of 
the working fluid in the ORC turbine. Conversely, the 
power produced in the steam turbine is higher than for 
the above case. Furthermore, a notable increase in the 
efficiency of R-113 is observed when employed as a heat 
transfer fluid (refrigerant) in ORC. Concurrently, the 
fluid appears to possess superior efficiency compared 
to the R-11 and R-1233zd refrigerants regarding ORC. 
When comparing the results, R-113 should be noted to 
have a higher boiling point than both R-11 and R-1233zd, 
and these results have also been validated by Shah et al. 
(2020) and Haq (2021).

This section discusses the distribution of exergy 
destruction for all major components in the system and 
exergy input to the cycle under consideration (Fig. 11). 
The central receiver and heliostat have been calculated 
as having the largest exergy destruction due to the larger 
temperature differences in the system (42% and 31%, 
respectively). A substantial quantity of exergy destruction 
was also noted in the steam generator (around 10%). 
Among the other components incorporated in the model, 
an estimated combined exergy destruction of 3% was 
achieved out of the 100% solar exergy input and has been 
examined on an individual basis. This exergy destruction 
analysis provides useful data and also aids designers 
in generating an order of importance among the 
components developed for the proposed solar-operated 
organic Rankine cycle. The results here have also been 
validated by Ahmad et al. (2022).

6.	 CONCLUSION

The first and second laws of thermodynamics play 
a crucial role in analyzing and understanding the 
performance of power plants and in determining the 
strategies for limiting losses. Exergy analyses are based 
on these laws and provide insights into the quality and 
quantity of energy in a system, thus allowing engineers 
to identify and minimize losses effectively. The present 
analysis has established the functional conditions for a 

solar-operated steam turbine to recover the waste heat 
when an organic Rankine cycle (ORC) is integrated at 
the bottom of a steam Rankine cycle (RC). Keeping the 
thermodynamics point of view, integrating an RC and an 
ORC while considering the heat rejected from the steam 
cycle as waste heat provides much better efficiencies as a 
result of utilizing the waste heat at the exit for additional 
power generation. In addition, the current study has 
introduced a novel concept of uncertainty for obtaining 
more accurate results with a precision that should remove 
all human and machine errors. Concluding remarks have 
been coined from the research as follows:

•	 A slight gain in first and second law efficiencies was 
observed after considerably increasing the DNI values 
under different operating conditions.

•	 First law efficiencies under the mean operating conditions 
of DNI occur in the range of 32.31% to 37.99%, and 
second law efficiencies occur in the range of 24.14% to 
25.51% when employing ORC to produce power. 

•	 First law efficiencies are notably increased with increases 
in turbine inlet pressure, whereas second law efficiencies 
of a combined-cycles system increase slightly under the 
same operating conditions.

•	 First and second law efficiencies are noted to increase 
slightly as the turbine inlet temperature increases in a 
combined-cycles system.

•	 A significant increase in the mass flow rate of molten 
salt and the mass flow rate of steam was observed as the 
DNI increased to different values.

•	 For mean operating conditions, refrigerants used in the 
ORC cycle show R-113 to rank as the best refrigerant, 
followed by R-11 in second and R-1233zd in third.

•	 Of the cycle’s 100% exergy input, the greatest exergy 
destruction was found to be about 42% in the central 
receiver, 31% in the heliostat, 10% in the steam generator, 
3.57% in the heat exchanger, and 1.81% in the ORC.

•	 Error analysis was applied to remove any uncertainty in 
the study. The error rate came out to be 3.81%, which is 
within the desired range.
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