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Investigation and analysis of interleaved dc-dc boost converter for 

grid-connected photovoltaic energy system 

Mehmet Büyük  
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A B S T R A C T  A R T I C L E  I N F O   

The installation of photovoltaic energy system has been increasing in recent years with the 

increment of the demand to the electrical power. PV system can be installed as either standalone 

or grid-connected. Grid-connected PV systems are more attractive because of not requiring a 

storage system. In this study, a three-leg interleaved boost converter for grid-connected PV 

system is proposed. In the proposed system, a grid-connected PV system is designed and 

modelled in a simulation environment. The proposed model is analysed in comparison with the 

conventional dc-dc boost converter topology under variations of irradiance and temperature. 

The comparison of two systems is performed according to input current ripple ratio and THD 

value of the grid current. The simulation results show that the proposed topology has lower 

current ripple and THD value comparing with the conventional topology. 
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1. Introduction 

In today's life, the applications of renewable energy sources 

have come into prominence by reduction of the fossil fuels and 

increasing greenhouse gas emissions [1, 2]. Photovoltaic (PV) 

panel systems attract further attention since their simple 

implementation and low maintenance cost. In addition, the 

power generation capacity of PV systems can be improved via 

implementation of industry 4.0 [3]. Besides, the systems are 

applicable for houses, industrial plants and commercial power 

plants [4-7]. Furthermore, the installed PV system capacity 

over the world has been increasing significantly in recent 

years [8]. Although standalone and grid-connected PV panel 

systems are available in applications, the grid-connected 

systems are more efficient and highly preferred systems in 

applications [5-7]. In general, a dc/dc converter and an 

inverter are used to connect the PV panels to the grid [9]. The 

dc/dc converter is applied to obtain the suitable dc voltage 

level with the maximum power of PV panel [1, 10, 11]. The 

inverter is utilised to converter dc voltage into ac voltage [12].  

 

There are several dc/dc converter topologies implemented in 

the grid-connected PV systems. However, a boost converter is 

usually preferred as a dc/dc converter in PV system and 

renewable energy systems [2, 13-16]. There are also a few 

boost converter circuits in literature studies and applications 

[13, 17, 18]. In earlier studies, conventional boost converter 

topology is used with PV system. However, the PV current 

has a high ripple ratio when the conventional boost converter 

is used [10, 11, 19, 20]. The high current ripple ratio in PV 

side effects total harmonic distortion (THD) value of current 

injected to the grid. Besides, the high ripple degrades the PV 

lifetime and overall system efficiency.  

 

In this study, a three-leg interleaved boost converter is applied 

for the grid-connected PV system. The proposed system is 

modelled and analysed through a simulation environment. A 

grid-connected PV system in the rating of 10.6 kW is designed 

and constructed in the simulation environment, and the 

constructed model is simulated for conventional boost 

converter and IBC systems. The modelled system is examined 

under different irradiance and temperature values. The 

simulation results are presented by considering current ripple 

ratio and THD value.  

 

The rest of the manuscript is organized as follows. In Section 

2, the PV system model of the simulated system and its 

characteristics are introduced. In Section 3, the structure of the 

proposed system is presented. By this way, the model of the 

proposed system is explained in detail. In addition, the current 

ripple ratios are given for the conventional boost converter 

and IBC. In Section 4, the simulation results of the proposed 

system with the conventional boost converter and IBC 

topologies are presented. The results of IBC topology are 

discussed and compared with the results of the conventional 

topology. The conclusion is discussed in Section 5. 

http://www.journals.manas.edu.kg/
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2. PV system model and characteristic 

A PV module consists of small solar cells (approximately 1-2 

W) to generate high output power and voltage. As well known 

that an ideal solar cell is modelled as a current source with 

parallel a diode. Besides, series and parallel resistors are 

included to ideal model to demonstrate power losses. The 

widespread equivalent circuit model of a single PV 

cell/module is illustrated in Figure 1. This model is called a 

single diode model and includes five parameters to be 

determined. The 𝐼 − 𝑉 characteristic of the single diode model 

is acquired through Eq. (1) [21]. 

 

𝐼 = 𝐼𝑝𝑣 − 𝐼0 [exp (
𝑉 + 𝐼𝑅𝑠

𝑎𝑉𝑇

) − 1] −
𝑉 + 𝐼𝑅𝑠

𝑅𝑠ℎ

 (1) 

 

Where, 

𝐼𝑝𝑣 : PV current 

𝐼0 : Saturation current 

𝑅𝑠 : Series resistor 

𝑅𝑠ℎ : Shunt resistor 

𝑉𝑇 : Diode thermal voltage 

 

 

Figure 1. A single PV module and its equivalent circuit scheme 

The parameters of the model are obtained by equations of 

short circuit, open circuit, MPP circuit and zero derivative for 

MPP circuit. The parameters for a single module are shown in 

Table 1.  According to these parameters, PV current, series 

and shunt resistors and diode saturation current are obtained. 

Then, the 𝐼 − 𝑉  and 𝑃 − 𝑉 curves of this model are drawn for 

different irradiance values at 25 𝐶 
0 , as shown in Figure 2. 

 

Table 1. The parameters for a single PV modüle 

Parameter Description Value 

𝑷𝒎𝒑 Maximum power 305.2 W 

𝑽𝒐𝒄 Open circuit voltage 64.14 V 

𝑽𝒎𝒑 Voltage at MPP 54.7 V 

𝑵𝒄𝒆𝒍𝒍 # of cell per module 96 

𝑰𝒔𝒄 Short-circuit current 5.94 A 

𝑰𝒎𝒑 Current at MPP 5.56 A 

 

The voltage level of the single module is low during the grid 

connection. Thus, in the present work, seven in series and five 

in parallel modules are connected to create a PV array with 

sufficient voltage level and high current value. The 𝐼 − 𝑉  and 

𝑃 − 𝑉 curves of PV array are drawn for different irradiance 

values at 25 𝐶 
0 , as demonstrated in Figure 3.  

 

 

(a) 

 

(b) 

 

Figure 2. The 𝑰 − 𝑽  and 𝑷 − 𝑽 curves of single PV module under 

different irradiances 

 

 

(a) 

 

(b) 

Figure 3. The 𝑰 − 𝑽  and 𝑷 − 𝑽 curves of PV array under 

different irradiances 

3. Structure and control of the proposed system model 

The general representation of the proposed system is 

demonstrated in Fig. 4. The proposed system consists of a PV 

array transferring solar energy into electric energy, a three-leg 

boost converter with MPPT controller, and a three-phase DC-

AC inverter with the current controller and output LCL filter. 

Incremental conductance MPPT algorithm is applied to 

acquire maximum power [22,23].  

Ipv ID

Rsh

Rs
I
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Figure 4. General structure scheme of the proposed system 

3.1. Interleaved boost converter 

The conventional boost converter and IBC structures with 

pulses and PV currents are shown in Figure 5. The structure 

and pulse signal of the conventional converter are 

demonstrated in Figure 5(a) and Figure 5(c). Besides, the 

structure and pulse signals of IBC topology are shown in 

Figure 5(b) and Figure 5(d). 

 

The relation between input voltage and output voltage of the 

conventional boost converter is given in (2). The current 

flowing on the inductor is increasing once the switching 

component turns on and decreasing when turns off. The 

difference between the lower and upper points of the current 

is ripple current that has drawbacks on the PV system and 

output voltage. The ripple current is obtained by Eq. (3). To 

lessen the ripple current, the inductance value or switching 

frequency can be increased. However, higher inductance 

value results in bulky system and high switching frequency 

leads to efficiency degradation. In this study, instead, a three-

leg boost converter is proposed to reduce the inductor current 

ripple and its negative effect [13, 24].  

 

 

Figure 5. The structures, currents and pulse waveforms of the conventional boost converter and IBC 

𝑉𝑜 =
1

(1 − 𝐷)
𝑉  (2) 

∆𝐼 =
𝐷𝑇𝑠

𝐿
𝑉  (3) 

 

Where, 𝐷 is duty cycle and 𝑇𝑠 is switching time. 

 

In this study, a three-phase IBC is preferred to convert DC 

voltage level. Three parallel converters are used in this 

topology, as shown in Figure 5(b). The operation of IBC is 

based on applying identical pulses with shifting the pulses of 

the switches by 1200 [19,24]. The switching signals and 

inductor currents are demonstrated in Figure 5(d). The 

switching signals may overlap depending on duty cycle, as 

shown in Figure 5(d). It is proposed to select the duty cycle 

higher than 1/3 in order to obtain boosted input voltage. The 

input ripple current is obtained as Eq. (4). The input ripple 

current is obtained according to the duty cycle ratio [10]. 

∆𝐼 = {
0.34 < 𝐷 < 0.66 ;

𝑉𝑇𝑠𝑑

3𝐿
(
2 − 3𝐷

𝐷′
)

0.67 < 𝐷 < 1      ;
𝑉𝑇𝑠𝑑

𝐿
(
1 − 𝐷

𝐷′
)

 (4) 

 

Where, 𝑑 is the ratio of input current rising time to its 

period (𝑡𝑟 𝜏⁄ ).  

3.1. DC/AC conversion 

The PV system is connected to the grid through a DC-AC 

inverter. In this study, a three-phase inverter is used to convert 

DC voltage into AC voltage. The inverter includes three half-

bridge inverter legs. The switching components of the inverter 

are modulated by SPWM method. The rms voltage value of 

IBC
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inverter is obtained as in (5) for the fundamental component 

[25]. The circuit diagram of the grid-connected inverter is 

demonstrated in Figure 6. An LCL filter is tied between the 

inverter and the grid to effectively degrade the ripple 

harmonics generated from the modulation of the inverter [26]. 

Besides, a simple resistor connected in series with the filter 

capacitor suppresses the filter resonance. 

 

Figure 6. The circuit diagram of the three-phase grid-connected 

inverter 

𝑉𝑖 =
𝑀

2√2
𝑉𝑜 

 (5) 

Where, M index represents the modulation ratio of the 

reference sine signal to the carrier signal. 𝑽𝒊 and 𝑽𝒐 are 

inverter output fundamental voltage and capacitor dc voltage, 

respectively. The constant 𝑴/(𝟐√𝟐) gives the inverter gain 

value [25]. 

4. Case studies and discussion 

The proposed system is modelled and analysed though a 

simulation program environment. The system parameters of 

the modelled system are given in Table 2. The proposed 

system is tested under various irradiance and temperature 

values. The changes in irradiance and temperature are shown 

in Figure 7. Besides, the mean powers obtained from PV array 

according to the irradiance and temperature variations for 

conventional boost converter and IBC are illustrated in Figure 

8. The mean power obtained by the IBC topology is always 

higher than the conventional topology.  

 

The modelled system is examined for conventional boost 

converter and three-phase IBC topologies. Figure 9 shows the 

current and voltage waveforms once the conventional boost 

converter and three-phase IBC are applied. It is obvious that 

the output current has high ripple current when the 

conventional method is used. On the other hand, the ripple 

current is reduced to almost 1/3 ratio with IBC technique.  

 

 

 

 

 

Table 2. The system parameters of the proposed system 

Parameter Description Value 

𝑽𝒈 Grid voltage 380 V 

𝒇𝒈 Grid frequency 50 Hz 

𝑽𝒐 DC link voltage 750 V 

𝑷𝒑𝒗 Max. PV power 10.6 kW 

𝒇𝒔𝒅 IBC switching freq. 5 kHz 

𝒇𝒔𝒊 Inverter switching freq. 5 kHz 

 

 
Figure 7. The changes in irradiance and temperature 

 

(a) 

 

(b) 

 

Figure 8. Mean power behaviour of PV array under irradiance 

and temperature changes for conventional converter and (b) IBC 

topology 

The grid voltage and current supplied by PV to the grid under 

the variation of the irradiance and temperature are shown in 

Figure 10. This result is illustrated only for IBC based 

topology. It can be seen from the figure that the supplied 

current decreases with irradiance reduction and temperature 

increment. 

S4 S5

S1 S2

S6

S3

3Φ  VSI

LCL Filter Grid

Vo
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(a)                                                                                   (b) 

Figure 9. Output current and voltage waveforms of PV array for (a) conventional boost converter and (b) IBC  

 

Figure 10. The waveforms of grid voltage and inverter current 

The grid-side current waveforms with their harmonic spectra 

and THDs are shown in Figure 11. The results for 

conventional and IBC methods are given in Figure 11(a) and 

Figure 11(b), respectively. The THD values of the grid-side 

currents are 0.94 % and 0.87 % for the conventional method 

and IBC method, respectively. It is obvious from the 

simulation results that the proposed system injects current to 

the grid with lower THD value.  

 
(a) 
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(b) 

Figure 11. Waveforms of grid currents and FFTs with (a) 

conventional method and (b) IBC structure  

5. Conclusion 

A grid-connected PV system with IBC has been proposed in 

this study. In the proposed study, IBC is used as dc/dc 

converter to reduce the current ripple ratio. The IC MPPT 

algorithm is applied to obtain the maximum power from the 

PV array. A 10.6 kW grid-connected PV system is designed 

in this study. The proposed system has been modelled in 

simulation environment, and it is examined under variation of 

irradiance and temperature. The proposed system is compared 

with the conventional boost converter model. It is shown from 

the simulation results that the IBC topology has a lower PV 

current ripple in comparison with the conventional boost 

converter. The current ripple values are 7.2V and 2.1V for the 

conventional boost converter and the IBC topologies, 

respectively. Moreover, the THD values of the grid current are 

0.94% and 0.87% for the conventional boost converter and the 

IBC topologies, respectively. It is obvious from the results that 

the current ripple and THD value are reduced by the IBC 

model. 
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A B S T R A C T  A R T I C L E  I N F O   

The search for maximum efficiency which was formed as a result of the digital transformation, 

which was founded in the 1970s, brought Industry 4.0, which means the change of production 

strategies and business models, in 2011. In this new age which predicts the use of smart factories 

using unmanned cutting-edge smart robots; it is claimed that resource efficiency will increase, 

costs will decrease, the speed of product launching will improve and energy savings will be 

achieved thanks to dark production. It is a fact that the competition in the market will increase 

with this new age in the world. Turkey's success in holding on to this global market seems to 

depend on adaptation to newly created technologies, hosting and support processes. Especially 

the adaptation of SMEs, which constitute a large share of entrepreneurship activities, to this 

process is important. For this reason, in this study, by examining the production flow of "Kan 

Metal", which makes small scale production; it has been adapted to Industry 4.0 setup. Thus, by 

comparing the current system with the predicted one; advantages and disadvantages are 

identified and changes in the transformation process are revealed.During the examination of the 

production system, firstly, an information questionnaire was sent to the company, a visit was 

made to the company, information was exchanged with the company official with the semi-

structured interview technique in the light of the information obtained from the questionnaires, 

and the production line was examined and photographed with the observation method. The 

current system was analyzed in the light of these data and adapted to the industry 4.0 system 

with the literature review method and a fictional model was designed.As a result, industry 4.0 

means many advantages for the market, such as increased productivity, reduced costs, ease of 

use of resources and space, tracking the production flow from order to supply, and creating 

sensitive products. However, the high costs and unqualified personnel of the establishment of 

new technologies constitute the biggest disadvantages for SMEs. Transition to the new system 

seems possible only if these companies are supported in terms of infrastructure, education and 

capital. 
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1. Introduction 

Until today, 4 different breaks have occurred in the industry 

and these are called industrial revolutions. The first of the first 

3 Industrial Revolutions, which lasted about 200 years, began 

in the 1780s, with the replacement of mechanical looms by 

steam engines and the foundation of mechanical production 

systems, based in England. Thus, there was an extreme 

increase in productivity in fabric production that moved from 

private workshops to central factories. [9]. Approximately 100 

years later, the period corresponding to the beginning of the 

20th century indicates the second Industrial Revolution. In 

this period, which is also called the technology revolution, 

production was completely steam-powered and the 

construction of railways has started. While this situation 

supports the increase in steel production; on the other hand, it 

has transformed it into need. In addition, the development of 

industrial activities has increased the demand for energy 

resources and started the transition towards oil and electricity 

by separating resource use from steam power. With the 

introduction of electrical energy in assembly lines, the 

development of mass production and division of labor has 

created high efficiency. In the same way, electrical 
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communication has developed and the possibility of 

communication by telegraph has emerged[3, 17]. 

Advances in electricity and information technologies in the 

early 1970s, brought a radical change based on information 

technology, communication and energy. Production based on 

mechanical and electronic technology has begun to change 

with digital technology, and automation has become 

widespread. The rapid development of computers and the 

Internet, along with Digital Technology, has brought about the 

development of information processing, communication and 

micro-electronic techniques. In the 3rd industrial period, when 

developments based on micro-electronic technologies such as 

atom energy, computers, fiber-optics and chips were 

experienced, the use of solar energy, wind energy, 

hydroelectric and geothermal power plants became prominent 

as the concepts of sustainability and sustainable energy 

became important [17, 27]. All these industrial revolutions 

have triggered the formation of new generation technologies, 

smart objects and factories that can communicate with each 

other. Thus, in the 2000s, the fourth industrial revolution, 

called industry 4.0, came to the fore. For this period, which is 

considered as a transition phase of the world, it is predicted 

that a production cycle in which much higher productivity is 

aimed at lower costs will develop and thus a new system and 

social structure will be formed. 

2. Industry 4.0 

After first mention of forth industrial revolution in Hannover 

Fair in 2011, Germany Government build a research group to 

investigate forth industrial revolution in 2012. The research 

group published a result report in 2013. According to report, 

nowadays we have been experiencing the transition process of 

Industry 4.0 and to success of this process 8 step must be 

completed: 1st step is detection of reference hardware 

architecture and providing standardization, 2nd step is 

administration of complex systems, 3rd step is usage of wide-

ranging and high-speed communication infrastructure in 

industry, 4th step is safety and security, 5th step is 

organization of study and design, 6th step is permanent 

education and development of professional education, 7th step 

is adaptation of current regulation, 8th and last step is 

providing efficiency of source in application [17]. In new 

industry era, main aim is usage of all sources including human 

in optimal level and getting result in the most efficient way. 

For this purpose, a system that consist of simultaneous usage 

of all technological developments is conceptualized. 

 

A research group including The German Research Center for 

Artificial Intelligence and Siemens and 20 industrial partners 

run an application about working principles of a smart factory 

in Kaiserslautern. Soap bottles with radio frequency 

identification [RFID]. labels are used with the purpose of 

observation of the interaction between product and machines. 

These labels give information about colors, size, and volume 

of the bottles to machines. After giving information, smart 

machines recognize the bottles and then classify and fill them. 

In this cyber-physical system working style, information 

transfer completed by using radio frequencies and transferred 

information is stored in digital environment in each step [2]. 

Moreover, these labels create information clouds during 

production process. These clouds and continuing of the 

information process will be used to enable the communication 

between producer and consumer. Using this system consumer 

will be able to rate the producer performance, give feedback 

during the working process and producer will be able to follow 

the process in breakdown situations.  

 

Pioneer technologies of Industry 4.0 are examined in cloud 

computing system, augmented reality, simulation, 

autonomous robots, large data, cyber-physical systems, smart 

factories, integration of system, internet of objects, three 

dimensional printers categories [26]. 

 

Smart Factories: Smart factories are defined as environments 

which do not include human factor except extraordinary 

situations, and consist of machines, robots, and equipment 

which are working in interaction with each other 

autonomously [23].  

 

Internet of Objects: The network models which connecting 

internet with help of additional sensors. They are placed in 

internal system. Purpose of these models is enabling objects 

to gather and distribute data.  

 

Cyber-Physical Systems: They are defined as interaction 

systems between physical world and cyber environments with 

the help of internet. There are sensors in these systems. These 

whole systems enable us to define the physical movements in 

cyber environment. Moreover, it enables communication 

between objects [16]. 

 

Cloud-Computing Technologies: The data held by companies 

stored in a cloud system that defined as virtual server and 

accessible for share and usage by any devices with internet 

connection is provided by a technology. The infrastructure 

that makes mentioned technology useful is defines the cloud 

computing system using the software and data of the main 

source and enable the distribution through IT network [22].  

Large Data: Gathering and analyzation statistics of internet, 

social media, kinds of sensors, GSM records, corporate and 

consumer-based administration data, and similar kind of data 

is defined as large data. Moreover, to define it as large data, 

standardization of simultaneous decision process is required. 

Optimization of task and decision matcher operation modes 

increases the quality and efficiency of production. In addition, 

it helps energy-saving, maintenance of equipment [21]. 

 

Simulation: Simulation is defined as a three-dimensional 

virtual model, which is prepared using real time information, 

of product, material, and production steps during design 
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process. It imitates the process and system in the real world. 

By using this imitation, it defines the objects and relationships 

of object [29]. 

 

System Integration: It is integration of production and 

administration of business to each other. This integration 

enables the parts work with harmony with each other. As a 

result, consumer, supplier, distribution channels work with 

harmony with each other. The whole system is defined as 

system integration. System integration makes it possible to 

have footprint of machines, components, material that used in 

production process [8]. 

 

Three-Dimensional Printers: They print three dimensional 

objects in real world using three-dimensional data created 

computers. Mechanical parts except motors and electronic 

devices can be produced by them. 3D printers also used to 

surface improvement and modelling. They are used in 

medicine, industry, food, town planning, genetics, and IT 

technologies areas [33]. Another important advantage of them 

is, they decrease the costs of production which results in an 

increase of accessibility of products. Application of this 

process to different materials is continuing. 

 

Augmented Reality: They are technologies which bring 

together the data of real and virtual objects [15]. An advantage 

of this technology is it make it possible to virtually adaptation 

of new features to real objects. By using possible it is easier to 

save time, workload and do not lose contact with the real 

world.  

 

Autonomous Robots: They are electro-mechanic devices that 

can carry out tasks with previously programmed software. 

They can be controlled by operators or by software. 

Nowadays, these robots are commonly used and human 

workload replaced with autonomous robots’ day by day [5, 8]. 

2.1. The Place of Industry 4.0 in the World and Turkey 

According to 2020 IFR World Robotics report, with 12% 

increase, 2.7 million industrial robots are used in the world 

which is a world record [14]. In last ten years, in especially 

automotive industry and respectively electronics, metal, 

machine, plastic, chemical product, and food industries an 

increase of usage of industrial robots are observed.  Two-

thirds of the global market of production industrial robots are 

occupied by new built robots in Asia. The biggest operational 

stock in the area is announced as China with the 21% increase 

and 783 000 pieces in 2019. The European market which has 

Germany as main user, showed 7% increase with 580 000 

pieces in 2019. European companies especially which 

includes SMEs, focus on systems with smart sensors to detect 

glitch and faults in the production process. Moreover, they 

also support to educate engineers in that area [10]. 

 

While corporation of human and robots has been increasing 

worldwide, Cobot [collaborative robot]. organization has 

increased %11 unlike traditional robots. While suppliers of 

these robots are increasing, application range of them are 

expand and currently their share in the industrial market is 

4.8% [14]. 

 

When we check the place of Turkey in the OECD countries 

and chosen countries, Turkey is 35th in the research and 

development in 2018 [23]. According to 2019 reports, the 

share of research and development has increased to 1.06% in 

gross domestic product [31]. 

 

When we look at the perception of sector to fourth industrial 

revolution in Turkey, results indicate that there are legal 

loopholes, shortage of qualified workman and problems at 

research and development necessity, learning necessities, 

problems in system designs, financial difficulties, and 

dependency to abroad. In addition, with the industry 4.0 there 

might be disadvantages for Turkey due to cultures of business, 

the situation of industry in Turkey, working conditions, high 

costs, and comprehensive software. According to reports, 

often used applications of industry 4.0 are system integrations, 

big data, internet of objects, cloud computing systems and 

another result is that there is an awareness of new technologies 

in the companies which use advanced technology [13]. 

 

SME are very important in transition to industry 4.0. In 2019, 

the share of SMEs is99.8% in new business attempts in 

Turkey. 72.4% of employment is encountered by SMEs. 

According to classification of SMEs; although 56.9% of 

SMEs are working with low technology, the rate of large-scale 

initiatives is 49% [32]. According to predictions, SMEs are 

very important in the process of adaptation of advanced 

technology to production if conditions are suitable. 

3. Aim and method 

The main aim of the study is the detection of the tendency of 

the transition of industry 4.0 and especially to observe the 

effects of the SMEs’ advanced technology integration to 

production. To achieve this aim, a questionnaire which is 

about company information, strategies, structure of 

organization, sources, information systems, and culture of 

organization are e-mailed to Kan Metal which is a company 

in Ostim, Ankara (cf. Annex-1). According to data taken from 

questionnaire additional questions about production and 

mechanism directed to companies (cf. Annex-2). Finally, by 

visiting companies, production mechanism is observed, 

photographed, and semi-structured interview technique, 

which is one of the qualitative data collection techniques, was 

carried out. At the end of the research, production mechanism 

at Kan Metal, and steps of production are examined and edited 

with the technologies which are predicted to be used with 

industry 4.0 by using the literature review method. 
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4. Findings and application 

4.1. Company Info 

Kan Metal, which is a company built to produce automotive 

spare parts and marketing in 1958 in Ostim-Ankara, produces 

spare parts of agricultural machinery since 1982. The 

company consist of 1 engineer, 2 bachelors, 11 workers and 

the company is a relatively small SME. They participate fairs 

in Germany and Italy twice in a year for advertising activity, 

and they export agricultural machines to Italy, Spain, 

Germany, Greece, Bulgaria, Serbia, Russia, Ukraine, 

Hungary, Azerbaijan, Uzbekistan, Iran, Taiwan, and more 

countries. While the company takes accounting services from 

outside of the company, they handle their web service. They 

own 7 machines which can be controlled manually and 

numerically, and they take painting and baking services from 

outside of the company. 

 

In 2016, they bought their neighbors’ place and their place 

doubled. In 10 years, they are planning to move a 4-storey 

factory in Ankara-Kazan. According to this plan, settlement 

plan of machines will change and painting, baking services 

will be added up to production process.  

 

The product range of Kan Metal, which produces to order, 

consists of two groups as vibrating crank and drum blade. In 

this study, the production stages of the vibrating crank are 

examined. 

4.2. Production Line 

The steps of the production of the vibrating crank are 

explained respectively. 

 

Work order and design: Due to the production to order 

method, material control is carried out according to the 

product chosen by the customers from the catalog. 6 meters 

long round steel solid shafts with diameters ranging from 25 

to 42 mm are supplied as raw material. Since the priority is the 

delivery time, if they do not have the material, an order is 

placed from a supplier from Ankara and Istanbul who will 

deliver the material first regardless of the cost. 

 

If the customer requests a special non-catalog vibrator crank 

production, the part is sent as a sample. After the sample is 

measured and the technical drawing is created, it is sent back 

to the company. 

 

Raw Material Warehouse: 6-meter shafts are kept in the 

entrance that has a maximum capacity of 75 tons. Materials 

and storage times vary according to diameters. The purpose of 

storage is stated as shortening the supply time and meeting the 

demand during busy periods. Stock control is done manually 

with Excel program based on orders. 

 

 
Picture 1. Raw material storage area and Saw 

Saw: The 6-meter shafts are cut according to the dimensions 

of the ordered product. 

CNC lathe: Center holes are drilled on one end of the cut 

shafts to be used in the lathe machine in the next stages.  
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Picture 2. CNC lathe - raw material - lathed product 

Twisting: Due to the costs of special production machines, the 

fourth generation twisting machine designed by Kan Metal, 

twists the shafts according to the desired details. 

 

 

Picture 3. Kan Metal twisting machine 

Cut to length machine: The twisted products are cut from the 

ends according to the final length measurement. 

 

Picture 4. Cut to length machine 

Dimension control: The dimensions and oscillations of all 

products are individually measured and controlled. 

 
Picture 5. Bench for dimension control 

Universal lathe: 1 mm of the end parts of the cranks are 

removed from the diameter in order to obtain more precise 
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measurements in CNC lathes. 

 

Picture 6. Universal lathe 

CNC lathe: The ends of the cranks where the bearings will be 

seated are turned according to the bearing tolerances. 

 

Picture 7. CNC lathe 

Attachment assembly: The cranks are divided into 4 groups at 

this step. Screwing, pressing and welding processes are 

performed according to the order. If the order is requested 

without attachment parts or if the product is manufactured for 

stock, no action is taken to the part. 

 

Picture 8. Types of vibrating cranks – Press machine – screw and welding workbench 

Machining center: Wedge channels are opened to turned parts in the machining center so that they can fit into the machine. 

 

Picture 9. Machining center 
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Painting and firing: At this step, the parts are taken by 

forklifts to another company located on the same street and 

undergo static painting and firing processes. 

 

Packing: Tops of the parts are wrapped with nets to prevent 

damage to the parts and the parts are dressed with logo nylon 

films. 

 

Product warehouse: It is the last step where intermediate and 

final products are stored until the order is received or until the 

shipment date. As indoor transportation is not convenient 

forklifts cannot be used in this area, and parts can only be 

stored in a single or double storeys with of pallet trucks. 

 

Picture 10. Packaging and warehouse 

4.3. Current Production Line Evaluation 

When the production stages of the shaking crank were 

examined, it was observed that there were no fully automatic 

machines included in the process and the production mainly 

relied on manpower. When the advantages of this mode of 

production are examined, it is observed that improvements 

can be made with low capital, and flexible working can be 

achieved by shifting workers from line to line according to 

work load. In addition, the company does not have difficulty 

in meeting the demand and can apply overtime during busy 

order periods. 

 

The disadvantages of the current production line can be listed 

as follows: 

• Insufficient raw material warehouse space, 

• Irregular charges of supply, 

• Inventory tracking is not actively conducted, 

• Unnecessary circulation time between production 

machines, 

• Accumulating parts in each process step and 

switching to a new process, 

• Dependency to operators, 

• Since the final product warehouse is on the lower 

floor, there is no forklift, only one-floor material can be 

stored. 

 

In the production of vibrating cranks Kan Metal constantly 

employs 2 personnel and additional 4 personnel who are 

shifted from other productions based on the need. Considering 

that the existing conditions of the enterprise, where the daily 

production rate is maximum 30, will be improved, it is 

foreseen to add another one of the CNC lathe machine in Step 

8, which determines the daily production amount. In this case, 

the speed of the twisting machine, which has a daily 

production capacity of 40-60 pieces in the 4th step, can be 

slow. 
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Picture 11. Production flow available and planned machine layouts 

It is contemplated that the production can reach the maximum 

level of its own conditions by doubling the production if 

dyeing and firing units are added to a vibrating crank line, 

which is thought to have pairs of CNC lathe and twisting 

machines at the factory that is located on a larger area as 

planned in Picture 13. In this case, if 2 people are added to the 

new machines, 2 people are added to the painting and 

packaging steps, 1 person is added as support to the additional 

parts assembly and processing center, and 1 person is added 

as accounting, a total of 6 people will be included and the 

production line will be able to work at full capacity as planned. 

4.4. Fictional Industry4.0 Factory Model 

In order for the vibrator crank part used in combine harvesters 

to be healthy and long-lasting, it is important that it does not 

make any secretions while turning, and therefore it requires 

sensitive production. In the current flow, machining parts in 

the universal lathe before CNC turning lathe in steps 7 and 8 

are an extra step to achieve greater precision. Considering this 

sensitivity and the machines used, the company is seen as 

having a very convenient production flow for the application 

of Industry 4.0 technologies. 

 

In case of transition to Industry 4.0 model, it is foreseen that 

simulation, smart robots, internet of things, horizontal/vertical 

software integration and cloud technologies will be included 

in the system. In this case, the flow is set up as in Picture 14. 

 

According to the Industry 4.0 setup, with the 

horizontal/vertical software integration that can be included in 

the system, raw material order and stock control, which is one 

of the most priority problems of the enterprise, will be 

resolved according to the production flow. In addition, the 

delivery time will be determined and customers will be able 

to control the order, production and delivery processes of the 

products and provide feedback. By creating a simulation of 

the part instead of sending a sample, additional shipping 

charges and extra workload will be avoided. Part drawings, 

quality control documents, company documents and inter-

company contracts can be stored in the cloud and used when 

needed. 
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Picture 12. Production flow available and planned machine layouts 

While the raw materials that arrive at the company are loaded 

into the warehouse via smart robots, they can be classified 

according to their diameters thanks to smart barcodes. In 

addition, it is foreseen that the internet of things will enable 

entering the raw material stock system that arrives and a 

warning can be sent for the order in case the products decrease 

on the shelf. After the raw materials are transferred to the 

production line by the means of robot arms, thanks to the 

internet of things, each product will be able to move on to the 

next process after completing its process. 

 

In cut-to-length and turning steps where quality control is 

important, intermediate products will be checked before 

proceeding to the next step through control sensors, and if 

there is any mistake, transfer will be provided after fixing it. 

In the lathe step that requires precise processing, after the first 

measurement is done, it will be controlled and reduced to a 

fine tolerance, so that the two processes will be combined to 

ensure that the dimensions are suitable for the final product. 

 

In the additional processing stage, intermediate products will 

be processed according to the order with the help of the 

internet of things, and if the product is to be stored as an 

intermediate product, it can be taken to the warehouse by 

means of mapped carriers. 

 

Products will progress with the help of even the same 

technologies, including paint and oven, and when it comes to 

the packaging step, it will be done with the help of smart 

robots. After this step, the final products will be transported to 

the shipment or warehouse thanks to their smart tags. In case 

the shipment takes place, thanks to the software integration, 

the carrier company will be notified and the products will be 

sent without losing time. The customer will receive 

information that the products are ready and on the way. 

In the case of a malfunction in the machines within the system 

flow, it is designed that support can be provided with smart 

emergency material suppliers and the machines can repair 

themselves. In addition, it is foreseen that the production line 

can be prevented from stopping by creating emergency 

accumulation units. 

4.5. Advantages and Disadvantages of the Fictional Industry 

4.0 Factory Model for Kan Metal 

The proposed technologies are fundamental innovations, not 

remedial methods for the company. Re-establishing a factory 

with these technologies requires large capital, as it will be 

costly. but Kan Metal, a small-scale SME, aims to develop 

itself by investing its resources in technology in a balanced 

way. 

 

When the current production flow is examined, it has been 

determined that the stage that slows down the daily production 

amount is the CNC machine specified in Step 8. The fact that 

there is only one of these machines, which has a daily 

production capacity of 30, causes the company's daily 

production capacity to be 30. For this reason, one more CNC 

machine was added to the new diagram. Thus, assuming that 

the production rate will remain constant, the number of 
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products to be sent to the twisting machine with a daily 

production capacity of 40-60 units and the total production 

amount are expected to be doubled. 

 

The company, which has a production capacity of 60 vibrating 

cranks with a daily working time of 9 hours, will increase its 

capacity to 160 products (60 pieces x 24 hours / 9 hours) 

considering that the production will be uninterrupted for 24 

hours under the new conditions. While 180 items (6 days x 30 

items) are produced per month in traditional production, it is 

calculated that the weekly production (7 days x 160 items) will 

be 1,120 items in the case of 7 days of uninterrupted 

production with Industry 4.0. Thus, when the new situation is 

compared with the existing production capacities, it is 

observed that the production rate will increase by 622.2%. 

 

More production means either more product than demand or 

the necessity of finding new markets. This means that the 

company gains approximately 6 times more customers 

compared to its customer portfolio. The necessity of reaching 

new markets and customers brings with it the necessity of 

increasing the number of personnel or their skills working in 

the company.  

 

It is thought that 7 machine equipment in the company will 

evolve into 11 machines and mapped carriers, emergency 

accumulation units and robotic placement units if Industry 4.0 

is adopted. In this case, it is foreseen that there will be no 

business areas where 11 blue-collar workers out of 14 working 

in the company can work. Considering that the accounting 

services are outsourced, it has been determined that 2 people 

who are partners of the company and the only engineer in the 

company will adapt to the new system and deal with processes 

such as order approval, advertising activities and emergency 

controls, so that the company's production can be carried out 

with a total of 3 people. 

 

Establishing a staff of 20 with the plan to include 6 more 

personnel, which was observed in the company's short-term 

development plan, will also increase personnel costs and the 

margin of human error. According to the newly calculated 

situation, the profitability rate of the company will increase 

with a total of 3 people and standard quality products will be 

obtained. 

 

In order to include new parts in production, the company 

requests sample parts from its customers and starts production 

by measuring on each part. Thanks to the developing 3D 

scanning technologies, the samples will be saved to the cloud 

system before they are sent, and they will be delivered, edited 

and stored. This will both increase the company and customer 

communication, reduce transportation costs and create a 

platform where the company can securely store and share 

production details and drawings and make arrangements 

interactively with the customer. In addition, 3D printers will 

enable the production of samples that can be checked and sent 

to the customer before the parts go into mass production. 

Thus, in the current system, the interaction of the international 

company with the customer will increase, and the company 

will easily reach new customers and increase its market share, 

with the ease of designing customer-specific parts with 

reduced shipping costs. 

 

One of the biggest advantages of the new model is that the 

company will find solutions to the problems that cause 

inefficient use and cost losses, such as forgetting materials in 

the storage area, which is currently experiencing difficulties, 

with the help of smart tags, smart carriers with maps and 

elevators, and moving lines.  

 

Thanks to the technologies brought by Industry 4.0, shaky 

cranks will be produced uninterruptedly despite the current or 

planned new order in Kan Metal, and the factory will have 

used its resources in the most efficient way. Thanks to the 

control of the production flow with the internet of things and 

the horizontal/vertical system integration, raw material 

arrival-end product output and producer-customer balances 

will be able to be adjusted according to the order without any 

problems. In addition, stock follow-ups will be kept up-to-date 

and the cost will be reduced by making the raw material orders 

at the right time. In addition, the necessary additional material 

and material support in the production line will be kept under 

control automatically, thus preventing the disruptions in the 

workflow. 

 

Since there is a minimum use of manpower in the dark factory 

system, the negative effects of the employees and the 

environment in production will be minimized. In addition, all 

data from order to distribution will be pulled from the cloud 

and system assurance will be provided in the data flow. 

5. Conclusion and recommendations 

In the study, the the vibrating crank production methods of 

Kan Metal, a small-scale SME company located in Ankara, 

were examined and applied to Industry 4.0. It is foreseen that 

the company, which produces 30 pieces with 9 hours of work 

per day, will produce twice [60 items in 9 hours]. in the same 

time by adding one more CNC lathe, which determines the 

production amount under new conditions. In addition, since 

uninterrupted production will be started throughout the day, 

the daily production amount will increase to 160 units. 

Working 6 days a week, the company can produce a total of 

180 products, while in the new fictional system, it will be able 

to produce 1120 vibratory cranks 7 days a week. In this way, 

it has been calculated that approximately 622.2% efficiency 

will be achieved with Industry 4.0. In addition, it has been 

revealed that there will be no need for blue-collar stuff as the 

worker-dominated production style is replaced by faultless 

production. 

 

In current studies the implementation of Industry 4.0 in 
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Turkey is seen as a process that will bring a lot of efficiency, 

especially for SMEs [6, 34]. While the final products of the 

companies are perfected in many aspects such as products that 

require precise measurement, supply costs, production 

continuity, efficient use of storage units, worker defects and 

safety, uninterrupted data flow, the production flow will be 

designed at an optimum level. In addition, it is foreseen that 

internal and inter-firm communication will be provided at a 

high level thanks to system integrations. 

 

When the results of the survey and the results obtained in the 

research are compared with similar studies [20, 34], it is 

observed that SME companies do not have enough 

information about Industry 4.0, do not support personnel 

training in this direction, and provide a shy attitude due to the 

technical knowledge and cost necessary to create the system. 

In addition, factories and therefore countries must have certain 

infrastructures such as internet, electricity, water and 

communication. However, despite these negativities, the 

advantages that come with the technologies that will be 

implemented in the long term are of great importance for both 

capital owners and the country's industry. These advantages 

are mainly envisaged as follows: 

• With the discrete production method, production will 

become uninterrupted and productivity will increase due 

to unit product cost, in factories that work only during 

working hours or in shifts and where mass production is 

not possible. 

• Information storage and processing processes during 

the design and ordering stages of the products will be 

provided by cloud systems and the internet of things, 

samples can be measured with 3D scans and approval 

from the customer can be obtained by simulation 

method, and easy sample creation will be possible thanks 

to 3D printers. Thanks to these steps, shipping costs will 

decrease and customer satisfaction and trust will be 

ensured. Thus, small firms will be able to compete with 

large enterprises and it will be easier to open up to new 

markets. 

• Raw material supply and storage will be controlled 

thanks to horizontal/vertical integration, so that negative 

situations such as order delays will be eliminated. 

• By minimizing human use, human errors will 

decrease, personnel expenditures will decrease, 

production will accelerate and occupational health and 

safety violations will be prevented. 

• Accessibility and transparency of production 

processes will facilitate remote control for managers and 

will be important for customers for monitoring and 

reliability. 

• Thanks to digitalized machines and cloud storage, 

new product types and revisions will be included in 

production at low cost as soon as possible, and products 

will be produced with minimum waste and standard 

quality. 

 

Considering the costs of transition to Industry 4.0 and the 

shortage of qualified personnel, it is necessary for Turkey to 

increase the share of the budget spent on R&D and to train 

qualified personnel in order to compete with the enterprises in 

the world. In addition, technology departments and robot 

laboratories in universities should be given importance, and 

robot development should be supported with TUBITAK 

projects. Legal, infrastructural, financial and educational 

support should be given to SMEs and the transition to the new 

system should be facilitated with state support. 
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Annex-2:  

Additional Survey Questions: 

1. How many employees does the company 

have? 

2. Which departments does the company get 

external help from? 

3. Could you share the process diagram and 

describe the process flow? 

4. What is the daily capacity of the company? 

5. Does the company have machines working 

in shifts in the production flow? 

6. What are the additional machines for 

working full capacity? How many workers 

does the company need in the case of full 

capacity?  

7. What are your criteria for choosing the 

suppliers? Who pays the delivery costs?  
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A B S T R A C T  A R T I C L E  I N F O   

Emissions from vehicles and other fuel combustion systems can alter the composition of the 

atmosphere and augment its capacity to absorb heat. These gases, which are effective at trapping 

heat, are known as greenhouse gases and include all gases found in vehicle emissions. Reducing 

the emissions of carbon dioxide (CO2) has become an urgent necessity around the world, and 

many countries have imposed limits on their CO2 output. Using biofuels in automotive engines 

is an effective way of reducing greenhouse gas emissions. The CO2 emissions emitted from the 

combustion of biofuels are absorbed as trees and plants grow. Biofuels can be used either as 

pure fuels or blended with conventional fuels. Most research has declared that the most effective 

way to reduce greenhouse emissions is the use of various biofuels. Therefore, it is essential to 

assess the outcomes of research regarding alternate fuels or fuel additives to determine their 

proper utilization. Using of diesel engines can also help reduce CO2 emissions as they emit less 

CO2 emissions than gasoline engines. This review study investigates the effects the using of 

dimethyl ether on CO2 emissions in diesel engines. The results showed that CO2 emissions 

decrease when using the pure DME and DME blends with diesel and LPG fuels due to the 

oxygen content and the lower carbon to hydrogen ratio of DME. The decrements in CO2 

emissions for pure DME, diesel–DME blends and LPG–DME blend are about 5.2–18.3%, 3–

41.6% and 10.6–16.4%, respectively. 

Review article 

Received: 15.02.2022  

Accepted: 14.02.2023 

Keywords:  

CO2 emissions  

diesel engines  

dimethyl ether 

fuel additives  

*Corresponding author 

1. Introduction 

Diesel engines are the dominant power sources among 

automobile engines due to their superior performance, fuel 

economy and lower emission of hydrocarbons (HCs), carbon 

monoxide (CO) and carbon dioxide (CO2) compared to 

gasoline engines [1]. However, diesel engines are currently 

known to emit higher levels of particulate matter (PM) and 

nitrogen oxides (NOx) emissions than those of gasoline 

engines. Therefore, to reduce emissions from diesel engines, 

numerous researches have been conducted, and progressive 

studies on alternative fuels have been carried out [2]. Among 

the various alternatives, DME stands out from the standpoint 

of energy security, as it can be industrially synthesized from 

coal, natural gas, and numerous types of biomass [3]. 

However, the physical properties of DME such as lower 

viscosity, lubricity, combustion enthalpy, and boiling point 

require modifications to the diesel engine structures and 

components. The technology for using pure DME in 

compression ignition (CI) namely diesel engines and vehicles 

are still in the development stage. However, DME can be used 

as an additive in diesel fuel or other alternative fuels [4]. It is 

essential to evaluate the results of different studies concerning 

the use of DME in diesel engines together in order to apply 

them in practice. Therefore, this review study aims to 

investigate the effects of dimethyl ether on CO2 emission in 

diesel engines. 

2. Characteristics of dimethyl ether 

DME is the simple ether with the chemical formula of CH3–

O–CH3 (C2H6O) as seen in the Fig. 1. In general, the physical 

properties of DME are very similar to those of the liquefied 

petroleum gas (LPG). Therefore, the requirements of the 

storage, fuel handling and transportation for DME are similar 

to those of LPG [3]. 

 

Figure 1. Chemical structure of DME [5] 
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DME can be produced using indirect or direct synthetic 

methods as seen in Fig. 2. DME is generated through a 

dehydration reaction after the synthetic reaction of methanol 

in the indirect synthetic method, while it is directly produced 

from natural gas in the direct synthetic method [5]. The 

production cost of DME is less than diesel fuel or gasoline on 

an energy equivalent basis. The economics of DME 

production are similar to compressed natural gas (CNG) or 

liquefied natural gas (LNG), when the large scale plants are 

considered [6]. DME is gaseous and almost non–toxic at 

atmospheric pressure and room temperature. Therefore, it 

needs to be pressurized over 0.5 MPa to keep it in a liquid state 

under ambient temperature and pressure conditions. The fuel 

delivery pressure should be increased to 1.7–2.0 MPa under 

engine operating conditions to prevent vapor lock in the fuel 

injection system [7, 8]. 

 

Figure 2. Production methods of DME [9] 

The properties of DME and diesel fuel are tabulated in Table 

1. It can be seen that the properties of DME are quite different 

from those of diesel fuel. DME has the high vapor pressure 

and low boiling temperature, which is a gas fuel at room 

temperature and atmospheric pressure. The heating value of 

DME is significantly lower than conventional diesel fuel. 

Therefore, the fuel supply system, injection system and 

combustion system of the engine should be redesigned or 

modified for the use of DME [10]. However, the cetane 

number of DME is higher than that of diesel fuel, which 

demonstrates good ignition capability. The latent heat of 

evaporation of DME is much higher than diesel fuel, which is 

beneficial for reducing the mixture temperature and increasing 

engine volumetric efficiency. 

Table 1. The properties of DME and diesel fuel [8] 

Property DME Diesel 

Chemical formula CH3–O–CH3 CxHy 

Molecular weight, g/mol 46.07 170 

Boiling point, °C –24.9 180–360 

Vapor pressure, kPa 530 <<10 

Liquid density, kg/m3 668 840 

Liquid viscosity, cP 0.15 4.4–5.4 

Lower heating value, 

kJ/kg 

28430 42500 

Ignition temperature, °C 235 250 

Cetane number 55–60 40–55 

Stoichiometric air/fuel 

ratio 

9 14.6 

Modulus of elasticity, 

N/m2  

6.37x108 1.486x109 

Mass fraction of carbon 52.2 86 

Mass fraction of 

hydrogen 

13 14 

Mass fraction of oxygen 34.8 0 

DME has only C–H and C–O bonds, without C–C bonds, and 

contains about 34.8% oxygen. Because of these properties, 

DME combustion produces almost zero PM emission and the 

low noise level. It can tolerate a higher EGR rate to reduce 

NOx emissions greater extent than with conventional diesel 

fuel [6]. The other advantage of DME is that it is non–

corrosive to the fuel system structure and metal surfaces [5]. 

The low viscosity of DME causes leakage in the fuel supply 

system, which relies on small clearances for sealing. Its lower 

lubricity characteristics result in intensified surface wear on 

the moving parts within the fuel injection system. Therefore, 

adding of proper additives is essential to prevent leakage and 

surface wear during the using of DME. The compressibility of 

DME is generally higher than that of diesel, so DME requires 

more compression pump work compared to the diesel. In 

general, DME deteriorates the rubber seals mainly due to its 

corrosive nature. For that reason, all existing rubber seals in 

injection systems should be replaced with non–corrosive 

materials [1].  

3. Problems with dimethyl ether 

DME has the favorable properties described above; there are 

some problems encountered in the practical use of DME such 

as below [4, 5]. 

• DME fuel feed pump and high pressure pump should 

be designed according to the requirements of the desired 

DME fuel system, engine power, and vehicle type. The 

design needs to account for the distinctive physical 

properties of DME, including its high vapor pressure, 

high compressibility, low viscosity, and its capacity to 

dissolve rubber and certain plastics. 

• Due to its low viscosity, DME has poor lubricity 

which can cause frictional wear and internal leakage 

problems. To counter these issues, proper additives 

should be added to DME fuel. Furthermore, its high 

vapor pressure combined with its low viscosity can cause 

vapor locks and cavitations in fuel systems. 

• DME has a lower heating value and density than 

diesel fuel, so more fuel needs to be injected to generate 

the same amount of heat. This means an increased 

injection rate and duration are necessary for DME 

compared to diesel fuel. This could, however, result in 

increased fuel line back pressure. Additionally, the use 

of larger fuel injectors, fuel pumps, and fuel tanks is 

essential when using of DME. 

• The current ultra–high injection technology used for 

diesel fuel does not apply to DME injection due to the 
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superior atomization and vaporization characteristics of 

DME. Additionally, the o appropriate injector nozzle and 

combustion chamber geometry for DME should be 

determined for an optimum injection strategy. 

• The fuel heating may occur when engine temperature 

becomes high, which could result in a decrease in fuel 

density and an increase in compressibility. As a result, it 

becomes more difficult to supply the required amount of 

fuel to stabilize the DME engine operation. To mitigate 

this, the fuel cooling or temperature control unit is 

essential to the fuel supply and injection system in DME 

fuelled engines. 

The ability to operate without causing black smoke makes 

DME a viable option in direct injection diesel engines. The 

only significant changes that need to be made are installing a 

high pressure (injection pressure no higher than 300 bar) fuel 

injection system, typically with an electronic control, in order 

to optimize the injection timing and duration. A turbocharger 

and an EGR system must be also added to take advantage of 

all the benefits of using DME. Finally, a suitable fuel storage 

and supply system must be put in place. These modifications 

can be done at a low cost without replacement of major engine 

components. Although optimization of the fuel injection 

equipment for overcoming issues such as low density, low 

lubricity, and corrosiveness is necessary for mass production, 

DME can be used with diesel or the other alternative fuels as 

an environmental friendly and renewable alternative fuel [4]. 

4. Researhes on dimethyl ether 

There have been numerous studies conducted on the 

production technologies, fuel properties, combustion 

characteristics, engine performance, and exhaust emissions of 

DME. The different production methods were examined and 

compared in terms of cost in the studies of production 

technologies [9, 11, 12]. Moreover, the studies of fuel 

properties focused on features of DME which are different to 

diesel fuel, such as oxygen content, low density, low viscosity, 

and low lubricity [5, 13–15]. Additionally, the effects of DME 

on parameters such as injection characteristics [16–23], 

ignition delay, combustion duration, cylinder temperature, 

and pressure were investigated in the combustion studies [13, 

24–36]. The studies of engine performance analyzed the 

impacts of DME on parameters such as torque, engine power, 

brake thermal efficiency, and fuel consumption [37–58]. 

Further, the emission studies investigated the effects of DME 

on emissions of CO, HC, PM or soot, NOx, and CO2 [59–80]. 

The lower CO2 emissions are anticipated during the use of 

DME and its blends, since the combustion equations of DME 

and diesel fuels at stoichiometric conditions are as Eqs. (1) 

and (2) [13]. 

   2 6 2 2 2 2 2DME: C H O 3 O +3.76N 2CO 3H O 3 3.76 N     (1) 

   12 24 2 2 2 2 2Diesel: C H 18 O +3.76N 12CO 12H O 18 3.76 N     (2) 

Therefore, the potential of dimethyl ether on reducing of CO2 

emissions in diesel engines was investigated in this review 

study based on literature. 

5. Combustion characteristics of dimethyl ether 

The 664 K can provide thermal reactivity energy for the 

breaking up of DME into CH4, H2 and CO. Comparing the 

combustion and decomposition of DME; it can be observed 

that the decomposition process occurs at different 

temperatures and pressures with varying speeds, while 

combustion takes place at cylinder temperature of 

approximately 1000 K. According to Eq. (3), which shows the 

decomposition of DME, each mole of DME is broken down 

into one mole of CH4, H2, and CO. The decomposition speed 

of DME is related to temperature; such as, chemical kinetic 

modeling of DME demonstrates that 99% of it is broken down 

in around 0.1 s when it is heated to 973 K, with the process 

being faster at higher pressures [81]. 

3 3 4 2CH OCH CH H CO    (3) 

It is declared that the ignition of DME in combustion 

chambers occurs earlier than that of diesel or biodiesel fuels 

in CI engines, owing to its lower ignition temperature and 

higher cetane number. Effects of DME on the parameters 

related to the combustion of DME such as heat release, 

combustion pressure and temperature are presented below. 

Additionally, DME combustion is soot–free because of its 

lack of C–C bonds, and it has lower HC and CO emissions 

than those of diesel combustion. NOx emission from DME 

combustion can be reduced by applying exhaust gas 

recirculation ratio (EGR), as well as with the multiple 

injection strategy and premixed combustion [13].
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(a) 

 
(b) 

Figure 3. Variation of a) pressure and b) heat release rate for Diesel and DME fuels [5] 

Fig. 3(a) and (b) show the combustion pressure and heat 

release rate (HRR) of DME and diesel fuels at engine speed 

of 1500 rpm, injection pressure of 50 MPa, start of injection 

(SOI) of 6° BTDC (before top dead center), and an injection 

fuel mass of 8 mg/cycle. The peak pressure of diesel fuel was 

higher than that of DME at the same injection quantity due to 

its higher lower heating value (LHV) of 42.5 MJ/kg compared 

to that of DME’s 28.43 MJ/kg. However, it is declared that an 

increased amount of injected DME should match that of diesel 

to improve the combustion characteristics such as combustion 

pressure and heat release [5]. 

Fig. 4 (a) and (b) show the combustion characteristics of DME 

and diesel fuels for a single–cylinder engine with constant 

energy input at 50 MPa of injection pressure. In the case of 

DME fuel, the combustion pressure and heat release rate of 

the engine resulted in a higher peak compared to that of diesel 

fuel at injection timing of 2° BTDC as seen in Fig. 4 (a) and 

(b). Comparing the ignition characteristics of both DME and 

diesel fuel, DME combustion showed earlier ignition than 

diesel combustion because the cetane number of DME is 

higher than that of diesel fuel. The gap in the ignition delay 

between diesel and DME was about 1.3–2.3° CA (crank 

angle). Therefore, the shorter ignition delay and the faster 

ignition of DME created an excessive rise in pressure and heat 

release rate compared to diesel fuel, as seen in the combustion 

pressure profile and heat release pattern [13]. 

   

        (a)       (b) 

Figure 4. Variation of a) pressure and b) heat release rate for Diesel and DME fuels [13] 
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Fig. 5 shows a comparison of the combustion characteristics 

at baseline condition. It can be seen that the combustion 

pressure and heat release rates of diesel fuel have lower peaks 

than those of the DME fuel with the same calorific value due 

to the different combustion properties. In addition, the ignition 

timing of the DME fuel is more advanced than that of diesel 

fuel, as it has a higher cetane number and faster evaporation. 

Accumulated heat release (AHR) of DME fuel is also higher 

than that of diesel fuel due to the greater injected fuel amount. 

Finally, the accumulated heat releases of DME and diesel fuel 

become stable from 5° and 30° ATDC (after top dead center), 

respectively. This is due to the more rapid combustion of 

DME fuel resulting from its faster evaporation compared to 

diesel fuel [77]. 

 

Fig. 6 shows the comparison of combustion pressure and heat 

release rate for diesel, GTL (Gas to Liquid) and DME at the 

maximum torque point and 9° CA injection timing. It can be 

seen in 6(a) that the peak pressures of diesel, GTL, and DME 

were 13.9, 13.4, and 11.2 MPa respectively, with the 

maximum combustion pressures of GTL and DME being 

lower than that for diesel by 3.6% and 17.2% respectively. 

This is attributed to the significantly high cetane number of 

GTL and DME, leading to a shortened ignition delay period 

during which less combustible mixture is formed and the 

maximum combustion pressure drops. In addition, Fig. 6(b) 

reveals that the peak value of heat release rate with GTL is 

lower than that for diesel by 3.0%. The location of GTL heat 

release rate peak value is slightly delayed compared to diesel. 

The peak heat release rate of DME is also lower than that for 

the diesel engine and its peak heat release rate is later than that 

for diesel. This is due to the longer pressure wave propagation 

for GTL and DME in comparison to diesel, which results in a 

longer fuel injection delay for GTL and DME than for diesel. 

Consequently, the effect of the injection delay of GTL and 

DME is more pronounced and causes the lagged maximum 

pressure, even though GTL and DME, with high cetane 

numbers, should have a prompt combustion [67]. 
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Figure 5. Variation of a) pressure, b) heat release rate and c) accumulated heat release for Diesel and DME fuels [77] 

   

    (a)      (b) 

Figure 6. Variation of a) pressure and b) heat release rate for Diesel, DME and GTL fuels [67] 

 

 
    (a)      (b  

Figure 7. Variation of a) pressure and b) IMEP for Diesel, DME and Hydrogen fuels [49] 

Fig. 7(a) compares the pressure for different fuels at 1500 rpm 

crank angle. Fig. 7(a) shows that hydrogen fuel combustion 

produces higher pressure and temperature within the cylinder 

in comparison to the other fuels. This higher temperature and 

pressure contributes to higher engine efficiency. Furthermore, 

Fig. 7(b) indicates that hydrogen fuel can create a higher 

IMEP (indicated mean effective pressure) compared to the 

other fuels. However, a decreasing trend of IMEP can be 

observed after 2000 rpm as the engine speed increases. At 

4000 rpm, 46.8% and 18% IMEP increase of hydrogen to 

DME and DME to diesel application were obtained, 

respectively. The higher IMEP of hydrogen can be attributed 

to its higher latent enthalpy and chemical composition. 

Consequently, higher mean effective pressure results in 

shorter energizing time and prolonged premixed combustion 

duration [49]. 
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       (a)       (b) 

  

          (c)       (d) 

Figure 8. Variation of a) pressure, b) pressure rise rate, c) heat release rate and d) temperature for  

Diesel and Diesel–DME blend [7] 

Fig. 8(a) shows that in premixed charge compression ignition 

(PCCI) composite combustion mode of Diesel–DME blend 

and direct injection (DI) combustion of diesel fuel, the 

maximum pressure is 10.7 MPa and the corresponding crank 

angle of 1.9° ATDC for Diesel–DME, which is higher than 

the peak pressure of 9.0 MPa for DI combustion at 0.6° 

ATDC. However, the maximum pressure appears slightly 

delayed due to DME forming a homogeneous mixture before 

entering the cylinder and its low ignition temperature causing 

early combustion at the end of the compression stroke. Fig. 

8(b) illustrates the difference between Diesel–DME and diesel 

fuel pressure rise rate, where the peak pressure rise rate of 

Diesel–DME is 0.732 MPa/°CA and that of diesel fuel is 0.527 

MPa/°CA, with the peak rate moving from 8.2° BTDC to 

12.7° BTDC. It is therefore important to pay attention to the 

supply amount of DME when running the engine in the 

composite combustion mode. Otherwise, power performance 

and fuel economy will be adversely affected. Fig. 8(c) shows 

the variation of heat release rate between two combustion 

modes. It is seen that a great difference exists between the heat 

release rate of the composite combustion mode and the diesel 

DI combustion mode. The heat release in the composite 

combustion mode comprises three stages. The first stage 

involves low temperature combustion at compression 

pressures between 30° and 20° BTDC. The second stage, with 

the cylinder temperature increasing, involves the mixing and 

ignition of DME and pilot diesel injection, with the 

corresponding compression pressure being between 20° and 

10° BTDC. This is mainly a short duration combustion 

process with a higher heat release peak. The third stage 

involves combustion after diesel injection. The heat released 

by the diesel DI combustion consists of two parts: the first part 

is released by the pilot injection of the first stage, the second 

part by the main injection. Fig. 8(d) illustrates that the cylinder 
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temperature in the composite combustion mode is lower than 

in the diesel DI mode before 15° BTDC. The cylinder 

temperature in the composite combustion mode is higher than 

that in the diesel DI mode between 15° BTDC and 30° ATDC. 

The cylinder temperature of the composite combustion mode 

is lower than that of the diesel DI mode after than around 30° 

ATDC. The maximum average cylinder temperature in both 

combustion modes occurs when the CA of 30° ATDC. The 

maximum temperature of the diesel DI mode is 1650 K, which 

is higher than 1600K of composite combustion mode [7]. 

 

   

            (a)      (b) 

Figure 9. Variation of a) pressure and b) heat release rate for Diesel–DME blends [20] 
 

Fig. 9(a) and (b) show the cylinder pressure and heat release 

rate traces for diesel fuel, DME and diesel–DME blends at 

injection timing of 340° CA. It is seen that the peak pressure 

with DME was higher by 1 MPa than those of the diesel fuel 

and DME blends. This is attributed to the rapid vaporization, 

high cetane number and good mixing of DME. The peak 

cylinder pressures for the DME blends were similar to that for 

diesel fuel. In terms of the slope of the pressure curve, the 

diesel fuel had the steepest one, whereas the slope of the 

pressure curve for DME blends became smoother as the DME 

ratio increased. The ignition delay of DME is shorter than that 

of the diesel fuel due to fast vaporization as seen in heat 

release rate graph. However, ignition delay was longer than 

that of the diesel fuel when the DME blends were injected into 

the cylinder. This can be explained that the diesel fuel and air 

in the cylinder were inhibited by the earlier vaporization of the 

DME fuel. Additionally, the ascending order of the slope of 

the heat release rate was diesel fuel, DME5, DME10 and 

DME, with the heat release rate curve gradient for the diesel 

fuel being the steepest [20]. 
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(c) 

Figure 10. Variation of a) pressure and b) temperature for Diesel and Diesel–DME blends [33] and c) heat release rate for Diesel and 

Diesel–DME blends [66] 

Fig. 10(a) depicts the impact of various diesel–DME blends 

on cylinder pressure, with peak pressure increasing as the ratio 

of DME in diesel blend increases due to a decrease in ignition 

delay. Fig 10(b) illustrates the effect of various diesel–DME 

blends on cylinder temperature, which is higher for higher 

DME blend ratio as DME is being combusted more efficiently 

[33]. Fig. 10(c) illustrates the heat release rate of four different 

fuels. It is observed that the amount of heat released during 

the premixed combustion stage when using diesel–DME 

blends is lower than that of diesel fuel. This decrease in heat 

release leads to a reduction in combustion pressure and 

temperature, consequently resulting in lower NOx emission. 

With an increase in DME content, there is a decrease in the 

amount of heat release during the premixed combustion stage 

due to the improved auto–ignition and atomization properties 

of DME in the diesel–DME blends, consequently improving 

engine combustion [66]. 
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        (c)       (d) 

Figure 11. Variation of a) pressure, b) pressure rise rate, c) heat release rate and d) temperature for Diesel and Diesel–DME blend [45] 

Fig. 11(a) shows based on analysis of measured indicator 

diagrams, the remarkable distinctions in values and positions 

of maximum pressure (pmax) under various port DME energy 

ratios. It is clear that, due to the DME’s ability to auto–ignite 

easily when mixed with intake air, the ignition timing of DME 

is prior to that of diesel and the initial combustion occurs in a 

homogenous charge compression ignition (HCCI) process. 

This is seen in the cylinder pressure curves, which display an 

increased pressure peak as well as an advanced position of that 

peak when DME is fumigated in the intake air. For both port 

inspiration and in–cylinder injection DME, pmax increases 

with the amount of DME–premixed. Fig. 11(b) reveals the 

relationship between pressure rise rate and DME energy ratio. 

This curve displays the level of pressure oscillations as well 

as other combustion characteristics. For conventional direct 

injection compression ignition (DICI), only one peak is 

present in the rate of pressure rise curve. However, as DME–

diesel dual fuel PCCI combustion occurs sequentially between 

HCCI and DICI, more peaks than one are visible in the rate of 

pressure rise curve. The first peak, during cool flame process, 

stays relatively constant in crank angle, but increases with the 

DME energy ratio. The peak moves to an earlier crank angle 

and decreases in value as more DME is added during the 

diffusive combustion process. The heat release curves of 

DME–diesel dual fuel PCCI combustion cases were complex, 

unlike typical DICI combustion. As shown in Fig. 11(c), the 

heat release process consisted of three stages: cool flame, 

HCCI combustion, and diffusive combustion. It was observed 

that the timing of the cool flame was almost consistent 

regardless of the DME energy ratio. Moreover, the negative 

temperature coefficient region shortened and the HCCI 

combustion was advanced as more DME was added. 

Simultaneously, maximum heat release rate of DME cool 

flame and high temperature reaction increased but maximum 

heat release rate of diesel diffusion decreased with increase in 

DME energy ratio. In Fig. 11(d), the in–cylinder temperatures 

were shown to be higher due to the DME HCCI combustion, 

as the DME energy ratio increased [45]. 

   

            

        (a)       (b) 

Figure 12. Variation of a) pressure and b) heat release rate Diesel–DME blends [34] 
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Fig. 12(a) shows the variation of cylinder pressure with the 

increasing of DME ratio. As DME is injected in the intake air, 

it undergoes a premixed combustion process, which leads to 

an earlier start of combustion, and an increased peak pressure, 

as evidenced by the pressure trace. This is further supported 

by the heat release rate in Fig. 12(b). Without DME addition, 

no heat release is observed until the mild premixed ignition at 

around 2° BTDC, while with DME addition, there is an early 

start of combustion at 32° BTDC, bringing with it low 

temperature heat release, which intensifies with increasing 

DME fumigation. A second stage of DME oxidation, starting 

between 22° BTDC and 5° BTDC and mostly in advance of 

the diesel fuel injection event at 7° BTDC, is also noted. At 

15% DME ratio, the second stage of DME oxidation begins 

just as the diesel fuel injection starts at 7° BTDC, while at 20% 

DME ratio, it happens earlier at around 10° BTDC. This 

second stage oxidation further moves to earlier timing and 

increasing peak heat release rate with more DME added, 

which leads to a substantial increase in peak cylinder pressure 

of 33% at 44% DME ratio [34]. 

   

 

        (a)       (b) 

 

(c) 

Figure 13. Variation of a) pressure, b) heat release rate and c) maximum pressure for Diesel and Diesel–DME blends [52] 

 

The effect of PCCI with dual fuel (DME and diesel) on 

cylinder pressure and heat release rate characteristics are 

depicted in Fig. 13(a) and (b). The 100 consecutive engine 

cycles analysis, which included peak engine cylinder pressure 

and heat release rate, was conducted to analyze entire HCCI 

and diffusion combustion characteristics. In DME–diesel dual 

fuel mode of PCCI engine, two peak heat release rate curves 

were observed. The first peak pressure was due to the low–

temperature combustion induced by DME injection. This 

HCCI combustion, which was characterized by high cetane 

number and auto–ignition temperature, was suitable for the 
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BTDC, in which DME was combusted at the appropriate 

temperature. Higher DME concentration led to increased peak 

heat release rate in the low temperature combustion, without 

significant differences with the engine load. The second peak 

pressure was a result of diffusion combustion of diesel fuel. 

The second peak of heat release rate from diffusion 

combustion decreased with larger amount of DME pre–

mixing ratio, due to the reduced diesel fuel concentration. The 

maximum peak pressure at 50% load was closely at top dead 

center (TDC), when the DME ratio was 90%. The ignition 

delay was reduced in comparison to neat diesel fuel, resulting 

in advanced peak pressure with any given engine speed and 

load. Fig. 13(c) illustrates that the maximum cylinder pressure 

varies depending on engine load and DME ratio. The high 

proportion of DME pre–mix increases the maximum peak 

pressure at all engine load conditions, as the pre–mix enhances 

combustion in the cylinder. At high load of 75% of maximum 

load however, it was found that the engine becomes unstable 

when using the high DME ratio (>50%) in port injection, due 

to the unmodified compression ratio; this can lead to engine 

knock. Thus, a low compression ratio is required for high 

DME ratio under high engine load conditions [52]. 

    

  
   (a)                (b) 

Figure 14. Variation of a) pressure and b) rate of maximum pressure rise for Diesel and LPG–DME blend [24] 

The pressure crank–angle data for both diesel and LPG–DME 

operation at full load condition is depicted in Fig. 14(a). It is 

observed that diesel operation obtains a maximum cycle 

pressure of around 68 bar, while the maximum cycle pressure 

for LPG–DME operation is 44 bar. The reduced pressure in 

the LPG–DME fuel operation can be attributed to the decrease 

in heat release after TDC due to lower cylinder–gas 

temperature, which results in a decreased peak pressure. Fig. 

14(b) shows the rate of maximum pressure rise for both diesel 

and LPG–DME operation. Diesel operation has a higher 

pressure rise rate compared to that of LPG with DME 

operation. This can be explained by the DME cooling of the 

intake charge and the consequently lower cylinder gas 

temperature, which leads to a lower pressure rise rate [24]. 

   

            

    (a)             (b) 

Figure 15. Variation of pressure a) for Diesel, Diesel–LPG and LPG–DME blends [32] and b) for Diesel, Diesel–DME and DME–LPG 

blends [71] 
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The cylinder pressure of diesel with DME and LPG without 

EGR, as reflected in Fig. 15(a), is positioned between diesel 

with DME and diesel with LPG due to the fuel physical and 

chemical properties such as density, viscosity, cetane number, 

boiling point and latent heat of vaporization, which can 

significantly affect combustion patterns. The lower boiling 

point and higher cetane number of DME can lead to improved 

combustion characteristics, such as advanced peak pressure of 

up to 2° CA compared to diesel. Fig. 15(b) reveals the 

improved performance of DME blended diesel and LPG 

engines in terms of pressure against crank angle. The pressure 

characteristics of diesel engine is observed to remain 

unaffected, even slightly improved, while combustion 

properties are seen to be considerably improved with 

increased concentration of DME blended with LPG [71]. 

   

 

    (a)             (b) 

Figure 16. Variation of heat release rate for Diesel–DME+LPG blends at a) BMEP of 0.24 MPa and  b) BMEP of 0. 48 MPa [81] 

Fig. 16(a) gives the heat release process for a dual–fuel PCCI 

combustion engine with varying ratios of LPG at BMEP of 

0.24 MPa and a gas fuels (DME and LPG) energy ratio of 

30%. It can be seen that the heat release process consists of 

DME low temperature reaction (LTR) and conventional 

diffusion–controlled CI combustion. The ignition timing of 

the DME LTR combustion remains essentially constant 

(around 24–25° BTDC) regardless of the amount of premixed 

charge, as seen in Fig. 18(a). This is due to the fact that the 

initial combustion temperature of DME LTR combustion is 

usually around 700–750 K, and the ignition timing is mainly 

determined by the cylinder temperature, with the rise of 

temperature mainly influenced by the compression of the 

charge; this causes the ignition timing of the DME LTR 

combustion to be relatively unaffected by the quantity of 

premixed charge. The maximum value of the heat release rate 

during the DME LTR process decreases slightly with an 

increase in LPG ratio, as the quantity of DME available for 

auto–ignition reduces. Meanwhile, it can be observed that the 

start of CI combustion is postponed with a higher LPG ratio, 

as the premixed LPG prevents DME from auto–ignition and 

part of the energy or radicals released from the DME cool–

flame are used to ignite the LPG when its quantity increases. 

Additionally, the maximum value of the heat release rate 

increases slightly with the gas fuels ratio due to the higher 

lower heating value of LPG compared to DME. Fig. 16(b) 

shows the heat release process of the dual–fuel PCCI 

combustion engine with different LPG ratios at a BMEP of 

0.48 MPa and a gas fuels energy ratio of 30%. It can be seen 

that with an increase in the amount of port fumigation DME, 

high temperature reaction (HTR) becomes more noticeable 

compared to that at a BMEP of 0.24 MPa and a gas fuels 

energy ratio of 30% and the heat release process of the dual–

fuel combustion consists of LTR, HTR, and a conventional 

diffusion–controlled CI combustion. Similar to Fig. 18(a), the 

timing of LTR onset is nearly the same, and the maximum 

value of heat release rate during the DME LTR process 

slightly decreases with an increase in LPG ratio. Additionally, 

the onset of HTR is delayed, and the maximum value of heat 

release rate decreases slightly with a rise in LPG ratio due to 

the suppression of LPG addition on DME auto–ignition. The 

start of diffusion–controlled combustion is also delayed with 

a rise in LPG ratio, but the maximum value of heat release rate 

during this stage slightly increases due to the higher heating 

value of LPG [81]. 
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    (a)             (b) 

Figure 17. Variation of a) pressure and b) heat release rate for Diesel–NG–H2 and DME–NG–H2 blends [82] 

Fig. 17(a) displays the combustion pressure for the hydrogen 

(H2) addition to NG–Diesel and NG–DME cases, from which 

it is clear that the NG–DME mixture is more sensitive against 

the addition of hydrogen; the increases in pressure for the NG–

DME and NG–Diesel cases being 11.1% and 2.8%, 

respectively. According to this study, the maximum 

temperature showed the advancement with the addition of 

hydrogen for both NG–DME and NG–Diesel mixtures. This 

advancement was also noted in the pressure of all cases, as 

seen in Fig. 19(a). The cylinder temperatures of diesel and 

DME cases displayed a different behavior against the addition 

of hydrogen as an enhancer additive. The addition of hydrogen 

was found to have a greater influence on the cylinder 

temperature in DME cases, however, all temperatures in diesel 

cases were observed to be higher than the same case in NG–

DME fuel mixtures. These results are also represented in the 

heat release rate diagram in Fig. 19(b), where the addition of 

hydrogen resulted in advancement in the start of combustion 

(SOC). Fig. 17(b) shows the heat release rate for various 

hydrogen additions to the NG–Diesel and NG–DME fuels. It 

is evident from the figure that adding hydrogen has a different 

effect on the NG–DME fuel mixture in comparison to the NG–

Diesel. As discussed, hydrogen addition is more effective on 

the NG–DME fuel mixture, which is also seen in the HRR 

diagrams. There are two different behaviors against the 

addition of hydrogen with respect to the maximum cumulative 

heat release (CHR). Hydrogen has a greater effect on the NG–

DME fuel mixture, with the maximum CHR increasing by 

about 7.6% for a 9% addition to the fuel mixture. This process 

is different for the NG–Diesel mixture, with the trend of 

increasing maximum CHR decreasing as hydrogen is added. 

In each case, the CHR of NG–Diesel is higher than that of 

NG–DME, by 31%, 27%, 24%, and 22% respectively. These 

differences show the higher effect of hydrogen on the NG–

DME fuel mixture, reducing the difference in combustion 

quality between NG–Diesel and NG–DME; the decrease in 

combustion quality with the use of DME is due to the in–

cylinder behavior of DME, which breaks up into CH4, CO and 

H2 [82]. 

             
    (a)             (b) 

Figure 18. Variation of pressure at a) 1000 rpm and 0.6 MPa and b) 1500 rpm and 0.3 MPa conditions for various pilot 

injection fuels in dual fuel natural gas engine [39] 

680 700 720 740 760 780

Crank angle, °CA

0

3

6

9

P
re

s
s
u

re
, 
M

P
a

Diesel

Diesel+NG+3%H2

Diesel+NG+6%H2

Diesel+NG+9%H2

DME

DME+NG+3%H2

DME+NG+6%H2

DME+NG+9%H2

716 720 724 728 732

Crank angle, °CA

25

50

75

100

125

150

175

H
e
a
t 

re
le

a
s
e
 r

a
te

, 
J
/°

C
A

Diesel

Diesel+NG+3%H2

Diesel+NG+6%H2

Diesel+NG+9%H2

DME

DME+NG+3%H2

DME+NG+6%H2

DME+NG+9%H2

-60 -40 -20 0 20 40 60

Crank angle, °CA

0

2

4

6

8

10

P
re

s
s
u

re
, 
M

P
a

n = 1000 rpm
BMEP = 0.6 MPa

RME pilot

DME pilot

5% RME emulsion pilot

10%RME emulsion pilot

-60 -40 -20 0 20 40 60

Crank angle, °CA

0

1

2

3

4

5

6

P
re

s
s
u

re
, 
M

P
a

n = 1500 rpm
BMEP = 0.3 MPa

RME pilot

DME pilot

5% RME emulsion pilot

10%RME emulsion pilot

http://www.journals.manas.edu.kg/


İ. Sezer / MANAS Journal of Engineering 11 (1) (2023) 25-52 39 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 

 

Fig. 18(a) shows the variation of pressure for all tested pilot 

fuels at 1000 rpm and BMEP of 0.6 MPa. It is observed that 

the 10% emulsion pilot and DME pilot fuel have similar peak 

pressure levels, but the peak of the DME occurs about 3.5° CA 

later than that of the 10% emulsified pilot. It is probable that 

the slightly extended ignition delay and comparatively slower 

rate of combustion of the DME pilot fuel are responsible for 

this retardation. Meanwhile, both emulsion pilot fuels and 

DME pilot produce lower peak pressures than the rapeseed–

oil methyl ester (RME) pilot. For the emulsion pilot fuels, this 

is likely due to the cooling effect caused by the water 

vaporizing in the pilot fuel mixture, while the low combustion 

enthalpy of DME can explain its lower peak value. It is also 

noted that the rate of pressure rise for the 10% emulsion is 

highest in comparison with the other pilot fuels. This can be 

attributed to the micro explosion phenomenon occurring on a 

larger scale than the 5% emulsion, resulting in a better 

distribution of fuel across the combustion chamber. This 

would enable ignition to take place in more areas, accelerating 

combustion. This could be because the 5% emulsion does not 

contain enough water suspended in the atomized droplets, 

which impedes the number and intensity of micro explosions. 

The ignition delay of RME was the shortest (2.3 ms, while 

ignition started at 10.7° BTDC), followed by the 10% 

emulsion pilot fuel (2.6 ms, with ignition starting at 8.9° 

BTDC), then the 5% emulsion pilot fuel (2.7 ms, with ignition 

starting at 8.3° BTDC), and finally the DME pilot fuel (2.8 

ms, with ignition starting at 7.7° BTDC). The emulsification 

of RME extended the pilot fuel’s ignition delay by roughly 

10–15% in comparison to neat RME at this engine speed. This 

can be attributed to the DME’s higher auto–ignition 

temperature and its evaporation during injection, which would 

cool the charge mixture. Furthermore, with increasing natural 

gas flow rate, the mass flow rate of the emulsion pilot fuels 

slightly increased while the mass flow rate of DME was 

consistently greater than the other liquid pilot fuels due to its 

comparatively lower combustion enthalpy. Fig. 18(b) shows 

the pressure crank angle data for all pilot fuels at 1500 rpm 

and a BMEP of 0.3 MPa. Neat RME has the highest peak 

pressure, followed by the DME pilot and then the 5% 

emulsified pilot fuel, with the 10% emulsified pilot fuel 

having the lowest peak pressure. At this speed and load 

condition, DME has a shorter ignition delay (2.3 ms, ignition 

starting at 3.8° ATDC) than the neat RME pilot (2.1 ms, 

starting at 5.6° ATDC). The 5% emulsified pilot fuel follows 

with an ignition delay of 3.3 ms (starting at 5.2° ATDC), and 

the 10% emulsified pilot fuel has the longest ignition delay at 

3.8 ms (starting at 9.7° ATDC). It seems that the 

comparatively low combustion temperatures for dual–fuelling 

at this engine speed and load make it difficult for the micro 

explosion phenomenon to manifest. The higher concentration 

of water in the 10% emulsion appears to significantly impede 

combustion, which explains why the 5% and 10% emulsified 

pilot fuels reversed places compared to 1000 rpm. Different 

trends at 1000 and 1500 rpm may be attributed to the quality 

of emulsions. Before reaching the engine, the emulsions and 

neat RME were mixed in the emulsifying circuit and then 

entered a fuel measuring flask. As the engine consumed the 

fuel, it stayed undisturbed in the flask, downstream of which 

was a fuel line of about 60 cm in length, after which the 

emulsions went into the engine’s fuel system. This fuel line 

contained water during operation, so there was a risk that the 

injected volume of emulsion did not contain the necessary 

amount of water. RME and DME pilots both account for about 

40% of combustion enthalpy, whereas emulsions provide only 

about 34%. The higher mass flow rate of DME participating 

in combustion can explain its relatively short ignition delay at 

this engine speed. Furthermore, at the highest natural gas flow 

rate corresponding to this condition, the mass flow rate of the 

emulsified pilot fuels decreases slightly compared to lower 

load conditions. It is clear that the mass flow rate of DME is 

consistently higher than the liquid pilot fuels. At 1500 rpm, 

the amount of natural gas inducted per cycle is lower than at 

1000 rpm. This is because the flow rate of natural gas is held 

constant for both engine speeds while entering the engine 

intake manifold. As a result, the reduced amount of natural gas 

coupled with the cooling effect of the emulsified pilot fuels 

leads to noticeably lower and significantly delayed peak 

pressures. Furthermore, the engine was stalling at high load in 

dual–fuel mode when using the emulsified pilot fuel. This was 

because the emulsion was separating in the fuel line. Due to 

these factors, the same load ranges visible at 1000 rpm 

couldn’t be reproduced [39]. 

        
      (a)       (b) 

Figure 19. Variation of a) pressure and b) heat release rate for DME–BG (biogas) blends [75] 
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Fig. 19(a) and (b) shows the combustion pressure and heat 

release rate characteristics for different DME–biogas (BG) 

blends in DME–fueled diesel engines with common–rail 

injection systems, compared in the range of injection timing 

from 10° BTDC to 40° BTDC with an interval of 10° CA. It 

can be seen from Fig. 19(a) that the peak combustion pressure 

tended to decrease with increasing mixing ratio of biogas at 

the same injection timing. The test fuel with biogas ratio of 

0.2 still had so much DME compared to pure DME 

combustion, so it showed a similar pressure trajectory with 

DME. However, higher mixing ratio conditions (biogas ratio 

of 0.8) showed different combustion behavior, especially at 

BTDC 40°, where misfire occurs. At the same injection 

timing, the increase in mixing ratio of biogas caused an 

increase in the coefficient of variation for the peak combustion 

pressure, retardation of ignition timing, and a decrease in the 

rate of combustion pressure increase. An advance in injection 

timing induced a visible trajectory of combustion pressure 

according to changes in the mixing ratio of biogas. The time 

difference to reach the same combustion pressure increased 

with an advance in the injection timing between DME and a 

higher mixing ratio fuel with a biogas ratio of 0.6, as shown 

in the pressure diagram of Fig. 19(a). For example, at an 

injection timing of 10° BTDC, 0.3 degree difference was 

observed between DME and biogas ratio of 0.6 test fuels to 

reach 6 MPa combustion pressure. Whereas, at 40° BTDC, 

30° BTDC, and 20° BTDC, an increase to 7.5, 5.5, and 1.4 

degrees was required, respectively. In this case, it is important 

to understand why the distribution of DME as an ignition 

source in the combustion chamber changed as the injection 

timing was advanced. When the injection timing was close to 

TDC, the injected DME spray was mainly distributed in the 

piston bowl. Thus, the injected DME mixed with the biogas 

that flowed into the combustion chamber through the intake 

port. In addition, this mixture of biogas and DME can react 

with the oxygen in the combustion chamber for ignition and 

combustion. However, when DME fuel is injected from 30° 

BTDC to 40° BTDC into crevice and squish regions, the 

ignition and combustion are less active due to low utilization 

of oxygen. On the other hand, when the biogas ratio is 0.8, 

composed of 80% intake biogas and 20% direct injection 

DME, the ignition and combustion characteristics are found to 

be unstable. Thus, it is determined that the biogas ratio of 0.8 

is not suitable [75]. 

Fig. 20(a) and (b) compare cylinder pressure and heat release 

rate data for DME–NH3 blends. The injection timings are 10°, 

20°, and 18° BTDC for 100%DME, 60%DME–40%NH3, and 

40%DME–60%NH3, respectively. As shown in Fig. 22(a), 

the cylinder pressure history of 40%DME–60%NH3 is 

distinct from those of 100%DME and 60%DME–40%NH3. 

The pressure trace of 40%DME–60%NH3 is slightly higher 

during the compression process, and lower during the 

expansion process, despite the heat release rate indicating no 

combustion before TDC. 100%DME exhibits diesel 

combustion with its premixed combustion, mixing–controlled 

combustion, and late combustion phases identified in 

conventional compression ignition engines and its ignition 

delay is 4° CA. For 60%DME–40%NH3, a longer ignition 

delay of 19.5° CA is observed; causing a very significant 

premixed combustion and a late combustion phase is visible 

from the heat release rate data. With very early injection 

timing, 40%DME–60%NH3 has a homogeneous combustion 

phase with short combustion duration, like that seen in HCCI 

combustion. It is assumed that the early injection of 

40%DME–60%NH3 causes complete evaporation of the fuel 

during the intake and compression process, causing the rise of 

pressure in the cylinder due to the increase of vapor pressure. 

This early injection also gives the fuel and air enough time to 

mix completely, resulting in homogeneous combustion. 

However, 100%DME and 60%DME–40%NH3 demonstrate 

typical diesel combustion and maintain higher cylinder 

pressure during the expansion process compared to 

40%DME–60%NH3, due to its lower combustion 

temperature, which reduces the pressure in the expansion 

stroke. Fig. 20(c) shows the cumulative heat release fraction 

(i.e., mass burn fraction) corresponding to the conditions in 

Fig. 20(c). It can be seen that combustion of 100%DME 

steadily advances until 140° ATDC, indicating slow diffusion 

combustion during the later stage. On the other hand, 

60%DME–40%NH3 has 90% heat release within 40° CA after 

ignition and continues to release heat through 70° ATDC, 

exhibiting greater premixed combustion phase and smaller 

mixing controlled combustion phase, similar to PCCI. Lastly, 

40%DME–60%NH3 has extremely short combustion duration 

of 20° CA, which is attributed to the early fuel injection timing 

and indicates HCCI combustion [41]. 
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      (a)       (b) 

 

(c) 

Figure 20. Variation of a) pressure, b) heat release rate and c) mass burn fraction for DME–NH3 blends [41] 

Fig. 21 shows the combustion pressure and pressure rise rate 

at various crank angles for injection timing of 20° BTDC. As 

shown in Fig. 21(a), the motoring combustion pressure before 

injection timing of 20° BTDC decreases with increasing 

ethanol fraction. This decrease is due to heat absorption by 

ethanol evaporation. The polytrophic index calculated for the 

test conditions of 100% DME was about 1.26, whereas the 

DME–ethanol dual–fuel cases had lower values of 1.23–1.25. 

Generally, the polytrophic index for adiabatic compression of 

air is 1.4, and lower values are the result of heat loss to the 

cylinder walls or the heat absorbed by fuel vaporization. 

Hence, it is assumed that ethanol evaporation induced the 

lower motoring combustion pressure before injection. After 

injection, the ignition timing was retarded as the ethanol 

fraction increased; consequently, the ignition delay was 

prolonged. This increase in the ignition delay with increasing 

ethanol fraction caused an increase of the combustion pressure 

rising rate. Thus, the PRR increased with increasing ethanol 

fraction, as shown in Fig. 21(b) [61]. 
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      (a)       (b) 

Figure 21. Variation of a) pressure and b) heat release rate for DME–ethanol (ETH) blends [61] 

Fig. 22 shows the cylinder pressure, heat release rate, cylinder 

temperatures, and pressure rise rate at 1.52 MPa brake mean 

effective pressure (BMEP). With the increase of DME 

proportion, the peak pressure decreases and its phase retards 

as seen in Fig. 22(a). The cylinder pressure peaks are 12.5 

MPa at 14.5° ATDC, 11.7 MPa at 14.5° ATDC, 10.9 MPa at 

16° ATDC, and 10.1 MPa at 1.5° BTDC. The cetane number 

of biodiesel is lower than DME, resulting in a longer ignition 

delay period and more fuel accumulation in the cylinder 

during this delay. Therefore, the maximum pressure of 

Biodiesel, DME50, DME70, and DME100 progressively 

decrease. It is clear that the combustion of DME–biodiesel 

blends shows the diffusion combustion mode without 

premixed combustion. The pressure rise rate decreases and its 

phase are retarded with the increasing DME proportion as 

seen in Fig. 24(b). The pressure rise rate reflects the 

combustion rate and heat release rate; thereby, a larger 

pressure rise rate implies a cruder engine operation. 

Accordingly, DME blending can ensure a more stable engine 

operation. The intake air temperature and pressure of a 

turbocharged engine are higher at full load, thus resulting in a 

shorter ignition delay [25]. 
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      (c)       (d) 

Figure 22. Variation of a) pressure, b) pressure rise rate, c) heat release rate and d) temperature for biodiesel–DME blends [65] 

As seen in Fig 22(c), the ignition timing retards, and the peak 

heat release rate decreases while its phase retards with the 

increase of the DME proportion. Specifically, the peak heat 

release rate of biodiesel, DME50, DME70, and DME100 are 

respectively 241.9 J/°CA at 11.5° ATDC, 210.7J/°CA at 12.5° 

ATDC, 208.8 J/°CA at 17° ATDC, and 186.9 J/°CA at 19° 

ATDC. Although the cetane number of DME is higher than 

that of biodiesel, its ignition delay is shorter due to its lower 

propagation velocity of fuel pressure wave in the pipe and 

longer fuel injection delay. Consequently, the peak heat 

release rate drops and its phase retards. With the increase of 

DME proportion, the peak cylinder temperature decreases and 

its phase is delayed as seen in Fig. 22(d). The peak cylinder 

temperature of biodiesel, DME50, DME70 and DME100 are 

2097 K, 1954 K, 1914 K, and 1838 K, respectively, and the 

corresponding phases are 26° CA, 30.5° CA, 32.5° CA and 

39.5° CA. The later ignition and combustion is attributed to 

the higher latent heat of vaporization of DME compared to 

biodiesel, which leads to more heat absorption during 

vaporization [65]. 
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(c) 

Figure 23. Variation of a) pressure, b) heat release rate and c) accumulated heat release for diesel–biodiesel–DME blends [73] 

Fig. 23 shows the effect of DME–biodiesel blend 

(DME80BD20), diesel–biodiesel blend (D80BD20), and 

diesel (D), on the combustion pressure, heat release rate, and 

accumulated heat release in a CI engine at 1500 rpm with 

various pilot injection timings. The combustion characteristics 

were investigated with a fuel injection pressure of 50 MPa, 

pilot injection quantity of 1.2 mg, and a main injection timing 

of top dead center (TDC) [73]. As illustrated in Fig. 23(a), the 

DME–biodiesel blend (DME80BD20) had a higher peak 

pressure than that of the diesel–biodiesel blend (D80BD20) 

and conventional diesel fuel. This could be attributed to the 

lower bulk modulus of DME fuel than conventional diesel fuel 

at the same temperature in a closed system. Thus, the higher 

compressibility and low heating value of DME required 

higher energy input and fuel quantity than that of diesel fuel, 

resulting in a higher peak pressure at a constant engine load. 

The pressure rise near TDC is similar for diesel and D80BD20 

fuels, while DME80BD20 blend exhibited lower values than 

that of the other fuels; primarily due to its low lower heating 

value (LHV). The LHV of DME80BD20 is 29.92 MJ/kg, and 

those of diesel and D80BD20 fuel are 42.5 MJ/kg and 41.83 

MJ/kg, respectively. For the same injection quantity, a lower 

peak from the DME–biodiesel blend combustion was 

observed because of the relatively low LHV of DME. On the 

other hand, the heat release rate of DME80BD20 indicates that 

heat release in the pilot injection occurred at approximately 

10° BTDC. The heat release of the main injection showed the 

advanced burning of DME80BD20 fuel when compared to 

diesel and D80BD20 fuel. Thus, the conventional diesel and 

diesel–biodiesel blend (D80BD20) resulted in higher pressure 

at the TDC region, while the DME80BD20 fuel exhibited 

lower pressure than D80BD20 [73]. 

6. Effects of dimethyl ether on air–fuel ratio

   

         (a)       (b) 

Figure 24. Variation of air–fuel equivalence ratio for DME blend a) [55] and b) [66] 
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Fig. 24(a) compares the air–fuel equivalence ratio of diesel 

(D) and DME10 blend. It can be seen from the figure that the 

air–fuel ratio of DME10 blend is lower at low engine speed 

and higher at high engine speeds than diesel fuel. This is due 

to the higher amount of fuel delivery for higher output torque 

at low engine speeds and the lower amount of fuel injection 

by decreasing engine load at high engine speeds. As a result 

of this, the lower air–fuel ratio is obtained with DME10 blend 

at low engine speeds [55]. It is also seen from Fig. 24(b) the 

DME10 blend has lower fuel–air equivalence ratio than those 

of diesel fuel, DME20 and DME30blends, especially at low 

engine loads [66]. 

7. Effects of dimethyl ether on exhaust gas temperature 

  

         (a)       (b) 

Figure 25. Variation of exhaust gas temperature for a) Diesel and LPG–DME blend [24] and b) DME and DME–NH3 blends [41] 

Fig. 25(a) depicts the variation of exhaust gas temperature 

(EGT) under different engine loads. It can be seen from the 

Fig. 25(a) that EGT is found to be lower by about 40–50 °C in 

the case of LPG–DME operation throughout the load 

spectrum as compared to diesel operation. It is declared that 

the higher latent heat of vaporization of DME cools the intake 

charge, which reduces the peak temperature of the combustion 

in the engine cylinder and also EGT [24]. Fig. 25(b) shows the 

comparison of EGT versus brake mean effective pressure 

(BMEP). It is seen in the figure that EGT values for 100% 

DME are higher than those for both 60%DME–40%NH3 and 

40%DME–60%NH3 blends. It is noted that EGT decreases as 

the ammonia (NH3) concentration is increased in the blend. It 

is commended that the reduction in EGT is due to the loss in 

energy of the combustion process caused by the high latent 

heat of ammonia. It also stated that this is especially evident 

in case of 40%DME–60%NH3 blend where the fuel charge has 

sufficient time to fully evaporate, drawing the full latent heat 

energy out of the in–cylinder air [41]. 
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         (a)       (b) 

Figure 26. Variation of exhaust gas temperature for a) Diesel and DME [54] and b) Biodiesel and Biodiesel–DME blends [63] 

Fig. 26(a) shows a comparison of the EGT between DME and 

diesel fuel. The exhaust gas temperature is plotted against 

brake mean effective pressure (BMEP). It seen from the Fig. 

26(a) that EGT is lower for DME by around 50 °C compared 

to diesel fuel. It is declared that the reason of this reduction in 

EGT is the lower energy content of DME [54]. Fig. 28(b) 

illustrates that EGT for the biodiesel (BD) and its blends with 

DME namely DME5, DME10 and DME15. It is seen from the 

Fig. 26(b), EGT are increased for all the fuels with the increase 

of engine load and DME blends give the higher EGT values 

than BD fuel. Additionally, EGT increases with the increase 

of DME ratio so DME15 blend gives higher EGT values than 

DME5 and DME10 blends at all engine loads. It is declared 

that increases in EGT when using of DME blends is sourced 

from the enhanced combustion due the higher oxygen content 

and the other fuel properties improved the combustion of 

DME. It is also stated that another reason for increase of EGT 

may be the shortened combustion period because of the higher 

flame velocity of DME [63]. 

 

8. Effects of dimethyl ether on CO2 emissions 

Fig. 27(a) illustrates the NOx and CO2 emissions for DME 

compared with diesel fuel from a six–cylinder turbocharged–

intercooler heavy–duty diesel engine operating in the 

Japanese JE–05 test mode. It is seen from the figure that DME 

provides the significant reduction in CO2 emissions compared 

to diesel fuel. It is also declared the reduction in NOx and CO2 

emissions that can be achieved with DME at a similar fuel 

economy. It is stated that CO2 emissions is about 10% less 

than that of diesel fuel when using DME due to based on the 

difference between the C/H ratio of fuels [56]. Fig. 27(b) gives 

the CO2 emissions characteristics when DME10 and DME20 

blends are used. It is seen the figure that compared to diesel 

fuel there is obvious reduction in CO2 emissions for DME10 

and DME20 blends at most BMEP values. It is declared that 

the possible reason of this reduction in CO2 emissions is the 

low C/H ratio and oxygen content of the DME blends [34]. 
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         (a)       (b) 

Figure 27. a) Variation of CO2 emissions for a) Diesel and DME [56] and b) Diesel and Diesel–DME blends [34] 

 
         (a)       (b) 

Figure 28. Variation of CO2 emissions for a) Diesel and Diesel–DME blend [53] and b) Diesel and LPG–DME blend [24] 

It can be also observed from Fig. 28(a) that CO2 emissions are 

lower for pure DME (DME100) and DME50 blend than diesel 

fuel because of the same reasons [53]. The variation of CO2 

emissions levels for diesel fuel and LPG–DME blend at 

different loads is shown in Fig. 28(b). It is seen from the figure 

that CO2 emission level is lower for LPG–DME blend 

compared to diesel fuel. It is explained that the reduction in 

CO2 emissions due to lower carbon to hydrogen ratio of DME 

compared to LPG [24]. 
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Table 2. The variations in the results obtained with using of DME 

Base Fuel–Blend 

 

Reference Air–Fuel 

Ratio  

EGT CO2 

Emissions 

Variation (%) 

D–LPG+DMEX [24] – 12–18.3 10.6–19.4 

D–DME10 [34] – – 41.6–

14.1 

D–DME20 [34] – – 5.8–31.8 

DME–40DME60NH3 [41] – 60.2–61.8 – 

DME–60DME40NH3 [41] – 65.6–69.8 – 

D–DME50 [53] – – 3–7.7 

D–DME100 [53] – – 8.5–18.3 

D–DME100 [54] – 13.6–18.6 – 

D–DME10 [55] 19.6–

10.2 

– – 

D–DME100 [56] – – 5.2–5.7 

BD–DME5 [63] – 1.7–17.3 – 

BD–DME10 [63] – 4.9–70.8 – 

BD–DME15 [63] – 9–59 – 

D–DME10 [66] 30.2–

21.8 

– – 

D–DME20 [66] 25.7–

18.7 

– – 

D–DME30 [66] 8.5–16.2 – – 

 
9. Conclusions 

The effects the use of dimethyl ether on CO2 emissions in 

diesel engines are examined in this review study. The 

following conclusions can be summarized as obtained 

findings of the study. 

 The use of dimethyl ether significantly affected the 

combustion characteristics such as pressure, temperature 

and heat release in diesel engines. The use of pure 

dimethyl ether caused to decreases in the combustion 

characteristics at the same amount of fuel input, while the 

combustion characteristics were improved with 

increased dimethyl ether fuel at the same amount of 

energy input compared diesel fuel. The use of dimethyl 

ether together with the liquid fuels such as diesel, 

biodiesel and ethanol generally improved the combustion 

characteristics, while the combustion characteristics can 

be adversely affected when the use of dimethyl ether 

together with the gaseous fuels such as LPG, natural gas, 

biogas and hydrogen. However, the negative changes in 

combustion characteristics are quite low and do not 

prevent the use of dimethyl ether. 

 Air–fuel equivalence ratio decreases when using the 

diesel–DME blend, especially at low engine speeds, 

providing high engine torque, because of the lower 

stoichiometric air–fuel ratio of DME. However, air–fuel 

equivalence ratio increases when using the diesel–DME 

blend at high engine speeds and loads because of the 

increased fuel injection. The decrement in air–fuel 

equivalence ratio for DME10 blend is about 30.2%, 

while the increment is about 21.8%.  

 Exhaust gas temperature decreases when using the pure 

DME and its blends with diesel, LPG and NH3 fuels due 

to lower heating value of DME, while DME and its 

blends with biodiesel gives the higher exhaust gas 

temperature than biodiesel due to enhanced combustion. 

The decrements in exhaust gas temperature for pure 

DME, diesel–DME blends, LPG–DME blend and DME–

NH3 blends are about 13.6–18.6%, 12–18.3% and 60.2–

69.8%, respectively, while the increments for biodiesel–

DME blends are about 1.7–59%. 

 CO2 emissions decrease when using the pure DME and 

DME blends with diesel and LPG fuels due to the oxygen 
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content and the lower carbon to hydrogen ratio of DME. 

The decrements in CO2 emissions for pure DME, diesel–

DME blends and LPG–DME blend are about 5.2–18.3%, 

3–41.6% and 10.6–16.4%, respectively. 
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A B S T R A C T  A R T I C L E  I N F O   

In this study, thermodynamic modelling of the process of thermal destruction of oil-

contaminated soil of Ozenmunaigas JSC, which includes compounds such as carbon, silicon, 

aluminum, iron, calcium, magnesium, sodium, potassium, chromium, phosphorus, manganese, 

copper, titanium, molybdenum, nickel, vanadium, and water, was carried out. The 

physicochemical and thermodynamic parameters of the complex system were calculated at 

P=0.1 MPa, T=598-3000 K. The concentration distribution of components, particles, and 

condensed phases in the gas phase has been established. In the process of thermal destruction 

of oil-contaminated soil, the formation of condensed phases was as follows: SiO2(c), Al2O3(c), 

AlO3H3(c), Cu(c), Cu2O(c), FeO(c), Fe2O3(c), Fe3O4(c), Fe2SiO4(c), NiO(c), MnO(c), 

Mn3O4(c), MnO2H2(c), Cr2O3(c), MoO2(c), V2O3(c), V2O4(c), TiO2(c), MgSiO3(c), Mg2SiO4(c), 

MgTi2O5(c), Ca3P2O8(c), Mg2SiO4(c), MgTi2O5(c), Ca3P2O8(c), CaCO3(c), CaSiO3(c), 

CaTiO3(c), Na2Si2O5(c), K2Si4O9(c). At the same time, the amount of condensed calcium silicate 

CaSiO3(c) was significant and amounted to 3.2 mol/kg, which is due to the initial standard 

content of oxides of the type (g/kg): SiO2-473,7, CaO-181,5 in oil-contaminated soil. The 

formation of various types of condensed phases (from 10-30 to 10-4 mol/kg) during thermal 

degradation can help reduce the synergism and toxicity of metal particles in oil-contaminated 

soils. In the process of thermal destruction of oil-contaminated soil, its carbon-containing 

components (mg/kg: С12-6,27; С13-10,98; С14-15,69; С15-18,82; С16-23,52; С17-31,37; С18-

27,80; С19-17,25; С20-29,80) were mainly converted into oxide, carbon dioxide, and water, and 

thereby neutralized the organic mass of the soil. 
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1. Introduction 

In the process of production, pumping, and storage of oil, 

operation of treatment facilities, a significant amount of oil 

sludge, oil-contaminated soils, and asphalt-resin-paraffin 

deposits are formed, which leads to environmental 

pollution. In this regard, the problem of developing and 

applying technologies adapted to specific conditions 

remains an urgent task. 

 

When developing technologies for cleaning soils and 

waters under changing weather conditions, it is necessary 

to take into account not only the climatic features of the 

region but also the properties of the oil, such as its 

hydrocarbon composition, and soil conditions. Therefore, 

one of the directions for the development of technologies 

for removing oil from ecosystems is the development of 

effective approaches that can ensure the removal of 

hydrocarbons from the environment. [1-17].  

 

According to the above studies, it was noted in the works 

that the mechanism of ecosystem self-healing after oil 

pollution is rather complicated and is limited to decades 

[10-17]. At the same time, the authors emphasize that 

sorption methods for processing oily wastes are of great 

importance. Taking into account these circumstances, new 

technology has been developed for processing oily waste 

into useful products using an energy-accumulating 

substance based on humates, followed by the disposal of 

oil-contaminated soil. This study is a continuation of the 

above study [10-17], to predict the formation of low 

molecular weight components, particles, and condensed 

phases during the destruction of oil-contaminated soil 

under the influence of external thermal influences. 

2. Material and method   

The content of metals in the oil-contaminated soil in the 

preliminary stages of the study was determined using an 

AA240 spectrometer. In this case, the decomposition of the 

sample was carried out with a mixture of nitric, 

hydrofluoric, and perchloric acids until the sample was 

completely opened. The fractional composition of oil 

products present in the waste was determined by gas-liquid 

chromatography of a hexane extract on a mass-selective 

detector using an Agilent 6890 chromatograph and on a 

Fluorat-02 analyzer. The content of oxides of silicon, 

aluminum, iron, calcium, magnesium, potassium, sodium, 

chromium, and phosphorus was determined using a 

Lambda-35 spectrophotometer. Metals were determined by 

the decomposition of a sample and its fusion with sodium 

carbonate or with a mixture of sodium and potassium 

carbonates [16, 17]. 

Based on the obtained experimental data [16], the 

chemical matrix of oil-contaminated soil was compiled 

taking into account its organic and inorganic parts, as well 

as water. Using the chemical matrix of oil-contaminated 

soil, thermodynamic modeling of a complex system at the 

maximum entropy was carried out based on the “Terra” 

software package [18]. According to this program, the 

methodological basis of the calculation algorithm of the 

program allows for calculating formation in the 

equilibrium of gaseous, condensed substances, electrically 

neutral and ionized components, pure phases, and their 

solutions in the system under consideration. In 

computational experiments, the phase and elemental 

composition of oil-contaminated soil were calculated per 1 

kg of a carrier (mol/kg). [17, 19], as well as the value of the 

limits of pressure and temperature of the destruction of the 

solid phase was in the range from 593 to 3000K (with a 

step of 500K). 

3. Results and discussion 

Oil-contaminated soil of “Ozenmunaigas” JSC consists of 

organic and inorganic components (mg/kg) such as С12-

6,27; С13-10,98; С14-15,69; С15-18,82; С16-23,52; С17-

31,37; С18-27,80; С19-17,25; С20-29,80; SiO2-473700; 

Al2O3-29400; Fe2O3-143100; CaO-181500; MgO-46500; 

Na2O-20100; K2O-46700; CrO-35200; P2O5-14700; Mn-5; 

Cu-12; Ti-23; Mo-12; Ni-1; V-5; H2O-2,2 and the soil 

belong to substances of the 3rd hazard class. Acetylene 

fractions are the main danger in oil-contaminated soil [16, 

17]. At the same time, the toxicity of the neutralized soil 

decreases due to the transfer of low-boiling acetylene oil 

fractions to high-boiling ones [17]. In this regard, it was of 

scientific interest to study the process of thermal 

destruction of oil-contaminated soil to predict the 

formation and concentration distribution of components, 

particles, and condensed phases, where the formation of a 

condensed phase promotes the transfer of toxic substances 

from the gas-liquid phase to the solid. 

 

The following thermodynamic parameters were calculated: 

(entropy S, kJ/(kg K); enthalpy I, kJ/kg); internal energy 

(U, kJ/kg) and physical and chemical parameters (dynamic 

viscosity Mu, Pa s); heat capacity Cp, kJ/(kg K); thermal 

conductivity Lt, W/(m K); dimensionless Prandtl number, 

Pr; mass fraction of condensed phases, h) oil-contaminated 

soil in the temperature range T=298-3000 K at P=0.1 MPa. 

The values of enthalpy and internal energy (I and U) of the 

oil-contaminated soil were negative (Table 1, Fig. 1), 

which indicated the direction and course of the process of 

destruction of the initial mixture of complex chemical 

composition (mg/kg): С12-6,27; С13-10,98; С14-15,69; С15-

18,82; С16-23,52; С17-31,37; С18-27,80; С19-17,25; С20-

29,80; SiO2-473700; Al2O3-29400; Fe2O3-143100; CaO-

181500; MgO-46500; Na2O-20100; K2O-46700; CrO-

35200; P2O5-14700; Mn-5; Cu-12; Ti-23; Mo-12; Ni-1; V-

5; H2O-2,2 [12, 13]. 

 

The destruction of the oil-contaminated soil proceeded 

mainly with the formation of silicon-containing metal 

compounds (Fe, Na, Ca, Mg, K) (Fig. 1). Changes in 

thermodynamic (S, U, I) and physicochemical (Cp, Mu, Lt, 

Pr, z) parameters of oil-contaminated soil components 

during its thermal destruction within the temperature range 

of 293-3000K at Р=0.1 MPa, showed the formation of a 

significant amount of condensed calcium silicate 

CaSiO3(c) -3.2 mol/kg (Fig. 1).  
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Table 1. Thermodynamic parameters of oil-contaminated soil at P=0.1 MPa 

T S I U Mu 105 Cp Lt Pr z 

293 0,69 -12590,3 -12590,3 - 0,77 - - 1,00 

593 1,34 -12310,7 -12311,0 2,19 1,00 0,06 0,69 1,00 

1093 2,03 -11740,1 -11741,0 3,86 1,13 0,12 0,69 1,00 

1593 2,49 -11124,8 -11126,2 5,3 1,16 0,17 0,69 1,00 

2093 3,03 -10144,2 -10146,8 6,52 1,27 0,17 0,59 0,99 

2593 3,35 -9377,9 -9386,6 7,33 1,27 0,13 0,63 0,97 

2993 4,01 -7522,5 -7599,6 8,45 1,24 0,11 0,68 0,84 

This amount of CaSiO3(c) is due to the initial standard 

content of oxides of the type (mg/kg): SiO2-473700, CaO-

181500 in oil-contaminated soil. In addition to CaSiO3(c), 

other condensed phases were formed, as well as various 

components and particles (Table 2, Fig. 3).  
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Figure.1. Changes in thermodynamic (S, U, I) and physicochemical (Cp, Mu, Lt, Pr, z) parameters of oil-contaminated soil 

components during its thermal destruction within the temperature range of 593-3000K at Р=0.1 MPa 

 

In general, the condensed phases have the following range 

of compounds (Fig. 2-4, Tables 2 and 3): SiO2(c), Al2O3(c), 

AlO3H3(c), Cu(c), Cu2O(c), FeO(c), Fe2O3(c), Fe3O4(c) 

Fe2SiO4(c), NiO(c), MnO(c), Mn3O4(c), MnO2H2(c), 

Cr2O3(c), MoO2(c), V2O3(c), V2O4(c), TiO2(c), MgSiO3(c), 

Mg2SiO4(c), MgTi2O5(c), Ca3P2O8(c), Mg2SiO4(c), 

MgTi2O5(c), Ca3P2O8(c), CaCO3(c), CaSiO3(c), 

CaTiO3(c), Na2Si2O5(c), K2Si4O9(c).  

 

 

 

Figure 2. Components, particles, and condensed phases 

formed during the destruction of oil-contaminated soil 

(mol/kg) depending on temperature. P=0.1 MPa. 

 

Table 2. Change in the concentration of phosphorus, chromium, magnesium, iron, calcium, sodium, potassium, 

aluminum containing substances during the destruction of oil-contaminated soil (mol/ kg) depending on temperature. 

P=0.1 MPa. 

T P P2 PO PO2 P2O3 P2O4 P2O5 PH PH2 HPO 

593 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 

1093 1,9e-22 1,9e-22 1,9e-22 5,1e-20 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 

1593 1,9e-22 1,9e-22 1,1e-15 5,6e-12 6,1e-22 8,6e-20 1,4e-16 1,9e-22 1,9e-22 5,7e-20 

2093 1,0e-13 1,0e-19 2,5e-08 1,1e-06 3,1e-12 4,9e-12 2,7e-10 7,7e-15 3,4e-16 6,3e-12 

2593 1,7e-09 3,9e-14 2,1e-05 1,5e-04 2,7e-09 7,9e-10 1,6e-08 6,7e-11 1,2e-12 5,6e-09 

2993 6,6e-07 3,4e-11 1,0e-03 1,6e-03 2,2e-08 1,6e-09 1,2e-08 7,1e-09 3,0e-11 1,0e-07 

 

T Cr CrO CrO2 CrO3 Cr2O3(c) Cr2O3 CrO2H2 CrO3H3 CrO4H4 

593 1,9e-22 
1,9e-

22 
1,9e-22 1,9e-22 2,6e-01 1,9e-22 1,9e-22 1,9e-22 1,9e-22 

1093 1,9e-22 
1,9e-

22 
2,2e-17 1,5e-16 2,6e-01 1,9e-22 1,2e-16 2,6e-15 1,3e-18 

1593 7,8e-18 
9,2e-

14 
7,2e-09 1,5e-07 2,6e-01 4,7e-15 2,3e-11 6,8e-11 9,7e-14 

2093 3,0e-10 
6,6e-

08 
2,3e-05 1,0e-05 2,6e-01 7,4e-09 1,1e-07 1,2e-08 2,9e-12 

2593 5,7e-06 
2,9e-

04 
1,0e-02 1,3e-03 2,5e-01 8,4e-05 1,1e-05 1,7e-07 1,5e-11 

2993 4,3e-03 
6,3e-

02 
4,0e-01 1,6e-02 1,0e-30 8,6e-03 2,8e-05 3,9e-08 5,2e-13 

 

T Mg MgO MgH MgOH MgO2H2 MgSiO3(c) Mg2SiO4(c) MgTi2O5(c) 

593 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,1e+00 1,0e-30 1,0e-30 
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1093 1,9e-22 1,9e-22 1,9e-22 3,4e-20 4,6e-14 1,1e+00 1,0e-30 1,0e-30 

1593 4,2e-15 6,9e-14 2,7e-21 7,2e-13 5,3e-09 1,1e+00 1,0e-30 1,0e-30 

2093 4,1e-09 1,0e-08 1,0e-13 2,7e-08 1,3e-06 1,1e+00 1,0e-30 2,4e-04 

2593 9,1e-06 1,9e-05 8,0e-10 9,0e-06 2,3e-05 1,1e+00 1,0e-30 1,6e-04 

2993 4,3e-03 5,8e-03 3,0e-07 3,7e-04 4,9e-05 1,1e+00 1,0e-30 1,0e-30 

 

T Fe FeO(c) FeO FeO2 Fe2O3(c) Fe3O4(c) FeOH FeO2H2 Fe2SiO4(c) 

593 
1,9e-

22 

1,0e-

30 
1,9e-22 1,9e-22 2,4e-02 5,8e-01 1,9e-22 1,9e-19 1,0e-30 

1093 
7,6e-

20 

1,0e-

30 
6,8e-20 5,5e-20 2,4e-02 5,8e-01 1,5e-13 1,5e-10 1,0e-30 

1593 
3,1e-

13 

1,0e-

30 
7,7e-12 6,8e-11 1,2e-24 6,0e-01 2,9e-09 2,8e-07 1,0e-30 

2093 
2,8e-

07 

1,0e-

30 
4,4e-07 1,4e-07 1,0e-30 6,0e-01 1,4e-05 4,4e-05 1,0e-30 

2593 
4,5e-

04 

4,1e-

01 
3,6e-04 4,4e-05 1,0e-30 4,6e-01 9,3e-04 4,2e-04 1,0e-30 

2993 
1,1e-

01 

1,0e-

30 
4,2e-02 1,8e-03 1,0e-30 1,0e-30 1,0e-02 4,3e-04 8,1e-01 

 

T Ca CaO CaOH CaO2H2 Ca3P2O8(c) CaCO3(c) CaSiO3(c) CaTiO3(c) 

593 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,0e-01 1,0e-30 2,9e+00 1,0e-30 

1093 1,9e-22 1,9e-22 1,9e-22 1,4e-15 1,0e-01 1,0e-30 2,9e+00 1,0e-30 

1593 1,3e-19 5,7e-18 2,3e-15 3,7e-10 1,0e-01 1,0e-30 2,9e+00 4,8e-04 

2093 8,7e-13 2,8e-12 1,9e-10 1,2e-07 8,2e-02 1,0e-30 3,0e+00 1,0e-30 

2593 6,9e-09 1,4e-08 1,1e-07 2,7e-06 1,0e-30 1,0e-30 3,2e+00 1,0e-30 

2993 6,7e-06 7,1e-06 6,7e-06 6,5e-06 1,0e-30 1,0e-30 3,2e+00 1,0e-30 

 

T Na NaO Na2O NaOH Na2O2H2 NaPO2 NaPO3 Na2Si2O5(c) 

593 1,9e-22 1,9e-22 1,9e-22 1,1e-19 1,9e-22 1,9e-22 1,9e-22 3,2e-01 

1093 7,6e-12 1,3e-17 1,9e-22 2,1e-09 9,8e-14 3,4e-21 6,1e-10 3,2e-01 

1593 1,0e-07 7,4e-10 3,9e-14 5,8e-06 4,8e-10 9,5e-14 5,0e-05 3,2e-01 

2093 1,4e-04 9,1e-07 8,0e-10 3,2e-04 2,7e-08 7,1e-08 2,1e-02 3,1e-01 

2593 1,5e-02 2,5e-04 7,4e-07 5,2e-03 2,9e-07 1,3e-05 1,1e-01 2,6e-01 

2993 5,4e-01 1,0e-02 3,5e-05 1,7e-02 1,2e-07 1,0e-04 7,8e-02 1,0e-30 

 

T K K2O K2O2 KOH K2O2H2 KPO3 K2CO3 K2Si4O9(c) 

593 1,93e-22 1,93e-22 1,93e-22 8,90e-18 1,93e-22 1,93e-22 1,93e-22 4,99e-01 

1093 2,20e-12 1,93e-22 1,93e-22 1,29e-08 1,27e-13 3,29e-09 4,58e-15 4,99e-01 

1593 2,05e-08 6,58e-15 6,53e-16 1,06e-05 1,97e-10 8,93e-05 2,38e-12 4,99e-01 

2093 2,49e-05 6,59e-11 8,21e-13 3,44e-04 7,15e-09 2,27e-02 4,61e-11 4,88e-01 

2593 2,81e-03 4,94e-08 4,94e-10 4,51e-03 7,52e-08 9,83e-02 3,30e-10 4,46e-01 

2993 2,12e-01 8,36e-06 4,85e-08 2,61e-02 1,22e-07 1,27e-01 6,91e-10 3,03e-01 

 

T Al2O3(c) Al2O3 HAlO HAlO2 AlO2H2 AlO3H3(c) AlO3H3 

593 2,9e-01 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,0e-30 1,9e-22 

1093 2,9e-01 1,9e-22 1,9e-22 1,9e-22 1,3e-20 1,0e-30 8,5e-16 

1593 2,9e-01 1,9e-22 1,9e-22 8,9e-15 6,3e-14 1,0e-30 1,9e-11 

2093 2,9e-01 1,1e-16 3,3e-16 3,9e-10 1,7e-09 1,0e-30 3,2e-09 

2593 2,9e-01 2,5e-11 9,7e-12 2,6e-07 3,2e-07 1,0e-30 3,0e-08 

2993 2,9e-01 6,4e-08 5,0e-09 1,0e-05 2,6e-06 1,0e-30 1,2e-08 
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Figure 3. Concentration change (mol/kg): silicon, iron, phosphorus, magnesium, chromium, sodium, calcium, and 

potassium-containing substances during the destruction of oil-contaminated soil depending on temperature. P=0.1 

MPa. 

 

Table 3 shows the concentrations of copper, nickel, 

manganese, molybdenum, vanadium, titanium-containing 

particles, and components formed during the thermal 

destruction of oil-contaminated soil depending on 

temperature (593-2993 K). It is noted that complex redox 

processes occur and a wide range of substances are formed 

in small amounts (mol/kg): Cu(c), Cu, Cu2, CuO, Cu2O(c), 

CuH, CuOH; Ni, NiO(c), NiO, NiH, NiOH, NiO2H2, Mn, 

MnO(c), MnO, MnO2, Mn3O4(c), MnH, MnOH, 

MnO2H2(c), Mo, MoO, MoO2(c), MoO2, MoO3, Mo2O6, 

MoO2H2, MoO3H2, MoO4H2, V, VO, VO2, V2O3(c), 

V2O4(c), V4O8, V4O10, Ti, TiO, TiO2(c), TiO2, TiOH (Table 

3). 
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Table3. Change in concentration (mol/kg): copper, nickel, manganese, molybdenum, vanadium, titanium-containing 

components, particles, and condensed phases during the destruction of oil-contaminated soil depending on temperature. 

P=0.1 MPa. 

T Cu(c) Cu Cu2 CuO Cu2O(c) CuH CuOH 

593 1,9e-04 1,9e-22 1,9e-22 1,9e-22 1,0e-30 1,9e-22 1,9e-22 

1093 1,9e-04 6,0e-11 8,9e-16 5,7e-16 1,0e-30 6,6e-13 9,4e-12 

1593 1,0e-30 1,4e-06 4,8e-10 2,5e-08 9,4e-05 2,9e-09 3,9e-07 

2093 1,0e-30 1,8e-04 1,5e-07 1,8e-06 1,0e-30 1,2e-06 5,9e-06 

2593 1,0e-30 1,8e-04 6,4e-09 3,6e-06 1,0e-30 1,0e-06 1,7e-06 

2993 1,0e-30 1,8e-04 2,4e-10 3,4e-06 1,0e-30 3,7e-07 2,2e-07 

 

T Ni NiO(c) NiO NiH NiOH NiO2H2 

593 1,93e-22 1,72e-05 1,93e-22 1,93e-22 1,93e-22 1,66e-19 

1093 1,21e-16 1,72e-05 6,29e-18 2,41e-17 1,09e-13 6,89e-10 

1593 1,88e-10 1,44e-05 5,10e-10 2,02e-12 1,34e-08 2,73e-06 

2093 1,83e-06 1,00e-30 4,38e-07 3,70e-08 3,39e-06 1,15e-05 

2593 1,18e-05 1,00e-30 1,78e-06 1,42e-07 2,63e-06 7,83e-07 

2993 1,56e-05 1,00e-30 1,17e-06 5,69e-08 2,78e-07 5,47e-09 

 

T Mn MnO(c) MnO MnO2 Mn3O4(c) MnH MnOH MnO2H2(c) 

593 1,93e-22 9,16e-05 1,93e-22 1,93e-22 1,00e-30 1,93e-22 1,93e-22 1,00e-30 

1093 2,25e-18 1,00e-30 4,19e-19 1,63e-20 3,05e-05 5,35e-18 3,73e-17 1,00e-30 

1593 2,61e-12 1,00e-30 2,90e-11 4,00e-11 3,05e-05 3,62e-13 2,11e-11 1,00e-30 

2093 8,94e-07 8,90e-05 9,33e-07 9,75e-08 1,00e-30 2,37e-07 4,70e-07 1,00e-30 

2593 4,64e-05 1,00e-30 3,12e-05 1,93e-06 1,00e-30 7,16e-06 4,90e-06 1,00e-30 

2993 6,52e-05 1,00e-30 2,21e-05 6,76e-07 1,00e-30 2,95e-06 7,18e-07 1,00e-30 

 

T Mo MoO MoO2(c) MoO2 MoO3 Mo2O6 MoO2H2 MoO3H2 MoO4H2 

593 1,9e-22 1,9e-22 1,2e-04 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,9e-22 1,6e-14 

1093 1,9e-22 1,9e-22 3,3e-05 9,6-18 1,6e-10 1,5e-07 1,9e-22 7,0e-14 2,4e-05 

1593 1,9e-22 7,5e-20 1,0e-30 2,4e-12 1,2e-06 7,4e-06 5,0e-21 1,3e-11 6,3e-05 

2093 4,6e-17 1,7e-12 1,0e-30 6,1e-08 6,1e-05 9,9e-06 4,7e-15 6,5e-09 4,0e-05 

2593 3,7e-13 1,2e-09 1,0e-30 1,8e-06 1,1e-04 1,8e-07 2,0e-13 7,9e-09 2,3e-06 

2993 1,2e-10 6,9e-08 1,0e-30 1,1e-05 9,6e-05 1,6e-09 2,4e-13 8,3e-10 2,9e-08 

 

T V VO VO2 V2O3(c) V2O4(c) V4O8 V4O10 

593 1,9e-22 1,9e-22 1,9e-22 4,9e-05 1,0e-30 1,9e-22 1,9e-22 

1093 1,9e-22 1,9e-22 1,3e-14 1,0e-30 4,9e-05 2,6e-10 1,0e-12 

1593 1,9e-22 7,6e-16 7,3e-08 1,0e-30 1,7e-29 2,0e-05 4,6e-06 

2093 3,9e-15 6,0e-10 5,3e-05 1,0e-30 1,0e-30 1,1e-05 3,0e-09 

2593 4,9e-12 2,9e-08 9,8e-05 1,0e-30 1,0e-30 1,1e-12 3,7e-17 

2993 4,6e-10 2,9e-07 9,8e-05 1,0e-30 1,0e-30 4,4e-19 1,9e-22 

 

T Ti TiO TiO2(c) TiO2 TiOH 

593 1,9e-22 1,9e-22 4,8e-04 1,9e-22 1,9e-22 

1093 1,9e-22 1,9e-22 4,8e-04 4,8e-21 1,9e-22 

1593 1,9e-22 2,4e-19 1,0e-30 4,5e-12 6,6e-22 

2093 1,1e-18 9,9e-12 1,0e-30 1,9e-07 3,3e-14 

2593 9,2e-13 1,8e-07 1,0e-30 1,5e-04 2,7e-10 

2993 3,6e-10 5,4e-06 1,0e-30 4,7e-04 2,0e-09 
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The content of condensed phases following types: Cu(c), 

Cu2O(c), NiO(c), MnO(c), Mn3O4(c), MnO2H2(c), MoO2(c), 

V2O3(c), V2O4 (c), TiO2(c) ranges from 10-30 to 10-4 mol per 1 

kg of the gas phase. Under real conditions, synergism of these 

particles can take place in soils; combined effect on the 

components of the environment [19-22]. In the process of 

thermal destruction of oil-contaminated soil, the organic phase 

under the action of water (H2O-2.2 mg/kg) and metal particles 

of the soil undergoes oxidation and destruction with the 

formation of oxygen-containing, hydrogen, and carbon-

containing components, particles (Table 4, Fig. 4). 

 

Table 4. Change in concentration (mol/kg): oxygen, hydrogen, and carbon-containing substances during the destruction of oil-

contaminated soil depending on temperature. P=0.1 MPa. 

T O O2 H H2 OH HO2 H2O H2O2 O3 

593 1,9e-22 1,9e-22 1,9e-20 3,8e-06 6,2e-21 1,9e-22 1,1e-01 1,9e-22 1,9e-22 

1093 1,0e-14 2,1e-10 1,3e-11 3,0e-06 2,1e-09 1,6e-15 1,1e-01 3,9e-14 1,9e-22 

1593 3,0e-07 3,9e-03 3,6e-08 3,9e-06 3,9e-05 4,0e-08 1,1e-01 6,8e-09 2,0e-16 

2093 3,6e-05 4,1e-03 2,5e-05 4,0e-04 8,1e-04 4,1e-07 1,1e-01 4,3e-08 2,9e-14 

2593 4,1e-03 7,2e-02 1,2e-03 2,2e-03 1,1e-02 1,1e-05 9,8e-02 3,3e-07 3,1e-11 

2993 1,6e-01 6,6e-01 1,8e-02 3,9e-03 5,9e-02 5,1e-05 4,0e-02 3,0e-07 2,0e-09 

 

T CO CO2 CH4 CHO CHO2 CH2O CH2O2 

593 1,6e-08 1,5e-02 1,6e-15 1,9e-22 3,3e-22 4,1e-19 1,6e-13 

1093 4,0e-07 1,5e-02 1,9e-22 6,5e-19 4,6e-15 5,2e-18 3,4e-13 

1593 1,6e-06 1,5e-02 1,9e-22 5,0e-16 2,3e-12 2,1e-17 6,3e-13 

2093 2,6e-04 1,4e-02 1,4e-19 1,1e-11 5,0e-10 2,5e-13 6,2e-11 

2593 1,9e-03 1,3e-02 2,8e-18 6,3e-10 4,7e-09 3,9e-12 1,4e-10 

2993 6,4e-03 8,7e-03 6,3e-19 2,6e-09 4,5e-09 3,0e-12 2,5e-11 

 

 
 

Figure 4. Change in concentration (mol/kg): oxygen, 

hydrogen, carbon-containing substances during the 

destruction of oil-contaminated soil depending on 

temperature 

 

The content in the gas phase the concentration of compounds 

were: molecular oxygen =0.66 mol/kg (at  2993 K), water 

vapor = 0.01 mol/kg  (at 593-2093 K), carbon dioxide =0.015 

mol/kg (at 593-1593 K), carbon monoxide =0.0019 mol/kg (at 

2593K ), atomic oxygen= 0.16 mol/kg (at 2993K), atomic 

hydrogen= 0.018 mol/kg (at 2993K), hydroxyl = 0.059 mol/kg 

(at 2993K). Following types of particles: HO2, H2O2, O3, CH4, 

CHO, CHO2, CH2O, CH2O2 were contained in trace amounts 

(Fig. 4, Table 4). 

 

Thus, in the process of thermal degradation, the formation of 

various types of condensed phases can help reduce the toxicity 

of metal particles in oil-contaminated soils, and its carbon-

containing components are mainly converted into oxide, 

carbon dioxide, water, and thus the neutralization of the 

organic mass of the soil was shown. 

4. Conclusion  

1. Thermodynamic modeling of the process of thermal 

destruction of oil-contaminated soil, consisting of carbon, 

silicon, aluminum, iron, calcium, magnesium, sodium, 
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potassium, chromium, phosphorus, manganese, copper, 

titanium, molybdenum, nickel, vanadium, and water, was 

carried out. 

2. The physicochemical and thermodynamic parameters of 

the oil-contaminated soil were calculated at P=0.1 MPa, 

T=598-3000 K. The concentration distribution of 

components, particles, and condensed phases in the gas 

phase was established. 

3. In the process of thermal destruction of oil-contaminated 

soil of “Ozenmunaigas” JSC, the formation of various 

condensed phases were: SiO2(c), Al2O3(c), AlO3H3(c), 

Cu(c), Cu2O(c), FeO(c), Fe2O3(c), Fe3O4(c), Fe2SiO4(c), 

NiO(c), MnO(c), Mn3O4(c), MnO2H2(c), Cr2O3(c), 

MoO2(c), V2O3(c), V2O4(c), TiO2(c), MgSiO3(c), 

Mg2SiO4(c), MgTi2O5(c), Ca3P2O8(c), Mg2SiO4(c), 

MgTi2O5(c), Ca3P2O8(c), CaCO3(c), CaSiO3(c), 

CaTiO3(c), Na2Si2O5(c), K2Si4O9(c). 

4. Changes in thermodynamic (S, U, I) and physicochemical 

(Cp, Mu, Lt, Pr, z) parameters of oil-contaminated soil 

components during its thermal destruction in the 

temperature range of 593-3000 K and at Р=0.1. MPa 

showed the formation of a significant amount of condensed 

calcium silicate CaSiO3(c) - 3.2 mol/kg, which is due to the 

initial content of oxides of the type (mg/kg): SiO2-473700, 

CaO-181500 in oil-contaminated soil. The mass fraction of 

all condensed phases of the system varied within Z=0.84-

1.0. 

5. The formation of a large number of condensed phases 

(from 10-30 to 10-4 mol/kg) was noted, which is very 

important in the processes of reducing the toxicity of 

various metal particles. 

6. In the process of thermal destruction of oil-contaminated 

soil, its carbon-containing components (mg/kg): С12-

6,27; С13-10,98; С14-15,69; С15-18,82; С16-23,52; С17-

31,37; С18-27,80; С19-17,25; С20-29,80 were mainly 

converted into carbon monoxide and dioxide, water, and 

thus the neutralization of the organic mass of the soil is 

achieved.  
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Multiple choice exams appear as the most common method used to measure student success in 

education systems in Turkey and around the world. Evaluation of multiple choice exams is 

usually done by optical form reading systems using expensive optical forms and optical 

scanners. The most important reason for using optical form reading systems is to reduce the 

error rate to zero in the evaluation process. In this study, an alternative system is proposed for 

the evaluation of multiple choice exams. The designed system is a web-based software with 

high accuracy on evaluating that contains optical form design module, session planning module 

and evaluation module. The form in which the designed template will be printed on A4 paper 

instead of a special optical form and the system in which standard scanners will be used instead 

of the optical scanner, uses the image processing algorithms in the OpenCV library in the 

evaluation process which is an intermediate library developed in C#. The proposed system is 

coded to run in parallel to speed up the evaluation process. In order to determine the performance 

of the proposed system, the optical forms filled by 208 students studying at Karamanoğlu 

Mehmetbey University, Department of Computer Engineering were evaluated. The accuracy 

rate of the system has been determined as 99.97%. It has been determined that 1 optical 

evaluation time, calculated by dividing the total time obtained by running in parallel, by the 

number of evaluated optical forms, varies between 1.7 seconds and 15 seconds, depending on 

the scanning resolution. 
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1. Introduction 

The education system is considered as a purposeful process. 

The process of observing a quality and showing the 

observation data with numbers is defined as measurement, and 

the process of extracting a meaning from the measured values 

is defined as evaluation. One of the most important processes 

of the education system is the measurement and evaluation 

phase, which includes measuring how well the information 

given is understood, that is, determining the extent to which 

the objectives have been achieved. Evaluation reveals the 

performance of the entire education system, including the 

educator. Accurate calculation of the performance of the 

education system is very important in terms of determining the 

operational and non-operational aspects of the system and 

perfecting the education system[1]. 

 

Multiple choice tests are used both on a large scale and on a 

local scale in our country. In our education system, large-scale 

tests were started to be applied by ÖSYM, which was 

established in 1974, to centralize the exams made by faculties 

as a result of the increase in applications to universities [2]. 

With the widespread use of central multiple-choice exams, 

multiple-choice exams have started to be held at the local scale 

so that students who are in the preparation stage for these 

exams can adapt to the exam system. The most important 

reason why multiple-choice exams have become so 

widespread is that since it is easy to answer questions in these 

exams, they allow more comprehensive measurement due to 

the fact that more questions are asked. In addition, features 

such as obtaining statistics on the basis of questions in 

multiple-choice exams provide detailed information to the 

educator. Since participants are charged for centrally held 

multiple-choice exams, it facilitates the use of optical reading 

systems necessary for the reading and evaluation of these 

exams. Educators who want to prepare their students for 

national multiple-choice exams generally do not have the 
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opportunity to demand money for the exam they have 

prepared themselves. Therefore, educators usually evaluate 

multiple-choice exams manually. Manual multiple-choice 

exam evaluation is prone to errors; moreover, it takes a long 

time to transfer the data obtained to the computer environment 

to get detailed statistics, which is one of the most important 

features of multiple-choice exams. 

 

The aim of this study is to develop a web-based optical form 

evaluation system for optical forms scanned with devices such 

as scanners or mobile phones, which are often in the hands of 

the institution or educator today, instead of purchasing an 

optical reader required for the evaluation of multiple-choice 

exams and using equipment that is costly in technical 

maintenance. The main purpose is to reduce the cost required 

for the evaluation of multiple choice exams. Since the system 

proposed in this study includes the answer sheet design, it will 

allow the use of standard A4 paper. In addition, since the 

proposed system has a module such as creating a session plan, 

it will also minimize cheating, which is the biggest problem 

of multiple choice exams.  

 

Information about previous studies on optical form reading is 

given detailed.  

Nguyen et al., in their published article, worked on the 

evaluation with high reliability and efficiency of answer 

sheets scanned with a digital camera  by using image 

processing algorithms. Nguyen et al. tested the system they 

designed with 10000 questions and achieved an accuracy rate 

of 99.74%[3]. Aydemir worked on optical form reading in his 

master's thesis. Aydemir tested the system he designed with 

28360 questions answered by 742 students in the foreign 

language exam and determined the accuracy rate of the 

developed system as 99.94%[4]. Al-Marakeby tried to find the 

evaluation results by processing the exam result images 

scanned using a digital camera with parallel processes thanks 

to the multi-core processor in his published article. Finally, 

classifier algorithms were preferred to determine whether the 

box was checked or not. As a result of the tests carried out 

with 200 multiple choice optical forms and 24000 question 

answers using different light, form angle originating from 

scanning, the success of the system was revealed as 99.8%[5]. 

Fisteus et al. have worked on a low-cost and portable 

computer vision-based system called "Eyegrade" for multiple 

choice exams in their article. In order to measure the 

performance of the system called "Eyegrade", the results of 

233 students were evaluated and they measured that system 

made wrong assessment on 9 students paper and revealed the 

success rate as 96.1%[6]. In his article Sattayakawee studied 

a system for the evaluation of multiple choice exams with grid 

type answer sheets used in Thailand. In the tests made with 

300 exam papers and 16500 questions, the accuracy rate of the 

proposed system was measured as 99.91%[7]. In their article, 

Şenol and Fidan designed an exam system that evaluates the 

optical forms scanned with a web camera developed in C# 

language in order to read the optical forms used in multiple 

choice test systems and to provide more detailed and valuable 

information to the educators by making statistical analyzes. In 

order to measure the performance of the designed system, the 

answer sheets of 221 students were scanned with a web 

camera and errors were detected in 7 answer sheets and the 

performance of the system was calculated as 96.83%[8]. Patel 

et al., in their article published in 2015, worked on a mobile 

application based system they named “CheckIt”. Patel et al. 

tried the "CheckIt" system with 310 quizzes and tests 

questions and achieved a success rate of 97.48%[9]. In the 

article they published, Hasan and Kareem worked on a system 

to be used in the evaluation of multiple choice exams. Hasan 

and Kareem determined the accuracy rate of the artificial 

neural network algorithms based system as 99.96% in the test 

they performed with 800 answer sheets and 58000 

questions[10]. Yüksel et al. have worked on a mobile 

application-based optical form evaluation system in the article 

they published. The highest success of the system was 

measured as 99.7% in the tests made with 1000 questions on 

20 answer sheets[11]. Gyamfi and Missah worked on the 

optical form evaluation system they proposed for multiple 

choice exams in their published articles. As a result of the 

tests, it was revealed that the system using unsupervised 

learning on the basis of pixels has better performance[12]. 

Loke et al. proposed a new method for optical form 

recognition in their published paper. In the first category, 6000 

questions were filled and tested by people who were not 

trained on how to mark, and the accuracy rate of the proposed 

method was measured as 99.97%. In tests with printing and 

scanning errors, the accuracy rate of the proposed method was 

measured as 99.3%[13]. Küçükkara and Tümer worked on the 

reading and evaluation of answer sheets for multiple choice 

exams in their published articles. They tested the proposed 

system with 105750 answer sheets in three exams attended by 

35250 students in Konya and calculated the accuracy rate as 

99.76%[14]. Espitia et al., in the article they published, 

worked on the evaluation of the answer sheets of exams such 

as the university entrance exam or graduation exam in 

Colombia using image processing algorithms. The system 

designed by Espitia et al. was tested with 64940 answer sheets 

and it was found that it achieved an accuracy rate of 

99.70%[15]. In the article they published, Afifi and Hussain 

studied classification-based algorithms for multiple choice 

exams. In their tests using MATLAB, they used different 

classification algorithms and were able to achieve the 

maximum accuracy rate of 99.78% by using the CNN 

classification algorithm[16]. Ha and Thu studied on optical 

form reading using MATLAB in the article they published. 

They measured the success rate of the developed system as 

100% in their tests using 170 optical forms[17]. 

 

In this study, a system called "Multiple Choice Examination 

System" is proposed instead of costly optical form reading 

systems, in which the optical form designed by using the 

system can be printed on A4 paper and standard scanners are 

used instead of optical scanners. The designed system is 
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separated from previous studies by consisting of modules such 

as creating a seating plan, designing optical form and 

evaluating optical form. 

 

In this article, the image processing steps used during optical 

form evaluation are explained in the second part. The 

application and evaluation steps are explained in detail in the 

third section, and the performance of the system is explained 

in the fourth section. 

2. Material and method 

The system proposed in this study consists of a three-stage 

structure. The first stage consists of making the definitions 

including the optical form design, the second stage is the 

session plan and the printing of the optical forms customized 

according to the student and the examination, the third stage 

consists of scanning the marked optical forms and performing 

the evaluation process after uploading scanned optical forms 

to the system. Evaluation phase of optical forms consists of 

grayscale conversion, Gaussian smoothing filter, 

morphological opening process, thresholding and conversion 

to binary image, edge detection, contour extraction, and 

Hough circle transform, which are explained in detail below. 

2.1. Convert to Grayscale 

In colored images, each pixel is represented by 24-bit data. 

During image processing, instead of using the color values of 

3 different colors in an image, a grayscale image consisting of 

values between 0 and 255, where a pixel can be expressed with 

8-bit data without losing detail, is used. Thus, the size of the 

optical form image file is reduced to one third. 

2.2. Gaussian Smoothing Filter 

Using the Gauss function to blur the image, reduce detail and 

noise is called a Gaussian smoothing filter. Gaussian 

smoothing filter can be defined as two-dimensional 

convolution in general. The Gaussian smoothing filter can be 

expressed by the function shown in Equation (1) [18]. 

𝐺(𝑥) =
1

(2𝜋𝜎2)𝑁 2⁄
𝑒−(𝑥−µ)

2 (2𝜎2)⁄
 (1) 

In Equation (1), “G” refers to Gaussian probability density 

function, “σ” refers to standard deviation of Gaussian noise, 

“e” refers to base of natural logarithm, “N” refers to the size 

of the image, “x” refers to grayscale value and “µ” refers to 

the mean value of Gaussian noise. 

2.3. Morphological Opening 

It is obtained by applying a dilation process after an erosion 

process. It is used to get rid of noise while preserving the 

properties of large shapes. Equation (2) shows the function of 

the morphological expansion operation. 

        𝑨 ○ 𝑩 = (𝑨𝜣𝑩)⊕ 𝑩 (2) 

In Equation (2); “A” refers to image to open and “B” refers to 

the structural element that determines the shape of the opening 

process. 

2.4. Thresholding and Conversion to Binary 

Thresholding, which is one of the most basic segmentation 

methods, is the process of separating the objects in the image 

from the background of the image. The image input, which is 

given as grayscale, is returned as a binary image. Basically, it 

is aimed to change the pixels below the determined threshold 

value in grayscale images to black pixels, i.e. 0, and to change 

the pixels to white, i.e. 255, higher than the threshold value. 

Thresholding is also used to remove noise in the image. Here, 

the success of the thresholding depends on the determined 

threshold value. Basically, the Otsu thresholding algorithm 

returns a single threshold value to minimize the within-class 

variance and maximize the variance between classes. 

Equation (3) shows the variance function between classes. 

𝝈𝝎
𝟐 (𝒕) = 𝝎𝟎(𝒕)𝝈𝟎

𝟐(𝒕) + 𝝎𝟏(𝒕)𝝈𝟏
𝟐(𝒕) (3) 

In Equation (3); “σw” refers to within-class variance, “t” 

refers to threshold value, weights “ω0” and “ω1” refer to 

probabilities of two classes separated by “t” threshold, “σ0” 

and “σ1” refer to the variance of the two classes separated by 

the t threshold. 

 

2.5. Canny Edge Detection 

Canny edge detection method is one of the most common 

methods used to find the edges of objects and shapes in an 

image. In this method, two threshold values are given as 

parameters. The method generally consists of 5 steps. Table 1 

shows pseudocodes of the Canny edge detection algorithm. 

 

 

 

 

 

.
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Table 1. Canny edge detection pseudocode 

Start:  

 Apply noise reduction with Gaussian Blur 

 Refine edge with non-maximum suppression 

 Perform pixel continuity test using double threshold value and detect strong, weak and 

irrelevant pixels 

 
 Convert weak pixels to strong pixels by examining neighboring pixels by edge tracking with 

hysteresis. 

End:  

2.6. Contour Extraction 

Contour extraction can be defined as finding a closed curve 

that seamlessly connects pixels of the same color and 

intensity by grouping them together. Commonly contours are 

objects found in an image. 

2.7. Hough Circle Transform 

The Hough transform was found by Paul Hough in 1962 to 

determine whether mathematically expressible shapes exist on 

the picture, and if so, its location and angle. The method works 

with simple bit voting logic. Dana H. Ballard made 

improvements in 1981 for the detection of objects more 

general to the algorithm [19]. During the Hough transform 

circle detection, the functions shown in Equations (4), (5) and 

(6) are used. 

𝒓𝟐 = (𝒙 − 𝒂)𝟐 + (𝒚 − 𝒃)𝟐 (4) 

𝒂 = 𝒙 − 𝒓 × 𝒄𝒐𝒔(𝜽) (5) 

𝒃 = 𝒚 − 𝒓 × 𝒔𝒊𝒏(𝜽) (6) 

In Equations (4), (5) and (6); “r” refers to radius of the circle, 

“a” refers to coordinate of the center of the circle on the x-axis 

“b” refers to Coordinate of the center of the circle on the y-

axis, “θ” refers to angle between (0.2π), “x” refers to 

coordinate of the image point on the x-axis and “y” refers to 

coordinate of the image point on the y-axis. 

2.8. Parallel Programming 

Parallel programming, the foundation of which was laid by 

John Cocke and Daniel Slotnick in 1958 with a computer 

design called SOLOMON, refers to the completion of a large 

and time-consuming computation in a shorter time on multiple 

processors simultaneously [20]. It is predicted that the size of 

the optical form image files to be evaluated within the scope 

of this study will increase as the scanning resolutions increase 

and the evaluation process will take longer. Therefore, in this 

study, parallel programming structure is used to reduce the 

evaluation time. 

3. Application 

In order to create a multiple-choice exam system, first of all, 

pages were designed to carry out the definition processes to 

be made before the exam. In these pages; user operations, unit 

operations, exam definition procedures, exam correct answers 

procedures, student procedures to take the exam, classroom 

procedures, session planning processes and the design of the 

optical form to be used in the exam are carried out. The design 

of these pages is shown in Figure 1. 

 

 
(a) Unit operations page 

 
(b) User operations page 
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(c) Classroom operations page 

 
(d) Exam operations page 

  

 
(e) Correct answer operations page 

 
(f) Scanned optical form operations page 

  

 
(g) Session planning operations page 

 
(h) Optical form design page 

  

Figure 1. Interface of the system

 

Figure 2 shows the evaluation workflow of the system. Image 

file containing optical form data respectively is subjected to 

image processing algorithms like grayscale conversion, 

application of Gaussian smoothing filter to reduce noise, 

applying morphological opening to remove black pixel 

distortions, thresholding and binary level transform, angular 

correction, contour extraction, QR code extraction and Hough 

circle transform. To decide whether the option is checked, the 

largest square that will fit inside the circle is found, and the 

option is considered checked if at least 50% of the square's 

area is ticked. 
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Figure 2. Evaluation workflow 

 

The results obtained when the techniques mentioned are 

applied to the optical form are shown in Figure 3. After the 

aforementioned pre-processing steps, QR code extraction was 

performed as seen in Figure 4. According to the location of 

the QR code found, it is decided whether the image is inverted 

and, if necessary, the image is rotated 180 degrees again. 

 

    
(a) Colored image is 

converted to grayscale 

image for reducing the 

memory space of the file. 

(b) Gaussian filter is applied 

to reduce noise. 

(c) Morphological opening 

is applied to remove the 

breaks in the black pixels. 

(d) Thresholding is applied 

to reduce noise and the 

image is converted to binary 

image. Since image 

processing algorithms 

generally perceive black 

pixels as background, black 

and white pixels are 

switched. 
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(e) Canny edge detection 

algorithm is applied to detect 

the edges in the image. 

 
(f) After edge detection, the 

contours in the image are 

searched and the rectangular 

contour with the largest area 

is selected as the response 

area. 

 
(g) The image translation 

algorithm is applied to reset 

the angle of the selected 

rectangle. 

 

Figure 3. Evaluation detailed steps 

 

  

Figure 4. QR code check 

Question evaluation steps were applied as shown in Figure 5. 

 

(a) The question line is determined with the help of the 

previously calculated scale. 
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(b) The circles in the found question line are determined 

using the Hough circle transform algorithm. 

 

(c) The largest square to fit inside the detected circles is 

calculated and for each option, the gray color intensity in 

this selected square is proportioned to 255. If the ratio is 

less than 0.5, the option is considered marked. 

Figure 5. Question evaluation stages 

 

After evaluating all the questions, the correct answers are 

marked in green, the wrong answers in red, the correct 

answers in the wrong or empty options are marked in blue, and 

the invalid answers are marked in purple. An orange line is 

used for blank questions and a purple cross for invalid 

questions. The resulting markings are shown in Figure 6.  

 

Figure 6. Answer sheet marked by the system 

4. Result and discussion 

In order to measure the accuracy and performance of the 

designed system, the evaluation of 5785 questions in 208 

optical forms in 3 different exams of the students studying at 

the Computer Engineering Department of Karamanoğlu  

Mehmet bey University was made at 3 different scanner 

resolution levels. As a result of these tests, the accuracy rate 

of the web-based optical form reading system was measured 

as 99.9%. In Figure 7, 3 different optical form designs used in 

exams are shown. The system designed in the study was tested 

with questions with 4 or 5 options, different columns and 

questions. 
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Figure 7. Optical form designs used in exams 

In Table 2, the test results are shown in detail on the basis of 

scanning resolution. Since the evaluation period of the system 

is an important indicator in terms of performance, the tests 

were carried out both in parallel and in series. During the tests, 

the time taken to evaluate one optical form is between 2.8 

seconds and 1.8 seconds when scanned at 200 DPI resolution, 

between 8.3 seconds and 5.8 seconds when scanned at 300 

DPI resolution, and between 16 seconds and 10.9 seconds 

when scanned at 600 DPI resolution. In Table 3, the time 

performance of the system is shown in detail on the basis of 

scanning resolution.

Table 2. The accuracy performance of the system 

  

Number of 

Optical 

Forms 

Uploaded 

Percentage 

of Errorless 

Optical 

Forms 

Number of 

Questions 

Percentage 

of Questions 

Read 

Correctly 

Number of 

Options 

Percentage 

of Correctly 

Evaluated 

Options 

D
P

I 

200 208 96.63% 5785 99.88% 25140 99.97% 

300 208 93.75% 5785 99.74% 25140 99.94% 

600 208 87.98% 5785 99.46% 25140 99.88% 

Table 3. Time performance of the system 

 
Number of Optical Forms 

Evaluated 

1 Optical Form Evaluation 

Time (Second) 

1 Optical Form Evaluation Time 

(Seconds) in Parallel Mode   

200 DPI 208 2.815 1.795 

300 DPI 208 8.277 5.774 

600 DPI 208 16.062 10.882 

As a result of the test studies, it has been revealed that the most 

optimal performance of the system will be achieved with 

200DPI scanning resolution and parallel operation. In order to 

increase the correct reading performance to 100%, it is 

thought that it will be achieved by informing the students more 

about marking and the use of optical form.   

 

 

References  

 

[1]. Temizkan, M. and M.E. Sallabaş, Okuduğunu Anlama 

Becerisinin Değerlendirilmesinde Çoktan Seçmeli 

Testlerle Açık Uçlu Yazılı Yoklamaların 

Karşılaştırılması. Dumlupınar Üniversitesi Sosyal 

Bilimler Dergisi, 2011(30): p. 207-220. 

[2]. Çakan, M., Geniş ölçekli başarı testlerinin eğitimindeki 

yeri ve önemi. Eğitim ve Bilim, 2003. 28(128). 

[3]. Nguyen, T.D., et al. Efficient and reliable camera based 

multiple-choice test grading system. 2011. IEEE. 

[4]. Aydemir, F., Standart Tarayıcılarla Web Tabanlı 

Bilgisayar Mühendisliği. 2012. 

[5]. Al-Marakeby, A., Multi Core Processors for Camera 

based OMR. International Journal of Computer 

Applications, 2013. 68(13): p. 1-5. 

http://www.journals.manas.edu.kg/


F.T. Özcan, A. Eldem / MANAS Journal of Engineering 11(1) (20232021) 64-73 73 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 

 

[6]. Fisteus, J.A., A. Pardo, and N.F. García, Grading 

multiple choice exams with low-cost and portable 

computer-vision techniques. Journal of Science 

Education and Technology, 2013. 22(4): p. 560-571. 

[7]. Sattayakawee, N., Test scoring for non-optical grid 

answer sheet based on projection profile method. 

International Journal of Information and Education 

Technology, 2013. 3(2): p. 273-273. 

[8]. Şenol, M. and U. Fidan, C# ile Web Kameradan Optik 

Form Okuma. Afyon Kocatepe University Journal of 

Science & Engineering, 2014. 14(2). 

[9]. Patel, R., et al. CheckIt-A low cost mobile OMR system. 

2015. IEEE. 

[10]. Hasan, R.H. and E.I.A. Kareem, An Image Processing 

Oriented Optical Mark Reader Based on Modify Multi-

Connect Architecture MMCA. International Journal of 

Modern Trends in Engineering and Research (IJMTER), 

2015. 2(7). 

[11]. Yüksel, A.S., et al., Mobile based optical form 

evaluation system. Pamukkale Üniversitesi Mühendislik 

Bilimleri Dergisi, 2016. 22(2): p. 94-99. 

[12]. Gyamfi, E.O. and Y.M. Missah, Pixel-Based 

Unsupervised Classification Approach for Information 

Detection on Optical Markup Recognition Sheet. 

Advances in Science, Technology and Engineering 

Systems Journal, 2017. 2(4): p. 121-132. 

[13]. Loke, S.C., K.A. Kasmiran, and S.A. Haron, A new 

method of mark detection for software-based optical 

mark recognition. Plos One, 2018. 13(11). 

[14]. Küçükkara, Z. and A.E. Tümer, An Image Processing 

Oriented Optical Mark Recognition and Evaluation 

System. International Journal of Applied Mathematics 

Electronics and Computers, 2018. 6(4): p. 59-64. 

[15]. Espitia, O., et al. Optical Mark Recognition Based on 

Image Processing Techniques for the Answer Sheets of 

the Colombian High-Stakes Tests. 2019. Springer. 

[16]. Afifi, M. and K.F. Hussain, The achievement of higher 

flexibility in multiple-choice-based tests using image 

classification techniques. International Journal on 

Document Analysis and Recognition (IJDAR), 2019. 

22(2): p. 127-142. 

[17]. Ha, T. and N. Thu, An Application of Image Processing 

in Optical Mark Recognition. Vietnam Journal of 

Agricultural Sciences, 2020. 3(4 SE - ENGINEERING 

AND TECHNOLOGY). 

[18]. Çayıroğlu, İ., Resim Yumuşatma (Bulanıklaştırma-

Blurrıng) Filtreleri. 2021. 

[19]. Ballard, D.H., Generalizing the Hough transform to 

detect arbitrary shapes. Pattern Recognition, 1981. 

13(2): p. 111-122. 

[20]. Şaan, T.G., MPI İle Paralel Programlama. 2017. 

 

http://www.journals.manas.edu.kg/


 

MANAS Journal of Engineering 
ISSN 1694-7398 | e-ISSN 1694-7398 

 MJEN Volume 11, Issue 1, (2023) Pages 74-82 

https://doi.org/10.51354/mjen.1223399 
 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 20232021 www.journals.manas.edu.kg 
 

 

Analysis of the azimuth angles of a medium-scale PV system in 

non-ideal positions for roof application 

Muharrem Hilmi Aksoy1,*, Murat Ispir2, Mahmud Bakirhan3 

1 Konya Technical University, Faculty of Engineering and Natural Sciences, Konya, Türkiye, mhaksoy@ktun.edu.tr, ORCID: 

0000-0002-6509-8112 

2 Konya Technical University, Faculty of Engineering and Natural Sciences, Konya, Türkiye, mispir@ktun.edu.tr, ORCID: 

0000-0001-5238-6011 

3 İmaş Makina Sanayi A.Ş., R&D Center, Konya, Türkiye, mahmut.bakirhan@imas.com.tr, ORCID: 0000-0002-7498-9646 

A B S T R A C T  A R T I C L E  I N F O   

The installation of photovoltaic (PV) panels on building roofs has seen a significant increase in 

recent years due to the rising cost of conventional energy sources. This shift towards renewable 

energy sources has been driven by the urgent need to mitigate the effects of climate change. PV 

applications is one of the most sustainable and cleanest sources of renewable energy, producing 

no greenhouse gas emissions during operation. By reducing reliance on fossil fuels, the use of 

PV panels can help to reduce carbon emissions and lower the overall carbon footprint of 

buildings. In addition to the environmental benefits, the installation of PV panels can also 

provide economic benefits, such as reduced energy costs and increased property value. In the 

past, installations were mostly made in the direction of the south, but now the roofs of the 

buildings facing west, east, and even north are also considered for PV panel installations. 

In this study, a grid-connected PV system with an installed power of 148 kWp at the Konya 

Technical University (KTUN) campus is modeled by PVsyst software. The PV systems' 

performance on building roofs oriented in different geographical directions (north, south, east, 

and west) with a 30° fixed tilt angle was investigated. In the modeling, the solar irradiation 

coming to the surfaces of the PV panels, electricity production values, performance ratios, and 

their economic feasibility were calculated. The highest effective irradiation value on the panel 

surface was obtained from the system facing south, found as 1964.4 kWh/m². It is 20.77%, 

22.87%, and 73.48% higher than the solar irradiation obtained at -90°, +90°, and 180° azimuth 

angles, respectively. It is concluded that the electricity generation amounts of PV systems highly 

depend on the azimuth angle. Similarly, the highest annual electricity production was obtained 

from the system installed in the 0° azimuth angle found as 254.77 MWh. The annual total 

electricity generation is 19.66%, 22.55%, and 69.41% higher in systems modeled toward the 

east, west, and north, respectively. Performance ratio, defined as the ratio of radiation coming 

to the panel surface and the electricity produced, has relative values between 0.843 and 0.862 

for four different azimuth angles. Furthermore, as an economic analysis, the Basic Payback 

Period (BPP) of the projects was found as 6.92 years, 4.08 years, 4.88 years, and 5.00 years for 

the systems modeled in the north, south, east, and west directions, respectively. It can be 

concluded that the most suitable orientation is south, and the other two directions, east, and west, 

can also be considered feasible. 
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1. Introduction 

Renewable energy sources, such as solar and wind power, 

produce little to no greenhouse gas emissions, which can help 

to combat climate change. In addition, renewable energy can 

provide a reliable and stable source of electricity, particularly 

in remote or underserved areas. It can also help to create jobs 

and stimulate economic growth, particularly in rural 

communities where renewable energy projects are often 

located. Increasing the use of renewable energy can help 

reduce our dependence on foreign sources of fossil fuels, such 

as Turkey, which can have national security and economic 

benefits. It can also help reduce the impact of energy price 

fluctuations, as the cost of renewable energy sources is often 
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more stable than fossil fuels [1]. Although renewable energy 

sources are found in every country, their technical and 

economic feasibility varies according to geographical 

locations. [2,3]. 

 
 

Figure 1. The Solar Irradiation Potential of Turkey and Konya [4,5]

Solar energy is a clean and abundant source of energy that can 

be harnessed in various ways, including PV cells. In addition, 

the cost of solar energy is decreasing, making it a more 

affordable option for residential and commercial users [6,7].  
Solar energy systems can be used in various installation cases, 

including grid-connected, stand-alone, and a combination. In 

addition, these systems have wide application areas such as 

irrigation, cooling, and water pumping [8]. 

 

PV panels are devices that convert sunlight into electricity. As 

of 2021, the total installed capacity of PV panels worldwide is 

approximately 600 GW  [9]. This installation represents a 

significant increase from previous years, as the global PV 

market has been growing rapidly in recent years due to falling 

costs and increasing demand for clean and renewable energy. 

Most PV panels are installed in Asia, particularly in China, 

which has the world’s largest installed capacity at over 200 

GW [10,11]. Other major PV markets include the European 

Union, the United States, and Japan. Due to Turkey's 

geographical conditions, it is in an advantageous position 

compared to many European countries with its 7.2 hours/day 

sunshine duration and 3.6 kWh/m² daily average solar 

radiation value [12]. The efficiency that can be achieved in 

Turkey also varies according to the location. As seen in Figure 

1, the annual amount of radiation is higher in the southern and 

Mediterranean regions of Central Anatolia, including Konya, 

compared to other regions. 

 

As of 2021, Turkey’s total installed capacity of PV panels is 

approximately 7.8 GW [13]. This instillation represents a 

significant increase from previous years, as the Turkish 

government has been implementing policies to support the 

country’s PV market growth [14]. A combination of favorable 

solar resources and government policies has driven the growth 

of the PV market in Turkey. As the country continues to 

transition away from fossil fuels and towards clean and 

renewable energy, the use of PV panels is expected to continue 

to grow and play an important role in meeting Turkey’s energy 

needs. Installed power and the ratios of total installed power 

of PV systems between 2014 and June 2022 are given in 

Figures 2 and 3, respectively [15]. The figures show that the 

tendency to obtain electrical energy from solar energy has 

increased considerably in recent years in Turkey. Also, bank 

financings and incentives are given by the government to 

establish facilities play an important role in this increase [16].  

In addition, a tender was made for the facility with an installed 

capacity of 1000 MW in the Renewable Energy Resources 

Area (YEKA) in Konya's Karapınar district in 2016 [17]. 

When the project is completed, it is expected to meet 24% of 

the electricity consumption of Konya and 0.6% of Turkey, 

with an electricity production of 2300 GWh.  

 
Figure 2. Turkey's total PV installed capacity by years [15]  
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Figure 3. The ratio of Turkey's PV systems to installed power by 

years [15] 

The tilt angle, known as the angle of the PV panel surface with 

the ground, has a very important place in the PV performance. 

The annual optimum value of this angle is approximately 

equal to the latitude angle of the place where the system will 

be installed. In addition, this angle changes seasonally. Since 

the angle of incidence of the radiation changes, the optimum 

tilt angle is approximately 15° smaller than the latitude angle 

in summer and approximately 15° greater in winter. In 

addition to the tilt angle, the azimuth angle, which is the angle 

that the panel makes in the north-south direction, also plays an 

important role in the PV performance [18]. The azimuth angle 

of the system located in the northern hemisphere and 

established towards the south is 0°. While this value is positive 

towards the west, it is negative towards the east. When these 

two angles are compared, the tilt angle is more important than 

the azimuth [19]. However, the tilt angle can be adjusted in 

both field and roof applications, while the azimuth angle can 

be adjusted in field applications but not generally in roof 

applications. Some studies examine the performance of the tilt 

and azimuth angle on the system. For example, roof models 

were made using four different azimuth angles as -87°, -32°, 

+2°, and +17° and electricity generation of the systems was 

examined in Huddersfield, England. The highest electricity 

production was obtained from the system with an azimuth 

angle of +2°, while the lowest was obtained with an azimuth 

angle of -87° [20]. Another study found that the orientation of 

PV panels can significantly affect their electricity-generating 

potential. The study found that south-facing PV panels in the 

northern hemisphere could generate more electricity than east- 

or west-facing panels and that the difference in output 

increased as the latitude of the panels increased [21]. 

Kiviluoma et al. [22] found that the angle at which PV panels 

are tilted can also affect their performance. The study found 

that tilting PV panels at an angle equal to their latitude 

maximized the amount of sunlight they could capture and 

convert into electricity and that this angle varied depending on 

the location of the panels. Pal et al. [23] examined the 

combined effect of orientation and tilt angle on the 

performance of PV panels. The study found that the optimal 

orientation and tilt for PV panels varied depending on the 

system's location and the time of year, but that, in general, 

south-facing panels tilted at an angle equal to their latitude 

were able to generate the most electricity. Barbón et al. [19] 

investigated the effects of tilt and azimuth angles on the 

system. Within the scope of the study, ten different cities were 

considered. They calculated the energy losses at different tilt 

angles using an azimuth angle of 0°. They calculated that 5% 

energy loss occurs at tilt angles between 21 and 23°, 10% at 

tilt angles between 31 and 33°, 15% at tilt angles between 37 

and 40°, and 20% at tilt angles between 43 and 47°. They also 

concluded that azimuth and tilt angles have less effect in cities 

with low latitudes. Sun et al. [24] modeled the electricity 

generation obtained from the PV system at various shading 

percentages in Hong Kong using five different azimuth angles 

as -90°, -45°, 0°, 45°, and 90°, and seven different tilt angles 

as between 20 and 80. They obtained the most electricity 

production from the system with an azimuth angle of 0° and 

without shading. In addition, they observed that the amount of 

electricity decreased with the increase in the tilt angle in Hong 

Kong, which has a latitude of 22.57°. Aksoy et al. [25] 

investigated the effect of five different azimuth angles -30°, -

15°, 0°, 15°, and 30° on system performance using PVsyst. In 

addition, they also examined the effect of shading losses on 

the system, which will occur from two different panel heights 

of 0.1 m, and 1 m and two different panel spacings of 4 m, and 

8 m, and compared with no-shading systems. They obtained 

the highest annual electricity generation (𝐸𝐺) from no-shading 

systems with 0° azimuth angle as 174.33 MWh and found this 

value to be 12.86% and 3.68% higher than for systems with 4 

m and 8 m panel spacing, respectively. They also concluded 

that the panel heights do not affect the system performance.  

The widespread adoption of PV roof applications in recent 

years can be attributed to several factors, including the rising 

cost of electricity, government incentives and regulations, 

advances in technology and manufacturing processes, the 

need for energy independence, and growing concerns about 

climate change. Additionally, the improved aesthetics and 

design options of PV panels have made them more appealing 

to consumers, further contributing to their widespread 

adoption. The roofs of houses and factories may not be 

positioned toward the south, and the electricity generation 

values of the systems installed in directions other than the 

south should be evaluated [26]. Therefore, in this study, PV 

system modeling and comparisons of different oriented 

systems were made using the PVsyst software with a fixed tilt 

angle of 30° and four different azimuth angles, -180°, 0°, -90° 

and 90° to the north, south, east, and west directions, 

respectively. 
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2. Material and method 

PVsyst is a software program used to design and simulate PV 

systems. It is a commonly used tool among PV professionals 

and researchers, as it offers a range of features and tools for 

analyzing and optimizing the performance of PV systems. 

PVsyst allows users to create detailed models of the systems, 

considering factors such as the location and orientation of the 

panels, the type of PV cells and inverters used, and the 

environmental conditions at the site. The program then 

simulates the performance of the PV system under different 

conditions, allowing users to evaluate its performance and 

identify potential issues or areas for improvement. In addition, 

PVsyst also offers a range of tools for analyzing and 

optimizing the performance of PV systems. These tools 

include sizing PV systems, calculating energy yield, and 

estimating the financial return on investment. In the literature, 

studies from Turkey [27-32] and around the world [33-37] 

analyzed PV systems using PVsyst. For example, Aksoy et al. 

[38] performed performance analysis of three different cells, 

monocrystalline, polycrystalline, and amorphous silicon, with 

a fixed installed power of 300 kWp using PVsyst in Konya, 

Turkey. They used a tilt angle of 35° and an azimuth angle of 

0° in this study. the highest electricity production was 

obtained from monocrystalline cells with an annual value of 

513.91 MWh. This value is 1.91% and 3.07% higher than the 

electricity produced by polycrystalline and amorphous silicon. 

In addition, in the economic analysis, it was found that 

monocrystalline and polycrystalline systems pay for 

themselves in about 6 years, while amorphous silicon pays off 

in 9 years. 

 

A PV system with a power of 148 kWp was modeled on the 

roof of any building in the KTUN campus with a latitude of 

38.03 °N and longitude of 32.51 °E, which was determined by 

using the METEO 8.0 program, which is a part of the PVsyst 

software. The view of KTUN from space is given in Figure 4. 

Totally 528 modules, with 22 horizontal and 24 vertical, were 

used in all modeled systems. While the total area covered by 

the modeled system is 866 m², the panel surface area is 779 

m². Polycrystalline cells with model number CWT280 – 60P 

produced by Generic were selected as PV panels. 

Figure 4. The satellite view of KTUN 

Another parameter of a PV system is the performance ratio 

(𝑃𝑅) which is calculated as the ratio of 𝐸𝐺  to the global 

horizontal radiation (𝐼𝐺𝐻) incident on the panel surface in a 

system with a unit installed power [39].  

 

 
𝑃𝑅 =

𝐸𝐺

𝐼𝐺𝐻 × 𝑃𝑃𝑉

 (1) 

 

Where 𝑃𝑃𝑉 is the rated power of the PV system 

The amount of radiation was calculated mathematically on a 

daily or monthly basis depending on the location. The daily 

radiation amount was calculated as follows [40]. 

 

 𝐼𝐺𝐻 =
24×3600𝐺𝑆𝐶

𝜋
[1 + 0.033𝑐𝑜𝑠 (

360𝑛

365
)] ×

𝑐𝑜𝑠𝜑 𝑐𝑜𝑠𝛿 𝑐𝑜𝑠𝜔𝑠 +
2𝜋𝜔𝑠

360
𝑠𝑖𝑛𝜑𝑠𝑖𝑛𝛿  

 

 

(2) 

Here 𝑛 is the number of day, 𝜑, 𝛿 and 𝜔𝑠 are the latitude angle, 

declination angle, and sunset time angle for the mean day of 

the month, respectively, and are calculated as follows. 

 𝜔 = 15(𝑆𝑇 − 12) (3) 

 
𝛿 = 23.45 𝑠𝑖𝑛 (360

284 + 𝑛

365
) (4) 

Where 𝑆𝑇 is local time and equals 12 at midday. Current 

PVsyst software uses the Perez model as the transposition 

method. In this model, the aim is to calculate the amount of 

radiation incident to the inclined plane from the horizontal 

radiation data. When compared with these real data, the error 

rate of PVsyst is less than 2% [41].  

 

For the projects to be implemented, primarily economic 

analysis is required. The basic step of economic analysis is 

BPP is calculated as follows. 

 

 
𝐵𝑃𝑃 =

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡

𝐴𝑛𝑛𝑢𝑎𝑙 𝑛𝑒𝑡 𝑐𝑎𝑠ℎ 𝑖𝑛𝑓𝑙𝑜𝑤 
 (5) 

3. Result and discussion 

Global solar radiation on a surface refers to the amount of 

solar radiation received by a surface over a period. Global 

solar radiation is typically measured in power units per unit 

area, as watts per square meter (W/m2). The amount of global 

solar radiation that a surface receives depends on various 

factors, including the location of the surface, the time of year, 

and the angle at which the sun’s rays strike the surface. In 

general, surfaces closer to the equator and receive direct 

sunlight for a longer period each day will receive more global 

solar radiation than surfaces located at higher latitudes and 

with less direct sunlight. The amount of irradiation coming to 

the panel surface affects the performance of PV systems 

directly. 𝐼𝐺𝐻  is the monthly average global horizontal 

irradiation for the location of KTUN in Konya, Turkey, given 
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in Figure 5. These irradiation values were analyzed with 

different mathematical models according to the tilt angle of 

the panels using PVsyst. The highest solar irradiation of all 

orientations occurred in July as 199.3 kWh/m², 219.8 kWh/m², 

212.5 kWh/m², and 218.5 kWh/m² for north, east, west, and 

south, respectively. As seen in the summer months, the 

difference in radiation values is not so much, but in winter, the 

difference seems more visible. Yearly total solar radiation is 

obtained as 2007.4 kWh/m² from the south-oriented system.  

This value is annually 20.13%, 22.05%, and 66.4% higher 

than east, west, and north, respectively. The electricity 

generation values are also calculated on the inclined surface 

of the panels. 

  
Figure 5. Average monthly 𝐼𝐺𝐻  at various azimuth angles 

The solar irradiation is affected by losses such as shading and 

IAM and loses some of its energy levels. The irradiation after 

these loses is called Effective Global Radiation (𝐼𝐸𝐺). The 

monthly average 𝐼𝐸𝐺  reaching panel surfaces of different 

azimuth angles obtained with PVsyst is given in Figure 6.  

 

  
Figure 6. Monthly average 𝐼𝐸𝐺  amounts coming into the system at 

various azimuth angles 

 

Like 𝐼𝐺𝐻 , the amount of 𝐼𝐸𝐺  is highest in the south direction 

and the lowest in the north direction surfaces. Systems 

modeled toward north, south, east, and west directions 

suffered radiation losses of 6.14%, 2.14%, 2.79%, and 2.66%, 

respectively. The lowest loss was found in the system modeled 

toward the south direction. Because according to KTUN, 

which is located in the northern hemisphere, the sun rises and 

sets in the southern direction. Therefore, the least loss occurs 

in systems modeled towards the south. 

 

The monthly total 𝐸𝐺  values obtained from PV systems with 

various azimuth angles using 𝐼𝐸𝐺  are given in Figure 7. 

 

 
 

Figure 7. Monthly average 𝐼𝐸𝐺  amounts of systems at various 

azimuth angles 

 

Since 𝐼𝐸𝐺  coming to the panel surface is higher in summer, 𝐸𝐺  

is also higher too. In addition, since 𝐼𝐸𝐺  It has the highest 

radiation value in the south direction, producing the highest 

electricity with a yearly total of 254.76 MWh. This value is 

69.43%, 19.65 and 22.55% higher than the 𝐸𝐺  by systems 

modeled toward north, east, and west directions, respectively. 

Using the values in Figures 5 and 6 and Eq. (1), 𝑃𝑅 can be 

calculated. The 𝑃𝑅 of a PV system refers to the ratio of the 

actual power output of the system to its theoretical maximum 

power output under specific operating conditions. The 

performance ratio can be affected by various factors, 

including the efficiency of the PV panels, the amount of 

sunlight available, and the panels' temperature. The monthly 

𝑃𝑅 values of the systems modeled in four different directions 

are shown in Table 1. 
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Table 1. The monthly average 𝑃𝑅 values of different oriented 

systems 

Months 
East  

(−𝟗𝟎°) 

West 

(+𝟗𝟎°) 

South 

 (−𝟎°) 

North 

(±𝟏𝟖𝟎°) 

1 0.916 0.910 0.921 0.838 

2 0.926 0.919 0.923 0.815 

3 0.904 0.895 0.884 0.854 

4 0.885 0.880 0.872 0.878 

5 0.856 0.850 0.848 0.872 

6 0.837 0.830 0.829 0.854 

7 0.820 0.811 0.809 0.837 

8 0.822 0.813 0.809 0.831 

9 0.848 0.836 0.828 0.807 

10 0.881 0.874 0.871 0.765 

11 0.902 0.891 0.900 0.789 

12 0.916 0.913 0.933 0.901 

Average 0.862 0.855 0.858 0.843 

 

It is seen that the highest 𝑃𝑅 's are seen in the winter months. 

While the 𝑃𝑅 values of the systems modeled towards the east, 

west, and south directions decrease towards the summer and 

increase towards the winter. However, since KTUN is in the 

northern hemisphere and is opposite to solar radiation, the 

situation is the opposite in the system modeled towards the 

north. The monthly highest 𝑃𝑅 value of 0.933 was observed in 

the system modeled towards the South direction in December, 

while the lowest one was observed in the system modeled 

towards the north with a value of 0.765 in October. 

 

The economic feasibility of a PV system depends on several 

factors, including the system's initial cost, the local climate 

and weather conditions, the amount of sunlight the system will 

receive, and the current and projected cost of electricity from 

the grid. Other factors that may affect the economic feasibility 

of a PV system include any available incentives or subsidies, 

the expected lifespan of the system, and the maintenance and 

repair costs over time [42-46]. The Basic Payback Period 

(BPB) is the time it takes for the savings generated by an 

investment to equal the initial cost of the investment. In the 

case of a PV system, also known as a solar panel system, the 

payback period is the length of time it takes for the savings on 

electricity bills to equal the initial cost of the PV system. BPP 

was calculated by using Eq. (5) in this study. The values listed 

below were used in the calculation. 

 The unit investment cost of the panels is taken as 1.2 

$/Wp [47]. 

 The operation and maintenance costs of the systems 

have been accepted as 2.5% of the investment cost 

[47]. 

 The electricity sales price has been determined as 

0.175 $/kWh 

Using the above items, the BPP values of the systems installed 

toward the north, south, east, and west directions were 

calculated as 6.92 years, 4.08 years, 4.88 years, and 5.00 

years, respectively. 

4. Conclusion 

In conclusion, the installation of photovoltaic (PV) panels on 

building roofs has become increasingly common in recent 

years due to the urgent need to mitigate the effects of climate 

change and the economic benefits it offers. This study 

provides valuable insights into the performance and economic 

feasibility of PV systems on building roofs oriented in 

different geographical directions. The results indicate that the 

electricity generation amounts of PV systems are highly 

dependent on the azimuth angle, with south-facing systems 

producing the highest effective irradiation values and annual 

electricity production. The obtained results are given below. 

 The maximum 𝐼𝐺𝐻  and 𝐼𝐸𝐺  coming on the panel 

surface were obtained from the model towards the 

south direction (azimuth angle of 0°) with values of 

2007.4 kWh/m² and 1964.4 kWh/m², respectively. 

 Since 𝐼𝐺𝐻   and 𝐼𝐸𝐺  on PV panels are highest, the 

highest annual 𝐸𝐺  was also obtained from the system 

modeled toward the south with a total value of 

254.76 MWh. The annual total electricity generation 

from the systems towards the north, east, and west 

directions were found to be 150.38 MWh, 212.9 

MWh, and 207.88 MWh, respectively. 

 It was determined that the 𝑃𝑅s of the systems 

modeled towards the east, west, and south directions 

decreased towards the summer and higher in winter 

due to low loss due to ambient temperature. 

 On the other hand, it has also been observed that the 

𝑃𝑅  values between the modeled systems are very 

close to each other and at a negligible level. 

 The lowest BPP was obtained from the system 

modeled towards the south with 4.08 years. This 

value is 40.98%, 16.42% and 18.40% lower at the 

north, east and west directions, respectively. 

This research underscores the importance of considering 

geographical orientation in the planning and implementation 

of PV systems to maximize their energy production and 

economic viability. It is recommended to make the economic 

analysis with Internal rate of return and Net present value 

methods for systems installed in different directions.  
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A B S T R A C T  A R T I C L E  I N F O   

Dipeptides are short peptide molecules formed by the peptide bond between two amino acids, 

and they play significant roles in various biological processes (such as protein synthesis, nutrient 

absorption, cellular signaling, immune response). Short peptides have a prominent place in the 

design of self-assembling materials. In particular, dipeptides have gained considerable attention 

in the field of biotechnology as a type of self-organizing nanostructure due to their low cost, 

simplicity of synthesis, biocompatibility, and tunability of functionality. However, there is 

limited knowledge about peptide and protein-based nanostructures in the literature. Therefore, 

more information is needed on dipeptide nanostructures, especially in terms of their potential 

applications for biomedical purposes. This review focuses on dipeptide nanostructures, 

particularly their potential uses in biomedical applications, and provides a broader perspective 

on the advantages, challenges, synthesis, interactions, and applications of these nanostructures. 
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1. Introduction 

Self-assembly is a natural conformation of molecules with a 

specific three-dimensional geometry that occurs 

spontaneously under certain conditions. This technique is a 

method in which molecules and self-assembled aggregates are 

arranged thermodynamically [1,2]. 

Stable nanostructures with different morphologies may be 

formed by self-assembly of peptides through non-covalent 

interactions such as hydrophobic, hydrogen bonding, π-π 

stacking, and electrostatic interactions [3]. These interactions 

are known to act in the fabrication of some biological 

structures such as dendrimers, micelles, liposomes and lipid 

nanocapsules [4,5]. 

Peptides are chains of amino acids made up of about < 50 

amino acids, easy to produce, and designed to mimic the self-

regulation of proteins. Peptides have great superiorities such 

as chemical versatility, high degree of biocompatibility and 

biorecognition capacities. In particular, small peptide 

structures have the ability to translocating cell membranes and 

cannot induce an immune response [3]. 

Peptides, and especially short peptides, are very attractive 

nanomaterials because of their excellent biocompatibility, 

ease of synthesis, functional and tunable bioactivity, and 

ability to adjust their structure and function to environmental 

conditions [6]. 

In recent years, it has been observed that peptides with very 

small structures can self-assemble in various 

nanomorphological structures. Therefore, they have been 

shown to increase their stability while minimizing the 

synthesis difficulty and cost. Further research in this context 

sought to investigate the self-assembly of peptides as small as 

the dipeptide structure. The first study on the self-assembly of 

dipeptides belongs to Gazit's group, which researched the 

mechanism of self-regulation of dipeptide FF [6]. FF 

dipeptide are highly ordered as nanotubes/microtubes [7,8,9] 

nanoforests [10] and nanowire [11] structures. One of the 

desirable properties of FF nanotubes in a material was thermal 

stability, a matchless property that would be desirable in any 

biologically inspired material [12].   
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Figure.1 Some Applications of Dipeptides 

 

Peptides have the ability to self-assemble in aqueous solution 

under different environmental conditions to form different 

nanostructures. In an experimental study to produce 

nanofibers in the literature, it has been observed that short 

peptides dissolve very quickly in a solution at low pH and 

osmotic pressure. Short peptides have outstanding properties 

such as versatility and flexibility for the design of self-

assembly materials. These properties are convenient for 

understanding the structures and assembly mechanism of 

self-assembled peptides for the rational design of some 

structures [3]. Self-assembled dipeptide nanomaterials may 

suggest numerous potential implemantations in different 

fields because of their biocompatibility, easy tunability, and 

effortless and low-cost fabrication technique [6]. Some 

applications of dipeptides is shown in Figure.1. Even if there 

are many researches on and protein and peptide based 

nanostructures in literature, there is a need for a detailed 

review study especially on dipeptide self-assembled 

nanostructures. This review describes the dipeptide self-

assembly mechanism, advantages, and different and 

important dipeptides. 

2. Self-Assemble Technique 

There are two methods for the fabrication of bio-based 

nanomaterials, known as bottom-up and top-down. For the 

top-down technique, nanostructured biomaterials are 

acquired by controlled removal of components from complex 

biological structures, i.e. separation of layer [13].   

 

Supramolecular structures may be fabricated by assembling 

molecules for bottom-up process. It is important to know the 

method used in nanomaterial synthesis and the structure of 

each molecule existed the synthesis and the interaction of 

these molecules with each other. The organization of 

molecules occurs through weak non-covalent interactions. 

These interactions are electrostatic interactions, hydrogen 

bonds, hydrophobic interactions, and aromatic stacking [14]. 

These kind of interactions are in charge of the structural 

conformation of all biological molecules and their interaction 

with other molecules [5,13,14,15]. 

 

Self-assembled peptide structures include monomer 

sequences of short amino acid sequences or amino acid 

sequences that combine to form nanostructures. Peptides 

have different physicochemical and biochemical activities 

with their morphological structure, size and accessibility of 

surface area from a reactive point of view [16]. 

 

Molecular self-assembly defines the spontaneous union of 

individual molecules with thermodynamic situations into 

well described and quite stable supramolecule via non-

covalent interactions. This case is everywhere in nature [16]. 

Molecular interactions keep molecules at a stable degree with 

low-energy status [17]. 

 

Secondary structures that allow the self-assembly of peptides 

are α-helices, β-sheets and β-hairpins [18,19]. α-helix is the 

basic secondary structure found in proteins [20]. 

 

The intrinsic thermodynamic instability phenomenon is that 

linear peptides with α-helical structure lose their helical 

structure in solution when separated from their original 

environment [21]. Although short α-helical peptide structures 

show ease of chemical synthesis and modification, it is also 

known that they lack stability in solution. Therefore, the novo 

design of peptides based on ultra-short α-helix peptides poses 

a problem [22]. 

3. The Importance of Short Peptides 

Recent studies have indicated that short peptide structures 

have the capability of self-assembly of many different 

nanostructures, which can minimize the difficulties and cost 

of fabrication and at the same time increase their stability 

[23,24]. Self-assembled dipeptide nanostructures continue to 

be intensively investigated, especially in biomedical 

applications [25].  

 

Preparation of hydrogel structures by self-assembly with 

short peptides was reported in one of the related synthesis 

methods, which self-assembled by intramolecular folding of 

specific peptide structures. Here, chemical crosslinking 

processes eliminate the need for toxic crosslinkers that are 

generally needed to form hydrogels from high molecular 

weight polymers. Another important point is that peptides 

with this structure are designed to respond to release. The 

most important features of drug carriers, such as 

biocompatibility, robustness and slow release ability during 

administration, are also expected to trigger release according 

to treatment needs. Therefore, the synthesis of peptides with 

improved therapeutic effect, responsiveness to stimuli and 

controlled release can be designed [26]. Oxaliplatin-peptide 

conjugate was formed with ultra-short peptides capable of 

forming hydrogels and tested in the treatment of localized 
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breast cancer. This conjugate showed tumor growth 

inhibition [27]. 

 

Cell-penetrating peptides act an significant task in drug 

delivery across cell membranes and translocation of genes 

within the nucleus. The self-assembly process is key to cell-

penetrating peptides penetration mechanisms. Additionally, 

the self-assembly method may produce a variety of structures 

convenient for a particular delivery and loading of a wide 

variety of drugs [28]. Cell-penetrating peptides have been 

utilized as drug delivery tools because they have cell 

membrane-replacing properties [29]. Cell-penetrating 

peptides, which are cationic short peptides of less than 30 

amino acids, and oligoarginine-based cell-penetrating 

peptides, 8-10 arginine residues long, have been 

demonstrated to have the best membrane penetration [30].  

 

Short peptide structures are a substitute for extracellular 

matrix proteins. These structures are a substitute for 

extracellular matrix proteins. They can mimic cell adhesion 

and remove the complexity of extracellular matrix structural 

effects in cells [31]. In this sense, peptide ligands have been 

involved in biomaterials that may be utilized as biomimetic 

membranes. Examples of these are polyethylene glycol 

hydrogels, biodegradable polymers and self-assembled 

monolayers [32]. A large increase is likely to occur in peptide 

formulations containing polyethylene glycol, cell-

penetrating peptides for intracellular delivery, and short 

sequence peptides as carriers [33]. 

 

It has been shown that amyloid fibrils can generally consist 

of polypeptides of 30-40 amino acids, but may also consist of 

larger proteins. Nevertheless, recent research has 

demonstrated the ability of much shorter peptides, namely 

tetra- to hexapeptides, to form typical amyloid fibrils 

exhibiting all the typical biophysical and ultrastructural 

features of amyloid fibrils [34,35]. 

4. Some Special Purpose Dipeptides 

In their 2003 study, Gazit and colleagues reported the 

spontaneous self-assembly of the short dipeptide Phe-Phe. In 

another study [7], Wangoo et al. demonstrated the self-

assembly of aliphatic single amino acids (Ala, Leu, Ile, and 

Val) [36]. 

 

 

Figure.2 Phenylalanine Structure 

Research on phenylalanine (FF), whose molecular structure 

is given in Figure.2 and plays an important role in the 

regulation of biological processes, provides new information 

about the biological effects, synthesis and potential 

applications of this amino acid. Studies have revealed novel 

information on FF's biological effects, synthesis, and 

potential applications in regulating biological processes [37]. 

This section of the study aims to summarize the existing 

knowledge on phenylalanine and its derivatives, with a 

particular focus on phenylalanine amide (FFA) dipeptide 

nanoparticles and their potential applications. The aromatic 

rings of FF play a crucial role in the formation of chemical 

and biochemical supramolecular structures by providing the 

necessary energetic contribution for aromatic stacking [38]. 

Studies on FF dipeptide have shown that this peptide can 

form structures in various shapes, such as spherical or 

tubular structures, as well as structures in the form of rings, 

ellipses, disks, and bowls [39]. 

 

FF is an attractive option for drug delivery systems due to its 

simple structure and biocompatibility. FF nanoparticles can 

encapsulate hydrophobic drugs to a high degree thanks to 

their anionic character, and drug release can be controlled by 

pH and glutathione. As such, FF holds great potential as a 

drug carrier system [40]. 

 

A study by Wang et al. on FF dipeptide nanoparticles has 

shown that they can be used as self-assembled nanotubes for 

electronic devices on graphene [41]. Liu et al. have used these 

nanoparticles as drug carriers due to their high 

biocompatibility and bioactivity [42]. In a different study 

conducted in 2015, FF dipeptide nanoparticles were used for 

nanoscale optoelectronic applications [43]. The study stated 

that FF dipeptide nanoparticles showed high conductivity and 

their optical properties could be controlled. 

 

 
 

Figure.3 Diphenylalanine amide (FFA) Dipeptide Structure 

One of the modifications made to the nanostructures formed 

by the FF dipeptide is the synthesis of cationic FF (H-Phe-

Phe-NH2·HCl) molecules, which are obtained by replacing 

the -OH group in the carboxyl group with -NH2, to impart 

different properties [44]. The molecular structure of 

Diphenylalanine amide (FFA) Dipeptide is given in Figure.3. 

The study conducted by Yan et al. was the first to 
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demonstrate the potential application of cationic FF (FFA) 

molecules as gene and drug carriers by organizing them into 

nanovesicles at physiological pH [45]. 

The organization of cationic FF molecules into nanoparticle 

structures under different stimuli and conditions, and their 

application as carriers or sensor components, have been the 

subject of numerous studies [46,47]. However, the common 

problem in all of these studies is the instability of the 

resulting peptide nanoparticles, which tend to change shape 

to adapt to varying environmental conditions [48]. 

 

Zhang et al. were the first to develop a stable FF-based 

nanostructure for drug delivery. This stable nanostructure 

exhibits high biocompatibility and superior biodegradability 

properties [49]. 

 
Figure.4 Fmoc-Lys Dipeptide Structure 

Another dipeptide gaining importance is 

fluorenylmethoxycarbonyl lysine (Fmoc-Lys) and its 

molecular structure is given in Figure.4. Fmoc-Lys is a 

derivative of the amino acid lysine, protected with a 9-

fluorenylmethoxycarbonyl protective group [49]. Lysine is a 

basic amino acid that is important for many biological 

functions. Fmoc-Lys contributes to the formation of peptides 

and proteins by being combined with other amino acids [50]. 

Typically used in solid-phase peptide synthesis, Fmoc-Lys is 

attached to solid support by adding an Fmoc protective group 

to the N-terminus. The protective group is removed with a 

base, such as piperidine, to extend the amino acid chain [51]. 

Fmoc-Lys is an important tool used in proteomic and 

peptidomic research, analyzing biological molecules, and 

designing new drugs. Additionally, Fmoc-Lys variants can be 

used to design peptides with increased biological activity by 

adding specific functions and properties to amino acid chains. 

Fmoc-Lys contributes to the formation of peptides and 

proteins by being combined with other amino acids [50,51]. 

 

When an amino acid is conjugated with a 

fluorenylmethoxycarbonyl (Fmoc-) group, the ability of the 

Fmoc functional group to form thick, tangled fibers facilitates 

the formation of a gel-like structure that can trap water 

molecules within it [52]. This property has led to the 

investigation and use of Fmoc-amino acids in various 

applications, particularly in potential areas such as drug 

delivery systems, tissue engineering, and wound healing. 

Fmoc-based hydrogels are being studied as scaffolds for 

tissue engineering and drug delivery vehicles [53]. 

 

Previous literature reports have shown that various Fmoc-

protected amino acids exhibit gel-like properties. For 

example, it has been reported that amino acids such as Fmoc-

F, Fmoc-M, Fmoc-Y, Fmoc-G, Fmoc-W, and Fmoc-I exhibit 

gel-like properties. However, it has been reported that some 

amino acids, such as Fmoc-alanine, Fmoc-valine, and Fmoc-

leucine, do not exhibit gel-like properties due to their 

uncertain behaviour [52]. 

 

Recent studies by Kundu et al. have examined the self-

assembly property of Fmoc-L-lysine in different organic 

solvents [54]. Additionally, a study by Panda et al. has 

demonstrated the spherical self-assembly property of Fmoc-

cysteine and its applications in drug delivery [55]. 

5. Usage Areas of Dipeptides and Expectations  

Dipeptides are widely used, especially in the field of 

biomedicine, for reasons such as being biocompatible and 

nontoxic. Dipeptides can also be used for purposes such as 

the determination of various substances and purification. 

The accumulation of various chemicals and drugs in nature 

and foodstuffs has become a growing problem with the 

passing years. Nanoparticles are also frequently used for the 

detection of these residues. It is extremely important that the 

nanoparticle used is non-toxic. For this purpose, fluorescent 

nanoparticles were developed by Yan and his group. 

Biodegradable, tryptophan-phenylalanine dipeptide and 

sulfadimethoxine aptamer are combined and modified to give 

fluorescent properties and it has been suggested that it can be 

used as a reliable method for the determination of 

sulfadimethoxine [56]. A dipeptide and aptamer-based 

hybrid fluorescent platform was developed by Jin et al. for 

the detection of enrofloxacin, a broad-spectrum antibiotic 

[57]. 

 

Dipeptide-based nanocarriers have been synthesized for the 

release of doxorubicin enzyme-responsive, as an example for 

dipeptides that are also used in the design of drug delivery 

systems [58]. The ability to obtain nanoparticles suitable for 

modification with dipeptides is a feature that increases the 

potential of the usage areas. Tumor-targeting nanoparticles 

developed by Panda et al. can be included in this group [59]. 

In a study published last year, a new dipeptide-based cell 

imaging probe and tumor targeting agent were brought to the 

literature [60]. 

 

It is known that biocompatible nanoparticles cause fewer side 

effects compared to their counterparts, and even eliminate the 

factor that causes side effects in some cases. It has been 

reported that dipeptide-based nanocarriers, which exhibit 

antitumor activity and were developed for use in 

photodynamic therapy, also do not cause weight loss and 

unwanted immune activity [61].  

 

Since nanoparticles can be modified to suit the preferred 

http://www.journals.manas.edu.kg/


E. Dikici, B. Önal Acet,T. Gök, Ö. Acet,M. Odabaşı / MANAS Journal of Engineering 11(1) (2023) 83-91 87 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 

 

purpose, it is possible to impart various properties to these 

nanoparticles. For example, photosensitive nanoparticles that 

are activated in hypoxia and designed for use in breast cancer 

have been developed. It has been shown that the nanoparticle 

prepared by combining the photosensitive pheophorbide-

diphenylalanine peptide and the hypoxia-activated 

camptothecin prodrug, performs apoptosis by inducing ROS 

production after exposure to the 660 nm laser [62]. pH 

sensitive dipeptide-based systems are also among the systems 

designed to serve different usage purposes by being 

developed with modifications [63]. Like pH sensitivity, it is 

possible to develop solvent-tunable dipeptide-based 

nanostructures. In this way, different optoelectronic 

properties have been imparted to nanoparticles in different 

solvent environments [64]. Among the dipeptide-based 

nanostructures sensitized to different stimuli, redox-

responsive nanostructures developed for targeted cancer 

therapy can be given as examples. Nanoparticles conjugated 

with folic acid and loaded with doxorubicin release drugs in 

the presence of glutathione [65]. 

 

Hydrogels are also frequently used for controlled release in 

drug delivery. In an article published in 2017, a 

biocompatible, Fmoc protected dipeptide-based hydrogel 

resistant to proteolysis was introduced. It has been reported 

that the problem of proteolysis, which is one of the most 

important disadvantages in the therapeutic use of peptide-

based nanoparticles, is also eliminated [66]. Three-

dimensional growth and functions of primary liver cells were 

also supported by dipeptide-based hydrogels [67]. In a recent 

study, biomineralized dipeptide hydrogels were found to 

induce bone regeneration [68]. The widespread use of 

dipeptide-based hydrogels in biomedical applications is due 

to several advantages. These include biocompatibility, 

availability for modifications, low cost and high stability 

[69]. Hydrogels are used in purification as well as biomedical 

applications. With the increasing importance of wastewater 

treatment, studies in this field have also increased. The 

dipeptide superhydrogel developed by Nandi et al. has 

enabled the removal of various toxic dyes and some heavy 

metals from wastewater [70]. 

 

Another usage area of dipeptide-based nanomaterials is 

systems in which they act as carriers for nucleic acids. They 

are known to be effective candidates with advantages such as 

easy synthesis, enzymatic stability and biocompatibility. 

Such a system has been designed from cationic dipeptides for 

gene therapy and has been reported to work successfully 

without any cytotoxic effect [71]. The transport of siRNAs 

with these systems is one of the applications that has 

increased in popularity in recent years. Liver-targeting 

dipeptide-based siRNA carrier nanoparticles that can be used 

therapeutically for cirrhosis have been designed. It has been 

reported that nanoparticles accumulate in the liver and have 

a therapeutic effect [72]. 

 

Due to the various advantages highlighted above, it is seen 

that the use of dipeptide-based nanomaterials in many areas 

is becoming increasingly common. It is anticipated that these 

nanomaterials will be used more frequently in the future, 

especially in biomedical applications, in the detection of 

antibiotics and various toxic chemicals, and in wastewater 

treatment in a wide range. 

 

6. Conclusions 

 

The examples we have covered in this review highlight 

dipeptides and its applications. In the past years, these 

dipeptide-based systems have advanced from fundamental 

studies of novel self-assembly principles, to initial results 

using in vitro systems, to in vivo models for novel therapies 

especially in cancer.  

 

Peptides can self-assemble into a variety of nanostructures, 

which can exhibit interesting properties such as high 

thermostability and mechanical stability, semi-conductivity, 

and optical properties, which are gaining more and more 

attention in the biomedical and materials fields. 

 

We believe that dipeptide-based nanostructures will be 

frequently encountered in the future, especially in biomedical 

applications, with aspects such as biocompatibility and 

biodegradability, as well as many other advantages discussed 

in this review. Its use in both in vitro and in vivo studies will 

increase if some of its limiting properties such as stability in 

physiological environments and predictability of their 

structures are resolved. While many challenges will be 

encountered in exploring dipeptide self-assembly, the future 

of peptide-based self-assembly nanomaterials is promising 

and achievable. 
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Nanoparticle studies are groundbreaking today, largely due to unpredictable changes in particle 

size and surface properties. Therefore, nanoparticles are considered as building blocks in 

optoelectronics, pharmaceuticals, nuclear energy, bioengineering, biomedicine and industrial 

applications. Today, the importance of environmentally friendly methods is increasing. The use 

of the green synthesis method, which adopts an economic synthesis approach that will reduce 

resource and energy consumption and do not harm the environment, is also encouraged in every 

field. In the study, biosafe ascorbic acid was used as an alternative reagent (agent) to the 

chemical reduction method. The method process performed with the reagent selected for 

nanoparticle synthesis has ensured that it is green synthesis, which is adopted as non-toxic and 

environmentally friendly. In this study, nanoparticles were synthesized by reducing the sulphate, 

nitrate, chloride and acetate salts of Cu(II), Ni(II), Co(II), Zn(II) and Mn(II) transition metals 

with the reducing agent ascorbic acid compound. It is aimed to investigate the effects of the 

same metal cations and different anion salts on nanoparticle synthesis. Depending on the radius 

ratios and solubility values of metal cations and anions, the nanoparticle obtained from 

Ni(CH3COO)2 salt has the smallest radius. Nano metal particles with the largest radius were 

obtained as a result of reduction from Co(NO3)2 salt. The characterization of the synthesized 

nanoparticles were recorded by particle size analysis and scanning electron microscopy (SEM) 

images. 
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1. Introduction

Nanotechnology is a science that deals with the preparation of 

nano-sized particles ranging from 1 to 100 nm using various 

synthesis strategies and particle structure and size 

modification. Nanoparticles have proven to be a scientific and 

technological boon that can be used in many different 

application areas such as medicine, organic chemistry, 

inorganic chemistry, materials science, food, electronics, fuel 

cells, solar cells, voltaic batteries, chemical sensors, space, 

sports equipment, chemical fabrics [1-9]. Due to the specific 

properties (size, shape, and distribution) of nanoparticles, they 

can be used in applications requiring advanced technology 

[10-12]. Nanoparticles of transition metals also have wide 

applications in different interdisciplinary fields due to their 

distinctive physicochemical properties associated with their 

nanometer size [5–8]. Metal oxide nanoparticles (MONs) are 

synthesized from all-metal precursors. These nanoparticles 

play an important role in many fields of physics, chemistry, 

and materials science. MONs have unique optoelectrical 

properties due to their well-known localized surface plasmon 

resonance properties. Nano-sized metal oxides have many 

outstanding properties, including high cleaning capacity and 

heavy metal selectivity. They hold great potential as 

promising adsorbents for heavy metals. Therefore, synthesis 

techniques mainly focus on size, morphological configuration, 

stability, and distribution [17-21]. The chemicals used for 

nanoparticle synthesis and stabilization are toxic and lead to 

non-biosafe by-products. Therefore, there is a growing 

interest in “green nanotechnology” that is environmentally 

friendly with the specific properties of nanoparticles [22-25]. 

The reduction of metal nanoparticles with the ascorbic acid 

compound can be said to be a green method whose process is 

non-toxic, low cost, and environmentally friendly [10,26-31]. 

When the transition metal studies in the literature are 

examined, it is seen that there is a focus on certain transition 

metals. In this study, sulphate, nitrate, chloride, and acetate 

salts of Cu(II), Ni(II), Co(II), Zn(II), and Mn(II) transition 

metal cations were combined with L-ascorbic acid (Vitamin 

C) using chemical reduction technique. nanoscale syntheses
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were tried to be made by reducing Thus, it is aimed to 

investigate the effects of the same metal cations with different 

anion salts on nanoparticle synthesis. The synthesis of MON 

and anion and their effects on size will be examined. It is 

aimed to create a reference source for researches aiming to 

study nano-sized particles of specified metal cations. ZETA 

particle size analysis and scanning electron microscope 

(SEM) images were recorded for the characterization of the 

synthesized nanoparticles. 

Types of 

nanoparticles

 

Figure 1. Commonly used types of nanoparticles [32] 

2. Materials and methods 

2.1. Materials 

Sulfate, nitrate, chloride and acetate salts of copper, nickel, 

cobalt, zinc and manganese and ascorbic acid chemicals were 

procured from Sigma-Aldrich (St. Louis, USA). All other 

chemicals used in the study are of analytical grade. De-ionized 

water was also used in the study. 

2.2. Synthesis of transition metal nanoparticles 

In this study, metal oxide nanoparticle synthesis was 

performed as follows. 0.001 mol of transition metal salt and 

0.011 mol of ascorbic acid were dissolved in 100 mL of de-

ionized water. The pH of the solution was brought to about 

6.50 with NaOH solution.  The solution was then taken into a 

flask and placed in the assembly consisting of a water bath and 

a mechanical stirrer. The transition metal solution was stirred 

for 2.5 hours at 85°C, 700 rpm. In the last stage, the large 

particles and unwanted impurities settled to the bottom were 

filtered under vacuum and the metal nanoparticle solids 

remaining at the bottom of the flask after the water were 

removed by the evaporator device and where dried with a 

vacuum oven at 25 °C. 

2.3. Characterization 

Scanning Electron Microscope (SEM) 

Surface morphology of the synthesized nanoparticles was 

investigated using scanning electron microscopy (SEM; FEI / 

Quanta 450 FEG, USA). The sample, which was attached to 

the SEM holder with double-sided carbon tape, was then 

covered under vacuum with a thin layer of gold. Then the 

obtained SEM sample was placed in the device and its image 

was taken. 

Size Analysis 

The size of the nanoparticles in the aqueous solution was 

analyzed. The scattering angle of the laser light passing 

through the particle depends on the particle size. As the 

particle size decreases, the scatter angle increases 

logarithmically. The scattering angles of large particles are 

low, the intensity of the scattered laser light is high. In small 

particles, the scattering angle is high and the intensity of the 

scattered laser light is low. 

3. Results and discussions 
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Scanning Electron Microscopy (SEM) 
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Figure 2. SEM image of nanoparticles obtained from Cu (II) salts 
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Figure 3. SEM image of nanoparticles obtained from Ni (II) salts 

.  
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Figure 4. SEM image of nanoparticles obtained from Co (II) salts 
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Figure 5. SEM image of nanoparticles obtained from Zn(II) salts 
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Figure 6. SEM image of nanoparticles obtained from Mn(II) salts

Zeta-Size chart 

The size of the smallest nanoparticles was determined as 

Ni(CH3COO)2 and is shown in figure 7. The largest 

nanoparticle was determined as Co(NO3)2.6H2O and is shown 

in figure 8. 

 

 

Figure 7. Zeta-Size graph of the smallest nanoparticle Ni(CH3COO)2 
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Figure 8. Zeta-Size graph of the largest nanoparticle Co(NO3)2.6H2O  

Table 1. Size analysis of nanoparticles based on anions and cations 

In the light of the data summarized in Table 1, when the size 

analysis of the nanoparticles is examined, the order of the salts 

used according to the size of the particles obtained from the 

small to the large is as follows: Among the cations, the 

smallest particle size was obtained from Ni (II) salts. It has 

been determined that salts with the smallest size astetate anion 

are formed among the anions. Accordingly, it can be said that 

the low solubility of nickel acetate in aqueous environment 

compared to other salts caused the nanoparticles obtained to 

be smaller in size. Based on the same idea, the cobalt nitrate 

salt, which dissolves relatively faster in an aqueous 

environment, has also been identified as the largest particle. 

According to the results of the size analysis, the general 

comparisons of the particles formed by the reduction of the 

salts with ascorbic acid are shown below. 

General Ranking:  

Ni(CH3COO)2 < CuCl2 < Zn(CH3COO)2 < Mn(NO3)2 < Ni(NO3)2 < NiSO4 < NiCl2 < MnCl2 < CoSO4 < Co(CH3COO)2 

< Cu(NO3)2 < ZnCl2 < Zn(NO3)2 < Mn(CH3COO)2 < CuSO4 < MnSO4 < ZnSO4 < Cu(CH3COO)2 < CoCl2 < Co(NO3)2 

When the anion-based size analysis is examined, the 

following sequence is formed from small to large. 

Anion Rank: CH3COO- < Cl- < NO3- < SO42- 

When the cation based size analysis is examined, the 

following sequence is formed from small to large. 

Cation Rank: Ni2+ < Mn2+ < Zn2+ < Cu2+ < Co2+ 

When the radius values of the anions given in Table 2 are 

examined, it has been determined that the largest radius value 

is SO42- anion and the lowest value is CH3COO- 

In Table 3, the radius values of the metal cations with 2+ 

oxidation steps are close to each other, as expected, the small 

value is Co2 + with low spin, and the highest value is the Zn2 

+ cation with d10 electronic configuration. Mn2 + d5 deviates 

from the periodic table bases since it has a half-filled stability 

electronic configuration at varying radii in accordance with 

the periodic table rules. 

 

 

 

 

 

 

 

Anion Cu+2(nm) Ni2+ (nm) Co+2 (nm) Zn+2 (nm) Mn+2 (nm) 

Sulfate 709,6 310,8 603,9 812,6 718,3 

Nitrate 635,9 145,8 1492,0 675,9 118,4 

Chloride 3,421 453,7 887,3 645,8 564,4 

Acetate 867,4 2,946 615,3 53,03 683,6 
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Table 2. The radius values of anions [33] 

Anion Radius (nm) 

CH3COO- 162 

NO3
-  179 

Cl- 184 

SO4 
2- 258 

 

Table 3. The radius values of anions [34] 

Cation Radius(pm) 

Co2+ 65 (ls)   74,5 (hs) 

Cu2+ 73 

Mn2+ 81(ls)  97 (hs) 

Ni2+ 83 

Zn2+ 88 

ls: low spin, hs: high spin 

When the solubilities of metal salts consisting of cations and 

anions are compared, the solubility decreases in ionic 

compounds (salt compounds) formed by cations and anions 

whose radii are close to each other due to the increasing 

covalent character feature. When the solubility values of the 

metal salts given as g/mL in an aqueous medium at 20oC in 

Table 4 are examined, they show the expected changes (due 

to periodic table exceptions), albeit small deviations. 

Table 4. The solubility values of the metal salts. 

Metal Salt Solubility (g/100mL, 20°C) 

Zn(CH3COO)2.2H2O 43.0 

Zn(NO3)2.6H2O 184.0 

ZnSO4.7H2O 96.0 

ZnCl2 395.0 

Cu(CH3COO)2.H2O 7.2 

Cu(NO3)2.3H2O 125.0 

CuSO4.5H2O 32.0 

CuCl2.2H2O 73.0 

Co(CH3COO)2.4H2O 38.0 

Co(NO3)2.6H2O 134.0 

CoSO4.7H2O 36.2 

CoCl2.6H2O 52.9 

Ni(CH3COO)2.4H2O 182.0 

Ni(NO3)2.6H2O 238.5 

NiSO4.7H2O 75.6 

NiCl2.6H2O 254.0 

Mn(CH3COO)2.4H2O 23.3 

Mn(NO3)2.4H2O 380.0 

MnSO4.4H2O 70.0 

MnCl2.4H2O 198.0 

When the solubility values of the metal salts given in Table 2 

and 3 are examined, it was determined that the solubility 

values of the metal cation and the salt compounds formed by 

the anion with the closest radii are the lowest as expected. 

However, unlike NO3-, Cl- and CH3COO- anions, all of 

which have a 1- oxidation step, SO42- anion, which has a 2- 

oxidation step, will generate a stronger electron than other 

anions in order to reduce the electronic stress created by the 

2- charge in its structure. For this reason, the solubility of the 

salt compounds formed by binding to metal cations with ionic 

bonds with stronger covalent character compared to other 

anions will be lower than expected. 

4. Conclusion 

As seen with the anion radius order of the salts from which 

metal nanopowder is obtained, it is determined that salts with 

acetate anion form the smallest particles, although the radius 

of sulfate is the largest anion, its strong covalent character in 

binding to metal cations causes a decrease in resolution. As a 

result, it has been determined that the radii of metal 

nanopowder obtained by reduction from sulphate anion salts 

are the largest. This situation can be attributed to the fact that 

the solubility of metal salts formed by acetate anions with the 

closest ratio of metal cations and acetate anions is the most 

difficult and consequently the amount of metal cation obtained 

as a result of partial dissolution in water is reduced in a 

controlled manner and transformed into metal nanopowder. It 

is thought that metal nano powders obtained by reducing 

metal salts with higher solubility in aqueous environment very 

quickly with ascorbic acid increase in size as a result of 

agglomeration. 

 

When the cation radius order of the salts from which the metal 

nano powders were examined, it was determined that the 
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average particle size of the nanopowder obtained from Ni2+ 

cations with a larger radius compared to the other cations was 

the smallest, and the radii of the nano metal powders obtained 

from Co2+ cation salts with the smallest radius were found to 

have the largest average. The reason for this is that the particle 

size of the nano powder obtained from the Ni (CH3COO)2 

salt, which has the lowest solubility compared to the anion-

cation ratio, is the lowest and the particle size of the nano 

metal powder obtained from the Co(NO3)2 salt, which has the 

highest solubility, is the highest. It has been determined that 

the particle sizes of other nano metal powders change in 

parallel with the change in the solubility of ionic salts 

(including exceptional cases). 
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A B S T R A C T  A R T I C L E  I N F O   

Maksym is a Kyrgyz ethnic beverage made from milled cereals such as wheat, barley, or maize, 

boiled in water, and then fermented using yeast and lactic acid bacteria as a starter culture.  The 

aim of this study was to investigate the changes in the consistency and sensory properties of 

Maksym after industrial production during refrigerated storage. The acidity of the beverage 

increases and the total soluble solids decrease after 21 days. The amount of lactic acid bacteria 

(LAB) and yeast after production were 9.36 and 9.46 log cfu/mL, respectively. After 21 days it 

is indicated that the amount of both starter cultures decreased by 2 log units.  In terms of 

acceptability, the sensory properties after 7 days of storage received the highest rating. However, 

the acidic taste after 21 days of storage received the lowest rating. Rheological measurements 

carried out at 5, 10, 20, and 30°C also revealed these changes. Four rheological models 

(Newtonian, Herschel-Bulkley, Ostwald De-Waele, and Casson) were used to describe the flow 

behaviour of the beverage. The Casson model was superior to other rheological models. The 

effective viscosity of Maksym was decreased from 2.66 to 1.96 mPa·s after 21 days of cold 

storage. The activation energy was decreased from 23.10 and 14.94 kJ/mol and indicated the 

thinning of viscosity of the beverage.  The obtained parameters can be used to predict the shelf-

life model and product labelling by its expiry period, as well as to control the quality of Maksym. 
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1. Introduction 

Cereal-based fermented beverages are widespread in various 

countries of Asia and Africa [1]. According to [2], fermented 

products have a lot of benefits such as eliminating unwanted 

factors arising from raw materials, providing a safer product 

with a longer shelf life. Fermentation helps to improve the 

organoleptic qualities of the product, facilitating digestion due 

to its probiotic properties compared to unfermented foods. 

Probiotics are products containing live microorganisms, 

which contribute to endoecology of the intestines of human 

beings as well as other animals [3]. Other functional 

ingredients are prebiotics, which are indigestible substances 

that improve the growth of probiotic microorganisms [4]. 

Since prebiotics support the growth and vital functions of the 

probiotic microbial community, there is great potential for the 

synergetic impact of prebiotics and probiotics. The use of 

prebiotic ingredients provides not only nutritional but also 

techno-functional benefits that can advance the texture 

parameters of the final products [5].  

 

Figure 1. Traditional beverage Maksym. 

 

The nomadic lifestyle of Kyrgyz required the use of food 

products with a long shelf life.  The lactic acid fermentation 
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process is widely used for the production of cereal beverages 

such as Jarma, Maksym and Bozo. For the production of 

Maksym, roasted and shredded cereals were used, usually 

wheat, barley and corn. It is characterized as a colloidal fluid 

with small grain particles, which has a slightly sour smell and 

brownish colour (Fig.1). Maksym was traditionally prepared 

in every household during the summer season and consumed 

chilled to relieve thirst and hunger. At least two decades 

before the company “Shoro” that first introduced Maksym as 

a commercial product was established, after which it became 

widely available all over the country. The company also 

entered China, in Kashgar, around the restaurant selling this 

beverage, local Kyrgyz and those who are in China only 

temporarily to work are joining [6, 7]. Currently, in 

Kyrgyzstan, Maksym is industrially produced by many 

enterprises. Methods and recipes of Maksym production differ 

from the region of Kyrgyzstan.  

The traditional production method and recipe of Maksym are 

shown in Fig. 2. The general step is boiling the roasted and 

milled cereals, called “Talkan” in water (1:30 w/w) until 

starch gelatinization. For the preparation of “Talkan”, cereals 

(wheat and barley) are peeled, cleaned from the husk, washed 

and dried. The roasting of cereals is carried out at 170‒180°C 

until the brownish colour of the grain. Then they are cooled 

down to 30‒40°C and ground in a millstone and sieved 

through a sieve with a pore diameter of 1 mm. To give the 

beverages a viscous consistency, roasted wheat flour with 

mutton fat is used. Water is added to the roasted wheat flour 

in small portions and boiled. After boiling, “Talkan” is added 

to the water-flour suspension thoroughly and boiled for about 

50 minutes. After cooling to 25-30°C, 2% (w/v) of a previous 

batch of the beverage is added to the water-flour-talkan fluid. 

The fermentation is usually conducted at room temperature 

(about 25-30°C) for 12-14 hours and then cooled and stored at 

fridge temperature [7].  According to the Kyrgyz Standard 

Maksym contains 0.9 g/100 mL of proteins, 4.38 g/100 mL of 

carbohydrates, 0.08 mg/100 mL of vitamin B1, 0.1 mg/100mL 

of vitamin B2, 0.4 mg/100mL of vitamin PP, 0.59 g/100mL of 

ascorbic acid and 27 kcal/100 mL energy value [8].  

 The main problem of fermented alcohol-free beverages is the 

growth of microflora within the storage period. Fermented 

beverages have a limited shelf-life due to the growth of their 

own starter culture, unpleasant odours, browning, and 

bitterness, which, in turn negatively impact consumer 

perception [9]. Therefore, to track undesirable changes in 

fermented beverages, it is necessary to study some quality 

indicators during storage. In addition, it is important to 

determine the recommended maximum storage time during 

which a given product quality remains acceptable. 

Rheological parameters are a good indicator of structural 

changes in products containing starch and live 

microorganisms [10]. Consequently, an investigation of the 

rheological and sensory behaviour of the Kyrgyz ethnic 

beverage Maksym during storage is necessary. The producer 

guaranteed 30 days of storage, however, there is no 

information on the shelf-life of the opened Maksym in the 

refrigerator. Therefore, the aim of this study was to study 

changes in the consistency, microbiological and sensory 

properties of fermented beverages after opening the industrial-

produced bottle. The research question was: How many days 

does the quality of the opened Maksym remain acceptable for 

consumers? The results will help predict the model for the 

shelf-life of Maksym and label the product by expiration date 

after the opening of the bottle. 

 
Figure 2. Production scheme of Maksym. 

 

1. Materials and methods 

1.1. Materials and Sample Preparation 

Industrially produced fresh Maksym samples were obtained 

from a local market in Bishkek, Kyrgyzstan, and were 

refrigerated at 5°C.  

 

pH meter (Mettler Toledo, Greifensee, Switzerland) was used 

for the determination of pH and titratable acidity of samples 

(AOAC method 981.12, 2019). The titratable acidity was 

given as the percentage of lactic acid in the beverage [11]. The 

determination of total soluble solids content was carried out 
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using a refractometer (Reichert Abbe Mark II Plus 

Refractometer, Reichert, Inc., NY, USA) at 20°C.  

1.2. Microbiological analyses 

For microbiological analyses 10 ml sample was taken under 

aseptic conditions and transferred into 90 ml of 0.9 % NaCl 

solution. After making serial dilutions, the samples were 

plated on selective media for both yeasts and lactic acid 

bacteria. For the isolation of yeasts Wort Agar (Merck, 

Germany) was used and plates were incubated at 27 °C for 5 

days. Lactic acid bacteria were isolated using MRS Agar 

(Merck, Germany). Incubation was carried out at 30 °C for 5 

days using the anaerobic incubation system Anaerocult® A 

(Merck, Germany) in an anaerobic jar [12]. Colonies were 

counted and the results were expressed as cfu/mL of the 

beverage. Three replicate counts were performed for each 

tray. 

1.3. Rheological Measurements 

The rheological properties of Kyrgyz ethnic beverage 

Maksym were measured at 5, 10, 20 and 30°C using rotational 

measurements using an MCR 302 rheometer (Anton Paar, 

Graz, Austria). The concentric cylinder geometry (CC27) was 

used as the working tool. The rheological data were analysed 

using the software Rheoplus 32 Multi 6 version 3.40. The flow 

curves were measured in the modes of increasing, holding and 

decreasing the shear rate from 0.1 to 100 1/s, for the 

measurement of time-dependent properties. To describe the 

sample's flow behaviour, the flow curves obtained from the 

3rd interval were modelled using equations such as 

Newtonian, Ostwald-De-Waele, Herschel-Bulkley, and 

Casson [13]. 

1) Newtonian: 

𝜏 = 𝜂�̇�                                                                                                                     (1) 

 

2) Ostwald–de Waele (or Power-law): 
nk                                                                          (2) 

 

where k is the consistency index (Pa·sn) and n is the flow 

behaviour index,  �̇� is shear rate. 

3) Herschel – Bulkley: 

0

nk   
                                                               (3) 

 

where τ0 is yield stress, that is the stress at which the sample 

begins to flow or deform plastically. 

4) Casson: 
0,5 0,5 0,5

0 Ca    
                                                  (4) 

 

where ηCa is Casson’s coefficient of viscosity. 

 

The temperature dependence of Maksym’s viscosity was 

expressed with the activation energy Ea and was calculated 

using the Arrhenius-type equation (Eq. 5, 6): 
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Where A is the pre-exponential factor, R is the ideal gas 

constant (8.31 J/mol·K), T is the absolute temperature (K).  Ea 

is the activation energy (J/mol) [14]. 

1.4. Evaluation of sensory properties  

The evaluation of sensory properties changes during the 

storage period was conducted using an evaluation test 

covering mouthfeel, aroma, taste, acidic taste, and overall 

acceptability according to [10]. A five-point hedonic scale, 

from like extremely (5), like moderately (4), like a little (3), 

not sure (2), dislike a little (1) to dislike extremely (0) was 

used to assess the acceptance test and judged by a sensory 

group of 10 trained panellists [10, 15].  

1.5. Statistical analysis 

Each analysis was performed three times. Obtained data were 

analysed by the IBM statistical software SPSS 22 (SPSS Inc., 

Chicago, IL) using Tukey's post hoc tests and one-way 

analysis of variance (ANOVA) with a 95% confidence 

interval. A p-value < 0.05, was considered statistically 

significant. 

2. Results and discussion 

2.1. Chemical changes during storage 

The pH of samples decreased with increasing storage time; 

with a starting value of 3.68, it decreased in 21 days to 3.62 

(Fig. 3).  After 21 days of cold storage, the total acidity of the 

samples slightly increased from 4.2 to 4.7 g/100 mL (Fig. 3), 

which indicates the continuance of acid maintenance during 

cold storage. According to previous studies, this is due to the 

prolongation of fermentation with lactic acid bacteria (LAB) 

during the storage period; a pH range of 3.6 to 4.9 allows 

LAB, which include probiotic microorganisms, to grow under 

usual conditions without damaging the product [16-18]. For 

mathematical modelling and prediction for 10 days of the 

change in solid content and acidity of the beverage during 

storage days, the polynomial regression analysis, and for pH - 

a linear regression analysis were carried out using the Excel 

MS Office program. The results are shown in Fig. 3. 
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Figure 3. Dependence of acidity, pH, and water-soluble solids 

content on storage days. 
 

The total soluble solids showed a slight decrease from 4.5 to 

4.0 °Brix throughout the shelf life, and this was inversely 

proportional to the total acidity (Fig. 3). This change is 

associated with the metabolism of LAB and yeast cells. Lactic 

acid bacteria produce enzymes such as lipases, proteases, 

amylases, peptidases, esterases, ureases, polysaccharide 

degrading enzymes, and phenol oxidases [19]. The amylase 

enzymes produced by LAB break down insoluble starch 

molecules, making them soluble and subsequently usable by 

the same fermenting microorganisms such as Saccharomyces 

cerevisiae [17, 20]. 

2.2. Lactic acid bacteria enumeration 

 

Figure 4. Change in lactic acid bacteria (LAB) and yeast counts 

(cfu/mL) during the storage of fermented beverage Maksym. 
 

The microbiological characteristics of the final fermented 

product can be influenced by various factors, such as the ratio 

of starter cultures to food products, incubation time and 

temperature, agitation, and storage conditions [21]. The 

enumeration of lactic acid bacteria (LAB) and yeast number 

(cfu/mL) during the refrigerated storage of fermented 

beverage “Maksym” is shown in Fig.4. The amount of lactic 

acid bacteria (LAB) and yeast after production were 9.46 and 

9.36 log cfu/mL, respectively. After 21 days the numbers of 

both starter cultures decreased to 7.41 and 7.04 log cfu/mL for 

LAB and yeast, respectively.  The viability of yeast cells at the 

end of the shelf life period was slightly higher (78 %), 

compared to LAB (75%). In general, fermented cereal 

products contained LAB and mesophilic aerobic bacteria in 

the range of 5 to 9 log cfu/g [21]. The amount of  LAB in some 

acidic beer products from Belgium, such as lambic and 

gueuze,  ranged from 2 to 5 log cfu/g [22, 23]. For comparison, 

fermented dairy products contain LAB in the range of 1 to 10 

log cfu/g [21]. According to [24] in Brazilian kefir containing 

yeast and LAB cells, the count of  yeast was approximately 6 

log cfu/mL and LAB group count was approximately 10 

cfu/mL. They remained constant until the end of the storage 

period of 28 days. The amount of LAB cfu in khainak milk 

fermented by mesophilic starter cultures (Lactococcus lactis 

subsp. lactis and L. lactis subsp. cremoris) immediately after 

fermentation was also high at 9.42 log cfu/mL and decreased 

after 3 days of storage to 8.22 log cfu/mL [25].  

2.3. Flow behaviour of the beverage Maksym  

The flow curves: shear stress versus shear rate and viscosity 

curves: shear rate (�̇�) versus dynamic viscosity (η) at 5°C for 

various storage periods: 7, 14, 21 days are shown in Fig. 5.   

 

Figure 5. Flow curves: shear-thinning and thixotropic behaviour of 

Maksym at 5°C. 
 

All shear stress vs. shear rate curves of Maksym represent 

shear-thinning behavior: a plot in which the apparent viscosity 

decreases with increasing shear rate. The viscosity of other 

Kyrgyz fermented cereal beverage Boza decreased as shear 

rate increased [10]. The two curves up (by increasing the shear 

rate) and down (decreasing shear rate) of Maksym samples did 

not overlap and led to the formation of a hysteresis loop (area). 

The downward curves were lower than the upward curves, 

indicating a thixotropic behaviour of the sample. The 

hysteresis area of Maksym at 5°C decreases with increasing 

storage time. This is the typical flow behaviour of starch-

containing food and yogurts [15].  The shear stress will 

destroy the original structure, which will not recover as it 

moves down the curve, resulting in lower yield stress values 

[13]. The downward curves were used for regression analysis 

with the Newtonian, Herschel-Bulkley, Ostwald De-Waele, 

and Casson models to obtain parameters for inputting 

engineering calculations. The most suitable rheological model 

for describing Maksym flow was the Casson model. The 

calculated rheological model constants are presented in Table 

1. 
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Table 1. The rheological constants of Maksym according to Casson model (n=0.5) 

 

Days 
T 

 (°C) 
 

(Pa) 

ηCa 

Pa ∙s R2 SD A (Pa/s) 

ηeff (Pa∙s) 

at shear rate of 50 s-

1 

7 

5 0.134 0.115 0.9996 0.01 11.30 0.028 

10 0.110 0.103 0.9999 0.01 4.63 0.022 

20 0.085 0.087 0.9999 0.00 2.54 0.016 

30 0.080 0.071 0.9988 0.00 0.45 0.016 

14 

5 0.113 0.096 0.9999 0.00 3.96 0.021 

10 0.077 0.090 1.0000 0.00 2.21 0.017 

20 0.058 0.077 1.0000 0.00 0.81 0.012 

30 0.049 0.068 0.9999 0.00 1.08 0.010 

21 

5 0.089 0.094 0.9995 0.00 3.30 0.019 

10 0.068 0.087 0.9999 0.00 0.39 0.015 

20 0.057 0.076 0.9999 0.00 0.29 0.012 

30 0.054 0.071 0.9989 0.00 1.95 0.011 

 

* Mean values are given of three independent measurements; standard deviation is SD < 0.01. 

Since the investigated samples have a small but measurable 

yield stress, defined as the minimum shear stress that must be 

applied to the material to initiate flow, mathematical models 

such as the Casson and Herschel-Bulkley models can be used 

and in terms of the correlation coefficient R2, as well as the 

most suitable models of the dependence of shear stress on 

shear rate, the Casson and Herschel-Bulkley models 

outperformed other rheological models. However, the Casson 

model was superior to the Herschel-Bulkley model. 

 

For the calculation of effective viscosity, the shear rate value 

was taken to be 50 s-1 as a mean of typical shear rate ranges 

under processing conditions such as stirring and swallowing 

beverages.  

 

The values of effective viscosity and the yield stress (τ0) 

measured at 5°С decreased from 0.028 to 0.019 Pa·s and 0.13 

to 0.09 Pa, respectively. as the storage time increased from 7 

to 21 days of storage.  The pattern of decreasing rheological 

parameters with increasing storage time suggests complex 

carbohydrates such as starch. dextrin, etc., may hydrolyse as 

the yeast grows. Thus, the storage stability of the colloidal 

suspension will decrease. However, ANOVA analysis 

revealed that there is no significant difference in Casson’s 

viscosity coefficient (𝜂𝐶𝑎), yield stress values (𝜏0), and 

effective viscosity (𝜂𝑒𝑓𝑓) of beverage Maksym within the 

storage time. 

 

The values of yield stress (𝜏0), effective viscosity (𝜂𝑒𝑓𝑓) and 

hysteresis area (A) of the samples decreased significantly with 

increasing temperature. ANOVA analysis also showed that 

these values of Maksym samples were significantly different 

(p < 0.05) when comparing temperatures at 5 and 30°C and 

differences are not  statistically significant at 10 and 20°C. An 

Arrhenius-type equation (Eq. 4 and 5) was used to calculate 

flow activation energies for Maksym. The results of the 

calculation revealed that the activation energies of samples 

were 23.10; 19.92 and 14.94 kJ/mol at 7, 14, 21 days of 

storage, respectively. Correlation coefficients ranged from 

0.973 to 0.992. The activation energy Ea is the energy barrier 

that must be overcome before the flow process is initiated 

[14]. Therefore, the decrease of activation energy during 

storage indicated the thinning of viscosity of the beverages 

Maksym. The activation energy of another Kyrgyz ethnic 

fermented beverage Bozo was found as 9.50 and 12.62 kJ/mol 

at 7 and 21 days of storage, respectively [10]. The activation 

energies of ghee samples stored at room and refrigerator 

temperatures were 26.3 kJ/mol and 29.9 kJ/mol [27], 

respectively, and the activation energy of Süzmö was 61.66 

kJ/mol [28]. Lower activation energies (3.03 – 10.53 kJ/mol) 

at 5 – 65°C and 4 – 14°Brix were obtained for Josapine 

pineapple juice by [29].  Similar results for a malt wort of 

21.17 kJ/mol and higher values for a hopped wort of 42.8 

kJ/mol at 5 – 40°C were reported [30]. 

2.4. Sensory properties of beverage Maksym 

Fig. 6 shows the sensory evaluation of the Maksym on 

different days of storage. In terms of mouthfeel, aroma, 

flavour, acidic taste, and overall acceptability after 7 days of 

storage, the panellists gave the highest scores. However, after 

14 and 21 days of storage, the beverage was scored much 
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lower in all parameters. Acidic taste after 21 days of storage 

received the lowest rating. This observation is also consistent 

with the titratable acidity and pH analysis. These changes are 

due to the continuation of lactic acid and alcoholic 

fermentation, resulting in an increase in the content of lactic 

acid and ethyl alcohol, as well as carbon dioxide [31]. Since 

storage at refrigerator temperature does not stop the 

microbiological activity, the accumulation of metabolic by-

products will continue. 

 

 
 

Figure 6. Sensory evaluation of Maksym at different storage 

days. 

3. Conclusion 

In this study, for the first time, the chemical, rheological and 

sensory properties of Kyrgyz ethnic cereal beverage Maksym 

were studied during storage. Research shows that there is an 

increase in acidity and a decrease in the total amount of 

soluble solids. The flow characteristics of Maksym during 

storage in the refrigerator also changed, which may be due to 

the hydrolysis of polysaccharides by LAB and yeast cells in 

the sample. Namely, Maksym’s effective viscosity, the yield 

stress (τ0), and Casson's coefficient of viscosity (ηCa) 

decreased after 14 days of storage. However, these changes 

are statistically insignificant. Sensory properties investigated 

after 21 days of storage received the lowest score.  

Microbiological investigations have shown, that the number 

of lactic acid bacteria (LAB) and yeast after production were 

9.46 and 9.36 log cfu/mL, respectively. After 21 days the 

viability of yeast cells at the end of the shelf life period was 

slightly higher (78 %), compared to LAB (75%). Thus, the 

shelf life of beverage Maksym after opening can be stated as 

14 days. These rheological and sensory parameters provide 

food manufacturers with useful information on post-

production storage parameters. Also, consumers can use the 

information to declare the quality of Maksym during 

refrigerated storage.  

 

 

 

References 

 

1. Köse E., Yücel U., “Chemical composition of Boza”, 

Journal of Food Technology, 1(4), (2003), 191-193. 

2. Arici M., Daglioglu O., “Boza: a lactic acid fermented 

cereal beverage as a traditional Turkish food”, Food 

Reviews International, 18, (2002), 39-48.  

3. Skovgaard N., “Lactic acid bacteria and bifidobacteria: 

Current progress in advanced research”. pp 338-339. In: 

Sonomoto & Yokota (ed): International journal of food 

microbiology. Caister Academic Press, Amsterdam, 

2011. 

4. Prado F.C., Parada J.L., Pandey A., Soccol C.R., “Trends 

in non-dairy probiotic beverages”, Food Research 

International, 41, (2008), 111-123. 

5. De Vrese M., Schrezenmeir J., “Review Probiotics, 

prebiotics, and synbiotics”. pp 1-66. In: Scheper T (ed): 

Advances in Biochemical Engineering/Biotechnology. 

Springer-Verlag Berlin Heidelberg, 2008. 

6. Kokaislová P., Kokaisl P., “The Kyrgyz - Children of 

Manas”, Nostalgie, Praha, 2009.  

7. Smanalieva J., Iskakova J.,  Musulmanova M., “Milk-and 

cereal-based Kyrgyz ethnic foods”, International Journal 

of Gastronomy and Food Science, 29, (2022), 100507. 

8. Maksym and Jarma national drinks. General 

specifications, Kyrgyz Standard KMS 980:2005.  

9. Stratford M., “Food and beverage spoilage yeasts”, pp. 

335-339. In: Querol, A. & Fleet G.H. (ed): Yeasts in food 

and beverages. Springer-Verlag, Berlin, 2006. 

10. Iskakova J., Smanalieva J., Methner F-J., “Investigation 

of changes in rheological properties during processing of 

fermented cereal beverages”,  Journal of Food Sciences 

and Technology, 56(9), (2019), 3980-3987.  

11. AACC “Official Methods of Analysis”, 21st Edition - 

AOAC International, 2019.  

12. Iskakova J., Hutzler M., Kemelov K., Grothusheitkamp 

D., Michel M., Methner F.J., “Screening a Bozo starter 

culture for potential application in beer fermentation”, 

Journal of American Society of Brewing Chemists, 77, 

(2019), 54–61. 

13. Rao M.A. “Rheology of fluid and semisolid foods”, 

Principles and application. Aspen Publishers, Inc., 

Gaithersburg MD, 1999. 

14. Mezger G.T. “The rheology handbook”, Vincentz 

Network, Hannover, 2011. 

15. Smanalieva J., Iskakova J., Fischer P., “Investigation of 

the prebiotic potential of rice varieties for Lactobacillus 

acidophilus bacteria”, European Food Research and 

Technology, 247(7), (2021), 1815-1824. 

http://www.journals.manas.edu.kg/


J. Iskakova, J. Smanalieva / MANAS Journal of Engineering 11 (1) (2023) 105-111 111 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 

 

16. Aportela-Palacios A., Sosa-Morales M.E., Vélezruiz J.F., 

“Rheological and physicochemical behavior of fortified 

yogurt, with fiber and calcium”, Journal of Texture 

Studies, 36, (2005), 333-349.  

17. Costa K.K.F.D., Soares Júnior M.S., Rosa S.I.R., Caliari 

M., Pimentel T.C., “Changes of probiotic fermented drink 

obtained from soy and rice byproducts during cold 

storage”, LWT - Food Science and Technology, 78, 

(2017), 23-30.  

18. Gupta S., Cox S., Abu-Ghannam N., “Process 

optimization for the development of a functional 

beverage based on lactic acid fermentation of oats”, 

Biochemical Engineering Journal, 52(2–3), (2010), 199-

204. 

19. Padmavathi T., Bhargavi R., Priyanka P.R., Niranjan 

N.R., Pavitra P.V., “Screening of potential probiotic 

lactic acid bacteria and production of amylase and its 

partial purification”, Journal of Genetic Engineering and 

Biotechnology, 16(2), (2018), 357-362. 

20. Power R.F. “Enzymatic conversion of starch to 

fermentable sugars”. pp 23-32. In: Jacques et al. (ed): The 

alcohol textbook, fourth edition. Nottingham University 

Press, Nottingham, 2003. 

21. Rezac S., Kok C.R., Heermann M., Hutkins R., 

“Fermented foods as a dietary source of live organisms”, 

Frontiers in Microbiology, 9, (2018), 1785.  

22. Spitaels F., Kerrebroeck S., Snauwaert I., Aerts M., 

Landschoot A., Vuyst L.D., Vandamme P., “Microbiota 

and metabolites of aged bottled gueuze beers converge to 

the same composition”, Food Microbiology, 47, (2015), 

1–11.  

23. Spitaels F., Wieme A. D., Janssens M., Aerts M., Daniel 

H. M., Van Landschoot A., Vuyst L.D., Vandamme P., 

“The microbial diversity of traditional spontaneously 

fermented lambic beer”,  PLoS ONE,  9, (2014), e95384.  

24. Leite A.M.O., Leite D.C.A., Del Aguila E.M., Alvares 

T.S., Peixoto R.S., Miguel M.A.L., Silva  J.T., Paschoalin 

V.M.F., “Microbiological and chemical characteristics of 

Brazilian kefir during fermentation and storage 

processes”, Journal of Dairy Science, 96 (7), (2013), 

4149-4159. 

25. Elemanova R., Musulmanova M., Ozbekova Z., 

Usubalieva A., Adil Akai R., Deidiev A., Smanalieva J., 

“Rheological, microbiological and sensory properties of 

fermented khainak milk fermented with different starter 

cultures”, International Dairy Journal, 134, (2022), 

105453. 

26. Genc M., Zorba M., Ova G., “Determination of 

rheological properties of boza by using physical and 

sensory analysis”, Journal of Food Engineering, 52, 2002, 

95-98.  

27. Iskakova J., Smanalieva J., “Investigation of rheological 

behavior of Kyrgyz traditional food Sary mai”, MANAS 

Journal of Engineering, 8(2), (2020), 84-89.  

28. Iskakova J., Smanalieva J., “Determination of flow and 

viscoelastic properties of the Kyrgyz ethnic food 

“Süzmö” depending on temperature and moisture 

content”, Trakya University Journal of Natural Sciences, 

22(2), (2021), 199-205.  

29. Shamsudin R., Wan Daud W.R., Takrif M.S., Hassan O., 

Ilicali, C., “Rheological properties of Josapine pineapple 

juice at different stages of maturity”, International 

Journal of Food Science and Technology, 44, (2009), 

757-762.   

30. Travnicek P., Los J., Junga P., “Comparison of 

rheological properties of hopped wort and malt wort”, 

Acta Universitatis Agriculturae et Silviculturae 

Mendelianae Brunensis, 63, (2015), 131-136. 

31. Walker G.M., Stewart G.G., “Saccharomyces cerevisiae 

in the production of fermented beverages”, Beverages 

2(30), (2016), 1-12.  

 

http://www.journals.manas.edu.kg/


 

MANAS Journal of Engineering 
ISSN 1694-7398 | e-ISSN 1694-7398 

 MJEN Volume 11, Issue 1, (2023) Pages 112-118 

https://doi.org/10.51354/mjen.1149121  
 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 
 

 

Computer based speed control application for universal motor 

Sabir Rüstemli1, Emin Ağralı2 

1 Department of Electrical and Electronics Engineering, Bitlis Eren University, Rahva Campus, Bitlis, Turkey, 

srustemli@beu.edu.tr, ORCID: 0000-0002-4957-1782 

2 Vocational School, Muş Alparslan University, Muş, Turkey, e.agrali@alparslan.edu.tr, ORCID: 0000-0002-0513-402X 

A B S T R A C T  A R T I C L E  I N F O   

In this study, speed control of alternative current (AC) universal motor is made in a 

computerized manner using PIC16F84A and PIC18F2550. AC universal motor speed control is 

realized by triggering the motor power circuit, triac with the phase angle control method by 

programming PIC16F84A. In the phase angle control method zero crossing points of AC line 

signal are detected by zero crossing detector and applied to the analog input of PIC16F84A. 

Zero crossing information applied to the microcontroller has provided phase control at a desired 

angle value in each alternance of the line. Motor speed control commands via computer are 

made by means of the control panel designed under Visual Basic 6.0 platform by using 

PIC18F2550 microcontroller based control card. Application results show that the speed control 

performed provides practical and easy control, is convenient, sensitive, and economic and also 

can immediately be adapted to different applications compared to the present analog control. 
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1. Introduction 

Use of the electric motors which provide substantial 

efficiency in conversion of electric energy into mechanical 

energy is increasing day by day. Since Universal Motors out 

of electric motors can operate both with Alternative Current 

(AC) and Direct Current (DC), they are used in most of the 

household appliances and power tools today. Universal 

motors are preferred due to the properties thereof such as 

having high start-up and turning moments, ability of being 

operated at high speeds and manufactured in small powers. 

The method used in the speed control of the universal motors 

substantially affects the motor efficiency. One of the 

important conditions to optimize the motor efficiency is to 

determine a proper speed control method. Phase angle 

control method is commonly used in speed control of the 

universal motors. This method provides performing the 

control of the universal motors in wide speed range. 

Microcontrollers are considerably used in the motor drive 

circuits designed by using phase angle control method.  

In this study, speed control of the AC universal washer motor 

is performed through the control panel designed under Visual 

Basic 6.0 platform based on the microcontroller. The study is 

performed in two stages as application and simulation. In the 

application part, drive card and control card to control the 

drive card are designed for the speed control of the motor. In 

the control system, speed information received from the 

tacho generator coupled to the motor shaft is monitored with 

Visual Basic 6.0 program control panel and speed change of 

the motor is instantaneously monitored in the computer 

screen. In line with the commands given to the control card 

with the control panel designed triac trigger angles are 

changed by means of drive card PIC microcontroller, input 

voltage of the motor is adjusted and the control thereof in a 

wide speed range is provided. In the simulation part, on the 

other hand, simulation of all of the circuits in the application 

is made with ISIS program, which is the circuit drawing, 

simulation and analysis program of PROTEUS, speed 

analysis of the universal motor in various excitation 

conditions is performed. 

2. Material and methods 

2.1. Unıversal Motors 

Universal motor is an AC series motor with stator and rotor 

magnetic bodies thereof being composed of sheet packages.  

When separately fed from AC and DC sources with the same 

efficient voltage, universal motors exhibit similar speed and 

power output characteristics.   The most common usage areas 

of these motors are small power household, workplace 

machine and devices [1]. Universal motor has excellent 
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properties. Compared to the induction motors, they are 

characterized with their high power regarding the size and 

weight thereof. Universal motor can be operated at a very 

good breakaway torque and extremely high speed (15 000-20 

000 rpm) [2]. For a common use of the universal motor 

minimum energy consumption is very important. Therefore, 

universal motor high performance requirements have 

increasingly become important with a low-cost controller [3]. 

The best way of controlling the speed of a universal motor is 

to change the RMS value of the sinus function of AC input 

voltage. A higher RMS input voltage provides a higher motor 

speed [4]. Changing the RMS value of the sinus function of 

input voltage alternating current can simply be made using a 

triac serially connected AA source. Here, speed control can 

be performed adjusting the voltage applied to the motor by 

changing the triac firing angle [4]. In recent technology, 

power control is made with electronic circuits. Electronic 

control is preferred due to many advantages such as the 

elements being small in size, having a long life and providing 

computer control in automation [5]. In this study, 

BTA/BTB16-600B triac series is used as phase angle control 

power circuit element in the drive circuit. Triacs are 

semiconductor circuit elements which conduct bidirectional 

current, control high level load currents with small excitation 

current and operate at AC.  Triac based power circuit is given 

in Fig. 1. 

 
Figure 1.  Triac-based power circuit. 

 

Controller-based and speed-adjustable motor drives have 

also played an important role in the development of  

industrial automation [6].  

 

Importance of the microcontrollers in the control of universal 

motors is increasing day by day. In the point of preferring the 

PIC microcontrollers, advantages of PICs compared to the 

other microcontrollers can be arranged as code efficiency, 

reliability, command set and speed [7]. The advantages 

provided by the computer programs in control systems are 

known to provide more professional control compared to the 

manual control systems. Computer program Visual Basic is 

a visual language having complex logics and forms which 

facilitate the designs of Windows compatible application. 

[8]. In this study, universal motor speed control is performed 

via computer. In line with the program written by forming 

necessary control elements with the use of drive card Visual 

Basic 6.0 program control panel, the control is performed.  

Control panel view of the designed control program is given 

in Fig. 2. 

 

 
 

Figure 2. Designed control panel. 

2.2. Speed Control of Unıversal Motor 

The method used in the speed control of the universal motors 

substantially affects the motor efficiency. One of the 

important conditions to optimize the motor efficiency is to 

determine a proper speed control method. Motor drive 

systems designed depending on the speed control method 

affects the performance of the motor. Phase angle control 

method is commonly used in speed control of the universal 

motors. This method provides performing the control of the 

universal motors in wide speed range values. 

Microcontrollers are considerably used in the motor drive 

systems designed by using phase angle control method. 

Speed control of the universal motor connected to the AC 

source can simply be performed by using a triac connected to 

the motor in series. Speed control can be performed changing 

the voltage applied to the motor by changing the triac firing 

angle. 

Varible Structure Systems (VSS) such as motor control, 

robotic manipulators and indefinite systems have an 

important place in the control of modern non-linear systems. 

However, there are some difficulties such as occurrence of 

numerous switches between the control bounds, which 

cannot be carried out by real controllers. 

 

To overcome this problem, a thin boundary layer 

neighbouring the switching surface is introduced for 

smoothing out the control discontinuity [9]. 

 

In this study, speed control is made via computer using 
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PIC18F2550 based control card and PIC16F84A based drive 

card. It is cheaper to use PIC16F84A microcontroller for 

controlling the motor from the point of hardware [10]. 

Different reference frames can be used to model the motor: 

three phases frame (a,b,c), stationary frame (α,β) or 

synchronous frame (d,q). From the control point of view, the 

(d,q) reference frame is widely used [11]. Motor speed 

control is made using phase angle control in the drive system. 

Block diagram of the designed drive system is given in Fig. 

3. 

 
 

Figure 3. Block diagram of the designed drive system. 

 

Zero crossing points of AC line should be detected in PIC 

based phase angle control systems. For this, a zero crossing 

detector is used in drive card. Zero crossing detector circuit 

used is given in Fig. 4. 

 

 
Figure 4. Zero crossing detector circuit. 

 

In the speed control of universal motor application that 

proposed in this study, motor terminal voltage and triac 

terminal voltage changes are shown by oscilloscope 

measurements.  

Oscilloscope probe connection of the voltage measurement 

of the universal motor excitation terminals and between A1-

A2 terminals of triac in the drive circuit is given in Fig. 5. 

 

 
 

Figure 5. Oscilloscope probe connection. 

 

Various signals of the motor terminal voltage and the voltage 

between A1-A2 terminals of the triac monitored in the screen 

as a result of the measurements made with oscilloscope are 

given in figures 6, 7, 8 and 9. 

 
Figure 6. Voltage between A1-A2 terminals of the triac and Motor 

terminal voltage when triac is triggered at the beginning of the 

alternance. 

 

 
 

Figure 7. Voltage between A1-A2 terminals of the triac and Motor 
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terminal voltage when triac is triggered after 45o from beginning of 

the alternance. 

 

 
 

Figure 8. Voltage between A1-A2 terminals of the triac and Motor 

terminal voltage when triac is triggered after 90o from beginning of 

the alternance. 

 

 
 

Figure 9. Voltage between A1-A2 terminals of the triac and Motor 

terminal voltage when triac is triggered after 135o from beginning 

of the alternance. 

 

BTA16 triac used in the drive circuit is controlled with the 

phase angle control method and the voltage in the terminals 

of universal motor is adjusted as desired values and the speed 

control is performed. As long as the triac is not triggered, the 

current does not pass over the motor. While operating in AC 

voltage, triac is triggered at the start of each alternance and 

remains in transmission until the end of the alternance. 

However, in case triac is triggered toward the end of the 

alternance it will be cut until the time of triggering and a 

power loss occurs in the circuit. Triggering moment of the 

triac is adjusted with PIC16F84A and MOC3021 optocoupler 

in the circuit and efficient value of the voltage in the circuit 

is determined. As the triggering moment approaches to the 

end of alternance, power loss increases in the circuit and thus 

the motor speed will be reduced. As the triggering moment 

approaches to the start of alternance, however, a contrary 

situation is observed, transmission period of triac and 

accordingly motor speed increase [12]. 

2.3. Speed Control Sımulatıon of Unıversal Motor 

In this study, universal motor speed control simulation is 

performed with ISIS PROTEUS program. Circuit diagram 

used in the simulation program is given in Fig. 10. 

 

 
 

Figure 10. Circuit diagram used in the simulation. 

 

In accordance with the commands given to the 

microcontroller in the simulation circuit of the drive card 

used in the application as seen in Fig. 10, line voltage, voltage 

of the load terminals and triac are measured by simulating the 

trigger pulse signal. In the simulation circuit, the load is 

controlled with the phase angle control method. Oscilloscope 

measurement in case of triggering the triac at the beginning 

of alternance based on the speed increase or speed decrease 

commands of the circuit line voltage simulated during zero 

crossing, line voltage signal, signal at the load terminals, triac 

gate signals are given in Fig. 11. 

 

 
 

Figure 11. Oscilloscope measurements when triac is triggered at 

the beginning of the alternance. 
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Oscilloscope measurement in case of triggering the triac 45o 

after alternance started, line voltage signal, signal at the load 

terminals, triac gate signals are given in Fig. 12. 

 

 
 

Figure 12 - Oscilloscope measurements when triac is triggered 

after 45o from the beginning of the alternance. 

 

Oscilloscope measurement in case of triggering the triac 90o 

after alternance started, line voltage signal, signal at the load 

terminals, triac gate signals are given in Fig. 13. 

 

 
 

Figure 13 - Oscilloscope measurements when triac is triggered 

after 90o from the beginning of the alternance. 

Oscilloscope measurement in case of triggering the triac 

135o after alternance started, line voltage signal, signal at the 

load terminals, triac gate signals are given in Fig. 14. 

 

 
 

Figure 14 - Oscilloscope measurements when triac is triggered 

after 135o from the beginning of the alternance. 

 

In this study, universal motor speed control is performed by 

means of Visual Basic 6.0 program. According with the 

program written by forming necessary control elements with 

the use of Visual Basic 6.0 program control panel, the control 

is performed.  Control panel view of the designed control 

interface is given in Fig. 15. 

 

 
 

Figure 15 - Control panel view of the designed control interface. 

 

As seen in the control panel of the designed control program 

in figure 15, dashboard instantaneously indicating the speed 

information of the motor and control buttons reducing or 

increasing the motor speed are provided. Each function of the 

control buttons provided in the control panel is defined in 

different colors, thereby the position of the control buttons is 
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visually understood better [13]. 

3. Results and discussions 

In this study, universal motor speed control is performed via 

computer with drive card, control card and control program 

designed. Universal motor speed control is performed with 

phase angle control method. In the phase angle control 

application made with the circuit designed as a result of this 

method, motor terminal voltage signal oscilloscope 

measurement is observed to be close to the oscilloscope 

motor terminal voltage signals of the circuit simulated. 

Comparison of the application and simulation signal 

examples of the motor terminal voltage is given in Fig. 16 

(a,b,c and d). 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
 

(d) 

 

Figure 16 - Comparison of the application and simulation of 

motor terminal voltage signals a) triac is triggered at the beginning 

of the alternance b) triac is triggered after 45o from the beginningof 

the alternance c) triac is triggered after 90o from the beginning of 

the alternance d) triac is triggered after 135o from the beginning of 

the alternance. 

 

As seen from the results of circuit application and simulation 

using PIC16F84A microcontroller and phase angle control 

method in the universal motor speed control, the motor is 

observed to have answered the commands given rapidly and 

be at desired values depending on the trigger angles in the 

motor terminal voltage measurements. 

 

 Control panel designed under Visual Basic 6.0 platform has 

provided the user with the opportunity of performing 

practical and easy control. Defining each function of each 

element provided in the control panel with colors and in 

writing, state of the functions are active or passive is provided 

visually in case of control. In this case, by facilitating the 

person controlling the control system to observe the relevant 

state of the system, a more professional control is provided. 

Moreover, while speed of the motor is controlled, motor 

speed information is indicated in the control panel and instant 

speed of the motor is known by the user, and thus in line with 

the motor speed information, the level of the control is 

provided to be known. 

 

In this study, considering the method and circuit elements 

used, the cost can substantially be reduced as a faster control 

using less energy and less labor when compared to the 

manual control used in work and power tools is provided. 

When very big industrial systems are considered, this cost 

reduction may reach high rates and increase the profit rate.   

With the study conducted, speed control of the universal 

motors, the use of which has significantly become common 

in the industrial applications is made with PIC 16F84 

controller. It is shown that this and similar motor control 

applications can be made with PIC more simply and reliably. 

 Since this study provides incorporating more different 

systems, it has a developable structure. For instance, control 
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via internet can be developed to realize the objectives such as 

providing hand and power tools that can be controlled by 

mobile phones [14]. 
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In this study, poly(N-Isopropylacrylamide) (PNIPAM), poly(acrylamide) (PAAM), 

poly(acrylic acid) (PAAc), and poly(methacrylic acid) (PMAc) polymers are synthesized by 

radical polymerization method. The chemical composition and surface morphology of the 

PMAc polymer are examined by micro-Raman spectroscopy and scanning electron microscopy 

(SEM). The electrochemical measurements are examined by cyclic voltammetry (CV), 

chronoamperometry (CA), and electrochemical impedance spectroscopy (EIS) analyses for 

glucose (Glu) electrooxidation. The characterization analyses reveal that the polymer structure 

was formed. The electrochemical analysis results indicate that the PMAc/G electrode has higher 

catalytic activity, stability, and resistance compared to other electrodes with a specific activity 

of 1.7 mA/cm2. 
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1. Introduction 

Fuel cells are an alternative energy source that converts 

chemical energy into electrical energy, using clean, efficient, 

cheap, and low CO2 emissions fuels [1, 2]. Recently, it is an 

energy source that has been the focus of attention of 

researchers in response to the problem of environmental 

pollution and increasing energy demand [3, 4]. Direct fuel 

cells using fuels such as formic acid [5, 6], methanol [7, 8], 

ethanol [9, 10], and glucose [11-13] are recognized as 

emerging power sources for electric vehicles and portable 

electronic devices. Glucose has recently attracted great 

interest in fuel cells, which are an alternative energy source, 

due to the high energy it contains. Glucose is an abundant 

monosaccharide in nature. Glucose oxidation has been 

realized as an electrochemical sensor for the control and rapid 

diagnosis of initial diabetes [14, 15]. Researchers have shown 

that when glucose is fed into direct fuel cells, it produces 24 

electrons. However, it is difficult to break and oxidize since 

glucose has a very stable molecule. Therefore, it is mostly 

obtained gluconic acid and 2 electrons according to research 

[16].  

 

Anode:  

C6H12O6 + 2OH-         C6H12O7 (gluconic acid) + H2O + 2e-    

Cathode:  

½O2 + H2O + 2e-            2OH-                                                                             

Overall:  

C6H12O6 + ½O2
                    C6H12O7

 + 12H2O                        

Materials such as carbon nanotube, graphene, graphite, carbon 

black, and carbon fibers have been used as carbon support for 

fuel cell systems [17-21]. The disadvantages of carbon 

support materials such as lower interaction and wear prevent 

parameters such as catalytic activity and durability [22]. 

Conducting polymers such as polyaniline, polypyrrole, 

poly(3,4-ethylene dioxythiophene), and poly-3-methyl 

thiophene have been utilized for fuel cell systems in literature 

studies [23-26]. Conductive polymers are promising materials 

as catalyst support or catalyst with advantages such as easy 

production, chemical stability, high electrical conductivity, 

and low cost [27]. Inamuddin and Kashmery [28] reported that 

they developed a graphene@polyanalin-TiO2 composite for 

glucose biofuel cell anode applications. They found the 

current density of this composite by cyclic voltammetry 

analysis for glucose oxidation with glucose concentrations 

and glucose oxidase enzyme. Perveen et al [29] reported that 

they formed a composite material with polypropylene, which 

is a conductive polymer, iron oxide (Fe3O4), carbon nanotube 

(CNT), and Au, and immobilized it with ferritin and glucose 

oxidase and embedded it as a bioanode for glucose biofuel 

battery applications. Haque et al [30] investigated the activity 

of chitosan@reduced graphene-polyaniline composite 
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immobilized with ferritin/glucose oxidase enzyme for glucose 

oxidation by electrochemical analysis.  

Table 1. Summary of literature on electrocatalytic 

performances for Glu electrooxidation. 

Catalysts 
Preperation 

Method 

Specific 

Activity 

(mA/cm2) 

Ref. 

PdIn/CNT NaBH4 reduction 0.97 [31] 

Au-GtO Electrodeposition 0.44 [32] 

Pd/C 
Water-in-oil 

microemulsion 
0.92 [33] 

Au@CF One-pot route 2.00 [34] 

Pd-N doped-

G/ITO 

electrode 

CVD and 

Electrodeposition 
2.00 [35] 

 

Herein, PNIPAM, PAAM, PAAc, and PMAc polymers were 

synthesized by the radical polymerization method for Glu 

electrooxidation. PMAc polymer was characterized by SEM 

and micro-Raman analysis. Furthermore, the activities, 

stability, and resistance of polymers were investigated by 

electrochemical analyses such as CV, CA, and EIS. 

2. Experimental 

2.1 Synthesis and Characterization 

The radical polymerization method was used for the synthesis 

of polymers. The synthesis of polymers was carried out using 

N-Isopropylacrylamide, acrylamide, acrylic acid, and 

methacrylic acid as the monomer, methylene bisacrylamide as 

a crosslinker, N,N,N',N'-tetramethyl ethylenediamine as an 

accelerator, and ammonium persulfate as initiator. The 

distilled water, monomer, crosslinker, and accelerator 

materials were added and mixed into a vial, except for the 

initiator ammonium persulfate. Finally, the initiator was 

added and, after mixing, it was transferred to coat the graphite 

(G) which is the pencil tip. Thence, G pencil tip electrodes 

coated with polymer were obtained. SEM analysis was 

obtained with a Zeiss Sigma 300 instrument to examine the 

surface morphology of the polymer. Micro-Raman (WITech 

alpha 300R) analysis was applied to examine the bonds 

formed by atoms or molecules formed in the structure of the 

polymer. 

2.2 Electrochemical Analysis  

Electrochemical analyzes were performed with CV, CA, and 

EIS measurements using a CHI660-E potentiostat. This 

system was a three-electrode system such as a working 

electrode (polymer/graphite), reference electrode (Ag/AgCl), 

and counter electrode (Pt wire). All analyses were realized in 

1 M KOH + 0.5 M Glu solution at room temperature. CV 

analyses were performed at a scan rate of 100 mV/s in the 

potential range of -0.65 ~ 0.65 V in 1 M KOH and 1 M KOH 

+ 0.5 M Glu solutions. CA curves for the stability of polymers 

were performed at 0.6 V potentials during 1000 s in 1 M KOH 

+ 0.5 M Glu. The electrochemical resistance of polymer/G 

electrodes was examined by EIS at 316 kHz-0.046 Hz 

frequency and 5 mV amplitude. 

3. Results and Discussion 

3.1 Physical Characterization 

SEM analysis was obtained to examine the surface structure 

of the obtained polymer. Figure 1 shows SEM images of 

PMAc. As can be seen from Figure 1, it was observed that 

PMAc polymer structures were formed. Micro-Raman 

analysis was performed to examine the molecular structure of 

the polymer. The Raman spectrum of the PMAc polymer was 

given in Figure 2. Three main Raman peaks (D, G, and 2D) 

occur in Raman spectroscopy for PMAc polymer. The D band 

shows the irregularity in the carbon structure, while the G 

band reveals the relative graphitization degree [36]. Raman 

peaks at 1450 cm-1, 1695 cm-1, and 2939 cm-1 correspond to 

the D, G, and 2D bands, respectively. The ID/IG ratio was used 

to measure the disorder in the structure. The calculated ID/IG 

ratio for PMAc polymer was found to be 1.1. If the ID/IG ratio 

was greater than 1, it means that the polymer structure was 

disordered.  

 

 
Figure 1. SEM images of PMAc. 
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Figure 2. Micro-Raman spectrum of PMAc 
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3.2 Electrochemical Results 

CA, CV, and EIS measurements were realized to investigate 

the electrochemical performance of the polymers. The 

catalytic activities of the polymers against Glu 

electrooxidation were determined by CV analyses. CV 

analyses of polymer electrodes were given in Figure 3(a, b). 

Although it contains high energy in its glucose structure, the 

current density was evaluated over the total current in the CV 

analysis, since it is difficult to decompose. The current 

densities of the G, PNIPAM/G, PMAc/G, PAAM/G, and 

PAAc/G polymer electrodes are 0.6 mA/cm2, 1.6 mA/cm2, 1.7 

mA/cm2, 0.5 mA/cm2, and 0.9 mA/cm2, respectively. The 

PMAc/G electrode exhibited the best catalytic activity 

compared to the others. In addition, when comparing two 

different solutions of 1 M KOH (1.2 mA/cm2) and 1 M KOH 

+ 0.5 M Glu (1.7 mA/cm2) for PMAc/G electrode, the 

difference between them is due to fuel (glucose).  
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Figure 3. CV analyses of (a) 1 M KOH and (b) 1 M KOH + 

0.5 M Glu for polymer/G electrodes at a scan rate of 100 

mV/s.  

 

CA and EIS analyses were performed to measure the stability 

and resistance of the polymer electrodes. Figures 4a and b 

illustrate the stability of the polymer electrodes for 1000 s at a 

potential of 0.6 V. The PMAc/G electrode was more active 

and stable than the other electrodes with a specific activity of 

0.16 mA/cm2 obtained after 1000 s. Figure 4c shows the 

Nyquist plots obtained from the EIS analysis at 0.6 V potential 

to examine the electrochemical resistance of the polymer 

electrodes. As the diameter of these plots decreases, the 

electrochemical resistance increases. PMAc electrode had the 

best electrochemical resistance as it had the lowest diameter 

compared to the others. 
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Figure 4. (a) CA curves of polymer/G electrodes at 0.6 V 

potential, (b) specific activities after 1000 s, and (c) Nyquist 

plots of polymer/G electrodes at 0.6 V potential in 1 M KOH 

+ 0.5 M Glu. 
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4. Conclusion 

 

The radical polymerization method was used for the synthesis 

of polymer electrodes. The activity, stability, and resistance of 

G, PNIPAM/G, PMAc/G, PAAM/G, and PAAc/G electrodes 

against Glu electrooxidation were investigated by CV, CA, 

and EIS analyses, respectively. Furthermore, the physical 

structure and morphology of the PMAc electrode were 

characterized by SEM and micro-Raman spectrum analyses. 

The characterization results showed that the polymer structure 

was formed. The PMAc electrode exhibited the best catalytic 

activity compared to other electrodes, with a specific activity 

of 1.7 mA/cm2. In addition, it was observed that it had the best 

stability and resistance as a result of the CA and EIS analyses 

as in the CV analysis. 
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A B S T R A C T  A R T I C L E  I N F O   

CA-125 antigen is a glycoprotein that can be found at distinct levels in blood samples according 

to the phases of ovarian cancer. Herein, we designed novel onion oil-organo-hydrogels 

(OOHGs) to detect CA-125 antigen at high sensitivity and selectively via electrochemical 

methods. OOHGs produced are characterized by swelling analysis and Fourier Transform 

Infrared Spectroscopy (FT-IR).  Cyclic voltammetry (CV), Electro impedance spectroscopy 

(EIS), and Differential pulse voltammetry (DPV) techniques in the potentiostat triple electron 

system are used for performing the electrochemical measurements. Performances and electron 

transfer resistances of OOHGs and OOHG+CA-125s are researched via CV and EIS, and the 

sensitivity properties such as LOD and LOQ of the sensor are determined via DPV. OOHG-2 

among OOHGs produced exhibited the highest performance with 0.8151 mA/cm2 (815.1 

A/cm2) value at determining CA-125 in serum medium. Moreover, this electrode is found that 

exhibit a wide linear range like a 1-500 ng/mL concentration range. The limit of quantification 

(LOQ) and the lowest of detection (LOD) for the OOHG-2 electrode are calculated as 0.531 

U/mL and 0.265 U/mL (S/N=3), respectively. Further, the CA-125 antigen of the OOHG-2 

electrode in interference results is observed that can be detected with high selectivity. With these 

results, it can be noted that the OOHG-2 electrode holds great hope for detection ovarian cancer 

by electrochemical methods. 
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1. Introduction 

Cancer markers could be proteins, mRNA, DNA, metabolites, 

and they are fabricated either by other tissues or the tumors 

themselves in response to conditions such as inflammation or 

the presence of cancer. Biomarkers may be found in cell lines, 

tissues, or a variety of body fluids such as nipple discharge, 

saliva, urine, and effusions. They are playing an important role 

in the screening of cancers, assessing prognosis, aiding in 

diagnosis, monitoring patients with cancer, and predicting 

response to treatment [1-3]. Biomarkers can be helpful in 

symptomatic patients in diagnosing whether the tumors are 

benign or malignant [4]. The development of strategies such 

as cost-effective, reliable, high-sensitivity monitoring, and 

strong detection for cancer screenings, cancer diseases are of 

great importance especially due to recurrence rates, potential 

lethality, and disease prevalence. Systems that can be 

developed over biomarkers in cancer screening offer great 

potential for early detection of cancer and personalized 

treatment methods [5-7]. 

Ovarian cancer is a gynecological disease with high mortality 

rates that all benign and malignant tumors occur from one of 

the germ cells, epithelial cells, and stromal cells, generally [8]. 

Ovarian cancer is one of the most difficult cancers to detect 

early due to the lack of symptoms, specific signs, and reliable 

screening methods. CA-125, which is a glycoprotein in the 

MUCIN-16 family, normal level in the blood between 0-35 

U/mL, and molecular weight 200 kDa, is the only biomarker 

used in the screening, in the progression of the disease, and in 

the monitoring of relapses for ovarian cancer [9-11]. Distinct 

methods such as  mass spectrometry [12], surface plasmon 

resonance [13], fluorescence [14], and colorimetry [15] have 

been used for the screening of ovarian cancer. While these 

methods have provided some benefits, they have some 

disadvantages such as low sensitivity, complex test 

procedures, and long detection time, which can greatly affect 
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sensitivity [16]. However, the electrochemical sensors (ESs) 

that use voltammetric, amperometric, impedimetric, or 

capacitive signals to characterize antigen and antibody 

binding are particularly promising for use in strong, free-label, 

sensitive, and rapid diagnostic fields [17-19]. Moreover, these 

sensors have superior properties such as low cost, fast 

response, and are easily miniaturized [20-22]. 

Recently, to increase sensitivities and selectivity’s for CA-125 

antigen of the electrochemical sensors (ESs) have been 

studied on materials such OHCOs [23], Ppy nanowire [24], 

CS–PDDA–PB nanoparticles [25], Ag-RGO/CysA-Au NPs 

[26], thionine/CA125/CNF/GCE [27], Au-VBG/BDD [28], 

and benzothiophene derivates [29-32]. In addition, 

Hasanzadeh et al. reported that developed an electrochemical 

sensor for the detection of CA-125 with Cys-AuNPs/ERGO 

probes, and they expressed that this sensor is exhibited high 

sensitivity and good stability to detect CA-125 with 0.1 U/mL 

LOQ value and at a wide concentration range as 0.1-400 U/mL 

linear range [33]. In another study, Zheng et al. reported that 

enhanced the electrochemical sensor with AuNP-PB-PtNP-

PANI hydrogel material to detect CA-125 antigen, and this 

sensor was exhibited high sensitivity for determining CA-125 

with quite a wide linear range among 0.01-5000 U/mL and 

low detection limit as 0.0044 U/mL values [34]. Apart from 

these studies, the features of distinct ESs summarized in the 

literature to detect CA-125 are given in Table 1. 

Table 1. Performances of dissimilar ESs reported in the literature for determining of CA-125 antigen. 

Biomarker Sensor LOD Linear range Ref. 

CA-125 anti-CA125/Au–Thi-CPE 1.8 U/mL 10-30 U/mL [35] 

CA-125 MIP based Au-SPE 0.01 U/mL 0.01-500 U/mL [36] 

CA-125 M-Pt NPs 0.002 U/mL 0.05-20 U/mL [37] 

CA-125 
GCE/FA@H-PANI@CS-HCl/Ab-

Ag@Co3O4 0.25 pg/mL 0.001-25 ng/mL [38] 

CA-125 AgNPs-GQDs/Ab/BSA/Ag 0.01 U/mL 0.01-400 U/mL [39] 

CA-125 Au electrode 5.5 U/mL 10-100 U/mL [40] 

CA-125 MOF-808/CNT 0.0005 ng/mL 0.001-30 ng/mL [41] 

CA-125 ZnO NRs-Au NPs NHs based matrix 2.5 ng/L --- [42] 

CA-125 OOHG-2 0.265 U/mL 1-500 ng/mL  This study 

 

The literature reported that studies were carried out on 

different materials to monitor the level of CA-125 antigen 

with different methods. However, studies on OOHGs weren't 

conducted on the follow-up of cancers. Herein, we enhanced 

an electrochemical sensor (ES) with onion oil-based OOHG's 

(Agar, glycerol, and MBA) for determining at high sensitivity 

and selectivity of CA-125 antigen in serum medium. 

Hydrogels are special kinds of polymers with tremendous 

capacity that can absorb large amounts of water, and these 

have used in many applications in technology and science. In 

particular, hydrogels offer great potential for applications in 

healthcare and diagnostic care due to their biodegradability, 

biocompatibility, and non-toxicity [43-46]. Organo-hydrogels 

can identify as hydrogels formed from synthetic or naturally 

derived molecules with physical or chemical crosslinkers [47-

49]. Onion oil is contained at high concentrations from 3-

((ethyltrisulfanyl)methyl)-3,4-dihydro-2H-thiopyran, 1,3-

dipropyltrisulfane, and 1-methyl-2-propyldisulfane structures, 

and this oil is known properties as antibacterial, antitoxigenic, 

and antidermatophytic [50, 51]. 

2. Materials and Methods 

All materials used in the realization of the measurements and 

the synthesis of OOHGs are given in detail in S1. The 

characterization methods and synthesis phases of OOHGs and 

fabricated steps of ESs with OOHGs have been given in S2 

and S3. In addition, preparation steps of OOHGs for ESs were 

demonstrated in Fig. 1. 
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Figure 1. Measurements and fabricate steps of ES prepared with onion oil-based OOHGs.

Measurements for ES were performed with techniques such as 

EIS, CV, and DPV in potentiostat triple electrode system. CV 

measurements were firstly taken at 50 mV/s scan rate in pH: 

7.4 PBS that contains 5.0 mM Fe(CN)6
3-/4- (prepared solution) 

over OOHGs and OOHG+CA-125s fabricated with CA-125 

(500 ng/mL) for 30 min. OOHG-2+CA-125 electrode were 

exhibited the best activity in measurements taken over 

OOHG+CA-125s. 

Secondary, CV measurements for the best concentration value 

were obtained at 50 mV/s scan rate in pH: 7.4 PBS that 

contains 5.0 mM Fe(CN)6
3-/4- (prepared solution) over OOHG-

2+CA-125s produced with distinct amounts (15000 ng/mL) 

for 30 minutes. 500 ng/mL CA-125 amount value was 

determined as the best amount among concentrations 

prepared. Thirdly, CV measurements for the best incubation 

time were received at 50 mV/s scan rate in prepared solution 

over OOHG-2+CA-125s produced with CA-125 (500 ng/mL) 

during distinct incubation times among 10-90 min at room 

temperature. 30 min incubation time was found as the best 

time for incubation of CA-125 antigen over OOHG-2s. 

To understand electrooxidation reaction between CA-125 

antigen and OOHG-2, CV measurements at varying scan rates 

(5-1000 mV/s) and EIS measurements at varying potentials 

among -0.60.5 V were performed in prepared solution over 

OOHG-2+CA-125s produced with determined conditions (30 

minute and 500 ng/mL CA-125). 

To research properties such as LOD, LOQ, and linear range of 

ES, DPV measurements were taken in prepared solution over 

OOHG-2+CA-125s produced with different CA-125 amounts 

between 0.0015000 ng/mL during 30 minutes. 

The effects on the electrochemical reaction between CA-125 

and OOHG-2 of structure molecules such as ascorbic acid, 

uric acid, dopamine, and glucose that found in serum medium 

were researched via CV technique at 50 mV/s scan rate and 

EIS technique at 0.2 potential in prepared solution+0.1 mM 

Ascorbic acid, prepared solution+2.5 mM Uric acid, prepared 

solution+0.1 mM Dopamine, prepared solution+4.7 mM 

Glucose, respectively. Measurements were performed over 

OOHG-2s and OOHG-2+CA-125s fabricated with 

determined conditions (30 minute and 500 ng/mL CA-125). 

Finally, the effect on electrooxidation reaction among OOHG-

2 and CA-125 antigen of the salts that found in serum medium 

were researched via EIS and CV. CV measurements at 50 

mV/s scan rate and EIS measurements at 0.2 potential were 

performed in artificial and 0.9% isotonic NaCl serums over 

OOHG-2+CA-125 produced with determined conditions (30 

minute and 500 ng/mL CA-125). Artificial serum was 

performed with MgCl2 (1.6 mM), D-glucose (4.7 mM), CaCl2 

(5.0 mM), urea (2.5 mM), and KCl (4.5 mM). 

3. Results and Discussion 

CV measurements that performed in prepared solution at 50 

mV/s scan rate over OOHGs and OOHG+CA-125 to detect 

CA-125 antigen in serum at room temperature were presented 

in Fig. 2. CV results, initially, were obtained over OOHGs 

produced in the absence of CA-125 antigen. Forward and 

backward peaks that express the electrooxidation process 

were not clearly observed, and the current densities on total 

currents were very lowest (Fig. 2a). Secondary, CV results 

were obtained on OOHGs produced by incubating CA-125 

antigen. The maximum current density of OOHG-2 

synthesized with 0.2 mL onion oil was high than the 

maximum current densities of OOHG-1 and OOHG-3 

synthesized with 0.1 mL and 0.3 mL onion oil (Fig 2b). These 
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results show that 0.2 mL is the ideal onion oil amount in the 

OOHGs to can synthesize with the MBA crosslinker for the 

detection of CA-125. OOHG-2+CA-125 was exhibited the 

best electrochemical activity with 0.8151 mA/cm2 (815.1 

A/cm2) at 0.24 V of forward peak and 0.8258 mA/cm2 (825.8 

A/cm2) at -0.31 V of backward peak values (Fig. 2c). 

OOHG-3+CA-125 was shown lowest activity with 0.6461 

mA/cm2 (646.1 A/cm2) at 0.35 V of forward peak and 0.6212 

mA/cm2 (621.2 A/cm2) at -0.38 V of backward peak values 

(Fig. 2b). These results could say that was a higher 

performance than the studies for the detection of CA-125 

antigen [40, 52, 53]. When comparing OOHG-2 and OOHG-

2+CA-125, it can clearly see that OOHG-2 has a high activity 

to the CA-125 antigen (Fig. 2c). 

 

  

 

 

Figure 2. CV results at 50 mV/s scan rate in prepared solution on a) OOHGs without CA-125 antigen, b) OOHG+CA-125s 

produced with determined conditions (30 minute and 500 ng/mL CA-125), and c) OOHG-2 and OOHG-2+CA-125 compare. 

To determine the optimum operating conditions of ES, CV 

measurements were received in prepared solution over 

OOHG-2+CA-125s produced with on distinct CA-125 

concentrations and then distinct incubation times. All results 

are presented in Fig. 3. Concentration measurements were 

performed over OOHG-2+CA-125 produced with varying 

CA-125 amounts among 15000 ng/mL (Fig. 3a). 

Electrooxidation peaks were observed for all concentrations 

ratios. A gradual increase from 1 ng/mL to 500 ng/mL and a 

gradual decrease from 500 ng/mL to 5000 ng/mL were 

observed in maximum current densities. The highest the 

electrochemical activity was obtained on 500 ng/mL with 

513.8 A/cm2 at 0.24 V of forward peak and 506.1 A/cm2 at 

-0.31 V of backward peak values. The incubation times 

measurements were taken over OOHG-2+CA-125 produced 

at varying times between 10-90 minutes (Fig. 3b). The lowest 

electrooxidation peaks were obtained in the measurements 

taken on the OOHG-2+CA-125 produced with 10 min and 90 

min incubation times. The highest activity with 542.0 A/cm2 

at 0.26 of forward peak and 513.3 A/cm2 at -0.32 of 

backward peak values was obtained from OOHG-2+CA-125 

produced with 30 min. As a result, these data show that the 

determined conditions (30 minute and 500 ng/mL CA-125) for 

ES produced with OOHG-2. 
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Figure 3. CV results at 50 mV/s scan rate in prepared solution over a) OOHG-2+CA-125s produced with distinct CA-125 

amounts (15000 ng/mL) for 30 minutes and b) OOHG-2+CA-125s produced with CA-125 (500 ng/mL) for distinct incubation 

times among 10 min and 90 min at room temperature. 

To investigate the electrooxidation process among OOHG-2 

and CA-125 antigen, CV measurements at distinct scan rates 

and EIS measurements at distinct potentials were performed 

in prepared solution. CV results and the Nyquist plots 

obtained from EIS data are given in Fig. 4. OOHG-2+CA-

125s that were used in measurements were produced at 

determined conditions (30 minute and 500 ng/mL CA-125). A 

gradual increase in the maximum current intensity from 5 

mV/s to 1000 mV/s was observed in CV measurements taken 

at varying scan rates (51000 mV/s) (Fig. 4a). This regular 

increase indicates that a diffusion-controlled reaction has 

occurred over the OOHG-2 surface at the presence of CA-125 

antigen. EIS is an electrochemical technique that expresses 

resistance to the flow of alternating current (AC). This 

technique is a powerful measurement method that can be used 

in a wide range of fields such as materials science, biology, 

medicine, and sensors. The Nyquist plots obtained from EIS 

data occurs a semi-circular area showing the charge transfer 

and linear sections, which expresses a diffusion-controlled 

process [54-58]. EIS measurements over OOHG-2+CA-125 

were performed in prepared solution at varying potentials (-

0.60.5 V) (Fig. 4b). When the diameter of the semicircles is 

large, the electron transfer resistance (Rct) is high, and when 

the diameter of the semicircles is small, the electron transfer 

resistance (Rct) is low also [59, 60]. It was seen a linear 

decrease in electron transfer resistance at potentials among -

0.60.2 V, and a linear increase in electron transfer resistance 

at potentials between 0.2 V and 0.5 V. The lowest electron 

transfer resistance was observed on 0.2 potential. 0.2 potential 

was the potential at which the maximum current density was 

seen in the CV results. Therefore, EIS data and CV results are 

in agreement.

 

  
Figure 4. a) CV results at distinct scan rates among 5 mV/s and 1000 mV/s and b) the Nyquist plots of EIS data at distinct 

potentials among -0.6 V and 0.5 V in prepared solution over OOHG-2+CA-125s produced determined conditions (30 minute 

and 500 ng/mL CA-125).  
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Sensitivity of OOHG-2 electrodes produced with varying CA-

125 concentrations for 30 minutes were investigated DPV 

technique. DPV plots that measurements received in prepared 

solution are presented in Figure 5a-c, and the calibration plots 

of concentration ratios vs. maximum current densities 

belonging DPV curves are demonstrated in Fig. 5d-e. As 

clearly seen in Fig. 5a and 5b, it could note that displayed a 

linear relationship among 1-500 ng/mL concentrations, and R2 

of this linear range was calculated as 0.9826. These 

concentration range value are wide a linear range than 

reported in the literature (Table 1). The limit of quantification 

(LOQ) and lowest detection limit (LOD) values for OOHG-2 

electrode produced were determined by receiving 

measurements over 10 blank electrodes without CA-125 

antigen, and these results of measurements are demonstrated 

in Figure 5f. LOD and LOQ values were calculated as 0.265 

U/mL and 0.531 U/mL (S/N=3), respectively. LOD value 

that reckons for OOHG-2 electrode is lower than noticed in 

the literature (Table 1). 
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Figure 5. DPV results at 50 mV amplitude in prepared solution over OOHG-2+CA-125 produced with distinct CA-125 amounts 

among a) 0.001-10 ng/mL, b) 10-500 ng/mL, c) 500-5000 ng/mL during 30 minutes, d-e) the calibration plots of maximum 

current densities vs. concentration ratios, and f) results of 10 blank measurements. 

Interference effects of structure molecules such as glucose, 

urea, dopamine, and ascorbic acid in serum over the 

electrooxidation process among OOHG-2 and CA-125 

antigen were researched in distinct solutions prepared with 

urea, ascorbic acid, D-glucose, and dopamine. Measurements 

were performed with CV technique at 50 mV/s scan rate and 

EIS technique at 0.2 potential over OOHG-2s and OOHG-

2+CA-125s produced at determined conditions (30 minute 

and 500 ng/mL CA-125). CV results and EIS data are 

presented in Fig.6 and Fig. 7, respectively. The 

electrooxidation peaks weren’t seen in CV results that were 

achieved over OOHG-2s without CA-125 antigen (Fig. 6). 

One could see that causes a small increase over the maximum 

current densities of ascorbic acid, urea, and dopamine 

structures (Fig. 6a-c-d). It can be said that the glucose 

structure has almost no effect on the electrooxidation process 

(Fig. 6b). In addition, it was appeared that causes a slight shift 

towards the up field of dopamine structure and towards the 

downfield of the uric acid structure over potential (Fig. 6c-d). 

As a result, these structures may be clearly stated that there 

was no significant effect on the electrooxidation peaks of CA-

125 antigen in CV results. Electron transfer resistances were 

high found according to the presence of CA-125 in the 

Nyquist plots obtained from EIS data at the absence of CA-

125 antigen for all structures (Fig. 7). For all structures were 

no observed a significant difference in electron transfer 

resistances in the presence of CA-125 antigen, these results 

were in agreement with the CV results. All CV and EIS results 

prove that ascorbic acid, uric acid, glucose, and dopamine 

structures do not have any interference effects at the 

electrooxidation of CA-125 on OOHG-2 structure. 
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Figure 6. CV results at 50 mV/s scan rate in a) prepared solution+Ascorbic acid, b) prepared solution+Glucose, c) prepared 

solution+Dopamine, and d) prepared solution+Uric acid over OOHG-2+CA-125 produced with determined conditions (30 

minute and 500 ng/mL CA-125). 

 

  

  
Figure 7. The Nyquist plots of EIS data at 0.2 potential in a) prepared solution+Ascorbic acid, b) prepared solution+Glucose, 

c) prepared solution+Dopamine, and d) prepared solution+Uric acid over OOHG-2+CA-125 produced with determined 

conditions (30 minute and 500 ng/mL CA-125). 
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Finally, the effect over the electrooxidation process among 

OOHG-2 and CA-125 of salts found in serum was examined 

in artificial and 0.9% isotonic NaCl serums via CV at 50 mV/s 

scan rate and EIS at 0.2 potential. OOHG-2+CA-125s that 

used in measurements were produced at determined 

conditions (30 minutes and 500 ng/mL CA-125). Results are 

given in Fig. 8. As clearly seen in Fig. 8a the salts in artificial 

and isotonic serums were found that don’t have important 

effects over the electrooxidation reaction of CA-125. 

Likewise, the electron transfer resistances in these serum 

mediums were found that be very close to each other (Fig. 8b), 

and these data were compatible with CV results. As a result, 

CV results and EIS data prove that do not the effects over the 

electrooxidation process among OOHG-2 and CA-125 of the 

salts that found in serum medium. 

 

 

 

  
Figure 8. a) CV results at 50 mV/s scan rate and b) the Nyquist plots of EIS data at 0.2 potential in artificial and isotonic 

serums over OOHG-2+CA-125 produced with determined conditions (30 minute and 500 ng/mL CA-125). 

4. Conclusions  

In this study, onion oil-basic OOHGs were characterized by 

synthesizing to detect CA-125 in serum. FT-IR results and 

swelling tests were shown that OOHG structures synthesized 

successfully. Then, CA-125 at determined conditions was 

incubated over OOHG structures, and CV measurements were 

performed in the absence and presence of CA-125. While the 

electrooxidation peaks were not observed in measurements 

over OOHGs, Forward and backward peaks were clearly seen 

in measurements over OOHG+CA-125. OOHG-2+CA-125 

among OOHGs prepared was displayed the highest 

performance with 0.8151 mA/cm2 at 0.24 V of forward peak 

and 0.8258 mA/cm2 at -0.31 V of backward peak values. 

Moreover, the linear range, LOD, and LOQ values for OOHG-

2+CA-125 were found as 1-500 ng/mL concentrations (R2 = 

0.9826), 0.265 U/mL, and 0.531 U/mL, respectively. In 

addition, the electrooxidation peak belonging to CA-125 

antigen was observed not affected in interference 

measurements of structures such as ascorbic acid, dopamine, 

glucose, and uric acid that could be found in the blood. These 

results show carries major hope for detecting at high 

sensitivity and selectivity, fast, and reliability of CA-125 in 

serum via electrochemical methods over OOHG-2 structure. 
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A B S T R A C T  A R T I C L E  I N F O   

The sugar beet processing in the sugar production industry releases huge amounts of sugar beet 

pulp, lime residue, and molasses, which can be considered a valuable by-product as a source of 

cellulose, hemicellulose, and pectin. Sugar beet pulp is often used as a high-energy, low-protein 

supplement for ruminants to promote optimal rumen health and increase milk production. 

However, it cannot be used in large quantities and is thrown away, causing environmental 

pollution. Valorizing sugar beet processing wastes via biotechnological approaches into value-

added products is cost-effective and eco-friendly. In this article, recent developments in the 

biotechnological valorization of sugar beet byproducts to produce biofuels, bioethanol, butanol, 

biomass and platform chemicals such as gluconic acid, lactic acid, rhamnolipid biosurfactant, 

and endo-polygalacturonase were reviewed, and the methods provide a way to save the 

environment. Several sugar beet processing plants in the Kyrgyz Republic can offer these 

methods as a roadmap for value-added production. 
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1. Introduction 

Research on sugar's history reveals that sugarcane was 

initially domesticated in Papua New Guinea. From there, it 

spread throughout the Pacific and eventually reached India, 

where crude forms of sugar were produced about 2000 years 

ago. In the mid-18th century, sugar beet was identified as a 

viable alternative source of sugar that could be cultivated in 

temperate regions. [1]. Recently, world sugar production has 

been approximately 160 Mt yearly, with a per capita 

consumption of about 23 kg. The chemical composition of 

commercial sugars produced from cane and beets is sucrose 

(over 99.5% in white crystalline sugar), even though the 

crops differ significantly in climatic requirements and 

photosynthesis pathways [2]. Beet sugar represents only 20% 

of the world’s sugar production, with the other 80% produced 

from sugar cane [3]. Sugar beet (Beta vulgaris) is an 

important crop plant in central Europe for sugar production 

[4]. Due to the climatic conditions of growing sugar beet, it 

is grown more in Europe than in other countries. The 

European Union is the world’s leading beet sugar producer, 

with approximately 50% of the total [3]. In Poland, about 11-

12 x 109 kilograms of sugar beet is used each year to make 

white sugar [5]. As a byproduct of this process, around 5.5 x 

108 kilograms of sugar beet bagasse (pulp) is obtained, along 

with lime residue and molasses which are considered waste 

materials [6]. The technology for producing sugar from beets 

and generated wastes is shown in Fig. 1.  
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Figure 1. Bioconversion of sugar industrial wastes into value-added products. 

Sugar beet pulp (SBP) is a highly fibrous sugar-depleted 

material produced after sugar is extracted from sugar beet [7]. 

SBP contains 20-30% cellulose and 18-36% hemicellulose 

(mainly arabinans), 20-32% pectin, 7-15% protein, and 1-4% 

lignin (dry weight basis) [8]. Pulp is a valuable cattle feed 

and supplies carbohydrates, proteins, and minerals. SBP (in 

dry, pelleted, or ensiled form) is often used as a high-energy, 

low-protein supplementary food for ruminants promoting 

optimum rumen conditions and boosting milk production [9]. 

 

The lime residue is the residual calcium carbonate precipitate 

left after the juice purification process, followed by the 

pressing process. It is a cake-like substance with 

approximately 70% dry substance (almost the same as soil). 

It consists of roughly 80% CaCO3 in its dry substance (DS), 

10% inorganic and insoluble organic compounds, and trace 

elements, such as selenium, zinc, and molybdenum.  

 

Molasses is a thick solution that contains around 50% sucrose 

and 80% DS along with minerals, vitamins, and organic 

compounds. Due to its high sugar content and valuable 

nutrients, it is a popular choice for fermentation processes [7, 

10]. It is commonly used in the animal feed industry, as well 

as in the production of yeast, citric acid, alcohol, rum, and 

pharmaceuticals [7, 11]. 

 

Food wastage has a huge carbon footprint, estimated at 3.3 

billion tonnes of CO2 equivalent to GHG (greenhouse gas) 

released into the atmosphere annually. The total volume of 

water used each year to produce lost or wasted food (250 

km3) is equivalent to the annual flow of Russia's Volga River, 

or three times the volume of Lake Geneva. Similarly, 1.4 

billion hectares of land - 28% of the world's agricultural area 

- is used annually to produce lost or wasted food [12]. In 

terms of sugar production, traditional beet sugar processing 

causes environmental problems mainly due to the elaboration 

of large amounts of pulp, the consumption of large quantities 

of lime (which are transformed into sludge), the production 

of vinasse, and the consumption of energy and water [13]. 

Due to the huge amount of waste in the production of sugar 

from beets, it is of great interest to use it as a raw material for 

producing value-added chemicals such as gluconic acid [14], 

lactic acid [15], 2,3-butanediol [10], endo- polygalacturonase 

[16], rhamnolipid [17], propylene glycol [18], biofuels such 

as butanol [8], hydrogen [19], methane [20], ethanol [21], 

biomass such as microalgae Chlorella [22], single cell 

protein [23, 6] and sugar beet wastes used in the 

immobilization of microorganisms [24].  

 

In the Kyrgyz Republic, beets are the only crop for sugar 

production. It is grown only in the Chui and Talas regions. 

According to the National Statistical Committee of the 

Kyrgyz Republic, the area dedicated to sugar beet cultivation 

decreased in 2022. In the previous year, the republic saw 10.2 

thousand hectares of land sown, while in 2022, this decreased 

to 9.0 thousand hectares, marking an 11.3% decline. Despite 

this, a total of 468.1 thousand tons of sugar beets were 

harvested in 2022, with a yield of 518.1 centners per hectare, 

which is a significant increase of 28% compared to the 

previous year [25]. According to the Ministry of Economy of 

the Kyrgyz Republic, the main volume of sugar beet is 

processed by three enterprises, with an amount of 107.4 

thousand tons in 2022. Unfortunately, the waste produced by 

the sugar industry is not effectively utilized. Currently, sugar 

producers sell fresh pulp to feed farm animals, but it must be 

used within 1-2 days due to its quick deterioration. Any 
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unused pulp is typically buried, leading to soil pollution and 

environmental damage. After a few weeks, the pulp 

undergoes oil fermentation, releasing butyric acid into nearby 

reservoirs. 

This work aims to evaluate the biotechnological methods of 

obtaining value-added products to offer them as a “road map” 

in the utilization of sugar beet wastes in the Kyrgyz Republic. 

2. Valuable chemicals from sugar beet waste 

2.1 Gluconic acid 

Gluconic acid and its salts are highly sought after for use in 

various industries such as pharmaceuticals, food, feed, 

textiles, and leather [26]. There are several methods to obtain 

gluconic acid, with most being chemical-based. However, 

there is increasing interest in fermentation as a preferred 

method for industrial production. In a recent study by Kelleci 

et al. (2022), three fermentation methods were tested: 

submerged, semisolid-state, and solid-state fermentations. 

The results showed that the most efficient method was 

semisolid-state fermentation, producing 0.354 g of gluconic 

acid per g of absolute solid substrate. The substrate used was 

SBP and sugar beet molasses, and it is noteworthy that 

gluconic acid was produced in situ. In addition, the authors 

found that CaCO3 was a suitable neutralizer, and the required 

calcium carbonate can be obtained from the carbonation cake 

resulting from sugar juice treatment [14]. 

2.2 Lactic acid 

Lactic acid and its derivatives, including salts and esters, 

have various applications in the food, polymer, and industrial 

sectors. They are commonly used in beverages, candies, 

meat, sauces, and as monomers for producing PLA, which is 

used to make cups, plates, and utensils. Additionally, lactic 

acid is utilized in metal plating, cosmetics, and the textile and 

leather industries [27]. During the fermentation process, 

lactic acid bacteria produce lactic acid, as demonstrated by a 

recent study that used Lacticaseibacillus paracasei NRRL B-

4564 to produce lactic acid using sugar beet molasses [28]. It 

is worth noting that the MRS medium was modified by 

adding molasses, and the results were promising. The study 

found that waste substrate based on sugar beet molasses 

could substitute for expensive MRS broth as a source of 

nitrogen, vitamins, minerals, and fermentable sugars for the 

growth of LAB and LA production. However, another study 

used granules of SBP to obtain the highest LA concentration 

(30 g L−1) by Lactiplantibacillus plantarum, but 

pretreatment was required [15]. 

2.3 Rhamnolipid biosurfactant 

Biological surface-active agents, also known as 

biosurfactants, are produced by various microorganisms and 

have unique properties such as lowering surface tension, 

increasing solubility of poorly soluble compounds, non-

toxicity, non-allergenicity, and biodegradability [29]. One 

example of biosurfactant is the rhamnolipid, which is 

commonly produced by Pseudomonas aeruginosa. In a study 

by Onbasli and Aslim (2009), the same microorganism was 

used but with sugar beet molasses as a substrate [17]. It was 

found that Pseudomonas spp. can use molasses as a carbon 

source for rhamnolipid production without any pretreatment. 

The molasses was simply diluted with distilled water to the 

required concentration, the pH was adjusted to 7.0, and then 

sterilized in an autoclave. 

 

2.4. Endo-polygalacturonase 

 

It is crucial to note that endo-polygalacturonase (endo-PG), 

an enzyme derived from agroindustrial waste SBP, holds 

immense potential in various industrial applications. This 

enzyme serves as an efficient raw carbon source for breaking 

down industrial waste during urban waste disposal. A recent 

study by authors [16] conducted submerged fermentation 

using A. niger and P. variotii as fermentation agents, with 

SBP being dried and milled as the solitary pretreatment. The 

study demonstrated that SBP is a promising inducer for endo-

PG production. However, it is imperative to test all types of 

fermentation conditions to determine the most effective 

method for producing commercial enzymes while optimizing 

the enzyme production and extraction methods from different 

industrial wastes. The results of this study have significant 

implications in the food, pharmaceutical, and other industrial 

sectors [16]. 

 

2.5 2,3-Butanediol 

 

The chemical 2,3-Butanediol shows promise as a versatile 

substance with various potential uses such as in the 

production of printing inks, perfumes, synthetic rubber, 

fumigants, antifreeze agents, fuel additives, food products, 

and pharmaceuticals [30]. Recently, researchers [10] 

obtained 2,3-Butanediol through fermentation using Bacillus 

amyloliquefaciens TUL 308. The study found that sugar beet 

molasses was the most suitable carbon source for the 

synthesis of 2,3-Butanediol by the tested strain. This carbon 

source is not only cost-effective but also requires no pre-

treatment before use. 

3. Biofuels 

3.1  Butanol 

 

The relevance of biofuel has increased significantly in recent 

times due to the depletion of fossil fuel sources and their 

negative impact on the environment. In the current century, 

there is a growing interest in waste management and research 

on converting waste to green energy [31]. As a result, there 

is a need for crude oil that is environmentally friendly and 

provides energy similar to conventional diesel. Butanol is a 

liquid fuel that is considered a green energy and offers 

several advantages over ethanol, including an energy value 

similar to gasoline, lower corrosiveness, low vapor pressure, 

lower miscibility with water, high flash point, and easy 

transportation through existing pipelines. Additionally, it can 
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reduce hydrocarbon emissions by 95% and nitrogen oxides 

by 37% [8]. Butanol has the potential to address some of the 

infrastructure problems related to fuel cell use and can be 

dispersed through existing pipelines and filling stations. It 

offers a safer fuel with more hydrogen, making it a promising 

alternative energy source [32]. Table 1 displays the results of 

a study conducted by the authors [8], who used acetone-

butanol-ethanol (ABE) fermentation to produce butanol. This 

process produces acetone, butanol, and ethanol in a 3:6:1 

ratio, with butanol being the main product. The feedstock 

used for ABE fermentation was SBP and Clostridium 

beijerinckii. The scientists highlighted the significance of 

pretreatment and compared various methods such as dilute 

sulfuric acid pretreatment, autohydrolysis pretreatment at pH 

4, and enzymatic hydrolysis. Autohydrolysis at pH 4 (120°C, 

6% SBP (w/w), 5 minutes) was found to be the most effective 

pretreatment for enhancing overall sugar release yields in 

enzymatic hydrolysis and acetone and butanol yields in the 

fermentation process. It has advantages over conventional 

dilute acid pretreatment, such as higher solid recoveries, no 

washing needs, and lower use of chemicals. The authors 

claim that overall yields of 143.2 g ABE/kg SBP (62.3 g 

acetone and 80.9 g butanol) can be achieved.  

 

3.2 Hydrogen 

 

Hydrogen is a valuable commodity in various industries due 

to its versatility. It is not only highly efficient but also an eco-

friendly fuel. When hydrogen is burned, it does not emit 

greenhouse gases, ozone-depleting chemicals, acid rain 

components, or any pollutants [33]. Moreover, it is often 

suggested as a safe fuel since it only produces water upon 

combustion [34]. In a study by authors [19], single-stage 

photofermentation was applied under anaerobic conditions 

using sugar beet molasses and Rhodobacter capsulatus JP91 

as inoculum. Without any pretreatment, beet molasses 

yielded 10.5 mol H2/mol sucrose, as shown in Table 1. 

Although two-stage systems were previously deemed the 

most efficient for hydrogen production, this paper carried out 

single-stage photofermentation, which saves space and 

energy. The single-stage system also produces more 

hydrogen at a low sugar concentration of 1 g sugar/L, which 

makes up for any deficiency in hydrogen production. 

 

3.3 Methane 

 

Organic waste, such as sugar beet wastes, can be effectively 

utilized for biogas production through anaerobic digestion. 

This process is currently the primary method for obtaining 

gas from organic waste. Anaerobic digestion occurs naturally 

in various environments, such as marshes, bogs, landfills, and 

dedicated digesters. It involves the conversion of organic 

waste into a combustible biogas, which can be used as a 

boiler or motor fuel, or even upgraded to pipeline quality 

[35]. Researchers have analyzed various scientific papers on 

sugar production waste and discovered positive outcomes. 

One study [36] examined the co-digestion of waste with SBP 

and wastewater using anaerobic seed culture from a 

municipal wastewater treatment plant as inoculum. The 

addition of wastewater led to an increase in methane 

production rate for the beet pulp, rather than an increase in 

ultimate biodegradability. Additionally, the wastewater 

replaced fresh water typically used as a diluent for pulp 

digestion. It's important to note that pretreatment is crucial 

for anaerobic digestion, which was also addressed in this 

study. This involved physically treating or cleaning the 

wastewater and drying and crushing the beet pulp. It's worth 

noting that not only is beet pulp utilized, which is typically 

used for animal feed, but also wastewater from sugar 

production that is often discarded. This helps save on the 

fresh water needed for fermentation. In a similar study, other 

experts [20] incorporated sugar beet waste as an extra carbon 

source in anaerobic co-digestors with cow and pig manure. It 

was found that the co-digestion with manure significantly 

reduced the inhibitory effect of volatile fatty acids at high 

organic loading rates, leading to a 70% and 31% increase in 

methane production for pig and cow manure co-digestion, 

respectively, compared to individual digestion of sugar beet 

byproducts. 

 

3.4 Bioethanol 

Bioethanol is a renewable biofuel made from various 

biomass materials that can be used as a sole fuel source or 

partial substitute for fossil fuels. Bioethanol production from 

agro-industrial byproducts, residues, and wastes is one 

example of sustainable energy production [21, 37]. Several 

studies have explored the production of bioethanol and 

identified effective processing methods. Dilute acid 

pretreatment, for instance, has been found to significantly 

improve the enzymatic hydrolysis and ethanol yield of SBP. 

Under the optimum conditions, the ethanol yield from 

pretreated SBP in a simultaneous saccharification and 

fermentation process using Escherichia coli KO11 was 0.4 g 

ethanol/g dry matter [21]. Additionally, ensiling SBP has 

been shown to increase its reducing sugar yield upon 

enzymatic hydrolysis, but it requires water washing. Authors 

report that ensiled SBP does not require sterilization for 

fermentation with E. coli KO11, and washing it decreases 

ethanol yield. This suggests that ensilage could be a useful 

method for storing and pretreating biomass to enhance 

biofuel yield [38]. In another study, researchers found that 

the liquid fraction obtained from the hydrolysis of SBP could 

be subjected to alcoholic fermentation, while the remaining 

solid residue and stillage were used for methane or hydrogen 

production [39]. Bioethanol fermentation using the coculture 

of Saccharomyces cerevisiae Ethanol Red and 

Scheffersomyces stipitis LOCK0047 resulted in 12.6 g/L 

ethanol, as shown in Table 1. The largest hydrogen yield (252 

dm3 H2/kg VS) was achieved with sugar beet stillage (SBS) 

that underwent thermal pretreatment and had its inoculum pH 

adjusted, and the maximum methane yield was 444 dm3 

CH4/kg volatile solids (VS). As a result, the stillage obtained 

after alcoholic fermentation was not discarded but used as a 

raw material for the production of methane or hydrogen, 

making this process economically viable and 

environmentally friendly.  

http://www.journals.manas.edu.kg/


A. Makambai kyzy, A. Mazhitova / MANAS Journal of Engineering 11 (1) (2023) 136-144 140 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 

 

4. Biomass production 

4.1 Microalgae Chlorella 

The cultivation of Chlorella for producing biomass and 

derivative products is an industrial activity that has already 

been established commercially in several countries. The 

interest in these microalgae is due to their rapid growth and 

simple life cycles, allowing in-depth studies of their 

mechanisms and use as a food substitute in terms of their high 

protein, carotenoid, vitamin, and mineral contents [40]. 

Chlorella has a high protein content (58 g/100g) compared 

with wheat (13 g/100 g), chicken (24 g/100 g) and fish (18-

24 g/100 g) [41]. Wang et al. (2019) conducted a study where 

they utilized SBP as an illustration of lignocellulosic 

biomass. This biomass was nonairtightly fermented with 

digested dairy manure to offer additional organic carbon 

sources for microalgae cultivation [22]. Additionally, the 

authors reported that Chlorella cultured in the 3-fold diluted 

hydrolysate demonstrated the best growth and nutrient 

reduction performance, in which case the final biomass 

density reached 2.17 g/L.  

 

4.2 Single-cell protein 

 

After distilling beet molasses to make alcohol, a dark brown 

liquid called vinasse is produced. This liquid is high in 

organic matter and salt content, making it difficult to dispose 

of and environmentally concerning [42, 23]. Unlike other 

sugar production wastes, beet vinasse is not often suitable for 

further processing. However, researchers have found that 

beet vinasse obtained after fermentation can be used to 

produce valuable single-cell protein and Spirulina platensis 

biomass. Single-cell protein is a type of protein extracted 

from cultivated microbial biomass that can be used to 

supplement diets by replacing costly conventional protein 

sources like soymeal and fishmeal [43]. In a study conducted 

by Coca et al. (2015), beet vinasse was used to supplement a 

mineral medium in a vertical airlift photobioreactor [23]. . 

The researchers noted that betaine, a nitrogenous compound 

found in beet vinasse, was completely removed from the 

broth due to its utilization as a nutrient source by the 

microalgae. Adding 1 g L−1 vinasse to the mineral medium 

significantly increased biomass and protein productivity 

compared to an unsupplemented medium. In another study, 

researchers [6] utilized SBP as a substrate for fed-batch 

cultivation of C. tropicalis to convert it into SCP. However, 

they highlighted the significance of pretreatment to ensure 

the culture is abundant in valuable components. The resulting 

biomass had a protein content of 52.3% of DM, indicating 

that SBP can be effectively utilized to produce yeast biomass 

that contains noteworthy amounts of SCP. 

 

4.3 Immobilization agent 

Cell immobilization refers to the process of preventing cells 

from moving either naturally or artificially [44]. This 

technique can be utilized to produce various value-added 

products, including biopharmaceuticals, bioplastics, biofuels, 

and bioremediation. Additionally, it can be employed in the 

development of biological biosensors for tissue regeneration 

in the medical field [45]. In a study on bioethanol production, 

Saccharomyces cerevisiae was immobilized using SBP [24]. 

The researchers found that this method enabled the rational 

use of intermediates and byproducts of sugar beet processing, 

contributing to the zero-waste goal. They achieved a 

maximum ethanol yield of 0.446 ± 0.017 g/g, with beet thick 

juice being the best substrate for ethanol production, 

requiring no nutrient supplementation. Autoclaving proved 

the supports to be both mechanically and chemically stable. 

The researchers confirmed that SBP was an ideal material for 

immobilizing S. cerevisiae due to its porosity, high water 

swelling capacity, biocompatibility, and high cell retention 

capacity. The immobilization method was deemed 

inexpensive, simple, and easy, with the exploited dried SBP 

supported with immobilized yeast cells potentially serving as 

a protein-enriched complement for animal feed. In a recent 

study [46], researchers explored a method for immobilizing 

Leuconostoc mesenteroides T3 using SBP, while utilizing 

beet molasses as a nutrient source for dextransucrase 

production. Dextransucrase (DS) enzymes, primarily 

secreted by Leuconostoc, Streptococcus, and Lactobacillus 

species, synthesize the majority of dextrans in nature [47]. 

The authors of the study [46] found that immobilizing the 

cells onto SBP enhances DS production. The results of the 

repeated batch fermentation experiment with Lc. 

mesenteroides T3 immobilized onto the SBP-NaOH carrier 

showed that four subsequent cycles could be performed with 

immobilized cells, until the productivity decreased by 

approximately 60%. 

5 Conclusions 

The field of biotechnology has gained prominence for its 

ability to extract valuable products from waste materials. In 

Europe, where there is a high volume of sugar production, 

sugar factories have found ways to recycle their waste as 

substrates, resulting in the creation of valuable products and 

energy. Various studies have integrated different types of 

agro-waste into a biorefining process, with sugar beet waste 

playing a crucial role as a carbon source. It's important to note 

that pretreatment is essential, but it's not always necessary, 

depending on the desired outcome. These findings 

demonstrate that seemingly useless sugar waste can be 

transformed into valuable products like biofuels, chemicals, 

immobilization agents, and biomass. These solutions can be 

implemented in sugar factories across the Kyrgyz Republic.
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Table 1. List of some value-added products using sugar beet byproducts as a fermentation substrate. 

 

Sugar beet wastes Pretreatment Pretreatment process Method Microorganism/Inoculum 
Obtained value-

added product 
Ref. 

Sugar beet molasses No  Fermentation/three batch cultures Bacillus amyloliquefaciens TUL 308 2,3-butanediol [10] 

SBP Yes Drying and milling to a powder 
Submerged fermentation (static 

culture) 
Aspergillus niger, Paecilomyces variotii 

Endo- 

polygalacturonase 
[16] 

Sugar beet 

molases/distillery 

stillage 

No 
Sugar beet molasses were used as 

modified MRS media 

Batch cultures, with shaking and 

under anaerobic conditions 

Lacticaseibacillus paracasei NRRL B-

4564 
Lactic acid [28] 

SBP/sugar beet 

molasses 
Yes Drying Semisolid state fermentation Aspergillus niger NRRL-3 Gluconic acid [14] 

Sugar beet molasses No  Fermentation in flasks Pseudomonas spp. 
Rhamnolipid 

biosurfactant 
[17] 

Sugar-beet pulp Yes 
Autohydrolysis at pH 4 (120 °C, 

6% SBP (w/w), 5 minutes) 

ABE fermentation (anaerobic 

fermentation) 
Clostridium beijerinckii Acetone, butanol [8] 

Sugar beet molasses No  
Single stage photofermentation 

(anaerobic conditions) 
Rhodobacter capsulatus JP91 Hydrogen [19] 

SBP, sugar beet 

molasses 
No  Anaerobic codigestion 

Inoc1-municipal solid waste, Inoc2- the 

effluent from the reactor of single 

digestion 

Methane [20] 

SBP, wastewater Yes 
Physical pretreatment/SBP was 

dried and homogenized to powder 
Anaerobic mesophilic codigestion 

Anaerobic seed culture from the 

municipal wastewater treatment plant 
Methane [36] 

SBP Yes 
Dilute acid pretreatment and 

Enzymatic hydrolysis 
SSF (solid-state fermentation) E. coli KO11 Fuel ethanol [21] 

SBP Yes Enzymatically depolymerization 
Bioethanol fermentation, anaerobic 

digestion, dark fermentation 

Saccharomyces cerevisiae Ethanol Red, 

and Scheffersomyces stipitis/Sewage 

sludge 

Bioethanol, 

methane, hydrogen 
[39] 

SBP Yes Anaerobic digestion dairy manure Nonairtight fermentation Chlorella seeds Chlorella [22] 

Sugar beet vinasse No  
Fermentation in a vertical airlift 

tubular photobioreactor 
Spirulina platensis Single cell protein [23] 

SBP Yes Enzymatic hydrolysis Fed-batch cultivation Candida tropicalis LOCK 0007 Single cell protein [6] 

SBP Yes Drying Repeated batch ethanol fermentation Saccharomyces cerivisiae Bioethanol [24] 

SBP/sugar beet 

molasses 
Yes 

Alkaline pretreatment with NaOH 

of SBP 
Fermentation in Erlenmeyer flasks Leuconostoc mesenteroides T3 

Dextransucrase 

(DS) 
[46] 

http://www.journals.manas.edu.kg/


A. Makambai kyzy, A. Mazhitova / MANAS Journal of Engineering 11 (1) (2023) 136-144 142 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 

 

References  

[1]. Cheesman O. D., “History of sugar production”, in 

Environmental Impacts of Sugar Production the 

Cultivation and Processing of Sugarcane and Sugar 

Beet. Cambridge, MA: CABI, 2004, pp. 2.  

[2]. Biancardi E., “Sugar beet”, in Root and tuber crops, 

McGrath J. M., Panella L. W., Lewellen R. T., 

Stevanato, P., 1st ed. New York: Springer, 2010, pp. 

173-219. 

[3]. European Commission, "Agriculture and rural 

development," in Crop productions and plant-based 

products: https://agriculture.ec.europa.eu/farming/crop-

productions-and-plant-based-products/sugar_en 

[4]. Lange C., Holtgräwe D., Schulz B., Weisshaar B., 

Himmelbauer, H., “Construction and characterization of 

a sugar beet (Beta vulgaris) fosmid library”, Genome, 51 

(2008), pp. 948-951. 

[5]. FAO statistical database: Sugar beet production in 

Poland in 2012 

[6]. Patelski P., Berlowska J., Dziugan P., Pielech-

Przybylska K., Balcerek M., Dziekonska U., 

Kalinowska H., “Utilization of sugar beet bagasse for 

the biosynthesis of yeast SCP”, Journal of Food 

Engineering, 167 (2015), pp. 32-37.  

[7]. FAO Investment Centre Division, “Sugar Beet White 

Sugar”. Rome, Italy: Agribusiness handbook, 2009, pp. 

9-14. 

[8]. Bellido C., Infante C., Coca M., González-Benito G., 

Lucas S., García-Cubero M. T., “Efficient acetone–

butanol–ethanol production by Clostridium beijerinckii 

from sugar beet pulp”, Bioresource technology, 190 

(2015), pp. 332-338. 

[9]. Habeeb A. A. M., Gad A. E., El-Tarabany A. A., 

Mustafa M. M., Atta M. A. A., “Using of sugar beet pulp 

by-product in farm animals feeding”,  International 

Journal of Scientific Research in Science and 

Technology, 3 (2017), pp. 107-120. 

[10]. Sikora B., Kubik C., Kalinowska H., Gromek E., 

Białkowska A., Jędrzejczak-Krzepkowska M., 

Turkiewicz M., “Application of byproducts from food 

processing for production of 2,3-butanediol using 

Bacillus amyloliquefaciens TUL 308”, Preparative 

Biochemistry and Biotechnology, 46 (2016), pp. 610-

619. 

[11]. Duraisam R., Salelgn K., Berekete, A. K.,  “Production 

of beet sugar and bioethanol from sugar beet and it 

bagasse: a review”, International Journal of Engineering 

Trends and Technology, 43(2017), pp. 222-233. 

[12]. FAO, ”Food wastage footprint Impacts on natural 

resources”, Summary report, 2013, 

https://www.fao.org/news/story/en/item/196402/icode/ 

[13]. Vaccari G., Tamburini E., Sgualdino G., Urbaniec K., 

Klemeš J., “Overview of the environmental problems in 

beet sugar processing: possible solutions”, Journal of 

Cleaner Production, 13 (2005), pp. 499-507. 

[14]. Kelleci K., Altundoğan H. S., Tanyıldızı M. Ş., 

“Valorization of Beet-Processing Sugar Factory by-

Products for in situ Gluconic Acid Production by using 

Aspergillus Niger Fermentation”, Sugar Tech (2022), 

pp. 410–421.  

[15]. Marzo C., Díaz A. B., Caro I., & Blandino A., 

”Valorization of fungal hydrolysates of exhausted sugar 

beet pulp for lactic acid production”, Journal of the 

Science of Food and Agriculture, 101(2021), pp. 4108-

4117. 

[16]. Almowallad S. A., Aljobair M. O., Alkuraieef A. N., 

Aljahani A. H., Alsuhaibani A. M., Alsayadi M. M., 

“Utilization of agro-industrial orange peel and sugar 

beet pulp wastes for fungal endo-polygalacturonase 

production”,  Saudi Journal of Biological Sciences, 

29(2022), pp. 963-969. 

[17]. Onbasli D., Aslim B., “Biosurfactant production in sugar 

beet molasses by some Pseudomonas spp.”, Journal of 

Environmental Biology, 30 (2009), pp. 161-163. 

[18]. Berlowska J., Binczarski M., Dudkiewicz M., 

Kalinowska H., Witonska I. A., Stanishevsky A. V., “A 

low-cost method for obtaining high-value biobased 

propylene glycol from sugar beet pulp”, RSC Advances, 

5 (2015), pp. 2299-2304. 

[19]. Keskin T., Hallenbeck P. C., “Hydrogen production 

from sugar industry wastes using single-stage 

photofermentation”, Bioresource Technology, 112 

(2012), pp. 131-136. 

[20]. Aboudi K., Gómez-Quiroga X., Álvarez-Gallego C. J., 

Romero-García L. I., “Insights into anaerobic 

codigestion of lignocellulosic biomass (sugar beet 

byproducts) and animal manure in long-term 

semicontinuous assays”, Applied Sciences, 10 (2020), 

pp. 5126. 

[21]. Zheng Y., Lee C., Yu C., Cheng Y. S., Zhang R., Jenkins 

B. M., VanderGheynst, J. S., “Dilute acid pretreatment 

and fermentation of sugar beet pulp to ethanol”,  Applied 

Energy, 105 (2013), pp. 1-7. 

http://www.journals.manas.edu.kg/
https://www.fao.org/news/story/en/item/196402/icode/


A. Makambai kyzy, A. Mazhitova / MANAS Journal of Engineering 11 (1) (2023) 136-144 143 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 

 

[22]. Wang L., Chen L., Wu S. X., Ye J., “Nonairtight 

fermentation of sugar beet pulp with anaerobically 

digested dairy manure to provide acid-rich hydrolysate 

for mixotrophic microalgae cultivation”, Bioresource 

technology, 278 (2019), pp. 175-179. 

[23]. Coca M., Barrocal V. M., Lucas S., González-Benito G., 

García-Cubero M. T., “Protein production in Spirulina 

platensis biomass using beet vinasse-supplemented 

culture media”, Food and Bioproducts Processing, 94 

(2015), pp. 306-312. 

[24]. Vučurović V. M., Razmovski R. N. (2012). “Sugar beet 

pulp as support for Saccharomyces cerivisiae 

immobilization in bioethanol production”, Industrial 

Crops and Products, 39 (2012), pp. 128-134. 

[25]. Retrieved May 31, 2023, from http://stat.kg/ 

 

[26]. Прахова М. С., Выборнова Т. В., Шарова, Н. Ю., 

“Биосинтез лимонной и глюконовой кислот 

микромицетом Aspergillus niger”, Сборник: Научное 

обеспечение инновационных технологий 

производства и хранения сельскохозяйственной и 

пищевой продукции, (2014), стр. 94-98. / Praxova M. 

S., Vjbornova T. V., SHarova, N. YU., “Biosintez 

limonnoy i glükonovoy kislot mikromicetom 

Aspergillusniger”, Sbornik: Nauchnoe obespechenie 

innovacionnjx texnologiy proizvodstva i xraneniq 

sel'skoxozqystvennoy i piwevoy produkcii, (2014), str. 

94-98. 

[27]. Chahal S. P., Starr J. N., “Lactic acid”, Ullmann's 

encyclopedia of industrial chemistry, 20 (2000), pp. 

219-225. 

[28]. Mladenović D. D., Djukić‐Vuković A. P., Kocić‐

Tanackov S. D., Pejin J. D., Mojović, L. V., “Lactic acid 

production on a combined distillery stillage and sugar 

beet molasses substrate”, Journal of Chemical 

Technology & Biotechnology, 91(2016), pp. 2474-

2479. 

[29]. Helmy Q., Gustiani S., Mustikawati A. T., “Application 

of rhamnolipid biosurfactant for biodetergent 

formulation”, in IOP Conference Series: Materials 

Science and Engineering (Vol. 823, No. 1, p. 012014), 

2020, April, pp. 1-7. 

[30]. Białkowska A. M., “Strategies for efficient and 

economical 2,3-butanediol production: new trends in 

this field”,  World Journal of Microbiology and 

Biotechnology, 32 (2016), pp. 1-14. 

[31]. Sen B., Aravind J., Kanmani P., Lay C. H.,  “State of the 

art and future concept of food waste fermentation to 

bioenergy”, Renewable and Sustainable Energy 

Reviews, 53 (2016), pp. 547-557. 

[32]. Huang W. C., Ramey D. E., Yang, S. T., “Continuous 

production of butanol by Clostridium acetobutylicum 

immobilized in a fibrous bed bioreactor”, Applied 

Biochemistry and Biotechnology, 115 (2004), pp. 887-

898. 

[33]. Zhu G., Liu C., Li J., Ren N., Liu L., Huang, X., 

“Fermentative hydrogen production from beet sugar 

factory wastewater treatment in a continuous stirred tank 

reactor using anaerobic mixed consortia”, Frontiers of 

Environmental Science & Engineering, 7(2013), pp. 

143-150. 

[34]. Nandi R., Sengupta S., “Microbial production of 

hydrogen: an overview”, Critical reviews in 

microbiology, 24(1998), pp. 61-84. 

[35]. Buekens A., “Energy recovery from residual waste by 

means of anaerobic digestion technologies”,  

In Conference: “The future of residual waste 

management in Europe”, 2005, November, pp. 17-18. 

[36]. Alkaya E., Demirer, G. N., “Anaerobic mesophilic 

codigestion of sugar-beet processing wastewater and 

beet-pulp in batch reactors”, Renewable Energy, 36 

(2011), pp. 971-975. 

[37]. Vučurović D., Bajić B., Vučurović V., Jevtić-Mučibabić 

R., & Dodić, S., “Bioethanol Production from Spent 

Sugar Beet Pulp—Process Modeling and Cost 

Analysis”, MDPI, Fermentation, 8 (2022), pp. 114. 

[38]. Zheng Y., Yu C., Cheng Y. S., Lee C., Simmons C. W., 

Dooley T. M., VanderGheynst J. S., “Integrating sugar 

beet pulp storage, hydrolysis and fermentation for fuel 

ethanol production”, Applied Energy, 93 (2012), pp. 

168-175. 

[39]. Berlowska J., Pielech-Przybylska K., Balcerek M., 

Cieciura W., Borowski S., Kregiel D., “Integrated 

bioethanol fermentation/anaerobic digestion for 

valorization of sugar beet pulp”,  Energies, 10 (2017), 

pp. 1255. 

[40]. Silva J., Alves C., Pinteus S., Reboleira J., Pedrosa R., 

Bernardino S., “Chlorella”, in Nonvitamin and 

nonmineral nutritional supplements, Academic Press, 

(2019), pp. 187-193.  

[41]. Katiyar R., Gurjar B. R., Biswas S., Pruthi V., Kumar 

N., Kumar, P., “Microalgae: an emerging source of 

energy based bioproducts and a solution for 

environmental issues”, Renewable and Sustainable 

Energy Reviews, 72 (2017), pp. 1083-1093. 

http://www.journals.manas.edu.kg/
http://stat.kg/


A. Makambai kyzy, A. Mazhitova / MANAS Journal of Engineering 11 (1) (2023) 136-144 144 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 

 

[42]. Madejón E., López R., Murillo J. M., Cabrera F., 

“Agricultural use of three (sugar-beet) vinasse 

composts: effect on crops and chemical properties of a 

Cambisol soil in the Guadalquivir river valley (SW 

Spain)”,  Agriculture, ecosystems & environment, 84 

(2001), pp. 55-65. 

[43]. Ravindra P., “Value-added food: Single cell 

protein”, Biotechnology advances, 18 (2000), pp. 459-

479. 

[44]. Tampion J., Tampion M. D., “Immobilized cells: 

principles and applications”, Cambridge University 

Press, 5, (1987), pp. 1. 

[45]. Lapponi M. J., Méndez M. B., Trelles J. A., Rivero C. 

W., “Cell immobilization strategies for 

biotransformations”. Current Opinion in Green and 

Sustainable Chemistry, 33 (2022), pp. 100565. 

[46]. Miljković M. G., Davidović S. Z., Carević M. B., 

Veljović Đ. N., Mladenović D. D., Rajilić-Stojanović M. 

D., Dimitrijević-Branković S. I., “Sugar beet pulp as 

Leuconostoc mesenteroides T3 support for enhanced 

dextransucrase production on molasses”, Applied 

biochemistry and biotechnology, 180 (2016), pp. 1016-

1027. 

[47]. Naessens M., Cerdobbel A. N., Soetaert W., Vandamme 

E. J., “Leuconostoc dextransucrase and dextran: 

production, properties and applications”, Journal of 

Chemical Technology & Biotechnology: International 

Research in Process, Environmental & Clean 

Technology, 80 (2005), pp. 845-860. 

 

http://www.journals.manas.edu.kg/


 

MANAS Journal of Engineering 
ISSN 1694-7398 | e-ISSN 1694-7398 

 MJEN Volume 11, Issue 1, (2023) Pages 145-153 

https://doi.org/10.51354/mjen.1288413 
 

   

 MJEN  MANAS Journal of Engineering, Volume 11 (Issue 1) © 2023 www.journals.manas.edu.kg 
 

 

Antibiotic residuals removal via novel fabricated hydrogel from 2-

hydroxyethyl methacrylate and sodium methacrylate 

Urmat Zholdoshbek uulu1,*, Sinan Akgol2,  Nahit Aktas1 

1 Kyrgyz-Turkish Manas University, Faculty of Engineering, Department of Chemical Engineering, Bishkek, 

Kyrgyzstan, 2151y05003@manas.edu.kg, ORCID: 0009-0007-2219-8870 

2 Ege University, Faculty of Science, Department of Biochemistry, Izmir, Turkey.   

A B S T R A C T  A R T I C L E  I N F O   

In this study, poly(2-hydroxyethyl-sodium methacrylate) (p(HEMA-SMA)) hydrogels were 

synthesized as a novel adsorbent to remove antibiotic residues from environmental samples. 

[p(HEMA-SMA)] co-polymers were synthesized by the free radical photopolymerization 

method. Synthesized hydrogels were characterized by different methods such as Fourier-

transform infrared spectroscopy (FTIR), elemental and scanning electron microscope (SEM), 

and surface area calculations. The average size surface area of the synthesized hydrogels were 

1.515 µm. Penicillin G (Pen. G) was used as the sample antibiotic for the adsorption process. 

The absorption of the drugs was studied under different environmental conditions. Medium pH, 

temperature, and hydrogel concentration were varied to achieve the highest absorption. The 

specific adsorption value (Qmax) of p(HEMA-SMA) copolymers was found 303.03mg/g for 

Penicillin G at the 0,35 mg/mL of initial Pen. G concentration. In conclusion, we suggest a novel  

microstructure, selective, low-cost adsorption polymeric material for the removal of Pen. G as 

the template antibiotic. 

Technical Brief 

Received: 28.04.2023 

Accepted: 23.05.2023 

Keywords:  
removal of penicillin G,  

copolymer,  

sorption isotherm 

 

*Сorresponding Author  

 

1. Introduction 

Antibiotics are secondary metabolites or semi-synthetic or 

synthetic derivatives that can inhibit or kill pathogenic 

microorganisms. According to the classification based on their 

chemical structure, β-lactam antibiotics, macrolides, 

aminoglycoside, and tetracycline are the four main antibiotic 

groups. β-lactam antibiotics are the most extensively used for 

antibacterial activity with low side effects. β-lactam 

antibiotics involve in carbapenem, Pen.G, monobactams, 

andcephalosporins. β-lactam antibiotics have a common ring 

structure  [16].  

 

Pen. G  is one of the most commonly used β-lactam 

antibiotics, which is used effectively for the prevention and 

treatment of bacterial infection. The versatility of Pen. G has 

made it a choice for many applications, including agriculture 

and human health. However, the widespread use of antibiotics 

in animal husbandry may lead to residues in food which can 

stimulate allergic reactions in some hypersensitive individuals 

[17][25].  

 

Antibiotics are rapidly losing their potency due to overuse or 

wrong use in human and animal health, known as antibiotic 

resistance. There are three major mechanisms in bacteria that 

make themselves resistant to β-lactam antibiotics. The first 

mechanism of β-lactam resistance is the production of β-

lactamase which degrades β-lactam antibiotics before they 

reach the targets. The third mechanism is to prevent the β-

lactam antibiotic from reaching the target by altering the 

permeability of the outer membrane or increasing the efflux 

pump activity [16]. Antibiotics were used as antimicrobial 

drug and as a result of unnecessary, wrong, and excessive 

antibiotic using, through the pharmaceutical companies, 

hospitals, and municipal waste, many antibiotics waste passes 

the environment and water [6]. Antibiotic residues in 

environment may also be responsible for the increase of the 

risk of development and spread of antibiotic resistance, posing 

a potential threat to public health, since they can be released 

into the environment after their application [14]. Therefore, it 

is important to minimize the inappropriate use of antibiotics 

and to detect the antibiotic residues in wastewater, and animal 

products such as milk, meat, and eggs [20]. 

 

In recent years, antibiotics have been detected in the effluent 

of pharmaceutical companies and hospitals, municipal 

wastewater, surface water, and groundwater. For the 
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determination of samples, liquid and mass chromatograhy 

techniques are frequently used [11][22]. In order to protect the 

public health, a rapid, accurate, and specific method is 

requested for the isolation and determination of penicillin G in 

food such as milk and environmental water [19][23][1]. 

 

In the current study, microstructure, selective, lowcost 

molecularly adsorption polymeric systems were produced 

using Pen.G as a template molecule for leading to improved 

away from the antibiotics. Firstly, Pen.G adsorption poly (2-

hydroxyethyl methacrylate-sodium methacrylate) hydrogels  

were prepared by photopolymerization  method. 

 

Fourier-transform infrared spectroscopy (FTIR), elemental 

analysis, scanning electron microscopy (SEM), and surface 

area calculations were used for the characterization of 

hydrogels. Optimization studies of penicillin G adsorption on 

p(HEMA-SMA) hydrogels was investigated at different 

conditions and adsorption isotherms were calculated. 

Selectivity, specificity, and reusability studies were 

performed. According to all those interrelationships, we 

aimed to develop a nanomaterial that can be used for several 

purpose such as determination, purification and removal of 

Pen. G. 

2. Materials and method 

2.1. Materials  

Pen.G, was obtained from biochemistry department at Ege 

University. In addition, 2-hydroxyethyl methacrylate 

(HEMA), sodium methacrylate (SMA) ethylene glycol di-

methacrylate (EGDMA), 2,2-Dimethoxy-2-phenylacetone-

phenone (DMPA) and other chemicals were obtained from 

Sigma Chemical Co (st.louis, USA). 

2.2. Synthesis p(HEMA-SMA) copolymer. 

Prior to the polymerization process, the template HEMA (2.5 

mL), SMA (100 mg in 2 mL DW), and EGDMA (0.1 mL) 

were mixed in 50 mL bottom flat flaks for 5 min. Then, 5.4 

mL of DMPA(25 mg) solution added the mixture as the 

initiator in the beaker to initiate the polymerization reaction. 

The flask was kept under the ultraviolet and polymer 

formation was observed in 3-5 min [15]. 

 

The prepared hydrogels were washed several times with 

deionized water. After washing, it was dryed at 30 °C in the 

oven for 24 hours and stored for further utilization. was used 

as an adsorption agent so that the template molecule of Pen.G, 

could be removed from the hydrogel structure at 6 h. This 

treatment was continued until the penicillin G could not be 

determined in the adsorption solution [5][4],Ошибка! 

Источник ссылки не найден.,[9] (Eq. (1)): 

 

Removal  of  penicillin G %=
𝐶𝑖−𝐶𝑓

𝐶𝑖
∗ 100    (1) 

 

a)                                                                                         b) 

 

 

Figure 1. a Molecular structure of p(HEMA-SMA).b. Penicillin G adsorption of   p(HEMA-SMA) copolymer. 

Cinital initial concentration of penicillin G (ppm) 

 

Cfinal the remaining amount of Penicillin G  

 

Characteriation of penicillin G adsorption p(HEMA-MA) 

copolymers.For the chracterization of penicillin G adsorption  

p(HEMA-SMA) copolymers, SEM, FT-IR, elemental 

analysis, and surface area calculations were performed. 

Adsobtion studies of penicillin G p(HEMA-SMA) 

copolymers. 
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Pen.G adsorption on the p(HEMA-SMA) hydrogels were 

investigated with different parameters. The effects of time, 

pH, the initial Pen. G concentration, and temperature on 

adsorption were also investigated. For this reason, the initial 

concentration of Pen. G was changed between 100 and 350 

ppm, and the pH of the solution was also changed between 2.0 

and 12. For investigating of the effect of time, the experiments 

were performed in the range of 0 and 300 min and the 

experiments for the effect of temperature were studied in the 

range of 4 °C and 55 °C. At the end of the equilibrium time, 

the hydrogels were removed from the solutions with 

centrifugation. The adsorption amount of Pen. G was obtained 

by measuring the difference between the initial and the final 

Pen G concentration in the solution with UV 

spectrophotometry analysis (Fig. 2). 

 

Pen.G measurements were monitored with UV-vis 

spectrophotometer analysis and 290 nm wavelength in UV-vis 

spectrophotometer detector was selected. The calibration 

graph was prepared in standard solutions (in water) at a range 

of 100 to 350 ppm. 

   

The Q values were calculated with the following equation (Eq. 

(2)). It also should be noticed that all adsorption curves are 

averages of at least triplicated experiments. 

Q=[
(𝐶𝑖−𝐶𝑓)

𝑚
]*V   [

𝑃𝑒𝑛.𝐺 (𝑚𝑔)

𝑑𝑟𝑦 ℎ𝑦𝑑𝑟𝑜𝑔𝑒𝑙 (𝑔)
]                                   (2) 

 

Q is  the hydrogel adsorption capacity of Pen. G on p(HEMA-

SMA) hydrogels (mg/g), Ci is the initial concentrations of Pen. 

G in the solution (ppm), Cf is the final concentration of Pen. 

G in the solution (ppm), and V is the volume of the aqueous 

phase (mL). The calibration curve was prepared with the Pen. 

G solution concentration between 100 and 350 ppm. 

2.4. Adsorption isotherms 

Adsorption isotherm is used to characterize the interaction of 

each molecule with the adsorbent. The adsorption isotherm 

provides an association between the concentration of 

molecules in the solution and the amount of adsorbed 

molecules in the solid phase when the two phases are in 

equilibrium. In this context, Langmuir and Freundlich 

adsorption isotherms were calculated. 

 

The Langmuir adsorption model assumes that there is a certain 

number of defined adsorption sites, each of which is capable 

of binding only one molecule. It is assumed that the energy 

levels of these regions are equal and far away from each other 

by the adsorbed molecules. The Langmuir adsorption model is 

defined as follows (Eq. (3)): 

Q= 
𝑄𝑚𝑎𝑥𝑏𝐶𝑑

(1+𝑏𝐶𝑑)
                                                                      (3) 

Here, Q is the amount of Pen. G removed (mg/g), Cd is the 

equilibrium concentration (mg/L), b is the Langmuir constant 

(mL/mg), and Qmax is the maximum adsorption capacity 

(mg/g). By linearizing of the equations, 

Q = [
1

𝑄𝑚𝑎𝑥
] = [

1

𝑄𝑚𝑎𝑥𝑏
](

1

𝐶𝑑
)                                               (4) 

equality is achieved. When [1/Cd] is plotted against to [1/Q], 

the y axis of the line gives the cut point [1/Qmax] and the slope 

of the line gives 1/Qmax.b. 

 

The Freundlich adsorption model, which is another commenly 

used adsorption model, accepts the exponential adsorption 

system in contrast to the Langmuir adsorption model. After the 

initial surface adsorption, it shows the strong soluble-soluble 

interaction with the condensation effect. 

The Freundlich adsorption model is defined as (Eq. (5)): 

Q = 𝐾𝐹𝐶𝑒𝑞(
1

𝑛
)                                                                 (5) 

Here, KF and n are the Freundlich constants. 1/n indicates the 

surface heterogeneity and takes values ranging from 0 to 1. KF, 

Freundlich constant. The adsorption constant, which indicates 

the size of the adsorption capacity, depends on the 

temperature, the adsorbent, and the adsorbed compound. n, 

Freundlich constant, is degree of adsorption which shows the 

severity of adsorption. As the value approaches, surface 

heterogeneity increases [21], [7] [2]. By linearizing the 

logarithm of the equations: 

lnQ=ln𝐾𝐹+(
1

𝑛
)ln𝐶𝑒𝑞                                                         (6) 

equality is achieved. When lnCeq is plotted against lnQ, lnKF 

is the value ofcut off point of the y-axis and (1/n) is the value 

of slope of the line. 

 

The Temkin isotherm assumes linear decrease of heat 

adsorption while ignoring extremely low and very high 

concentration. It also assumes uniform distribution of 

bounding energy up to some maximum bonding energy. It is 

expressed by Eq. (7) below. 

𝑞𝑒=(
𝑅𝑇

𝑏
)lnAT+(

𝑅𝑇

𝑏
)ln𝐶𝑒                                                     (7) 

where qe is the amount of adsorbate adsorbed at equilibrium 

(mg/g), Ce is concentration of adsorbate in solution at 

equilibrium (mg/L).  
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Figure 2. The SEM images of the p(HEMA-SMA) copolymers with (in the scale of 3 μm), b (in the scale of 50 μm) 

 

B is a constant related to the heat of adsorption and it is defined 

by the expression B = RT/b, b is the Temkin constant (J/mol), 

T is the absolute temperature (K), R is the gas constant (8.314 

J/ mol K), and A is the Temkin isotherm constant (L/g). From 

the plot of qe vs. lnCe, B and A can be calculated from the 

slopes (B) and intercepts (BlnA) respectively [10]. 

3. Results 

Adsorption yield of the Pen. G  p (HEMA-SMA) сopolymer. 

After adsorption at 6 hr, temperature 40 °C removal of Pen. G 

69%, utilizing the equation (Eq. (1)). 

Characterization of  p(HEMA-SMA) copolymers. 

In this study p(HEMA-SMA) copolymers were characterized 

using FTIR, elemental and SEM, and surface area 

calculations.  

 

The morphological structure of p(HEMA-SMA) сopolimers 

was determined by SEM. As shown in Fig. 2, penicillin 

p(HEMA-SMA) hydrogels include spherical particles. 

As seen in the FTIR spectrum (Fig. 3), the p(HEMA) (A) and 

p(HEMA-SMA) (B) structures have characteristic hydrogen-

bonded alcohol, -OH,  

 

tensile vibration band around 3451 cm−1. By way of the 

incorporation of the SMA monomer into the polymer 

structure, the intensity of the tensile vibration band of the 

hydrogen-bonded alcohol, OH, increased according to the 

p(HEMA). This may be due to the fact that -C-𝑂− stretching 

vibrations in the structure of the p (HEMA-SMA) copolymer 

also have vibrations around 3300– 3400 cm−1. FTIR 

spectrum of the p(HEMA-SMA) has -C-O- stretching 

vibrations around (1277-1160) cm−1. However, this vibration 

is not seen in the FTIR spectrum of p(HEMA). This is also an 

indication that the SMA co-monomer incorporate into the 

polymer structure. In addition, the extra -C═O groups from 

the SMA monomer in the p(HEMA-SMA) structure caused 

the -C═O stretching vibration observed around 1728 cm−1 in 

the p(HEMA-SMA) structures severely. 
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Figure 3. FTIR spectra of p(HEMA-SMA) copolymer, b p(HEMA) co-polymers. 

 

The time-dependent Pen.G adsorption on p(HEMA-SMA) 

copolymers was shown in Fig. 1b. As seen from Fig. 6, the 

adsorption amount of Pen.G was increased by the time of 

progress, and the saturation levels were reached within 300 

min. Also, the maximum adsorption of Pen.G was found as 

29.93 mg/g. The effect of the initial concentration of penicillin 

G on the adsorption of Pen.G on the сopolymer is given in Fig. 

7. As seen from the graph, the amount of Pen.G adsorbed per 

unit mass by the micropolymers increased with increasing 

concentration of Pen.G in the solution. Also, at a 

concentration of about 350 ppm Pen.G, it reached a high 

adsorption capacity. In addition, 29.93 mg/g Pen.G adsorption 

at the initial concentration of 0.350 mg/mL penicillin G per 

unit mass of the p(HEMA-SMA) copolymer is associated 

surface area of the microstructure. 

 

Also, the homogeneous distribution of molecular specific 

wells to Pen.G and the anionic character of the SMA 

functional monomer significantly increased the Pen.G 

adsorption of the copolymer by increasing the affinity to 

Pen.G. 

Increasing the initial concentration of Pen.G raises the 

concentration difference (ΔC), which is the driving force for 

adsorption. Furthermore, Pen.G adsorption capacity is also 

increased by the increase of the driving force. 

 

When the concentration-dependent adsorption curve is 

examined, it appears that the adsorption is compatible with the 

Freundlich model. The Freundlich isotherm is derived by 

assuming exponentially increasing adsorption, with 

adsorption where the hydrophobic interaction predominates, 

and multiple adsorption behavior is expected [21]. 

 

The change in adsorption capacity of the Pen.G copolymer is 

given in Fig. 6. The effect of Pen.G adsorption on the 

temperature was studied at (4–55) °C. It was observed that 

from the obtained graph, the Pen.G adsorption capacity of the 

co-polymer increased until 40 °C with increasing temperature 

values. 

 

 

 

 

 

 

 

 

         

 

 

 

 

 

 

Figure 4. The effect of time on Pen.G  adsorption (Cinitial: 350ppm Pen G;  pH= 2.0 acid  buffer; 20 °C) 
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According to the [ΔG = (ΔH-TΔS)] theory, the interaction 

increases with temperature. Where ΔH can be positive or 

negative, control of ΔG is achieved by a positive entropy 

change. For this, increasing entropy is achieved with heat. 

However, there are also weak interactions with hydroxyl 

groups on the HEMA surface, such as hydrogen bonds and 

van der Waals interactions. The van der Waals interaction 

forces seen in hydrophobic interactions have also been 

observed in other studies that have been associated with 

increased temperature [8]. With this theory, the raising Pen. G 

adsorption of the co-polymer with increasing temperature up 

to a certain temperature can be explained. However, penicillin 

G adsorption is decreased at high temperatures after 40 °C. It 

is known that the lactam ring of beta-lactam antibiotics is 

chemically very unstable and is not resistant to acid, 

temperature, and beta-lactamase enzyme [26]. 

 

Figure 5. The effect of initial concentration on Pen G adsorption (pH = 2.0 acid buffer; 20 °C; 300 

min) 

Figure 6. Effect of temperature on Pen G adsorption (Cinitial: 0.35 mg/mL Pen G;  pH=2.0 ortho-

phosphoric acid buffer; 300 min) 

In connection with this, the decrease in adsorption of 

penicillin G in the copolymer is significant due to the β-lactam 

ring which may be unstable and degradable at high 

temperatures. 

 

As a result, shown in the graph, the effect of temperature 

change on penicillin G adsorption of the copolymer can be 

supported thermodynamically. 

 

The apparent increase in penicillin G adsorption capacity on 

synthesized copolymers with increasing temperature and 

followed by a decrease in adsorption by degradation of 

penicillin G structure at high temperatures indicates and 

supports binding between the hydrophobic ligand alanine and 

penicillin G. The apparent increase in penicillin G adsorption 

capacity on synthesized co-polymers with increasing 
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temperature and followed by an increase in adsorption of 

penicillin G  at high temperatures indicates and supports 

binding between the hydrophobic ligand alanine and penicillin 

G.   

 

 

 

 

3.1. Adsorption isotherms 

The adsorption isotherm of the penicillin G p(HEMA-SMA) 

copolymer was determined from the initial adsorption effect 

of penicillin G concentration. The results of the calculations 

show that the correlation value R2 = 0.9948 indicates that the 

adsorption corresponds to the Freundlich adsorption model.  

 

When the concentration-dependent adsorption curve is 

examined, it is seen that the adsorption is compatible with the 

Freundlich model. The classical Freundlich adsorption model 

accepts the exponential adsorption system as opposed to the 

Langmuir adsorption model. After the initial surface 

adsorption, it exhibits a strong solute-solute interaction with 

the condensation effect. The Freundlich isotherm is derived 

assuming an exponential increasing adsorption, in other 

words, multiphase adsorption behavior is expected for   

 

As seen in Fig. 7, penicillin G adsorption of p(HEMA-SMA) 

co-polymer is pH dependent. Penicillin G adsorption capacity 

of the co-polymer increases as the acidic region moves to the 

basic region. The maximum penicillin G adsorption was found 

to be 10.50 mg/g in pH 2.0 ortho-phosphoric acid buffer. 

heterogeneous amorphous surfaces [21] [2]. The 1/n 

coefficient in the equation shows this feature. There is 

heterogeneous distribution of discrete interaction regions. 

 

Freundlich equation is an exponential function of the amount 

of adsorbent adsorbed on the adsorbent surface. The 

Freundlich isotherm is generally used for adsorption from 

liquid solutions. Freundlich isotherm is based on approaches 

and can be thought of as the sum of the distributions of 

Langmuir adsorption isotherms. Freundlich isoterm does not 

predict saturation of the bonding surface by solvated [3], [7]. 

 

Adsorption of antibiotics, steroids, and hormones onto 

commonly used adsorbents follows this isotherm. Reversed 

phase and hydrophobic interaction type adsorption are usually 

followed by Freundlich type isotherm. Like the Langmuir 

equation, the Freundlich isotherm equation does not apply 

Henry’s law at low concentrations and a stable constant 

adsorbent value cannot be obtained after equilibration [18]. In 

the initial  

Table 1. Langmuir, Freundlich and Temkin adsorption isotherm constants 

Figure 7. Effect of pH on Pen G  adsorption (Cinitial: 0,35 mg/mL; pH 2.0, 4.0, 6.7,10.5,12.0 ortho-

phosphoric acid  buffer, 20 °C; 300 min) 
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4. Conclusions 

 In this study, a HEMA-based micro-size, the highly selective, 

environmentally friendly, and cost-effective polymeric 

system has been developed for the first time in the literature. 

These copolymers have the potential to use direct 

determination and purification of penicillin G which is widely 

used for antimicrobial agents or growth factors in animal 

breeding from environmental wastes and food products. 

Antibiotic residue analysis is a problem in countries in terms 

of public health. In this study, the synthesized copolymer, 

which has a molecular memory, can be used to separate, 

purify, and determine the target molecule penicillin G from 

environmental wastes and food products. Moreover, the 

copolymer provides reasonable specificity, ease, reliability, 

and quick response to the specific molecule. This polymeric 

system is a convenient method with high adsorption capacity, 

allowing easy and rapid analysis without the need for a ligand 

system. In this context, it is necessary to use only the 

advantageous aspects of the use of antibiotics which is an 

integral part of public health to detect the essential removal of 

adverse effects and to minimize antibiotic residues in 

environmental pollution. The synthesized copolymers can 

provide a promising method for control of the different 

pharmaceutical residues caused by the use of high doses of 

antibiotics. 

 

(Table 1). Temkin equation is excellent for predicting the 

gasphase equilibrium, conversely complex adsorption 

systems including the liquid-phase adsorption isotherms are 

usually not penicillin G concentration experiment, Qmax was 

obtained as 303.03 mg/g; in the Freundlich adsorption model 

equation, the n value was calculated as 1.0098 and the Kf 

value as 0.04709 appropriate to be represented [7]. In the 

Temkin adsorption model equation, the A value was 

calculated as 1.00 and the B value as 347.435 and R2 as 0.9761 

(Table 1). 
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1Graduate School of Natural and Applied Sciences, Selçuk University, Konya, Türkiye, fatmaaybikecuha@gmail.com,
ORCID: 0000-0002-7227-2086,
2Department of Mathematics, Faculty of Science, Selçuk University, Konya, Türkiye, pekera@gmail.com,
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A B S T R AC T A R T I C L E I N F O

Differential equations are expressions that are frequently encountered in mathemat-
ical modeling of laws or problems in many different fields of science. It can find
its place in many fields such as applied mathematics, physics, chemistry, finance,
economics, engineering, etc. They make them more understandable and easier to
interpret, by modeling laws or problems mathematically. Therefore, solutions of
differential equations are very important. Many methods have been developed that
can be used to reach solutions of differential equations. One of these methods is
integral transforms. Studies have shown that the use of integral transforms in the
solutions of differential equations is a very effective method to reach solutions. In
this study, we are looking for a solution to damped and undamped simple harmonic
oscillations modeled by linear ordinary differential equations by using Kashuri
Fundo transform, which is one of the integral transforms. From the solutions, it can
be concluded that the Kashuri Fundo transform is an effective method for reaching
the solutions of ordinary differential equations.
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1. Introduction

Differential equations are mathematical models that are
encountered in many different fields of applied sciences
and include one or more functions and their derivatives
[1]. Generally, laws and problems in physics, chemistry,
biology, engineering, economics, finance and many other
fields are expressed using differential equations. Although
it is one of the subjects that applied mathematics is mostly
studied, differential equations have been encountered in
every field that is intertwined with mathematics in a pro-
fessional sense. The principles used in the formation of
many inventions that make our lives easier in daily life
include differential equations [1, 2].
Simple harmonic oscillation (SHO), which is one of the
advanced physics subjects, is also one of the principles
modeled with differential equations. Simple harmonic

oscillation (SHO) logically comes after linear oscilla-
tion and circular oscillation [3]. This oscillation has a
special periodic motion. In mechanical systems, as the
system moves, a restoring force is created that can do
both positive and negative work. In SHO, the restoring
force on the moving object is directly proportional to the
displacement magnitude of the object. This indicates that
the oscillation is linear. Especially in linear oscillators,
the oscillation frequency is independent of amplitude. In
order to physically represent linear oscillators correctly, a
special damping force is defined that draws energy from
the oscillator. In mechanical oscillators, this force is due
to friction. Such oscillators are called damped oscilla-
tors. Damped or undamped oscillations can be driven by
external forces [3–5].
Many different methods have been used in modeling

MANAS Journal of Engineering, Volume 11 (Issue 1) © (2023) www.journals.manas.edu.kg



F. A. C¸ uha, H. A. Peker / MANAS Journal of Engineering, 11 (1) (2023) 155

damped and undamped simple harmonic oscillations, in
mechanics and in reaching the solutions of differential
equations that appear in many different fields. One of
these methods is integral transforms [6]. Integral trans-
forms allow the solutions of differential equations to be
reached more easily and without dealing with complicated
operations. There are many different integral transforms
available [7–12]. The Kashuri Fundo transform, which
we have used in this study, is one of these transforms
[13]. When the literature is examined, many studies are
encountered in which Kashuri Fundo transform is used
to reach the solution of differential equations [14–22].
In this study, we sought a solution for damped and un-
damped simple harmonic oscillations by using Kashuri
Fundo transform.

2. Kashuri Fundo Transform
2.1. Definition of Kashuri Fundo Transform
Definition 1. We consider functions in the set 𝐹 defined
as [13],

𝐹 =

{
𝑓 (𝑡) |∃𝑀, 𝑘1, 𝑘2 > 0, such that

| 𝑓 (𝑡) | ⩽ 𝑀𝑒

|𝑡 |
𝑘2
𝑖 , if

𝑡 ∈ (−1)𝑖 × [0,∞)
}

For a function belonging to the set 𝐹, 𝑀 must be finite
number. 𝑘1, 𝑘2 may be finite or infinite.
Definition 2. Kashuri Fundo transform defined on the set
𝐹 and denoted by the operator 𝒦(.) is defined as [13],

𝒦 [ 𝑓 (𝑡)] (𝑣) = 𝐴(𝑣) = 1
𝑣

∞∫
0

𝑒
−𝑡
𝑣2 𝑓 (𝑡) 𝑑𝑡,

𝑡 ⩾ 0, −𝑘1 < 𝑣 < 𝑘2 (1)

The Kashuri Fundo transform expressed by (1) can also
be expressed as [13],

𝒦 [ 𝑓 (𝑡)] (𝑣) = 𝐴(𝑣) = 𝑣

∞∫
0

𝑒−𝑡 𝑓 (𝑣2𝑡) 𝑑𝑡

Inverse Kashuri Fundo transform is denoted by
𝒦

−1 [𝐴(𝑣)] = 𝑓 (𝑡), 𝑡 ≥ 0.
Definition 3. A function 𝑓 (𝑡) is said to be of exponential
order 1

𝑘2 , if there exist positive constants 𝑇 and 𝑀 such
that, | 𝑓 (𝑡) | ≤ 𝑀𝑒

−𝑡
𝑘2 , for all 𝑡 ≥ 𝑇 [13].

Theorem 1. (Sufficient Conditions for Existence of
Kashuri Funfo Transform) If 𝑓 (𝑡) is piecewise con-
tinuous on [0,∞) and of exponential order 1

𝑘2 , then
𝒦 [ 𝑓 (𝑡)] (𝑣) exists for |𝑣 | < 𝑘 [13].

2.2. Some Properties of Kashuri Fundo Transform
Theorem 2. (Linearity Property) Let 𝑓 (𝑡), 𝑔(𝑡) ∈ 𝐹 be
functions whose Kashuri Fundo integral transforms exists
and 𝑐 be a constant. Then [13],

𝒦 [( 𝑓 + 𝑔) (𝑡)] (𝑣) = 𝒦 [ 𝑓 (𝑡)] (𝑣) +𝒦 [𝑔(𝑡)] (𝑣)

𝒦 [(𝑐 𝑓 ) (𝑡)] (𝑣) = 𝑐𝒦 [ 𝑓 (𝑡)] (𝑣)

Theorem 3. (Kashuri Fundo Transform of The Deriva-
tives of The Function 𝑓 (𝑡)) Let’s assume that the Kashuri
Fundo transform of 𝑓 (𝑡) ∈ 𝐹 is 𝐴(𝑣). Then [13],

𝒦 [ 𝑓 ′ (𝑡)] (𝑣) = 𝐴(𝑣)
𝑣2 − 𝑓 (0)

𝑣
(2)

𝒦 [ 𝑓 ′′ (𝑡)] (𝑣) = 𝐴(𝑣)
𝑣4 − 𝑓 (0)

𝑣3 − 𝑓 ′ (0)
𝑣

(3)

𝒦 [ 𝑓 (𝑛) (𝑡)] (𝑣) = 𝐴(𝑣)
𝑣2𝑛 −

𝑛−1∑︁
𝑘=0

𝑓 (𝑘 ) (0)
𝑣2(𝑛−𝑘 )−1 (4)

Theorem 4. (First Translation Theorem) Let’s assume
that the Kashuri Fundo transform of 𝑓 (𝑡) ∈ 𝐹 is 𝐴(𝑣).
Then [13],

𝒦 [𝑒𝑎𝑡 𝑓 (𝑡)] =
(

1
√

1 − 𝑎𝑣2

)
𝐴

[
𝑣

√
1 − 𝑎𝑣2

]
(5)

2.3. Kashuri Fundo Transform of Some Special Functions

Table 1: Kashuri Fundo Transform of Some Special
Functions [13, 23]

𝑓 (𝑡) 𝒦 [ 𝑓 (𝑡)] = 𝐴(𝑣)
1 𝑣

𝑡 𝑣3

𝑡𝑛 𝑛!𝑣2𝑛+1

𝑒𝑎𝑡 𝑣

1−𝑎𝑣2

𝑠𝑖𝑛(𝑎𝑡) 𝑎𝑣3

1+𝑎2𝑣4

𝑐𝑜𝑠(𝑎𝑡) 𝑣

1+𝑎2𝑣4

𝑠𝑖𝑛ℎ(𝑎𝑡) 𝑎𝑣3

1−𝑎2𝑣4

𝑐𝑜𝑠ℎ(𝑎𝑡) 𝑣

1−𝑎2𝑣4

𝑡𝛼 Γ(𝛼 + 1)𝑣2𝛼+1

𝑛∑
𝑘=0

𝑎𝑘 𝑡
𝑘

𝑛∑
𝑘=0

𝑘!𝑎𝑘𝑣2𝑘+1
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3. Application of Kashuri Fundo Transform to The
Equation of Simple Harmonic Oscillation

3.1. Undamped Simple Harmonic Oscillation

The undamped simple harmonic oscillation is mathemati-
cally modeled as [3–5]

𝑦′′ (𝑥) + 𝜔2
0𝑦(𝑥) = 0 (6)

where 𝜔0 =

√︃
𝑘
𝑚

and is called the natural angular fre-
quency. 𝑚 is a inertial mass of the object and 𝑘 is a spring
constant.
Having applied bilaterally the Kashuri Fundo transform
to the differential equation of undamped simple harmonic
oscillation, we acquire

𝒦 [𝑦′′ (𝑥)] + 𝜔2
0𝒦 [𝑦(𝑥)] = 0 (7)

Rearranging the equation (7) using the equation (3), we
get

𝐴(𝑣) = 𝑣4

1 + 𝜔2
0𝑣

4

(
𝑓 (0) + 𝑣2 𝑓 ′ (0)

𝑣3

)
(8)

If we assume that 𝑓 (0) = 𝑐1 and 𝑓 ′ (0) = 𝑐2 here (𝑐1, 𝑐2
are constants), and arranging this equation to apply the
inverse Kashuri Fundo transform, we get

𝐴(𝑣) = 𝑐1𝑣

1 + 𝜔2
0𝑣

4
+ 𝑐2𝑣

3

1 + 𝜔2
0𝑣

4
(9)

Having applied bilaterally the inverse Kashuri Fundo
transform to the equation (9), using table 1, we acquire

𝑦(𝑥) = 𝑐1 cos(𝜔0𝑥) +
𝑐2
𝜔0

sin(𝜔0𝑥) (10)

which is a sinusoidal function.

3.2. Damped Simple Harmonic Oscillation

The damped simple harmonic oscillation is mathemati-
cally modeled as [3–5]

𝑦′′ (𝑥) + 𝑏

𝑚
𝑦′ (𝑥) + 𝜔2

0𝑦(𝑥) = 0 (11)

where 𝜔0 =

√︃
𝑘
𝑚

is called the natural angular frequency
and 𝑏 is called the damping coefficient. 𝑚 is a inertial
mass of the object and 𝑘 is a spring constant.
Having applied bilaterally the Kashuri Fundo transform
to the differential equation of damped simple harmonic
oscillation with initial conditions 𝑦(0) = 1 and 𝑦′ (0) = 0,
we acquire

𝒦 [𝑦′′ (𝑥)] + 𝑏

𝑚
𝒦 [𝑦′ (𝑥)] + 𝜔2

0𝒦 [𝑦(𝑥)] = 0 (12)

Rearranging the equation (12) using the equations (2), (3)
and initial conditions, we get

𝐴(𝑣) =
𝑣 + 𝑏

𝑚
𝑣3

1 + 𝑏
𝑚
𝑣2 + 𝜔2

0𝑣
4

(13)

We need to get the equation (13) into the form that can
be applied the inverse Kashuri Fundo transform. If we
rearrange the equation (13) for this, we obtain

𝐴(𝑣) =
𝑣

(
1 + 𝑏

2𝑚𝑣2
)

(
1 + 𝑏

2𝑚𝑣2
)2

+ 𝜔2
1𝑣

4

+ 𝑏

2𝑚𝜔1

𝜔1𝑣
3(

1 + 𝑏
2𝑚𝑣2

)2
+ 𝜔2

1𝑣
4

(14)

where 𝜔1 =

√︃
𝜔2

0 −
𝑏2

4𝑚2 .
Having applied bilaterally the inverse Kashuri Fundo
transform to the equation (14), using the equation (5), we
acquire

𝑦(𝑥) = 𝑒−( 𝑏
2𝑚 )𝑥𝑐𝑜𝑠

(
𝜔1𝑥

)
+ 𝑏

2𝑚𝜔1
𝑒−( 𝑏

2𝑚 )𝑥𝑠𝑖𝑛
(
𝜔1𝑥

)
(15)

which is also a sinusoidal function.

4. Conclusion
At the beginning of the study, we mentioned the impor-
tance of differential equations for science. The more
clear and uncomplicated the steps taken while reaching
the solutions of these equations, which are so important
for science, the sooner and more clearly the result can
be revealed. In this study, we have based on damped
and undamped simple harmonic oscillations modeled by
ordinary differential equations. We examined the Kashuri
Fundo transform through these models. As a result of the
applied steps, it was concluded that the Kashuri Fundo
transform is a simple and effective method for reaching
the solutions of ordinary differential equations.
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A B S T R AC T A R T I C L E I N F O

We explore the dynamics of adhering to rational difference formula

𝜓𝑚+1 =
𝜓𝑚−20

±1 ± 𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20
, 𝑚 ∈ N0

where the initials are arbitrary nonzero real numbers. Specifically, we examine
global asymptotically stability. Additionally, we provide examples and solutions
graphs of some special cases.
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1. Introduction

Our objective in this paper is to check out the actions
of the solution of the adhering to nonlinear difference
formula

𝜓𝑚+1 =
𝜓𝑚−20

±1 ± 𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20
,

(1)
𝑚 ∈ N0, where the initials are real numbers. Additionally,
we obtain these types of solutions.
Just recently there has been an expanding rate of interest
in researching rational difference equations and also their
qualitative properties.
Ahmed et al., in [2] discovered a collection of first order
sine-type difference equations that are constructively solv-
able in closed form, and they provided a general solution
to each of the equations.

Aloqeili, [6] has actually gotten the solutions to

𝜓𝑚+1 =
𝜓𝑚−1

𝑎 − 𝜓𝑚𝜓𝑚−1
.

Elsayed [14] got the solution of

𝜓𝑚+1 =
𝜓𝑚−5

−1 + 𝜓𝑚−2𝜓𝑚−5
.

In [17] Ibrahim et al., explored the boundedness and global
stability of a nonlinear generalized high-order difference
equation with delay.
Khan et. al. in [18], investigated the second-order
nonlinear difference equation’s local stability, attractor,
periodicity feature, and boundedness solutions. Finally,
the resulting findings are quantitatively validated.
Rahaman et. al., In light of Zadeh’s expansion princi-
ple, they gave a new perspective on the fuzzy difference
equation in [22].
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Stevic et. al., [26] investigated a nonlinear second-order
difference equation that significantly extends several previ-
ous equations. Their primary finding is that the difference
equation may be solved in closed form. There are also
several applications of the main result provided.
Yalcinkaya, [29] studied the existence, boundedness, and
asymptotic behavior of positive solutions to the fuzzy
difference equation,

𝜓𝑚+1 =
𝐴𝜓𝑚−1

1 + 𝜓
𝑝

𝑚−2
, 𝑚 ∈ N0

where (𝜓𝑚) is a sequence of positive fuzzy numbers, A
and the initial conditions 𝜓− 𝑗 are positive fuzzy numbers
and 𝑝 is a positive integer.
Soykan, et al., the binomial transform of the generalized
third-order Jacobsthal sequence is established in [27].
They also describe the binomial transform of four special
cases of third-order Jacobsthal sequences: the binomial
transform of the third-order Jacobsthal, the binomial trans-
form of the third-order Jacobsthal-Lucas, the modified
third-order Jacobsthal-Lucas, and the binomial transform
of the third-order Jacobsthal-Perrin. Furthermore, they
investigated their characteristics in greater depth.

2. First Equation
In this part we give the solutions of

𝜓𝑚+1 =
𝜓𝑚−20

1 + 𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20
, 𝑚 ∈ N0 , (2)

where the initials are arbitrary real numbers.
Theorem 1. Let {𝑥𝑚}∞𝑚=−20 be a solution of Eq. 2. Then
for 𝑚 ∈ N0

𝜓21𝑚+1 =
𝐴20

∏𝑚−1
𝑖=0 (1 + 7𝑖𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 + (7𝑖 + 1)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+2 =
𝐴19

∏𝑚−1
𝑖=0 (1 + 7𝑖𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 + (7𝑖 + 1)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+3 =
𝐴18

∏𝑚−1
𝑖=0 (1 + 7𝑖𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 + (7𝑖 + 1)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+4 =
𝐴17

∏𝑚
𝑖=0 (1 + (7𝑖 + 1)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 + (7𝑖 + 2)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+5 =
𝐴16

∏𝑚
𝑖=0 (1 + (7𝑖 + 1)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 + (7𝑖 + 2)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝑥21𝑛+6 =
𝐴15

∏𝑚
𝑖=0 (1 + (7𝑖 + 1)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 + (7𝑖 + 2)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+7 =
𝐴14

∏𝑚
𝑖=0 (1 + (7𝑖 + 2)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 + (7𝑖 + 3)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+8 =
𝐴13

∏𝑚
𝑖=0 (1 + (7𝑖 + 2)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 + (7𝑖 + 3)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+9 =
𝐴12

∏𝑚
𝑖=0 (1 + (7𝑖 + 2)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 + (7𝑖 + 3)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+10 =
𝐴11

∏𝑚
𝑖=0 (1 + (7𝑖 + 3)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 + (7𝑖 + 4)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+11 =
𝐴10

∏𝑚
𝑖=0 (1 + (7𝑖 + 3)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 + (7𝑖 + 4)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑛+12 =
𝐴9

∏𝑚
𝑖=0 (1 + (7𝑖 + 3)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 + (7𝑖 + 4)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+13 =
𝐴8

∏𝑚
𝑖=0 (1 + (7𝑖 + 4)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 + (7𝑖 + 5)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+14 =
𝐴7

∏𝑚
𝑖=0 (1 + (7𝑖 + 4)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 + (7𝑖 + 5)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑛+15 =
𝐴6

∏𝑚
𝑖=0 (1 + (7𝑖 + 4)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 + (7𝑖 + 5)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+16 =
𝐴5

∏𝑚
𝑖=0 (1 + (7𝑖 + 5)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 + (7𝑖 + 6)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+17 =
𝐴4

∏𝑚
𝑖=0 (1 + (7𝑖 + 5)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 + (7𝑖 + 6)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+18 =
𝐴3

∏𝑚
𝑖=0 (1 + (7𝑖 + 5)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 + (7𝑖 + 6)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+19 =
𝐴2

∏𝑚
𝑖=0 (1 + (7𝑖 + 6)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 + (7𝑖 + 7)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+20 =
𝐴1

∏𝑚
𝑖=0 (1 + (7𝑖 + 6)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 + (7𝑖 + 7)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+21 =
𝐴0

∏𝑚
𝑖=0 (1 + (7𝑖 + 6)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 + (7𝑖 + 7)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
.

where, 𝜓−20 = 𝐴20, 𝜓−19 = 𝐴19, . . . , 𝜓−1 = 𝐴1,
𝜓0 = 𝐴0.

Proof Suppose that 𝑚 > 0 and that our assumption holds
for 𝑚 − 1. That is,

𝜓21𝑚−20 =
𝐴20

∏𝑚−2
𝑖=0 (1 + 7𝑖𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 1)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚−19 =
𝐴19

∏𝑚−2
𝑖=0 (1 + 7𝑖𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 1)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚−18 =
𝐴18

∏𝑚−2
𝑖=0 (1 + 7𝑖𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 1)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚−17 =
𝐴17

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 1)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 2)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚−16 =
𝐴16

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 1)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 2)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚−15 =
𝐴15

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 1)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 2)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚−14 =
𝐴14

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 2)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 3)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚−13 =
𝐴13

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 2)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 3)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚−12 =
𝐴12

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 2)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 3)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚−11 =
𝐴11

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 3)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 4)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚−10 =
𝐴10

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 3)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 4)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚−9 =
𝐴9

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 3)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 4)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚−8 =
𝐴8

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 4)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 5)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚−7 =
𝐴7

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 4)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 5)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚−6 =
𝐴6

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 4)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 5)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚−5 =
𝐴5

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 5)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 6)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

MANAS Journal of Engineering, Volume 11 (Issue 1) © (2023) www.journals.manas.edu.kg



B. O˘gul, D. S¸ims¸ek, T.F. Ibrahim / MANAS Journal of Engineering, 11 (1) (2023) 160

𝜓21𝑚−4 =
𝐴4

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 5)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 6)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚−3 =
𝐴3

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 5)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 6)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚−2 =
𝐴2

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 6)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 7)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚−1 =
𝐴1

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 6)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 7)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚 =
𝐴0

∏𝑚−1
𝑖=0 (1 + (7𝑖 + 6)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚−1

𝑖=0 (1 + (7𝑖 + 7)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
.

Now, using the main 2, one has

𝜓21𝑚+1 =
𝜓21𝑚−20

1 + 𝜓21𝑚−2𝜓21𝑚−5𝜓21𝑚−8𝜓21𝑚−11𝜓21𝑚−14𝜓21𝑚−17𝜓21𝑚−20
,

Hence, we have

𝜓21𝑚+1 =
𝐴20

∏𝑚−1
𝑖=0 (1 + 7𝑖𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 + (7𝑖 + 1)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
.

Other relations can be proved similarly way.

Theorem 2. Eq. 2 has unique equilibrium point which is
the number zero and this equilibrium isn’t locally asymp-
totically stable. Also 𝜓 is non hyperbolic.

Proof For the equilibrium points of Eq. 2, we can write

𝜓 =
𝜓

1 + 𝜓
7 .

Then
𝜓 + 𝜓

8
= 𝜓, 𝜓

8
= 0.

Thus the equilibrium point of Eq. 2 is 𝜓 = 0.
So,

𝑓 (𝑙, 𝑜, 𝑡, 𝑤, 𝛼, 𝛽, 𝛾) = 𝑙

1 + 𝑙𝑜𝑡𝑤𝛼𝛽𝛾

𝑓𝑙 (𝑙, 𝑜, 𝑡, 𝑤, 𝛼, 𝛽, 𝛾) = 1
(1 + 𝑙𝑜𝑡𝑤𝛼𝛽𝛾)2

, 𝑓𝑜 (𝑙, 𝑜, 𝑡, 𝑤, 𝛼, 𝛽, 𝛾) = −𝑙2𝑡𝑤𝛼𝛽𝛾

(1 + 𝑙𝑜𝑡𝑤𝛼𝛽𝛾)2
,

𝑓𝑡 (𝑙, 𝑜, 𝑡, 𝑤, 𝛼, 𝛽, 𝛾) = −𝑙2𝑜𝑤𝛼𝛽𝛾

(1 + 𝑙𝑜𝑡𝑤𝛼𝛽𝛾)2
, 𝑓𝑤 (𝑙, 𝑜, 𝑡, 𝑤, 𝛼, 𝛽, 𝛾) = −𝑙2𝑜𝑡𝛼𝛽𝛾

(1 + 𝑙𝑜𝑡𝑤𝛼𝛽𝛾)2

𝑓𝛼 (𝑙, 𝑜, 𝑡, 𝑤, 𝛼, 𝛽, 𝛾) = −𝑙2𝑜𝑤𝑡𝛽𝛾

(1 + 𝑙𝑜𝑡𝑤𝛼𝛽𝛾)2
. 𝑓𝛽 (𝑙, 𝑜, 𝑡, 𝑤, 𝛼, 𝛽, 𝛾) = −𝑙2𝑜𝑡𝛼𝑤𝛾

(1 + 𝑙𝑜𝑡𝑤𝛼𝛽𝛾)2
,

𝑓𝛾 (𝑙, 𝑜, 𝑡, 𝑤, 𝛼, 𝛽, 𝛾) = −𝑙2𝑜𝑡𝛼𝑤𝛽

(1 + 𝑙𝑜𝑡𝑤𝛼𝛽𝛾)2
.

We have
𝑓𝑙 (𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓) = 1, 𝑓𝑜 (𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓) = −1,

𝑓𝑡 (𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓) = −1, 𝑓𝑤 (𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓) = −1,

𝑓𝛼 (𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓) = −1, 𝑓𝛽 (𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓, 𝜓) = −1,

𝑓𝛾 (𝜓, 𝜓, 𝑥, 𝑥, 𝜓, 𝜓, 𝜓) = −1.

We confirm our results with the following numerical
examples.

Example 1. Assume that
𝜓−20 = 0.3, 𝜓−19 = 0.35, 𝜓−18 = 0.4, 𝜓−17 = 0.87, 𝜓−16 = 0.86,

𝜓−15 = 0.85, 𝜓−14 = 1.84, 𝜓−13 = 0.96, 𝜓−12 = 0.82, 𝜓−11 = 0.81,

𝜓−10 = 0.8, 𝜓−9 = 0.79, 𝜓−8 = 0.78, 𝜓−7 = 1.77, 𝜓−6 = 0.76,

𝜓−5 = 0.75, 𝜓−4 = 0.9, 𝜓−3 = 0.73, 𝜓−2 = 0.72, 𝜓−1 = 0.91,

𝜓0 = 0.7,

See figure 1

Figure 1

Example 2. Assume that,
𝜓−20 = 0.5, 𝜓−19 = 0.3, 𝜓−18 = 0.42, 𝜓−17 = 0.83, 𝜓−16 = 0.81,

𝜓−15 = 0.85, 𝜓−14 = 1.84, 𝜓−13 = 0.91, 𝜓−12 = 0.81, 𝜓−11 = 0.84,

𝜓−10 = 0.342, 𝜓−9 = 0.79, 𝜓−8 = 0.78, 𝜓−7 = 1.77, 𝜓−6 = 0.76,

𝜓−5 = 0.75, 𝜓−4 = 0.9, 𝜓−3 = 0.73, 𝜓−2 = 0.72, 𝜓−1 = 0.91,

𝜓0 = 0.7,

See figure 2.

Figure 2

3. The Equation𝜓𝑚+1 =
𝜓𝑚−20

1−𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20

We deal with the difference equation

𝜓𝑚+1 =
𝜓𝑚−20

1 − 𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20
𝑚 ∈ N0 . (3)

Theorem 3. Let {𝜓𝑚}∞𝑚=−20 be a solution of Eq. 3 Then
for 𝑚 ∈ N0

𝜓21𝑚+1 =
𝐴20

∏𝑚−1
𝑖=0 (1 − 7𝑖𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 − (7𝑖 + 1)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+2 =
𝐴19

∏𝑚−1
𝑖=0 (1 − 7𝑖𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 − (7𝑖 + 1)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+3 =
𝐴18

∏𝑚−1
𝑖=0 (1 − 7𝑖𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 − (7𝑖 + 1)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+4 =
𝐴17

∏𝑚
𝑖=0 (1 − (7𝑖 + 1)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 − (7𝑖 + 2)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,
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𝜓21𝑚+5 =
𝐴16

∏𝑚
𝑖=0 (1 − (7𝑖 + 1)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 − (7𝑖 + 2)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+6 =
𝐴15

∏𝑚
𝑖=0 (1 − (7𝑖 + 1)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 − (7𝑖 + 2)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+7 =
𝐴14

∏𝑚
𝑖=0 (1 − (7𝑖 + 2)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 − (7𝑖 + 3)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+8 =
𝐴13

∏𝑚
𝑖=0 (1 − (7𝑖 + 2)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 − (7𝑖 + 3)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+9 =
𝐴12

∏𝑚
𝑖=0 (1 − (7𝑖 + 2)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 − (7𝑖 + 3)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+10 =
𝐴11

∏𝑚
𝑖=0 (1 − (7𝑖 + 3)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 − (7𝑖 + 4)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+11 =
𝐴10

∏𝑚
𝑖=0 (1 − (7𝑖 + 3)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 − (7𝑖 + 4)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+12 =
𝐴9

∏𝑚
𝑖=0 (1 − (7𝑖 + 3)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 − (7𝑖 + 4)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+13 =
𝐴8

∏𝑚
𝑖=0 (1 − (7𝑖 + 4)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 − (7𝑖 + 5)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+14 =
𝐴7

∏𝑚
𝑖=0 (1 − (7𝑖 + 4)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 − (7𝑖 + 5)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+15 =
𝐴6

∏𝑚
𝑖=0 (1 − (7𝑖 + 4)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 − (7𝑖 + 5)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+16 =
𝐴5

∏𝑚
𝑖=0 (1 − (7𝑖 + 5)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 − (7𝑖 + 6)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+17 =
𝐴4

∏𝑚
𝑖=0 (1 − (7𝑖 + 5)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 − (7𝑖 + 6)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑚+18 =
𝐴3

∏𝑚
𝑖=0 (1 − (7𝑖 + 5)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 − (7𝑖 + 6)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
,

𝜓21𝑚+19 =
𝐴2

∏𝑚
𝑖=0 (1 − (7𝑖 + 6)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )∏𝑚

𝑖=0 (1 − (7𝑖 + 7)𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 )
,

𝜓21𝑚+20 =
𝐴1

∏𝑚
𝑖=0 (1 − (7𝑖 + 6)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )∏𝑚

𝑖=0 (1 − (7𝑖 + 7)𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 )
,

𝜓21𝑛+21 =
𝐴0

∏𝑚
𝑖=0 (1 − (7𝑖 + 6)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )∏𝑚

𝑖=0 (1 − (7𝑖 + 7)𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 )
.

where, 𝜓−20 = 𝐴20, 𝜓−19 = 𝐴19, . . . , 𝜓−1 = 𝐴1,
𝜓0 = 𝐴0.

Proof Theorem 3 proof can be obtained similar way to
Theroem 1.

Theorem 4. Eq. 3 has a unique equilibrium point 𝜓 = 0,
which isn’t locally asymptotically stable.

Proof Theorem 4 proof can be obtained similar way to
Theroem 2.
For confirming the outcomes of this section, we take
into consideration mathematical instances which stand for
various kind of solutions to (3).

Example 3. Figure 3 gives the behavior when,
𝜓−20 = 0.4, 𝜓−19 = 0.42, 𝜓−18 = 0.43, 𝜓−17 = 0.44, 𝜓−16 = 0.45,

𝜓−15 = 0.46, 𝜓−14 = 0.47, 𝜓−13 = 0.48, 𝜓−12 = 0.49, 𝜓−11 = 0.5,

𝜓−10 = 0.51, 𝜓−9 = 0.52, 𝜓−8 = 0.53, 𝜓−7 = 0.54, 𝜓−6 = 0.55,

𝜓−5 = 0.56, 𝜓−4 = 0.57, 𝜓−3 = 0.58, 𝜓−2 = 0.59, 𝜓−1 = 0.6,

𝜓0 = 0.61
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Figure 3

Example 4. Figure 4 gives the behavior when,
𝜓−20 = 0.8 𝜓−19 = 0.65, 𝜓−18 = 0.43, 𝜓−17 = 0.44, 𝜓−16 = 0.45,

𝜓−15 = 0.46, 𝜓−14 = 0.47, 𝜓−13 = 0.48, 𝜓−12 = 0.49, 𝜓−11 = 0.5,

𝜓−10 = 0.51, 𝜓−9 = 0.52, 𝜓−8 = 0.53, 𝜓−7 = 0.54, 𝜓−6 = 0.55,

𝜓−5 = 0.56, 𝜓−4 = 0.57, 𝜓−3 = 0.74, 𝜓−2 = 0.75, 𝜓−1 = 0.76,

𝜓0 = 0.77
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Figure 4

4. The Equation𝜓𝑚+1 =
𝜓𝑚−20

−1+𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20

In this part, we study

𝜓𝑚+1 =
𝜓𝑚−20

−1 + 𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20
, 𝑚 ∈ N0 , (4)

where the initial conditions are arbitrary nonzero real
numbers with
𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20 ≠ 1.
Theorem 5. Let {𝜓𝑚}∞𝑚=−20 be a solution of difference
equation 4. Then for, 𝑚 = 0, 1, 2, ...

𝜓42𝑚+1 =
𝐴20

−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚+2 =
𝐴19

−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚+3 =
𝐴18

−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚+4 = 𝐴17 (−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚+5 = 𝐴16 (−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝑥42𝑛+6 = 𝐴15 (−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,
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𝜓42𝑚+7 =
𝐴14

−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚+8 =
𝐴13

−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚+9 =
𝐴12

−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚+10 = 𝐴11 (−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚+11 = 𝐴10 (−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝑥42𝑛+12 = 𝐴9 (−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,

𝜓42𝑚+13 =
𝐴8

−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚+14 =
𝐴7

−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚+15 =
𝐴6

−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚+16 = 𝐴5 (−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚+17 = 𝐴4 (−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝑥42𝑛+18 = 𝐴3 (−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,

𝜓42𝑚+19 =
𝐴2

−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚+20 =
𝐴1

−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚+21 =
𝐴0

−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚+22 = 𝐴20 , 𝜓42𝑚+23 = 𝐴19 , 𝜓42𝑚+24 = 𝐴18 , . . ., 𝜓42𝑚+40 = 𝐴2 ,

𝜓42𝑚+41 = 𝐴1 , 𝜓42𝑚+42 = 𝐴0 ,

Proof Suppose

𝜓42𝑚−41 =
𝐴20

−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚−40 =
𝐴19

−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚−39 =
𝐴18

−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚−38 = 𝐴17 (−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚−37 = 𝐴16 (−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝜓42𝑚−36 = 𝐴15 (−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,

𝜓42𝑚−35 =
𝐴14

−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚−34 =
𝐴13

−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚−33 =
𝐴12

−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚−32 = 𝐴11 (−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚−31 = 𝐴10 (−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝑥42𝑛−30 = 𝐴9 (−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,

𝜓42𝑚−29 =
𝐴8

−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚−28 =
𝐴7

−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚−27 =
𝐴6

−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚−26 = 𝐴5 (−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚−25 = 𝐴4 (−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝜓42𝑚−24 = 𝐴3 (−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,

𝜓42𝑚−23 =
𝐴2

−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚−22 =
𝐴1

−1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚−21 =
𝐴0

−1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚−20 = 𝐴20 ,

𝜓42𝑚−19 = 𝐴19 , 𝜓42𝑚−18 = 𝐴18 ,

𝜓42𝑚−17 = 𝐴17 , 𝜓42𝑚−16 = 𝐴16 ,

𝜓42𝑚−15 = 𝐴15 , 𝜓42𝑚−14 = 𝐴14 ,

.

.

.

.

.

.

𝜓42𝑚−5 = 𝐴5 , 𝜓42𝑚−4 = 𝐴4 ,

𝜓42𝑚−3 = 𝐴3 , 𝜓42𝑚−2 = 𝐴2 ,

𝜓42𝑚−1 = 𝐴1 , 𝜓42𝑚 = 𝐴0 ,

Now, it follows from 4 that
𝜓42𝑚+1 =

𝜓42𝑚−20
−1 + 𝜓42𝑚−2𝜓42𝑚−5𝜓42𝑚−8𝜓42𝑚−11𝜓42𝑚−14𝜓42𝑚−17𝜓42𝑚−20

Then, we have
𝜓21𝑚+1 =

𝐴20
−1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20

.

Other relations can be given by the same way.

Theorem 6. Eq. 4 has three equilibrium points which
are 0,± 7√2, and these equilibrium points aren’t locally
asymptotically stable.

Proof Theorem 6 can be obtained similar way to proofs
Theorem 2.

Example 5. Figure 5 gives the behavior with
𝜓−20 = 0.8, 𝜓−19 = 0.65, 𝜓−18 = 0.43, 𝜓−17 = 0.44, 𝜓−16 = 0.45,

𝜓−15 = 0.46, 𝜓−14 = 0.47, 𝜓−13 = 0.48, 𝜓−12 = 0.49, 𝜓−11 = 0.5,

𝜓−10 = 0.51, 𝜓−9 = 0.52, 𝜓−8 = 0.53, 𝜓−7 = 0.54, 𝜓−6 = 0.55,

𝜓−5 = 0.56, 𝜓−4 = 0.57, 𝜓−3 = 0.74, 𝜓−2 = 0.75, 𝜓−1 = 0.76,

𝜓0 = 0.77
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Figure 5

Example 6. Figure 6 gives the behavior with
𝜓−20 = 0.79, 𝜓−19 = 0.65, 𝜓−18 = 0.41, 𝜓−17 = 0.44, 𝜓−16 = 0.45,

𝜓−15 = 0.465, 𝜓−14 = 0.472, 𝜓−13 = 0.48, 𝜓−12 = 0.494, 𝜓−11 = 0.5,

𝜓−10 = 0.513, 𝜓−9 = 0.52, 𝜓−8 = 0.53, 𝜓−7 = 0.54, 𝜓−6 = 0.55,

𝜓−5 = 0.953, 𝜓−4 = 0.94, 𝜓−3 = 0.74, 𝜓−2 = 0.75, 𝜓−1 = 0.76,

𝜓0 = 0.77
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Figure 6

5. The Equation 𝜓𝑚−20
−1−𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20

,

In this section, we find the solutions of

𝜓𝑚−20
−1 − 𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20

, 𝑚 ∈ N0,

(5)
where the initial conditions are arbitrary nonzero real
numbers with
𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20 ≠ −1.

Theorem 7. Let {𝜓𝑚}∞𝑚=−20 be a solution of 5.

𝜓42𝑚+1 =
−𝐴20

1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚+2 =
−𝐴19

1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚+3 =
−𝐴18

1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚+4 = −𝐴17 (1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚+5 = −𝐴16 (1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝜓42𝑚+6 = −𝐴15 (1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,

𝜓42𝑚+7 =
−𝐴14

1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚+8 =
−𝐴13

1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚+9 =
−𝐴12

1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚+10 = −𝐴11 (1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚+11 = −𝐴10 (1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝑥42𝑛+12 = −𝐴9 (1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,

𝜓42𝑚+13 =
−𝐴8

1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚+14 =
−𝐴7

1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚+15 =
−𝐴6

1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
,

𝜓42𝑚+16 = −𝐴5 (1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20 ) ,

𝜓42𝑚+17 = −𝐴4 (1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19 ) ,

𝜓42𝑚+18 = −𝐴3 (1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18 ) ,

𝜓42𝑚+19 =
−𝐴2

1 + 𝐴2𝐴5𝐴8𝐴11𝐴14𝐴17𝐴20
,

𝜓42𝑚+20 =
−𝐴1

1 + 𝐴1𝐴4𝐴7𝐴10𝐴13𝐴16𝐴19
,

𝜓42𝑚+21 =
−𝐴0

1 + 𝐴0𝐴3𝐴6𝐴9𝐴12𝐴15𝐴18
𝜓42𝑚+22 = 𝐴20 ,

𝜓42𝑚+23 = 𝐴19 , 𝜓42𝑚+24 = 𝐴18 ,

𝜓42𝑚+25 = 𝐴17 , 𝜓42𝑚+26 = 𝐴16 ,

𝜓42𝑚+27 = 𝐴15 , 𝜓42𝑚+28 = 𝐴14 ,

.

.

.

.

.

.

𝜓42𝑚+36 = 𝐴6 , 𝜓42𝑚+37 = 𝐴5 ,

𝜓42𝑚+38 = 𝐴4 , 𝜓42𝑚+39 = 𝐴2 ,

𝜓42𝑚+41 = 𝐴1 , 𝜓42𝑚+42 = 𝐴0 ,

where the initial conditions are arbitrary nonzero real
numbers with
𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20 ≠ −1.

Proof Theorem 7 can be obtained similar way to Theorem
5.

Theorem 8. Eq. 5 has three equilibrium point which
are 0,± 5√−2 and these equilbrium points aren’t locally
asymptotically stable.

Proof Theorem 8 can be obtained similar way to Theorem
2.

Example 7. See 7 for the initials
𝜓−20 = 0.8, 𝜓−19 = 0.65, 𝜓−18 = 0.43, 𝜓−17 = 0.44, 𝜓−16 = 0.45,

𝜓−15 = 0.46, 𝜓−14 = 0.9, 𝜓−13 = 0.91, 𝜓−12 = 0.92, 𝜓−11 = 0.5,

𝜓−10 = 0.51, 𝜓−9 = 0.52, 𝜓−8 = 0.53, 𝜓−7 = 0.54, 𝜓−6 = 0.55,

𝜓−5 = 0.95, 𝜓−4 = 0.94, 𝜓−3 = 0.74, 𝜓−2 = 0.75, 𝜓−1 = 0.76,

𝜓0 = 0.77
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Figure 7

Example 8. We consider
𝜓−20 = 0.8, 𝜓−19 = 0.65, 𝜓−18 = 0.43, 𝜓−17 = 0.44, 𝜓−16 = 0.45,

𝜓−15 = 0.46, 𝜓−14 = 0.9, 𝜓−13 = 0.91, 𝜓−12 = 0.92, 𝜓−11 = 0.5,

𝜓−10 = 0.51, 𝜓−9 = 0.87, 𝜓−8 = 0.53, 𝜓−7 = 0.54, 𝜓−6 = 0.88,

𝜓−5 = 0.95, 𝜓−4 = 0.94, 𝜓−3 = 0.74, 𝑣−2 = 0.96, 𝜓−1 = 0.76,

𝜓0 = 0.77

See figure 8
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Figure 8

6. Conclusion
We study the behavior of the difference equation

𝜓𝑚+1 =
𝜓𝑚−20

±1 ± 𝜓𝑚−2𝜓𝑚−5𝜓𝑚−8𝜓𝑚−11𝜓𝑚−14𝜓𝑚−17𝜓𝑚−20

where the initials are positive real numbers. Local stabil-
ity is discussed. More- over,we get the solution of some
special cases.Finally, some numerical examples are given.
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