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 A lot of work has been done to prevent attacks from external sources and a great deal of 

success has been achieved. However, studies to detect internal attacks aren’t sufficient 

today. One of the most important studies for the detection of insider attacks is User and 

Entity Behavior Analysis (UEBA). In this letter, UEBA studies in the literature were 

reviewed and The Computer Emergency and Response Team Dataset was analyzed 

(CERT). For this purpose, preprocessing and feature extraction steps were applied on 

CERT datasets. Several log files combined with respect to user and for each user the 

number of activities in the specified time interval were obtained. The python code of 

these preprocessing and feature extraction steps were shared as open source in GitHub 

platform. In the final phase, future analysis was described and UEBA system planned to 

be designed was explained. 
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1. Introduction 

Many of the companies have started to carry out 

their vital business processes with digital systems 
thanks to developments in technology. They store all 

important information such as employee, marketing 

strategy, application info and project documents in 

the computer systems. These systems have been 
made very resistant to external attacks by using 

applications such as intrusion detection system 

(IDS). However, IDS like applications do not take 
precautions against insider attacks.  

Insider attacks represent the malicious action that 

performed by the employee of the organizations. 
These employees not only have authorization to 

access companies' own systems but also, they have 

authorization to access customers’ systems. 

Therefore, insider attacks are very dangerous for the 
companies. Especially large companies suffer from 

 
1 Corresponding author 
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DOI: 10.55195/jscai.1213782 

insider attackers, and they try to control whole of 
their system using Security Information and Event 

Management (SIEM) solutions. SIEM solutions are 

the platform where all activities in a network are 
recorded and reported in real time. It is possible to 

make User and Entity Behavior Analysis (UEBA) 

with real-time data reported on SIEM platforms. 

UEBA is the best way to capture malicious action 
from insider employees. A UEBA integrated with 

SIEM systems is very helpful in early detection of 

internal attacks that are very dangerous for 
companies [1].  

To date, many studies have been conducted about 

attack prediction of SIEM and UEBA. Anumol 

proposed an intrusion prediction system (IPS), which 
is called open-source security information 

management (OSSIM), for SIEM framework to 

perform event analysis using data mining techniques 

https://dergipark.org.tr/en/pub/jscai
mailto:ysngrmz@gmail.com
https://orcid.org/0000-0001-8276-2030
https://orcid.org/0000-0003-3286-5159
https://orcid.org/0000-0001-6176-7545
https://orcid.org/0000-0003-3745-7015


 Görmez et al, Journal of Soft Computing and Artificial Intelligence  04(01): 1-6, 2023  

 

2 
 

[2]. Laue et al. developed an open source SIEM 

framework within the GLACIER projects. This 
system does not require any licensing fees and it 

contains advance algorithms such as artificial 

intelligence, data collection and anomaly detection. It 

is also possible to monitor all event using powerful 
user interface [3]. Asanger and Hutchison applied k-

nearest neighbor algorithm on datasets that contain 

15 million Windows security events from various 
perspectives to show performance of unsupervised 

anomaly detection systems [4]. Goldstein et al. 

applied six different algorithms on the same dataset 
using sliding window technique and they showed that 

the best algorithm is global k-nearest neighbor 

algorithm [5]. Lukashin et al. proposed novel UEBA 

architecture that integrated to SIEM platforms, and 
they achieved the 97.49%, 47.71% and 54.40% 

accuracy, precision and recall respectively [6]. Tian 

et al. proposed long short-term memories (LSTM) for 
UBEA, and they applied multimodal based system on 

the CERT dataset. Their system achieved 97% 

accuracy, 98.84% true positive rate and 14.81% false 

positive rate [7]. Lee and Zincir-Heywood compared 
decision tree and self-organizing maps on CERT 

dataset, and they showed that self-organizing maps is 

better than the decision tree. In addition to this, they 
performed these analyses on both daily and weekly 

data and it is seen that weekly data is better than the 

daily data to detect anomalies [8]. Sharma et al. 

extracted activity-based feature from CERT dataset, 
and they proposed long short-term memories based 

autoencoder model. They achieved 90.17% accuracy, 

91.03% recall, 9.84% false positive rate and 90.15% 
true negative rate with proposed model [9]. Al-

Shehari and Alsowail compared logistic regression, 

decision tree, random forest, k-nearest neighbor and 
kernel support vector machines and they showed that 

the best method is logistic regression for CERT 

dataset. In addition to this they addressed the 

imbalance problem of this dataset, and they prosed 
solutions for it [10]. Dosh tried to show effect of 

feature selection algorithms on CERT dataset by 

using random forest, Naïve bayes, and nearest 
neighbor algorithm and he shows that feature 

selection algorithm does not work properly on CERT 

dataset [11].  Shashanka et al. collected network 

traffic data using Niara platform from Nov 2015 to 
Jan 2016 and 1.315.895.522 raw data were recorded. 

They proposed a singular value decomposition 

model, and they analyzed the UEBA from different 
perspective [12]. Carlsson and Nabhani generated 

dataset using amount of traffic sent, the timing of 

sending packets, direction of the traffic and ports. 

They applied six different machine learning models 

on this dataset, and they showed that k-nearest 

neighbor and random forest were achieved highest 
accuracy [13].  

Although UEBA has been studied in the literature 

by researchers, the application area has not reached 

the desired levels. Many events such as web site 
connections, temporary device usage, computer 

usage time, used applications or programs, email 

activities and file activities are needed to improve 
performance of insider attacker malicious activities 

prediction systems. However, logs of these activities 

are not shared publicly due to security and 
information privacy reasons. This lack of data affects 

the number of studies very much. The most common 

dataset for UEBA is The Computer Emergency and 

Response Team Dataset (CERT) that produced 
thanks to support of Carnegie Mellon University 

[14]. This dataset contains many raw data from 

device, email, file, http, and logon activities. In 
addition to this, Lightweight Directory Access 

Protocol (LDAP) information and result of OCEAN 

test are also included in these datasets. In the 

literature, most of UEBA have been done on this 
dataset, however many of them used different kind of 

feature extraction techniques. CERT dataset contains 

several files which contains raw event data. It takes a 
lot of effort to get this data ready for the feature 

extraction stage. None of the study in the literature 

has shared this process or dataset that is ready to 

extract feature. Because of this reason, CERT dataset 
preprocessed in this letter and these steps were 

explained. The python code of these process in 

shared in GitHub that is open-source web-based 
storage service for development projects [15]. In 

addition to this, future prospects of our team for 

UEBA and SIEM integrated anomaly detection 
systems were mentioned and the system we are 

considering designing and missing points of CERT 

datasets were argued. 

 

2. The Computer Emergency and Response 

Team Dataset 

CERT dataset is insider threat test datasets, which 

generated synthetically by The Computer Emergency 

and Response Team [16]. This dataset consists of 

daily activities from 1000 users for 500 days. Five 

different activity types, which are temporary device 

connection, incoming-outgoing email, file transfer, 

visited websites and computer usage, were tracked. 

Different files were generated for each activity types. 

In addition to this, monthly LDAP files from 

December 2009 to May 2011 with detailed personal 
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information and result of OCEAN personality test 

[17] for each user were shared. CERT dataset has 

different version and version 4.2 was used in this 

letter, because it contains the largest number of 

malicious actions.  Many actions in these datasets are 

standard actions and the Computer Emergency and 

Response Team determined three scenarios, which 

were listed below, to define malicious action. 

Therefore, they shared another three files which 

consist of the malicious actions. 

• User who did not previously use removable 

drives or work after hours begins logging in after 

hours, using a removable drive, and uploading 

data to wikileaks.org. Leaves the organization 

shortly thereafter. 

• User begins surfing job websites and soliciting 

employment from a competitor. Before leaving 

the company, they use a thumb drive (at 

markedly higher rates than their previous 

activity) to steal data. 

• System administrator becomes disgruntled. 

Downloads a keylogger and uses a thumb drive 

to transfer it to his supervisor's machine. The 

next day, he uses the collected keylogs to log in 

as his supervisor and send out an alarming mass 

email, causing panic in the organization. He 

leaves the organization immediately. 

Although version 4.2 of CERT dataset was used in 

this study, there were more recent version of it. This 

version was used, because it is more generalized 

version, and it is the version with highest number of 

samples belonging to malicious actions. Some of the 

other versions of CERT datasets contains five 

scenarios for malicious actions. However, these 

preprocessing steps can be applied on the other 

versions of CERT dataset with a few changes.  

3. Preprocessing on Cert Dataset 

Several feature extraction techniques such as daily, 
monthly and log-on-log-off based, were used on 

CERT dataset. It is seen that one of the best 

performances was achieved with log-on-log-off 
based. Thus, in this letter, session-based approach 

was applied during the feature engineering part. 

Generated action files in CERT dataset are action 

based and these actions are not separated with respect 
to user. For example, device file consists of 

temporary device connection for all users. However 

malicious action should be detected based on a user. 
Because of this reason, firstly an empty dictionary 

was created where each key of this dictionary 

represents employee of CERT dataset. Values of each 
key were consisting of employee’s action where each 

action has four attributes: action id, action date, 

action personal computer and action type. Device, 

email, file, http and logon files were processed 
separately, and actions of user were added to 

dictionary. Action types are connected or disconnect 

for device, log-on or log-off for logon, file transfer 
for file, incoming or outgoing email for email and 

web browser activities for http files. After this phase, 

all user activities are sorted by date in themselves. A 
comma separated values (csv) file was generated for 

each user where a file consists of all action of user 

that are ordered by date (the first activity is shown 

first). As a result of these process a total of 32770222 
activities were extracted and 1000 csv file was 

generated. Table 1 shows the number of events per 

activity types. 
 

Table 1 Number of Events Per Activity Types 

File 
Name 

Activity Type 
Number 
of Event 

logon 
Logon 470591 

Logoff 384268 

device 
Connect 203339 

Disconnect 202041 

email 
Incoming our Outgoing 

Email 
2629979 

file 
File Transfer to Temporary 

Device 
445581 

http Browser Activity 28434423 

 

As can be seen in the table 1, the most frequent 

activity is browser activity, and the least frequent 

activity is device connect or disconnect. In CERT 
dataset, also there is answer files which contains the 

list of all malicious events. These files are separated 

according to the scenarios. 30, 30 and 12 employees 
committed malicious activity for scenario 1, 2 and 3 

respectively. Total number of malicious events are 

345 for scenario 1, 6765 for scenario 2 and 213 for 

scenario 3. 
In this letter samples are generated with respect to 

sessions; thus, it is assumed that an activity sample is 

all events between a log on and a log off. Thus, for 
each user all events between a log on and log off were 

combined. As mentioned in earlier stage, malicious 

activities were based on event. In a sample, some 

events may be malicious while the others not. Thus, 
it is assumed that, if any of events during session was 

malicious, that session labeled as anomaly.  As a 

result of this process, 384269 samples were generated 
where 69 of them were anomaly according to 



 Görmez et al, Journal of Soft Computing and Artificial Intelligence  04(01): 1-6, 2023  

 

4 
 

scenario 1, 693 of them were anomaly according to 

scenario 2, 33 of them were anomaly according to 
scenario 3 and 383474 of them were normal 

behavior. As can be seen from the number of 

samples, the CERT dataset has imbalance problem. 

This problem can be mitigated by combing all 
scenarios in one class which is anomaly. However, in 

anomaly detection systems scenarios were also 

important, because some scenarios may be more 
dangerous than the others. As can be seen from the 

literature review conducted throughout the letter, 

imbalance problem is not only problem for CERT 
dataset, but also it is one of the main problems in 

anomaly detection systems. Thus, the malicious 

actions were not combined in one class. However, in 

the future they can be combined easily. In this way, 
the effect of imbalance problem on the performance 

of anomaly detection systems also be analyzed using 

our preprocessed dataset. 
Two types of values, which were numerical and 

action sequence based, were generated for each 

sample. In action sequence-based values all action 

during the session were collected in chronological 
order. In some samples, session duration was too low 

(for example signed out immediately after signing in) 

and some sessions had only logon or logoff (Action 
may not be caught due to some processes such as 

SIEM connection error). These types of data were not 

eliminated because it is thought that they can be also 

used in further process while feature extraction. For 
example, the combination of sessions also be a 

malicious event. Some time series model using 

regression or long short-term memories algorithm 
can be proposed to make anomaly detection system 

more complicated. 

Numerical values were computed according to the 
information package of dataset and literature reviews 

[3], [9], [14], [16]. Firstly, actions are divided into 

two categories that are during the working hours and 

during the work of hours. For this purpose, it is 
assumed that working hours were between the 8:00 

a.m. and 7:00 p.m. and also it is assumed that only 

weekdays are working hours. Using these 
information, session duration in work on, session 

duration in work off, number of email during the 

work on, number of email during the work off, 

number of file activity during the work on, number of 
file activity during the work off, number of browser 

activity during the work on, number of browser 

activity during the work off, number of temporary 
device activity during the work on and number of 

temporary device activity during the work off were 

computed for each sample. At the end of the this, 

process action sequence based, and numerical values 

are concatenated and team information, role 

information, openness value, conscientiousness 
value, extraversion value, agreeableness value and 

neuroticism value for employee were added to each 

sample. The python code of this preprocess steps was 

shared in GitHub platform [15]. Figure 1 summarizes 
the step of preprocessing. The python codes of the 

systems and the functions were developed with 

respect to these steps. 

 

Figure 1 Summary of Preprocessing Steps. 

 

4. Conclusions and Future Prospects 

In this letter, importance of SIEM systems and 

UEBA were mentioned and some studies about 
anomaly detection on SIEM systems and effect of 

UEBA to detect insider malicious action were 

reviewed. Because of the security reason, data 
collected from SIEM systems are not shared publicly, 

thus designing an insider attack detection system is 

hard to research. In the literature, the most common 

used dataset is CERT [14] for UEBA. There are many 
studies that developed a machine learning algorithm 

on CERT dataset, however they did not share their 

preprocessing steps publicly. In this letter, CERT log 
files were preprocessed and a file, which is ready to 

extract feature, generated. It is also possible to use 

this file without feature extraction to design UEBA 

system.  
In the future work, firstly several machine learning 

algorithms will be proposed using preprocessed 

dataset. For this context, multi class and binary class 
prediction systems will be developed separately. In 

multi class prediction systems each malicious actions 

that are generated using three scenarios will be 
predicted separately. In binary class prediction 

systems, actions will be labeled as malicious or not 

malicious. For this purpose, malicious actions 



Görmez et al, Journal of Soft Computing and Artificial Intelligence  04(01): 1-6, 2023   

 

5 
 

generated using three scenarios will be assigned to 

insider attack. In addition to this, several feature 
extraction techniques will be applied to action 

sequence-based values to extract different kind of 

features. The effect of features will be analyzed 

thanks to this stage. 
Deep learning techniques are more effective than 

the traditional machine learning algorithms in many 

problems including UEBA, especially if the number 
samples are large [9], [19]– [23]. Thus, instead of 

using only traditional methods, deep learning 

approaches will also be proposed. Different kind of 
layers such as convolutional neural networks, long 

short-term memories and graph convolutional 

networks will be used to generate deep models. In 

this model user, role or department-based approaches 
will be used. Samples will be grouped with respect to 

approaches and separate input layers will be 

generated for each of them. At the final phase all 
layers will be concatenated for classification layer.  

In the final phase, we are planning to develop 

anomaly detection systems that is integrated to SIEM 

platforms. One of the most important modules of this 
system will be detection of insider attackers. As 

mentioned before, CERT dataset is the most common 

used dataset to detect insider attackers. It is very 
comprehensive dataset. Because it generated 

synthetically, it has some shortcomings. The first 

shortcoming is number of scenarios are not enough 

to cover some malicious event for large companies. 
Anomaly actions in version 4.2 of CERT dataset 

were produced using three different scenarios, 

however in real world applications there are many 
several scenarios. Thus, we are planning to collect 

new data that consist of more real-world scenarios. 

For this context, we will collect data from our 
employees, which is more than 700, using our SIEM 

platform. The second shortcoming is CERT dataset 

does not consist of some information from real world 

applications. The most important one is it does not 
collect connection information such as remote 

desktop or secure shell (SSH). In our example, these 

deficiencies will be identified, and data collected 
through extensive research. The other shortcoming is 

because CERT dataset generated synthetically some 

information in features are not real. For example, 

many connect of websites in the http request files are 
generated randomly (They are not real website). 

However, this information is crucial for anomaly 

detection, and it is vital to have real data. In addition 
to this, visited web site depends on location. For these 

reasons, frequently used websites will be identified 

and categorized for Türkiye.  

It is thought that it can be done in different studies 

from the malicious action detection problem using 

these data. The first important analysis is identifying 
employees who will be fired using the visited web 

site information. The other important analysis is 

revealing work performance using visited website 

and log-on and log-off information.  
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 Medical document classification is one of the important topics of text mining. 

Globalisation techniques play a major role in feature selection stage.  Therefore, 

globalization techniques affect text classification performance. Our aim in the study is 

to conduct a detailed analysis on two data sets with English and Turkish content by using 

medical text summaries of Turkish articles. These datasets consist of Turkish and 

English text summaries of the same articles. To observe how successful local feature 

selection methods in the field of text classification affect the classification performance 

on these two equivalent data sets by applying different globalisation techniques. The 

feature selection methods used are CHI2(chi-square), MI (mutual information), OR 

(odds ratio), WLLR (weighted log-likelihood 

ratio). Globalisation techniques are SUM (summation), AVG (average), MAX 

(maximum). Classifiers are MNB (multinomial naive bayes), DT (decision tree), and 

SVM (support vector machine). For the English Ohsumed data set, the highest Micro F 

score value of 95.48 was obtained in the max globalization method with the 2000 -

dimension CHI2 feature selection method and MNB classifier method. For the Turkish  

Ohsumed data set, the highest Micro F score value of 92.75 was obtained in the max 

globalization method with the 2000-dimension CHI2 feature selection method and MNB 

classifier method. In comparisons, it has been observed that the best classifier for 

Ohsumed datasets is MNB. 
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1. Introduction 

With the rapid development of internet 

technologies in recent years, it can be seen that there 
is a huge increase in the number of electronic 

documents. The fact that the internet is more 

accessible to people and the increase in personal 
computers are among the reasons for this increase. 

Text classification methods play an important role in 

many documents on the internet. It can be used in 

solving various problems such as text classification 
[1], spam filtering [2], author identification [3], 

classification of web pages [4], classification of 

medical texts [5]. The importance of text 
classification increases the importance of databases 

where text classification is used. Documents in the 
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database named MEDLINE are generally used for 
information access to medical texts and text 

classification studies. MEDLINE is a bibliographic 

database containing over 21 million documents from 
approximately 5.600 medical journals. This database 

can be queried with certain parameters over the 

internet, thanks to a search platform called PubMed 

[6]. In Turkey, there is TUBITAK’s Medical 
Database created to facilitate access to information 

for experts working in the field of medicine. 

MEDLINE and ULAKBIM Medical Database are 
indexed by taking the relevant MeSH (Medical 

Subject Headings) terms with category information 

and selecting them manually by experts. Although an 
automated system is not used for indexing the 
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MEDLINE database, there are automatic text 

classification studies on MEDLINE data in the 
literature. On the other hand, more useful and concise 

data are obtained by applying various methods on 

medical document data. These methods are featuring 

weighting, classification, feature selection, pre-
processing and feature extraction. The text properties 

corresponding to a large number of documents are 

also quite high. Therefore, the dimensionality 
disaster will be greatly affected if size reduction is 

not made in the face of high dimensional text 

features. Feature extraction and feature weighting are 
the two main methods of reducing feature 

dimensionality. Feature weighting is a text 

classification phase that calculates the feature weight 

for each feature of documents. Feature extraction is a 
size reduction process in which an initial dataset is 

reduced to more manageable groups for processing. 

In text categorization (TC), feature selection can be 
applied after feature extraction. Considering local 

feature selection methods, a globalisation policy is 

required to transform multiple local scores into a 

unique global score [7]. Globalisation techniques 
play an important role in TC. Considering the local 

scores, the global score can be calculated using 

various globalisation techniques. On the other hand, 
pre-processing is an important step for TC. Here are 

some pre-processing methods for text classification: 

lowercase conversion, removal of stop words, 

stemming and tokenization [8]. 
The motivation of this study is to choose the ideal 

feature selection, classifier and globalization 

techniques for Turkish and English Ohsumed 
datasets. All experiments were repeated in different 

dimensions, Macro F1 and Micro F1 values were 

calculated, and the results were reported. 
Other parts of the work are organized as follows. 

In the second part, a detailed study area is examined. 

The basic methods used in the study are explained in 

the third part. In fourth part, experimental studies are 
given. In the last part, the conclusion part and future 

studies are mentioned. 

 

2.  Literature Review 

Until now, various feature selection methods and 

classifiers have been applied on TC. In this part, 

feature selection methods used in TC are included. 

Zheng et al. used information gain (IG), chi-square 
(CHI), correlation coefficient (CC) and odds ratios 

(OR) feature selection methods on imbalance data. 

Authors discussed feature selection methods in both 
one-sided (CC, OR) and two-sided (IG, CHI) metrics 

[9]. SVM produces effective results for TC. Taire and 

Haruno have investigated the effect of prior feature 

selection for Support Vector Machine (SVM) [10]. 
There are new feature selection methods proposed for 

TC in the literature. Gunal has proposed a novel 

hybrid feature selection which combine filter and 

wrapper methods for text classification [11]. In 
another study, Biricik et al. proposed a supervised 

feature extraction algorithm by combining the effect 

of input properties on classes. Their method is called 
abstract feature extraction [12]. 

Conventional TC algorithms consist of three main 

parts as handcrafted, nature-inspired and graph-based 
[13]. In the field of TC, many optimization-based 

feature selection methods have been proposed. The 

sine-cosine optimization algorithm, which has been 

proposed inspired by the sin and cos curves, has been 
developed and it is used as the feature selection 

method [14]. Feature selection was proposed using 

PSO. In addition, radial basis function neural 
networks are used as classifiers [15]. On the other 

hand, TC is applied using handcrafted features [13]. 

Some scholars have used traditional classifiers for the 

creation of feature sets and classification purposes, 
and they have proposed graph based feature selection 

methods [16]. 

Although feature selection and classification 
algorithms play an active role in a TC problem, 

globalisation techniques have strong effects on TCs. 

Some of the feature weighting methods in the 

literature generate a single global weighting score for 
each feature. However, local-based methods produce 

a different score for each class. There are some ways 

to get global scores from local scores: maximization, 
average, weighted average, and weighted maximum 

are popular globalisation techniques [17]. Parlak and 

Uysal have performed the impact of globalisation 
techniques on feature selection methods in TC [5]. In 

their studies, they used two successful classifiers, 

while they used four benchmark data sets. For 

Turkish Ohsumed dataset, the highest Micro-F1 and 
Macro-F1 scores are 92.75 and 82.82, respectively. It 

was obtained with the combination of CHI2 method, 

MAX globalisation technique, and MNB classifier 
using 2000 feature size. SVM classifier is the 

successor classifier for most cases. Also, CHI2 

method is more successful than the other feature 

selection method in most cases for this data set. MI is 
the worst feature selection method for all situations. 

 

3. Preliminaries 

In this section, the basic techniques used in the 

study are mentioned. 
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3.1 Classifiers 

The aim of text classification studies is to 

classifying uncategorized documents into predefined 

classes. In our experiments, three successful 

classifiers were employed to evaluate selected 

features by different globalisation techniques for 

each dataset. These classifiers are Multinational 

Naive Bayes (MNB), Decision Tree (DT), and 

Support Vector Machines (SVM). MNB is a form of 

naive Bayes classifier and very successful classifiers 

in text classification domain [37]. As classic Naive 

Bayes models a document with the occurrence and 

not occurrence of certain features, MNB clearly 

models it using feature counts. Multinational and 

multi-variate Bernoulli event models are widely 

utilized for text classification studies. While MNB 

takes into account term frequencies, multi-variate 

Bernoulli event model employs document 

frequencies. DT is one of the most efficient 

classifiers in text classification domain [38]. DT is a 

nonlinear classifier where classes are not accepted 

until a logical class is detected. SVM is one of the 

best classifiers in text classification studies. It has 

two versions which are linear and non-linear. In the 

experiments, we employed linear version of SVM 

classifier. The main subject of SVM classifier is the 

margin. LibSVM library is used for SVM classifier 

with linear kernel [39]. 

 

3.2. Feature Selection Methods 

In our experiments, we employed four local feature 

selection algorithms. These are Chi-Square (CHI2), 

Mutual Information (MI), Odds Ratio (OR), and 

(WLLR). 

CHI2:  CHI2 is a successful feature selection method 

in text classification domain. The CHI2 method 

calculates the lack of independence between feature t 

and class C [17]. A and B events are assumed to be 

independent if 

 

 𝑝(𝑋𝑌)= 𝑝(𝑋)𝑝(𝑌)      (1) 

 

 CHI2 method can be calculated as below: 

𝐶𝐻𝐼2(𝑡𝑖, 𝑐𝑖) =
𝑁∗(𝑇𝑃∗𝑇𝑁−𝐹𝑃∗𝐹𝑁)2

(𝑇𝑃+𝐹𝑁)∗(𝑇𝑃+𝐹𝑃)∗(𝐹𝑁+𝑇𝑁)∗(𝐹𝑃+𝑇𝑁)
 (2) 

MI:  MI is a local method which computes the 

correlation between classes and features [18]. MI is 

computed as below: 
 

𝑀𝐼(𝑡𝑖 ,𝑐𝑗) = 𝑙𝑜𝑔
𝑃(𝑡𝑖|𝑐𝑗)

𝑃(𝑡𝑖)
 (3) 

OR:  OR is a supervised and local feature selection 

method which calculates the membership and non-

membership to each class by utilizing nominator and 

denominator in Equation 4, respectively [19]. So, the 

OR method can produce both the negative and the 

positive scores. The method is computed as: 

 

𝑶𝑹(𝒕𝒊 , 𝒄𝒋) = 𝒍𝒐𝒈
𝑷(𝒕𝒊|𝒄𝒋)(𝟏−𝑷(𝒕𝒊|𝒄𝒋))

(𝟏−𝑷(𝒕𝒊|𝒄𝒋))𝑷(𝒕𝒊|𝒄𝒋)
                 (4) 

 

WLLR:  WLLR is a supervised and local feature 

selection method which is proposed by Nigam et al. 

[20]. The WLLR method is calculated as below: 

𝑊𝐿𝐿𝑅(𝑡𝑖 ,𝑐𝑗) = 𝑃(𝑡𝑖|𝑐𝑗)𝑙𝑜𝑔
𝑃(𝑡𝑖|𝑐𝑗)

𝑃(𝑡𝑖|𝑐̅𝑗)
 (5) 

 3.3. Globalisation Techniques 

 In our experiments, MAX, SUM, AVG 

globalisation techniques were utilized [5]. The reason 

we use these methods is to examine in detail how the 

same feature selection methods affect performance 

with different globalization techniques. These 

methods are generally used in the literature. 

All of the scores are summed in SUM technique. The 

scores computed on each class are globalized by 

multiplying class probabilities in AVG technique. In 

MAX technique, the maximum of all scores is taken. 

Here, 𝑓(𝑡𝑖 , 𝐶𝑗) corresponds to the score of the feature 

𝑡𝑖 in class 𝐶𝑗. These globalization techniques can be 

calculated as below: 

 

𝑆𝑈𝑀 = ∑𝑀
𝑗=1 𝑓(𝑡𝑖 , 𝑐𝑗)  (6) 

𝐴𝑉𝐺 = ∑𝑀
𝑗=1 𝑃(𝐶𝑗)∗ 𝑓(𝑡𝑖 , 𝑐𝑗) (7) 

𝑀𝐴𝑋 = max
𝑗=1

𝑀
𝑓(𝑡𝑖 ,𝑐𝑗) (8) 

4. Experimental Study 

 In our experiments, we used two data sets. Micro-

F1 and Macro-F1 scores were utilized to analysing 

classification performance. Ten largest classes were 

included in the experimental works. The 

characteristics of the data sets used in the article are 

given in Table 1 and Table 2. Within the scope of the 
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study, experiments were carried out using java 

programming and WEKA tool. The flow chart of the 

analyzes made in Figure 1 has been added. 

 10-fold cross-validation was employed for fair 

evaluation. Different number of features which were 

selected by each feature selection method were fed 

into MNB, SVM and DT classifiers. 100, 250, 500, 

1000 and 2000 dimension was used as a feature size. 

Also, the total number of features are 8610, 14334 for 

English and Turkish data sets, respectively. Resulting 

Micro-F1 and Macro-F1 scores are showed in Tables 

3-8. For English Ohsumed dataset, the highest Micro-

F1 and Macro-F1 scores are 95.48 and 88.25, 

respectively. 

 
Figure 1 Flowchart of applied analyzes. 

 

Table 1 Ohsumed Dataset for English 

Class 

Number 
Disesase Category Number of Documents 

1 
Bacterial Infections and 

Mycoses 
631 

2 Virus Diseases   249 

3 Parasitic Diseases 183 

4 Neoplasms 2513 

5 Musculoskeletal Diseases 505 

7 Stomatognathic Diseases 132 

8 Respiratory Tract Diseases 634 

10 Nervous System Diseases 1328 

14 
Female Genital Diseases 

and Pregnancy 
Complications 

2876 

23 
Pathological Conditions, 

Signs and Symptoms 
1924 

 

Table 2 Ohsumed Dataset for Turkish 

Class 
Number 

Disesase Category Number of Documents 

1 
Bacterial Infections and 

Mycoses 
284 

2 Virus Diseases   44 

3 Parasitic Diseases 116 

4 Neoplasms 32 

Class 
Number 

Disesase Category Number of Documents 

5 Musculoskeletal Diseases 140 

7 Stomatognathic Diseases 39 

8 Respiratory Tract Diseases 90 

10 Nervous System Diseases 83 

14 
Female Genital Diseases 

and Pregnancy 
Complications 

231 

23 
Pathological Conditions, 

Signs and Symptoms 
73 

 

The best score was obtained from the combination of 

CHI2 method, MAX method and MNB classifier 

using 2000 feature size. DT classifier is the second 

successful classifier. Also, CHI2 method is more 

successful than the other feature selection method in 

most cases for this dataset. MI is the worst feature 

selection method for all situations. Also, MAX 

globalisation is more efficient method than the other 

globalisation according to each feature selection 

method for most cases. For english dataset,  in Table 

3, in the classifications made with MNB, the best 

values were obtained with CHI2. In Table 4, in the 

classifications made with SVM, the best values were 

obtained with CHI2 in AVG. In Table 5, in the 

classifications made with DT, the score values were 

obtained with CHI. For turkish dataset, In Table 6, in 

the classifications made with MNB, the score values 

were obtained with CHI2 in MAX. In Table 7, in the 

classifications made with SVM, the best values were 

obtained with WLLR in AVG. In Table 8, in the 

classifications made with DT, the best values were 

obtained with OR in MAX. 

Generally speaking, the performance increases as the 

number of dimesions increases in the datasets. While 

the highest scores in the English data set are obtained 

with the CHI2 method, the highest scores can be 

obtained with different methods in the Turkish data 

set. 

 

5. Conclusion and Future Works 

In this paper, we have comprehensively analysed two 

datasets consisting of Turkish and English abstracts 

extracted from Turkish medical journals. A 

comprehensive study on classification of two 

counterparts abstracts  was showed by using 

 three classifiers.  Three different globalisation 

techniques and four local feature selection methods 
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were used in performance analysis. Also, three 

pattern classifiers were used in classification stage.   

According to experimental studies, classification of 

English dataset containing medical abstracts is more 

successful than their counterparts in Turkish dataset. 

MNB classifier has gained more performance than 

SVM and DT classifiers on both data sets. The focal 

point of MNB classifier is the supposition of 

independence between terms. Also, MAX 

globalisation technique is the best method according 

to classification performance for most cases in both 

datasets. While CHI2 method is more successful than 

other methods, MI method is the worst method for 

most cases in both datasets. As a future work, a novel 

globalisation technique may be developed for 

medical domain. Also, the effect of different feature 

representation methods may be investigated in both 

languages.   The analyzes made in the study were 

applied for two different data sets. However, more 

feature extraction methods and classification can be 

applied to different data. The article can be extended 

with the latest globalization techniques. 
 
 

            

Table 3 Micro and Micro -F scores (%) obtained on English dataset with MNB 

 

Table 4 Micro and Micro-F scores (%) obtained on English dataset with SVM 

 

Table 5 Micro and Macro-F scores (%) obtained on English dataset with DT 

Micro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 87.70 86.46 83.42 40.23 47.13 47.95 82.45 82.51 80.15 80.65 73.02 74.01 

250 92.40 90.26 88.85 42.23 50.46 58.06 87.47 86.68 84.96 86.17 81.65 81.47 

500 93.01 92.75 91.10 45.36 58.23 68.60 92.04 87.98 88.69 89.61 87.53 86.35 

1000 94.89 94.70 93.81 48.46 63.77 77.56 94.40 89.94 90.15 91.88 90.26 89.67 

2000 95.48 94.99 94.55 61.87 72.09 85.83 95.14 92.14 90.52 93.16 92.34 91.57 

Macro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 74.67 72.37 57.64 04.62 16.72 18.89 68.87 64.74 54.56 64.84 49.88 50.92 

250 82.26 78.52 73.79 11.80 20.82 32.07 76.59 71.85 62.44 71.91 64.55 61.64 

500 83.34 82.90 78.47 20.35 31.86 44.11 81.53 74.17 71.78 77.55 74.12 69.90 

1000 87.71 87.20 84.04 26.88 40.86 54.56 86.73 77.08 76.38 81.45 78.43 76.70 

2000 88.25 87.63 86.47 48.21 53.37 66.68 87.42 80.93 78.13 84.15 82.09 80.57 

Micro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 87.08 84.43 82.51 40.45 48.05 47.34 80.90 80.21 79.06 77.49 70.18 71.73 

250 87.98 86.91 85.25 43.32 52.12 57.97 83.72 84.14 81.90 83.12 78.74 77.49 

500 88.20 88.85 88.75 45.46 55.89 62.62 86.86 86.35 86.06 88.97 87.36 86.74 

1000 91.73 92.19 91.62 48.15 58.41 68.68 87.59 88.14 88.20 91.52 91.10 91.52 

2000 92.70 93.11 93.26 59.47 66.04 79.45 89.35 91.21 90.84 92.40 92.45 92.60 

Macro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 72.34 67.58 58.05 05.73 16.87 15.09 68.68 60.72 51.00 58.81 43.97 46.50 

250 74.20 73.40 67.54 15.05 24.52 28.43 69.01 68.71 58.83 67.13 60.09 54.41 

500 75.74 77.33 73.70 21.24 28.39 37.44 74.14 71.71 66.63 76.75 74.33 69.31 

1000 80.87 81.93 80.47 29.06 34.16 42.38 72.41 74.30 73.65 80.55 79.41 79.57 

2000 82.52 82.90 84.64 46.81 47.03 56.94 77.31 79.73 78.34 82.35 82.17 82.05 

Micro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 86.46 84.02 81.90 40.11 45.46 48.87 79.25 80.21 77.02 76.76 65.88 69.21 

250 85.02 83.60 85.13 41.23 45.78 55.88 82.39 80.84 81.47 82.02 77.69 73.80 

500 85.31 85.71 85.13 41.57 47.75 62.29 85.71 81.90 81.40 83.78 82.57 80.91 

1000 85.13 85.88 86.06 49.27 49.67 68.83 85.77 82.39 82.63 84.49 83.90 84.02 

2000 85.77 85.60 85.37 57.34 59.20 77.09 85.19 85.19 84.31 84.78 84.49 84.61 

Macro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 71.79 67.91 57.78 04.01 11.91 15.55 66.87 62.84 49.02 59.43 39.49 42.08 
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Table 6 Micro and Macro-F scores (%) obtained on Turkish dataset with MNB 

 

 

Table 7 Micro-F scores (%) obtained on Turkish dataset with SVM 

 

Table 8 Micro-F scores (%) obtained on Turkish dataset with DT 

 

 

 

 

 

250 68.40 66.20 68.00 08.12 12.43 23.44 67.34 62.46 56.26 64.74 58.50 45.93 

500 69.93 70.13 68.87 09.23 20.08 33.77 72.92 64.91 57.48 67.06 64.66 60.19 

1000 69.43 71.16 71.57 31.35 24.14 41.60 71.49 65.28 64.25 68.46 67.32 67.45 

2000 70.88 70.78 70.35 44.88 34.17 52.22 70.26 69.45 67.07 68.81 67.87 68.41 

Micro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 83.66 80.72 74.78 41.12 40.56 40.45 73.59 72.66 68.68 73.52 60.07 59.73 

250 87.64 86.57 84.25 42.23 49.16 46.72 83.42 79.06 76.42 80.97 73.45 73.09 

500 89.61 89.45 86.06 44.40 54.87 54.78 87.98 82.94 82.57 85.89 82.45 81.84 

1000 91.41 91.67 89.99 48.26 62.62 54.22 90.09 87.36 85.89 89.29 88.14 86.57 

2000 92.75 92.34 91.67 56.52 79.25 55.61 91.42 89.94 86.63 92.08 90.68 90.94 

Macro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 66.25 58.89 42.68 08.11 10.26 08.60 58.79 45.20 38.05 47.57 29.19 29.34 

250 74.29 71.89 61.56 10.71 22.74 15.069 71.37 57.55 46.23 63.83 49.14 44.87 

500 77.23 76.88 64.90 17.24 26.88 21.84 76.07 65.55 58.91 70.38 65.65 60.59 

1000 80.97 81.23 74.61 24.88 35.79 22.14 77.43 71.17 62.42 76.49 74.92 70.30 

2000 82.82 82.38 78.87 38.24 55.80 21.45 79.87 76.71 64.73 80.70 77.98 78.28 

Micro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 81.84 79.25 73.24 40.90 41.12 46.40 74.29 72.02 69.74 71.58 59.12 60.68 

250 83.54 83.30 80.47 42.01 49.47 52.51 80.15 74.22 76.76 74.01 66.98 67.21 

500 83.30 82.76 81.40 43.97 51.74 55.15 80.84 77.42 78.02 79.19 76.28 75.81 

1000 83.36 84.14 85.08 45.25 60.33 56.98 83.48 80.78 80.47 84.25 82.57 83.00 

2000 84.78 86.23 85.83 52.60 71.22 29.33 81.03 84.67 83.42 86.69 87.03 87.31 

Macro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 62.91 57.94 42.99 08.26 10.27 09.30 54.75 46.29 37.40 45.18 27.94 30.00 

250 64.83 65.33 58.20 11.36 20.12 18.07 62.02 49.55 51.62 54.20 42.60 42.00 

500 65.30 64.30 59.19 16.39 23.27 24.34 62.58 56.64 52.08 60.90 57.23 53.52 

1000 65.25 67.53 66.32 25.06 32.31 28.34 64.03 61.10 56.40 68.09 65.39 64.41 

2000 66.41 68.18 68.76 35.26 46.37 59.55 60.37 68.31 62.41 71.10 71.52 72.11 

Micro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 79.64 76.76 73.59 39.89 40.56 44.51 70.18 68.83 69.51 66.67 52.80 51.15 

250 83.00 81.34 78.61 40.11 45.46 52.60 77.82 73.59 75.95 76.08 63.29 64.59 

500 81.40 79.96 80.08 42.23 46.51 53.75 80.59 74.22 76.15 77.89 74.50 72.23 

1000 79.96 81.59 81.40 44.83 55.61 57.07 83.66 78.41 75.67 79.96 78.15 79.06 

2000 82.27 81.09 81.53 47.34 68.37 59.73 81.96 79.57 77.02 80.91 79.56 79.96 

Macro-F CHI2 MI OR WLLR 

Dimension MAX SUM AVG MAX SUM AVG MAX SUM AVG MAX SUM AVG 

100 59.16 54.14 44.47 04.26 08.22 07.13 48.02 44.27 38.21 40.68 25.10 25.13 

250 64.43 60.76 53.38 05.37 14.85 16.96 59.73 49.09 49.50 55.67 37.28 36.19 

500 62.20 59.30 58.12 11.26 17.17 20.79 62.52 50.59 50.52 55.14 52.20 46.45 

1000 59.87 61.24 60.70 18.23 25.79 22.81 64.75 57.06 51.41 60.03 57.37 58.16 

2000 62.24 60.59 61.21 28.93 39.82 24.26 61.33 57.51 53.09 60.92 60.23 59.87 
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 This review is based on how to measure particle sizes with different image processing 

techniques. In addition, particle size significantly affects the material's mechanical 

properties. In material science, the material's structure is analyzed to understand that a 

material can provide specific standards, such as toughness and durability. Therefore, it 

is essential to make this measurement carefully and accurately. The segmentation 

approach, frequently used in image processing, aims to isolate objects in an image from 

the background. In this sense, separating particles from the background is a problem of 

image processing. In image processing applications, there are different approaches used 

in segmentation, such as histogram-based, clustering-based, region amplification, 

separation, and merging. In this review, a comparative analysis was examined by recent 

studies on particle size measurement. 
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1. Introduction 

Developments in computer technology, data 

collection hardware, laser technology and automated 

imaging platforms have changed the field of 

biomedical research. Hardware systems that once 

needed manual intervention can now be programmed 

to run continuously for days or even weeks. In 

addition, high-content screening systems allow 

multiple experimental hypotheses to be automatically 

tested simultaneously [1] . 

Artificial Intelligence is abbreviated as AI 

technology. AI is a new branch of science that 

emerged in the 1950s. It not only studies technology, 

but also applies relevant technology to products and 

develops intelligent products. It is a technical 

discipline that resembles or partially resembles 

humans, used to help humans complete related 

activities and extend some human intelligence [2]. 

Breakthroughs in computer-aided diagnosis and AI 

 
* Corresponding author  

e-mail: mkarakoyun@erbakan.edu.tr 
DOI: 10.55195/jscai.1218662 

will shortly transform how we diagnose diseases. The 

most encouraging development in AI is machine 

learning, the branch of science that allows computers 

to analyze and learn from data without human 

guidance. These technologies are often found in areas 

such as spell inspection and the development of self-

driving cars, and are all performed by neural network 

algorithms [3] . Recently, modeling methods with 

artificial intelligence have gained significance. 

Parameters determined with many data and 

experiments can be estimated more practically and 

correctly with artificial intelligence methods. In 

addition to calculations, artificial intelligence 

methods are used to determine the cooling system 

parameters of nuclear reactors, fuel measurement, or 

any thermophysical properties [4] .  

Artificial intelligence technology is an 

interdisciplinary topic: with its development 

encompassing a wide range of content and 

intersecting with the fields of philosophy, 

https://dergipark.org.tr/en/pub/jscai
mailto:mkarakoyun@erbakan.edu.tr
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https://orcid.org/0000-0002-2606-5115
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mathematics, statistics and so on, various more 

innovative theories and technologies have emerged. 

For now, the research and application directions of 

AI technology includes perception intelligence, 

thinking intelligence, learning intelligence and 

behavioral intelligence, etc. The AI algorithm mimics 

some laws; the algorithm is summarized by humans 

and then transformed into some algorithms to solve 

some problems. Under the background of the 

constant development of computer technology, the 

application of artificial intelligence algorithms 

obtains a better image processing effect to a certain 

extent, such as the application of several optimization 

algorithms in image processing [2] .  

As a medium containing a wealth of information, 

imagery is an essential resource for human beings to 

acquire and exchange information. In general, images 

are photographs, graphics, movies, videos, computed 

tomography (CT), magnetic resonance imaging 

(MRI), remote sensing and even two-dimensional or 

three-dimensional data. However, the image itself 

sometimes has some disadvantages. To extract 

reliable information from the image, it is necessary to 

process it.  

The main application areas of image processing 

include aerospace, terrain mapping, urban planning, 

medical research, combating product counterfeiting, 

engineering surface damage identification, real-time 

tracking, iris recognition and military, cultural, 

artistic and communicative aspects of human life, and 

business [2] .   

An image is equivalent to two dimensions for a 

machine and a computer. For the image to be 

processed by the computer, the image needs to be 

understood as a two-dimensional function, sampled, 

digitized and then processed. Therefore, image 

digitization is a necessary step for the computer to 

recognize images. After three steps of starting, 

developing, and popularizing, various disciplines 

have studied image processing, which has been 

widely used in various fields. Nowadays, with the 

fast development of science and technology, the 

science of image processing is making more and 

more progress both in theory and practice [2] . 

Particle size distribution of coarse-grain or fine-

grain materials is figured out for experimental 

studies. Particle size distribution is a standard test 

used widely in different areas such as materials 

science, nanotechnology, biotechnology and 

metallurgy engineering to investigate the quality of 

materials. In recent decades, specific properties of 

particles are affected their manufacturing and 

application [5] . Size distribution is a crucial factor in 

increasing process performances. One of the earliest 

and most famous processes of size analysis was 

sieving or separating. Sieving is the cheapest method 

for measuring particle size. Particles are allocated 

according to their size and shape by particle size is 

defined as the diameter. Nonetheless, the action can 

be tedious and requires extra working time to process 

the fine and big particles. Accordingly, on-line 

particle size analysis was needed for the powder 

industry to be a critical impulse for particle sizing 

systems by imaging [6, 7] . Figure 1 presents sample 

images showing the particle distribution of materials 

in different areas. 

There are several types of systems used for 

measuring particle sizes such as Dynamic Light 

Scattering (DLS) Analysis, X-Ray Diffraction 

(XRD), Scanning Electron Microscope (SEM) and 

light microscope. These systems are quite expensive 

and also are not accessible everywhere. The way to 

overcome this problem is to use an automatic image 

processing method. This method is fast and cheap for 

measuring particle size only needs a camera and a 

computer. And also, image processing methods can 

be used in biomedical and electronic industries. 

Besides using this approach, images are evaluated 

with little people interference and the images are 

more detailed and more specific than those achieved 

using a global one [5, 8] . 

Additionally, particle size distribution by using 

image processing has been investigated with shape 

and size characteristics in the past. This method 

precisely measures interparticle distance and 

aerodynamic size distribution from medical 

accessories. This method is more predictable than 

earlier theoretical models [5, 7] .
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a) Blood cells b) Metal powder granules 

  
c) Sand particles d) Sugar crystals 

Figure 1 Particle distribution of the different materials 

 

One of the significant problems in practicing image 

processing and analysis methods for powder 

characterization is the specific selection of objects to 

allow accurate determination of their particular 

characteristics. Frequently, it cannot avoid touching 

or lapping over the particles in the images. This issue 

is demanding with fine without conducting powders 

due to electrostatic interaction [7, 9] . Particle images 

of different materials are presented in Fig. 1. Looking 

at the distribution of the particles in this example, it 

is seen that the particles in Fig. 1b are more discrete 

and separable, the particles in Fig. 1a, Fig. 1c and Fig. 

1d are in contact or overlap. In this case, it can be said 

that the particle analysis of the image in Fig. 1b will 

be more accessible, on the contrary, the research in 

Fig. 1a, Fig. 1c and Fig. 1d will be more difficult. In 

summary, the state of the particle distribution in the 

images obtained from the materials can also affect the 

success of the application that analyzes and 

characterizes the material. 

In general, there are five steps to analyze and 

characterize powder by using image processing. 

These steps include image acquisition, pre-

processing, segmentation, extraction and 

representation of characteristic parameters. Image 

acquisition refers to digitalization as a crucial step for 

image processing techniques to convert images into 

numerical value for computers. The pre-processing 

step consists of fixing the image faults. This step 

includes different types of operations such as filters 

and edge detection. Segmentation is connected with 

extraction or discrimination. This step is to acquire a 

straight selection of the objects and also to uses 

specific algorithms such as Watershed [10] . Data 

extraction subjects to the applicable information to 

obtain specific parameters and shapes of individual 

particles for powder samples. Finally, representation 

is the last step to be processed the data by using the 

traditional statistic method and also shown by 

different types of graphs, diagrams and histograms 

[9, 11, 12] . Figure 2 shows the basic steps of an image 

processing application that performs particle size 

analysis. 

This review's main aim is to research particle size 

measurement with different image processing 

techniques. With this review, which methods are 

used in the segmentation phase in image processing 

applications are examined in terms of shedding light 

on future studies.
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Figure 2 The main steps of an image processing application for particle analyzing 

 

2. Different Approaches  

Particle size measurement has long been used in 

different fields and has attracted the attention of 

many researchers. Li et al. [13] proposed an 

algorithm to automate the intercept method for 

measuring the average particle size of metallic 

materials. The algorithm can extract continuous and 

closed particle regions using topological skeletons 

and measure average particle size by recognizing and 

classifying the intersections between selected test 

models and particle boundaries. They used image 

smoothing and thresholding methods as pre-process 

steps. They applied their algorithm on 200 

microscope images includes different material 

microstructures. The stated that the proposed 

automatic algorithm achieved an overall accuracy 

that is more than %98.  

Ro et al. [14] have developed a new microscopic 

image analysis to increase the accuracy of particle 

size estimation of very small fragmented minerals. In 

their work, they have used individual particle 

segmentation, shape factor, watershed and deep 

learning methods. For the accuracy of the results 

obtained, they have sieved three samples as 

ferruginous quartzite, coal and magnetite and 

compared them with the results found. Since the 

samples used were very small, they applied the image 

stitching method before the image processing. After, 

they have used both watershed segmentation and 

deep neural network methods to separate overlap. 

Akkoyun and Ercetin [15] used some methods of 

the image processing includes thresholding, filtering 

and contouring to calculate the number and size of 

the particles in Mg alloys. The experiment images 

taken from SEM. They compared the results of the 

proposed method with the manual measurement 

results. They stated that the success of their automatic 

system is 94% with a 6% standard deviation between 

automatic and manual results. 

Guo et al. [16] have used an improved watershed 

segmentation method to segment rock fragments. 

Rock images have been captured using tilt 

photogrammetry to reduce measurement errors of 

overlapping rock blocks. Then, image preprocessing 

techniques have been used to determine the target 

rock area. Then, morphological operations have been 

applied to the obtained binary image and the 

watershed segmentation method has been applied 

after the distance transformation has been calculated. 

The performance of the proposed method has been 

compared with the results of manual screening and 

the methods in the literature. 

Hu et al. [17] stated that traditional watershed and 

threshold segmentation algorithms are insufficient 

and the total number of processed particles in the 

image processing process affects the result. In their 

work, a deep learning algorithm (DLA) is presented 
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to segment roughly stacked batch images. Aggregate 

images with different sizes and mixtures have been 

segmented and the results analyzed. Test results have 

been compared with the traditional watershed 

algorithm. Experimental results showed that the deep 

learning algorithm overcomes the problem of over-

partitioning and under-partitioning of the watershed 

algorithm. In addition, desired results have been 

obtained in the partitioning of aggregates with 

different particle sizes and aggregate materials. 

An image segmentation method for coal particle 

size distribution analysis was investigated by Bai et 

al. [18]. To avoid over-segmentation, the technique 

used a gradient watershed for pre-segmentation and 

applied the k-nearest neighbor (KNN) algorithm for 

region merging. As a result, many images were 

automatically segmented using the proposed method 

and the manual method. The proposed method 

effectively estimated the particle size of coal particles 

with low dust and moisture content, as the difference 

in particle size distribution between the two ways was 

very small. Therefore, the particle size and the 

number of particle size ranges were used to estimate 

the size distribution of coal particles. In addition, 

because it is more automatic, it can reduce the labor 

of workers and provide real-time data to other 

equipment. Thus, it can improve the automation level 

of the whole coal preparation plant. 

Yang et al. [19] suggested applying an image 

processing technique to measure coal pieces 

produced by uniaxial compression tests. The image 

processing method based on the MATLAB image 

processing toolbar was proposed in this paper. The 

watershed method was applied for fragment 

segmentation. The contrast between the images 

demonstrates the suitability of the image processing 

method proposed for coal seam measurement before 

and after image processing. The image's fragment 

was considered an ellipsoid characterized by major, 

minor, and minor axes. The image-processed 

cumulative distribution of coal samples was 

determined based on the image analysis results, the 

ellipsoid volume equation, and the center-lateral axis 

value relationship. Comparisons between image 

processing, manual sieving, and fractal-modeled 

cumulative distribution curves indicated that digital 

image processing is an effective and accurate tool for 

measuring the size distribution of coal fragments. In 

future applications, only a single photograph will 

need to be taken and processed, saving more time in 

the image acquisition process. Image analysis is 

based on MATLAB coding, and data will be stored 

automatically. However, code retrieval and data 

analysis are completed with human interaction. It is 

possible to make all these processes smarter with 

programming, artificial intelligence, and deep 

learning applications. 

A variety of ore images and an annotated dataset 

were studied by Li et al. [20]. In order to solve the 

problem of over- and under-segmentation in the task 

of ore image segmentation, the neural network-based 

U-Net model and a marked watershed were used. The 

purpose of ore image segmentation in an outdoor 

environment was achieved by this method. The 

experimental results have shown that the proposed 

method has high speed, strong robustness, and high 

accuracy characteristics. It has great practical value 

for the actual task of statistical analysis of ore grains. 

Wu et al.  [21] worked to find a solution to the 

problem experienced in the measurement of 

overlapping particles in the particle measurement of 

iron green pellets. For this purpose, they developed 

an approach based on morphological operations in 

the first stage and circle scanning in the second stage. 

They applied their method at a local steel company, 

which was a real test environment. They stated that 

they compared their methods with the success of 

manual measurement and other methods and they 

achieved a success rate of 94.3%. 

Watano and Miyanami developed a monitoring 

system for granule growth in the pharmaceutical 

industry [22] . They have prepared a special 

mechanism for the system they have developed. This 

mechanism used a charge-coupled device (CCD) 

camera with particle-adjusted illumination. Some 

preprocessing, such as filtering and noise removal, 

was done on the images obtained with this camera. 

After these processes, some granules overlapping 

were observed, and changes were applied on the 

CCD camera to separate them. After these changes, 

they tried to separate the particles using circle pattern 

matching and the eight-neighbor erosion methods on 

the images they obtained. However, it was observed 

that most of the particles did not separate. Therefore, 

these methods were applied twice. Thus, the 

separation success rate was increased. After this step, 

the Feter diameter of each object was calculated. The 

accuracy of the results obtained was compared with 
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the values measured from the fluidized bed 

granulation system, and the comparison results were 

similar. 

Mora and Kwan used digital image processing to 

measure coarse concrete's shape factor, sphericity, 

and convexity. The method used in this study is 

suitable for estimating both the volume and thickness 

of the particles [23] . They worked on forty-six rock 

samples with three different types taken from five 

sources. Once the sample image was obtained, the 

particles and the background were distinguished 

from each other by increasing the contrast between 

the particles and the background and drawing the 

particle edges. Then, geometric analysis was 

performed for size and shape measurement according 

to the determined particle boundaries. 

Lin et al. presented a three-dimensional watershed 

algorithm for the Automatic Segmentation of Nuclei 

in Confocal Image Stacks. They performed their 

experiments on a small microscopic piece of the rat 

hippocampus. In the segmented region, it was 

observed connected many objects. For the 

segmentation to be calculated correctly, connected 

objects must be separated. The Watershed algorithm 

needs to provide information about objects' shapes 

and sizes. This algorithm is generally used to separate 

connected objects. However, two different image 

transformations are commonly used to determine the 

boundaries surrounding the basins. The first is the 

distance transform. This transformation is usually 

related to the shapes of objects. However, this 

method produces better results for regular geometric 

shapes. Gradient transformation usually causes over-

segmentation. Therefore, the authors proposed a 

hybrid method called "gradient-weighted distance 

transform", which includes both methods. When 

preprocessing is done using this method, it is 

observed that the watershed algorithm also parses 

singular objects that are not connected. To overcome 

this, merge methods are implemented to separate 

singular objects. The results obtained were verified 

with a human observer and a success rate of 97% was 

achieved. In addition, a significant improvement was 

achieved compared to previous studies [24] . 

Tek et al., in their work, proposed an approach 

based on the watershed algorithm and Radon 

transformation (Radon, 1986) for segmenting blood 

cell images. The images used in this study are 

microscopic peripheral blood which may include red 

cells, parasites, and white cells. The proposed 

approach is a stepwise algorithm with several 

different steps. An initial rough segmentation has 

been done with the minimum watershed area (a 

modified version by authors) as first step. And then, 

Radon transformation has applied to the rough 

segmented image to extract markers. Finally, the 

watershed algorithm has been re-applied to the 

images generated after the Radon transformation to 

achieve the final segmented image. To evaluate the 

performance and accuracy of the proposed approach, 

the authors used a set of data having 20 microscopic 

blood cell images, including 2177 different cells (red 

blood cells, white blood cells, and infected cells with 

parasites) by using counting and locating criteria. In 

the experimental results, they stated that they were 

quite successful, with a high segmentation success of 

95.4% [25] . 

Zelelew et al. proposed a stepwise image 

processing system named Volumetric-based Global 

Minimum to segment the asphalt concrete images. 

Their algorithm includes some pre-processing 

methods of image processing and thresholding phase 

and is applied to X-ray computed tomography images 

of asphalt concrete. The volumetric attributes of 

asphalt concrete were used to determine the border 

thresholds of the air-mastic and mastic-mass. So, the 

proposed algorithm was applied to characterize the 

microstructure of the asphalt concrete. They stated 

that the images obtained by their system had satisfied 

improvement compared to the raw images and that 

images were ready for the following processes.  Thus, 

they specified that their algorithms are more 

successful and advanced than many methods used 

manually in this field [26] . 

Liao and Tarng developed an automatic optical 

inspection system based on image processing to 

measure the size distribution of rough particles. The 

proposed system works online and consists of four 

sub-modules: a particle partition module, an image-

acquiring module, an image processing/analyzing 

module, and an electronic inspection module. The 

system was applied to particles that are non-uniform 

to measure some metrics of the particles, like the 

number of particles, particle size distribution, and 

accumulated weight percentages. They conducted a 

regression analysis between the results obtained by 

their system and the traditional net sieving system to 

measure the quality and accuracy of their work. 



Tongur et al, Journal of Soft Computing and Artificial Intelligence  04(01): 15-28, 2023 
 

 

 

21 
 

According to the results, they stated that the proposed 

system achieved satisfied precision and accuracy on 

rough particles and additionally added that their 

system can be a good alternative to measure the 

different coarse particles like dolomite, sinter, 

serpentine, limestone etc. [27] . 

Sharif et al. proposed a stepwise image processing 

system to segment the blood cell images. Their work 

involves some pre-processing steps consists of 

filtering, image enhancement, color conversion, and 

segmentation. Typically, the counting of the blood 

cell is done manually via a hematocytometer using a 

counting chamber. A complete blood count process 

includes white blood cells, hematocrit, hemoglobin, 

platelet, and red blood cell analyses. Each of these 

elements is very important for the body system and 

gives information about the body’s capacity. The 

work aims to provide an automatic segmentation 

system that achieves complete cell count by using 

some pre-process steps and watershed algorithm 

[28] . 

Schorsch et al. proposed a study measuring the size 

distribution of particles during crystallization [29]. 

They prepared a special experimental mechanism for 

measurement and obtain images from it. Before 

particle size measurement, they performed some tests 

to minimize the overlap of particles and observed that 

the overlap was minimal under brighter light.  

Then, they carried out image analysis on servers 

that could perform real-time and parallel analysis. As 

a result of these analyses, the particles were divided 

into three classes: sphere, needle, and cube. In their 

experimental studies, the capabilities of the proposed 

methods for the size and shape distributions of 

particles were tested. For this, the experimental 

results were compared with the Coulter multisizer 

[30] , which is known as a standard for particle size 

measurement. The results obtained from both 

methods were observed very close. The authors 

stated that the device and the image analysis 

algorithm showed high performance in 

characterizing the particles' size and shape for 

different samples. They noted that these results 

would provide a better understanding of how crystal 

size and shape depend on the operating conditions of 

the process and how they can be controlled. They also 

noted that it led to the developing of a powerful 

technique for monitoring crystallization. 

Bahrami and Honarvar, in their work, stated that 

raw cane sugar is a very significant raw stuff of white 

sugar in the sugar industry, and the 

morphological/physical features of the raw material 

can directly affect the quality of the final white sugar. 

So, they aimed to measure the morphological 

characteristics (perimeter, area size, squareness and 

crystal numbers) of the raw cane sugar using image 

processing tool Matlab on the crystal that generated 

by the flatbed scanner. A data set consisting of two 

groups of raw sugar cane, imported and domestic, 

was created to be used in the study. Based on the 

results they obtained from their studies, they stated 

that the digital image processing technique they used 

was useful in determining both the morphological 

and physical properties of different raw sugar crystals 

and could be used as an alternative [31] . 

Pavithra and Bagyamani [32]  used watershed and 

Circular Hough Transform (CHT) [33] image 

processing techniques for white blood cell count in 

their study. The number of blood cells is an essential 

factor in treating of many diseases. A microscopic 

image obtained for the blood cell count contains 

around 100 red blood cells, while the white blood cell 

is only 1 or 3. Therefore, manual blood cell counting 

is unreliable and can give incorrect results. For all 

these reasons, they proposed a fully automated 

method for white blood cell counting in their study. 

First, preprocessing was applied to the image taken 

from the microscope. Since white blood cells are 

darker than red blood cells, the image is converted to 

a gray level according to a certain threshold value. 

Pixels below the threshold are black, while pixels 

above it are white. Thus, the noise and other blood 

cells in the image are cleared. After the image 

preprocessing, the median filtering image 

enhancement method was used to make the objects 

on the image more apparent. Then, the gradient 

magnitude technique was used for image 

segmentation. The Sobel edge detection algorithm 

was used to make the border of white blood cells 

more specific. In addition, the watershed algorithm 

was applied to prevent over-segmentation. Then 

morphological operations were used. Morphological 

operations help to determine the shape of the object. 

Next, erosion and morphological dilation methods 

were applied to smooth the image and remove 

unwanted small pixels. Then, opening and closing 

operations were applied. After all these procedures, 

the CHT method was used for white blood cell count. 
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This method calculates the number of white blood 

cells by calculating the center point and radius of 

circular shapes on the image. In experimental studies 

on 20 images obtained from European Leukemia Net, 

the success rate was observed between 74% and 

100%. 

In their work, Cai and Su performed a step-by-step 

image processing study to segment particle images 

with missing illumination, blurred, and 

cohesive/adjacent structure.   Various improvements 

have been made in the basic levels of image 

processing to segment particles consisting of uneven 

illumination, focus blur, and contact each other 

automatically and accurately and bypass the 

deficiencies of existing methods in the literature.  As 

the first step, the grade of focus blur is reduced by 

analyzing and determining the optimal viewing plane 

of the particles. Then, the effect of uneven lighting is 

also eliminated using an adaptive thresholding 

method. Finally, with the help of the image 

reconstruction method, changing the result of the 

Euclidean distance transform of the binary image and 

coupled with the watershed transform, the touching 

particles are segmented efficiently. They stated that: 

experimental results and error analyses show that the 

proposed method can more accurately segment the 

contacting particles and also effectively avoid the 

over-partitioning problem [34] . 

Jagadev and Virani proposed a study that identified 

leukemia patients using image processing and 

machine learning algorithms. They used three 

different methods in their studies. These are k-means, 

Marker controlled watershed and Hue-Saturation-

Value (HSV) color-based segmentation algorithms. 

Two hundred images obtained from the Goa Medical 

College online database were studied. These images 

include images of patients with leukemia and healthy 

individuals. First, the data in Cyan-Magenta-Yellow-

Key (CMYK) was converted to Red-Green-Blue 

(RGB). The k-means clustering algorithm was used 

for the first image segmentation. Here k is taken as 3. 

These are nuclei (high saturation), background (high 

brightness and low saturation), and other cells. The 

distance between the two classes was used as the 

Euclidean distance. Then each pixel in the cluster is 

labeled as a cluster index. Second, the Marked 

controlled watershed algorithm was used. After the 

foreground objects and background positions were 

marked separately, the watershed algorithm was 

applied. Thus, over-segmentation is prevented. 

Finally, HSV color-based segmentation method was 

used [35] . Finally the support vector machine (SVM) 

[36]  method was applied to determine whether the 

samples had leukemia or not. 

Meng et al. proposed an algorithm for automated 

particle size distribution measurement [37] . The 

proposed algorithm used local adaptive canny edge 

detection and modified circular Hough transform 

methods. The images in their studies were obtained 

from SEM and transmission electron microscopy 

(TEM) imaging devices. Median filtering [38] 

method was used to remove noise in the image before 

the image processing steps. Edges of objects are an 

important feature in image processing. Various edge 

detection algorithms have been developed such as 

Roberts [39] , Prewitt [40] , Kirsch [41] , Sobel [42], 

Robinson [43]  and Canny [44] . Canny edge detection 

includes a multi-step algorithm with two thresholds, 

Th and Tl, for detecting and connecting edges. It is 

not easy to manually select these two threshold 

values. Therefore, the authors proposed a local 

adaptive Canny edge detection method. Tl was set as 

0.4, while Th was obtained by the Otsu [45] 

algorithm. The Hough transform (HT) is used to 

detect geometric shapes. The basic Hough transform 

was designed for line detection but has been later 

extended to other shapes. Circular HT (CHT) is a 

special HT that has proven itself to detect circular 

objects. The basic principle of CHT is to convert 

geometric coordinates such as (x, y) into Hough 

parameter space. The authors proposed a modified 

CHT method. This method separates the basic CHT 

into two stages. These are to find the circle center and 

to determine the circle radius. Experimental studies 

were shown that modified CHT could detect more 

circles on overlapping images. The size distributions 

of the circles obtained by this method were 

determined and compared with the manual 

measurement values. Experimental studies were 

shown that the results obtained from both methods 

are very close. This proved the success of the 

proposed method. 

Yang et al. used image processing to measure the 

size of the produced sand grains because they knew 

that the concrete quality was significantly affected by 

the grain structure of the sand it contained [46]. The 

authors developed a sand casting (dispersion) system 

based on the characteristics of the sand particle 
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contours and an extraction mechanism to overcome 

the lack of the traditional vibratory screening method. 

Their work includes both hardware and software 

parts. Their work includes both hardware and 

software parts. A sand dispersal vehicle has been 

designed and developed as a hardware part that can 

completely disperse the falling sand. On the other 

hand, a segmentation method was used for the 

system’s software. The Otsu’s maximum variance 

between clusters approach was used as a 

segmentation method. The segmentation process 

separated the filtered sand particles from the 

background. In the study, some settings about 

particle size are done according to the JTG E42-2005 

[47] standard. As a result of the study, they stated: 

Their system performs non-contact measurements of 

the produced sand without damaging the particles. It 

is faster and cheaper than classical methods. This 

system can also be applied to different material 

particles, not limited to the sand produced. 

Laucka et al. used image processing techniques to 

measure the size of powder granules used in the 

chemical industry. In their study, they established an 

experimental setup to capture the image of the 

granules. Images of granule particles in the samples 

were obtained with a line scan camera. They used two 

different examples in their study. These are 

monocalcium phosphate and ammonium nitrate. The 

results needed a correction due to the different 

compositions of the particle measurement. Therefore, 

an artificial neural network model was used to 

increase the efficiency of the particle correction 

algorithm. In addition, SVM was used for image 

classification. The main disadvantage of the 

proposed method is that it gives much better results 

when the particles are in a certain ratio of circular 

shapes. The experimental setup was also set up in a 

fertilizer production factory, and measurements were 

made every 5 to 7 minutes during actual production 

[48] . 

Patmonoaji et al. tested the watershed method for 

pore-throat identification in unconsolidated porous 

media with various particle sizes and shapes. One of 

the most important steps in the watershed method is 

to find the parameter value that may cause over-

segmentation and under-segmentation. If this 

parameter is below the optimum value, over-

segmentation occurs, and if it is above, under-

segmentation occurs. Therefore, a value close to the 

local peak was chosen. Three types of regular 

spherical particles were modeled to validate the 

results from the watershed model [49]. 

Biswal et al. estimated the grain boundaries of the 

images obtained from the optical microscope using 

image processing methods. A Median filter was 

applied to remove noise from images. Histogram 

Equalization was used for this. Edge detection 

methods such as Sobel, Robert, Prewitt, and Canny 

were used to detect granules. The results obtained 

from these methods were compared, and the canny 

edge detection method was chosen. Using the canny 

edge detection method, a watershed transform was 

applied with the marker-controlled approach on an 

image.  The marker was used to control over-

segmentation. After the watershed transformation, 

the average particle size was found for all the samples 

used in the experimental studies [50] . 

Cohn et al. used instance segmentation, a useful 

and advanced tool in computer vision [51] . The Mask 

region-based convolutional neural network (R-CNN) 

[52]  which Facebook presented in 2017, was used for 

the instance segmentation process. The authors 

aimed to show the utility of instance segmentation in 

material science using the Mask R-CNN. The images 

of the metal powder particles generated by the SEM 

were used for the segmentation. They trained two 

independent models for segmenting the powder 

particles and satellites in each image. Training steps 

improved the models with five particle and ten 

satellite image instances, respectively. Precision and 

recall measurement metrics were used to analyze the 

results of the segmentation of the powder particle 

images. They stated that false positives occurred 

because of the separation of large pieces formed by 

the fusion of particles.  On the other hand, according 

to the authors, the cause of the false negatives is 

incomplete small, or extremely clogged particles that 

do not contain a strong visual signal. That Mask R-

CNN was also used on the spheroid particles taken 

from the Ultra High Carbon Steel database. 

 

3. Discussion 

This study collects papers related to particle 

measurement (blood cells, metal powder, sand, 

sugar, etc.) in the literature. The objects and methods 

used in these papers and the result of the study are 
summarized in Table 1. According to Table 1, the 

Watershed and Thresholding methods are used more 
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frequently for particle measurement. In addition, 

Edge Detection and Hough Transform methods are 

also widely used. The examined materials are usually 
microscopic objects. For this reason, it has been seen 

that image processing techniques are used for the size 

of the materials. First, images of the materials to be 

measured are taken by devices such as SEM. 
Afterward, the material particles' size is calculated 

using image processing techniques.  In Table 1, it is 

seen that particle measurements are made in many 
areas, from blood cells to metal powders, from cane 

sugar to granules, and from asphalt concrete to sand 

particles. Although there are different types of 
materials, it can be seen that measurement techniques 

are similar. Table 1 shows that the success of the 

Canny and Hough Transform methods are close to 

each other, but the edge detection methods are more 

successful in larger objects. Although the results 
obtained from the studies on soil particles in the 

Watershed method could be more satisfactory, it is 

observed that 97% success is achieved in the studies 

performed on rat cells. This indicates that a suitable 
method should be selected for the study material. In 

addition, it is understood from the studies that the 

watershed method is an appropriate method for 
segmentation (especially for contacted particles). It 

can be seen in the studies that hybrid methods are also 

used instead of a single image processing method. 
Hybrid methods have increased the success of the 

results obtained.

 

Article Data Techniques Results 

[5] Blood cells 
Edge detection and 

morphological operator 

This method is more accurate for larger objects  

and high-resolution images. 

[6] 
Limestone, coal, rounded 

stone, pyrite and iron ore 
Watershed 

Results showed some enhancements when 

applying the proposed approach to non-

overlapped particles. 

[7] Quartz sands Split desktop tool 
Without wasting time and practical to other 

method. 

[8] Nanosilver powder Thresholding 

  Results show that the suggested image-

processing technique from SEM micrographs  

could measure nanoparticles that cannot be 

detected by DLS analysis.  

[9] 
Zirconia powder and adipic 

acid particles 

Watershed and 

morphological operator 

Segmentation process results are shown to be 

convenient to enable accurate edge detection for 

heterogeneous particles. 

[11] Soil particles Watershed 

Obtained results of soil samples by image 

analysis are not satisfied according to the 

expected results. 

[12] Nanomaterial powder 
Thresholding, filtering and 

morphological operator 

The proposed approach is convenient for 

analyzing the powder particle size. 

[13] Iron and stainless steel 
Thresholding and 

morphological operator 

The algorithm can extract continuous and closed 

particle regions and measure average particle 

sizes. 

[14] 
Ferruginous quartzite, coal 

and magnetite 

Watershed and deep 

learning 

Watershed segmentation and deep neural 

network were successfully applied to separate 

the overlaps. 

[15] Mg alloys 
Thresholding, filtering, 

contouring 

A success rate of 94% was observed between 

automatic and manual measurement. 

[16] Rocks 
Morphological operators 

and Watershed 

The proposed method has been successful in 

segmenting rock images. 

[17] Aggregate materials Deep learning 

Desired results have been obtained in the 

partitioning of aggregates with different particle 

sizes and aggregate materials. 

[18] Coal particles Watershed and KNN 

The proposed method effectively estimated the 

particle size of coal particles with low dust and 

moisture content. 
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[19] Coal pieces Watershed 

The results showed indicated that digital image 

processing is an effective and accurate tool for 

measuring the size distribution of coal 

fragments. 

[20] Ore grains 
NN-based U-Net and 

Watershed 

The proposed method has high speed, strong 

robustness, and high accuracy characteristics. 

[21] Iron green pellets 
Morphological operator and 

circle-scan 

The proposed approach achieved 94.3% success 

in measuring overlapping particles. 

[22] Granules 
Thresholding and 

morphological operator 

Image processing results could detect both 

granule growth in the low and rapid granule 

growth in the high moisture with high accuracy.  

[24] Rat hippocampus Watershed 

The results obtained were verified with a human 

observer, and a success rate of 97% was 

achieved. 

[25] Blood cells 
Watershed and Radon 

transformation 

Results are quite successful, with a high 

segmentation accuracy of 95.4%. 

[26] Asphalt concrete Enhancement thresholding 

  The proposed thresholding algorithm greatly 

enhances the traditional techniques used in the 

literature.  

[27] Rough particles Thresholding 

The proposed system achieved satisfied 

precision and accuracy on rough particles and 

can be applied to different rough particles such 

as dolomite, sinter, serpentine, limestone etc. 

[28] Blood cells Watershed 

This work illustrates an automatic segmentation 

system that reaches a complete cell count using 

pre-processing steps and a watershed algorithm. 

[31] Cane sugar Matlab tool 

  Results show that the digital image processing 

technique can be useful in determining the 

morphological and physical properties of 

different raw sugar crystals as an alternative.  

[32] Blood cells 
Watershed and Hough 

transform 

The results' success rate is between 74% and 

100%.  

[34] Noisy particles Thresholding and watershed 

Results illustrate that the proposed method can 

be more accurate by segmenting contacted 

particles. 

[35] Blood Cells 
K-means, watershed and 

HSV 

Many features are extracted to make the 

detection process more exact and detailed. 

[35] Carbon nanospheres 
Canny and Hough 

transform 

Results illustrate that both methods are very 

close. This proves the success of the proposed 

method. 

[46] Sand particles Thresholding 

The proposed system applies non-contact 

measurement of the sand without damaging the 

particles and is faster and cheaper than classical 

methods. 

[48] Powder granules ANN and SVM 

The most detailed results of measurements with 

sieves are reached for correction by using an 

ANN. 

[50] 
Aluminum based hybrid 

composite 
Watershed and Canny 

Results show that it can be a new image 

processing technique for grain boundary 

analysis. 

[51] Metal powders Mask R-CNN 

  Results show that Mask R-CNN can be useful 

for automating image segmentation in material 

science.  
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4. Conclusion 

Different studies in the literature are examined in 

Table 1. In these reviews, a summary of various 

image processing techniques used in many different 
fields is given. It has been seen that image processing 

techniques are used to count the blood cell in the 

health area, investigate different particles (metal 

powder, sand, cement, etc.) in materials science, and 
measurement of sugar particles in the food industry. 

Among these techniques, edge detection and 

heuristic algorithms, morphological operators, 
transformation approaches, thresholding, and tools 

that can be ready have been used in some studies. As 

it can be understood from the studies in the literature, 
it has been stated that different methods are 

recommended for different data. The same method 

has been observed to give different results on 

different data. The research concluded that any 
method was not successful in every data and that the 

method suitable for the data should be meticulously 

determined.   Considering the past to the present, it is 
seen that the subject is up-to-date, existing methods 

and new techniques have continued to be researched, 

and many recent studies have been carried out in 

different fields. 
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 As a result of the developments in technology, the internet is accepted as one of the most 

important sources of information today. Although it is possible to access a large number 

of data in a short time thanks to the Internet, it is critical to analyze th is data correctly. 

The need for text mining is increasing day by day by processing and analyzing the 

increasingly irregular text type data in the digital environment and classifying them in a 

meaningful way. In this study, news texts obtained from online German, Spanish, 

English and Turkish news sites were separated according to predetermined world, sports, 

economy and politics categories. The data set consisting of 4000 news texts was 

classified using 41 different machine learning algorithms in the Weka program. The 

highest successful classification was obtained with Naive Bayes Multinominal and 

Naive Bayes Multinominal Updateable algorithms, and 93.5% for German news texts, 

93.3% for English news texts, 82.8% for Spanish news texts and 88.8% for Turkish news 

texts.  
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1. Introduction 

Thanks to the advancements in internet and 

information technologies, access to information has 
become significantly easier [1, 2]. In particular, the 

increasing use of the internet has led to the vast 

expansion of accessible data [3]. Therefore, in the age 
of information and technology we find ourselves in, 

it is crucial to be able to quickly access the desired 

accurate data [4]. Data mining techniques, which 

vary depending on the type of data stack, are used to 
extract meaningful information, process, and analyze 

the complex array of data found online [5]. Text 

mining, one of the types of data mining, is used to 
extract meaningful information from textually stored 

data such as emails, web pages, reports, articles, and 
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official documents [6]. Text mining, resulting from 
the combined use of natural language processing and 

data mining techniques, uncovers the hidden 

meanings in textual data stacks with the help of 
computer systems [7]. In text mining applications, 

textual data is classified and categorized using 

natural language processing or data mining methods, 

and a model is created. Text mining performs 
prediction when encountering a new text that is not 

included in the dataset, based on the established 

model [8]. Text classification, used for the purpose of 
classification in text mining, enables the assignment 

of categories to newly encountered texts from 

existing categories [9]. 

The rest of the study is organized as follows: the 

second section provides information about text 

https://dergipark.org.tr/en/pub/jscai
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classification and the third section presents the 

studies on text classification found in the literature. 

The fourth section discusses the purpose of the study, 

the dataset and preprocessing stages, feature 

extraction, performance evaluation criteria, and the 

classification methods used, under the heading of 

methodology. The fifth section presents the findings 

of the study, while the final section includes 

evaluations of the results. 

 

2. Text Classification 

Due to the advancements in information and 

communication technologies, the number of 

documents created in the online environment has 
been increasing every day [10]. While the increase in 

accessible information brings many benefits, it also 

presents some challenges [2]. The classification of 

texts found in the online environment is among these 
challenges. Simply put, text classification is the 

process of determining to which previously defined 

category or categories a given text data belongs. In 
other words, text classification involves determining 

whether the textual data in set B={b1,b2,...,bn} 

belongs to the classes in set S={s1,s2,...,sm} that have 
been predetermined. Therefore, it is necessary to 

generate a value, true or false, for (bj, si) ∈ B x S. A 

function g can be represented as g : D x C → {true, 

false}, where g produces the actual results, i.e., true 

if the jth document belongs to the ith class, and false 
otherwise. Accordingly, a similar function f that 

operates in a similar manner can be created using 

machine learning methods, represented as f : D x C 

→ {true, false}. The aim is for the results produced 
by the generated f function to be as similar as possible 

to the results of the g function. A model is created 

using machine learning methods, and an f function 
(classifier) that operates similarly to the g function is 

implemented. Finally, the similarity between the f 

function and the actual results, represented by g, is 
compared [11]. 

With the advancements in technology and the 

increasing use of the internet, there is a growing need 

for data analysis and categorization [1]. News 
agencies, one of the most important sources of 

information today, have incorporated the online 

environment into their publishing activities as a result 
of technological developments. Proper classification, 

labeling, and presentation of the content offered to 

readers are of critical importance in enabling access 

to accurate news texts [12, 13]. Text classification, 
which involves automatically separating documents 

into specific semantic categories, effectively utilizes 

machine learning techniques. Documents consisting 

of textual data can be uncategorized or composed of 
content belonging to one or more categories. In order 

to classify texts automatically using machine 

learning, textual data needs to be transformed into 

numerical form using various approaches. TF-IDF, 
Word2Vec, and FastText methods are among the 

approaches used to extract vector models of texts 

[10]. Upon reviewing the conducted studies, it can be 
observed that various classification algorithms such 

as Random Forest [1, 2, 4, 10, 14-16], K-Nearest 

Neighbor [12, 16-18], Naive Bayes [2, 4, 10, 12, 14-
16], Support Vector Machines [4, 10, 12, 15, 16, 19], 

[15], C4.5 [12, 14], Artificial Neural Networks [10, 

20-25], and Logistic Regression [10] are utilized in 

the classification of textual data. 

3. Relevant Literature 

Aydemir et al. classified 2248 news texts from a 

Turkish-language news website into eight different 

categories using Multinomial Naive Bayes 

Algorithm (MNBA) and Random Forest (RF) 

algorithms based on predefined news categories. The 

study achieved a classification accuracy rate of 

95.24% with MNBA and 99.86% with RF algorithm 

[2]. Başkaya and Aydın classified a total of 80 news 

texts, consisting of four different categories and 20 

news texts for each category, from different news 

websites and newspapers using Naive Bayes (NB), 

J48 Decision Trees, Support Vector Machine (SVM), 

and RF. The highest successful result was achieved 

with the Random Forest algorithm, with a success 

rate of 100% in all four classification types [1]. Uslu 

and Akyol performed text classification using 4900 

Turkish news texts. The news texts consisted of 

seven different categories, with 700 news texts in 

each category. SVM, RF, and NB algorithms were 

used for the classification of Turkish news text 

contents in the study. The analysis results showed a 

successful classification rate of 89% with SVM, 87% 

with RF, and 91% with NB [4]. Acı and Çırak used 

the widely used Turkish Text Classification 3600 

dataset for the classification of Turkish news 

contents. The dataset consists of 3600 news data, 

with 600 news texts in each of the six different 

categories. Convolutional Neural Networks and 

Word2Vec method were used for the text 

classification process, resulting in a success rate of 

93.3% [3]. Çelik and Koç performed text 

classification on a dataset of 12,000 data samples 
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from different Turkish news sources belonging to six 

different categories. The news texts, vectorized using 

Tfidfvectorizer, Word2Vec, and FastText methods, 

were then classified using DVM, NB, LR, RF, and 

ANN methods. The study achieved a highest success 

rate of 95.75%, obtained by classifying FastText 

vectorized news texts with DVM [10]. Şimşek and 

Aydemir classified 1017 emails obtained from 20 

different Gmail and Hotmail accounts as spam or 

legitimate emails using 45 different classification 

algorithms. The study yielded the highest accurate 

classification rate of 94.78% with Naive Bayes 

Multinomial and Naive Bayes Multinomial 

Updateable algorithms [26]. Table 1 provides 

information about the studies included in the 

literature related to text classification. 
Table 1 Related Literature 

Study & 

Author 

Data 

Size 
Classification Method 

Success 

Rate (%) 

[1] 

Başkaya 

& Aydın 

(2017) 

80 

Naive Bayes 

Support Vector Machine  

C4.5 Algorithm 

Random Forest 

90 

95 

65 

100 

[2] 

Aydemir 

et al. 

(2021) 

2248 
Multinomial Naive Bayes 

Random Forest 

95.24 

99.6 

[3] 

Acı & 

Çırak 
(2019) 

3600 
Convolutional Neural 

Networks 
93.3 

[4] 

Uslu & 

Akyol 
(2019) 

4900 

Support Vector Machine  

Random Forest  
Naive Bayes 

89 

87 
91 

[15] 
Cusmuliuc 

et al. 

(2018) 

10000 

Naive Bayes 

Support Vector Machine  

Random Forest 

92.43 

95 

95.93 

[17] 

Aşlıyan & 

Günel 

(2010) 

250 k-Nearest Neighbors 76.8 

[27] 

Dilrukshi 

et al. 
(2013) 

3569 Support Vector Machine  75 

[28] 
Deniz et 

al. (2019) 

799 

Logistic Regression 

Naive Bayes 
Decision Tree 

Random Forest  

Support Vector Machine  

k-Nearest Neighbors 

73.12 

78.12 
59.37 

60.62 

78.75 

78.12 

[29] 

Sel et al. 

(2019) 

18878 MaxEnt Classification 94.54 

[30] 

Jehad & 

Yousif 

(2020) 

20800 
C4.5 Algorithm 

Random Forest 

89.11 

84.97 

[31] 4964 
Support Vector Machine  

Artificial Neural Network 

74.62 

72.99 

Shahi  & 

Pant 

(2018) 

Naive Bayes 68.31 

4. Method  

4.1. Research Objective 

Despite the significant advancements in 

technology that bring great convenience to our lives, 
they also come with certain drawbacks. Particularly, 

the widespread use of the internet as the primary tool 

for accessing information leads to the generation of a 

large volume of data in real-time in the online 
environment. News agencies, being one of the most 

important sources of information, have also 

incorporated the online platform into their publishing 
activities due to these technological developments. In 

the face of increasing data on the internet, proper 

classification, labeling, and presentation of content to 

readers have become critically important for ensuring 
access to accurate news articles [12, 13]. In line with 

this, this study aims to successfully classify German, 

Turkish, Spanish, and English news texts into 
predefined categories such as world, economy, 

politics, and sports using various classification 

algorithms. The flowchart of the study is presented in 

Figure 1. 

 

Figure 1 Study Flowchart 

4.2. Data Set 
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In the study, a total of 4,000 news articles were 

obtained from online news websites publishing in 

German, English, Spanish, and Turkish languages, 

covering the categories of world, economy, politics, 

and sports. Each category consists of 250 news 

articles. The dataset used in the study has been 

publicly published on Kaggle [33]. Detailed 

information about the dataset used in the study is 

presented in Table 2.  

Table 2 Data Set 

Language 

of News 

Category Type  

World Economy Politics Sports 

German 250 250 250 250 

Spanish 250 250 250 250 

English 250 250 250 250 

Turkish 250 250 250 250 

Total 1000 1000 1000 1000 

4.3. Feature Extraction 

In order for machine learning classification 

algorithms to understand the dataset consisting of 

news texts, the texts need to be converted into 

numerical format. For this purpose, the 

StringToWordVector filter in the Weka program is 

used, which employs techniques such as TF-IDF and 

n-grams to transform the texts into numerical vectors 

[26]. Firstly, in the study, the "RegExpFromFile" 

command available in the Weka program is selected 

to determine whether a word is a stopword or not. In 

this step, the "WordTokenizer" command is also 

chosen to tokenize the words for the vectorization 

process. The preprocessed .arff format news data, 

which have gone through various preprocessing 

stages, are loaded into the Weka program, and then 

the attributes are extracted using the 

"StringToWordVector" filter. The 

"StringToWordVector" filter, which covers all 

words, generates attributes in numerical values 

indicating the frequencies of the words [32]. The 

vectorized form of the word frequencies is used in the 

classification phase. In the study, 2257 word vectors 

are extracted as features for the English news dataset, 

2088 for the Spanish news dataset, 2257 for the 

German news dataset, and a total of 2572 for the 

Turkish news dataset. The parameter provided for the 

"StringToWordVector" function is as follows: 

• weka.filters.unsupervised.attribute.StringToWor

dVector -R first -W 1000 -prune-rate -1.0 -N 0 -

stemmer weka.core.stemmers.NullStemmer -

stopwords-handler 

"weka.core.stopwords.RegExpFromFile -

stopwords \"C:\\\\Program Files\\\\Weka-3-8-

6\"" -M 1 -tokenizer 

"weka.core.tokenizers.WordTokenizer -

delimiters \" \\r\\n\\t.,;:\\\'\\\"()?!\"" 

 

4.4. Classification Method 

The data consisting of news texts were analyzed 

using the Weka program. The Weka program, which 

takes its name from the initials of "Waikato 

Environment for Knowledge Analysis," was 

developed at Waikato University in New Zealand. 

This program, which is free, open-source, and Java-

based, enables various operations such as 

Classification, Clustering, Association, Data 

Preprocessing, and Visualization. The program 

includes commonly used machine learning 

algorithms [32]. In this study, 41 different 

classification methods belonging to the Bayes 

Classifiers, Tree Algorithms, Rule-Based Classifiers, 

Function Classifiers, Lazy Algorithms, Various 

Classifiers, and Meta-Learning Algorithms were 

used in the Classify tab of the Weka program for the 

analysis of the news data. Before the classification 

process, the dataset needs to be split into training and 

test sets. The main goal of machine learning 

algorithms is to generate models that make accurate 

predictions on the separated training dataset and 

evaluate the accuracy of the model on new data. The 

data used to test the accuracy of the model constitute 

the test dataset. The simplest approach used to split 

the dataset for training and testing is to randomly 

assign a percentage, for example, 80% for training 

and 20% for testing. Splitting the data percentage-

wise may introduce some errors in determining the 

training and test data based on data distribution. To 

overcome this issue, the cross-validation method was 

used to split all data into training and test sets within 

themselves. With this method, the data is initially 

divided into 10 separate groups, and one group is 

used for testing while the remaining nine groups are 

used for training, repeated 10 times. Then, the 

average of classification performances in each 

iteration is calculated to obtain the final success rate. 

This process is visually explained in Figure 2 below. 
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Figure 2 K-Fold Cross Validation 

4.5. Performance Measures 

In machine learning, the "Confusion Matrix," also 

known as the "Error Matrix," is used to compare the 

predicted and true values and interpret the 

performance of classification models. This matrix 

provides information about the correct or incorrect 

placement of test data into classes [32]. Along with 

the confusion matrix presented in Table 3 below, the 

following performance measures are obtained: 

• Accuracy 

• Recall 

• Precision 

• F1 score 

Table 3 Confusion Matrix 

 True Value 

True False 

Prediction 

Value 

True 
True Positive 

(TP) 

False Positive 

(FP) 

False 

False 

Negative (FN) 

True 

Negative 

(TN) 
 

The definitions related to the confusion matrix in 
Table 3 are provided below: 

● True Positive (TP): The instances that are correctly 
predicted as positive when the true value is 
positive. 

● False Negative (FN): The instances that are 
incorrectly predicted as negative when the true 
value is positive. 

● False Positive (FP): The instances that are 
incorrectly predicted as positive when the true 
value is negative. 

● True Negative (TN): The instances that are 
correctly predicted as negative when the true 

value is negative. 

In addition to these categorical values, precision (1), 

recall (2), F-score (3), and accuracy rate (4) are used 

when predicting categorical values. These values are 

calculated using the formulas provided below. 

𝑻𝑷

𝑻𝑷 + 𝑭𝑷
                         (𝟏) 

                                                                      

𝑻𝑷

𝑻𝑷 + 𝑭𝑵
                         (𝟐) 

 

𝟐 ∗
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
     (𝟑) 

 

𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵
          (𝟒) 

5.  Results 

The features of the dataset consisting of news texts in 

different languages were determined using the 

"StringToWordVector" function in the Preprocess 

tab of the Weka program. The news data with 

extracted features were then tested with 41 different 

machine learning algorithms using the widely 

accepted 10-fold cross-validation method in the 

Classify tab, and the findings are presented in the 

following tables. 

Table 4 Confusion Matrix 

Algorithm 

Success Rate by 

Languages (%) 

G
er

m
an

 

E
n
g
li
sh

 

S
p
an

is
h

 

T
u
rk

is
h

 

B
A

Y
E

S
 

Bayes Net 85.2 85.1 73.3 84.2 

Naive Bayes 86.7 86.7 72.7 84 

Naive Bayes 

Multinominal 
93.5 93.3 82.8 88.8 

Naive Bayes 
Multinominal Text 

25 25 25 25 

Naive Bayes 

Multinominal Updateable 
93.5 93.3 82.8 88.8 

Naive Bayes Updateable 86.7 86.7 72.7 84 

T
R

E
E

 

Decision Stump 38.6 38.6 39.5 33.9 

Hoeffding Tree 25 25 25 25 

J48 80.6 80.7 66.8 77.2 

LMT 90.8 90.9 78.6 86.8 

Random Forest 88.3 88.8 77.9 87.3 

Random Tree 64.6 64.6 50.3 59.2 

REP Tree 76.2 76.7 64.5 73.3 

R
U

L
E

S
 

Decision Table 71.8 71.8 65.6 63.8 

JRip 78.1 79.5 65.9 72.5 

OneR 40.3 40.3 41.8 36.4 

PART 82.5 82.5 65.6 77.8 

ZeroR 25 25 25 25 

Simple Logistic 90.8 90.9 78.9 86.6 
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SMO 93.3 93.2 80.5 87.4 

L
A

Z
Y

 

IBk 68 68.1 49.1 64.7 

KStar 69.4 69.3 51.3 66.5 

LWL 41.7 41.7 41.9 40.3 

M
IS

C
 

Input Mapped Classifier 25 25 25 25 

M
E

T
A

 

AdaBoostM1 38.6 38.6 39.5 33.9 

Attribute Selected 

Classifier 
81.1 80.8 68.3 80.5 

Bagging 83.3 83.9 73.4 76.9 

Classication Via 
Regression 

80.9 80.1 67.8 66.5 

CV Parameter Selection 25 25 25 25 

Filtered Classifier 82.7 82.5 68.2 82.2 

Iterative Classifier 

Optimizer 
86.6 86.2 73.2 82.2 

Logit Boost 86.6 86.2 73.1 82.2 

Multi Class Classifier 87.1 87.4 50.7 77.7 

Multi Class Classifier 

Updateable 
92.4 92.4 76.5 85.7 

Random Committee 82 83.6 68.8 81.9 

Randomizable Filtered 

Classifier 
42.3 42.3 38.4 35.3 

Random Sub Space 84.6 84.7 74.5 82.7 

Stacking 25 25 25 25 

Vote 25 25 25 25 

Weighted Instances 

Handler Wrapper 
25 25 25 25 

Multi Scheme 25 25 25 25 

When examining Table 4, it is observed that the 

highest classification results for German, English, 

Spanish, and Turkish news data belong to the Naive 

Bayes Multinomial and Naive Bayes Multinomial 

Updateable classifiers. The analysis results for these 

algorithms regarding German, English, Spanish, and 

Turkish languages, including values such as True 

Positive Rate (TP), False Positive Rate (FP), and F-

Score, are presented in Table 5. The confusion 

matrices for each language are shown in Figures 3, 4, 

5, and 6, respectively. 

 

 

 

 

 

 

 

 

 

 

Table 5 Other performance metrics for the top classification algorithms 

News Dataset Algorithm 
Accuracy 

Rate (%) 
Precision Recall F-Score TP FP 

German 
Naive Bayes Multinominal 93.5 0.937 0.935 0.935 0.935 0.022 

Naive Bayes Multinominal Updateable 93.5 0.937 0.935 0.935 0.935 0.022 

English 
Naive Bayes Multinominal 93.3 0.935 0.933 0.933 0.933 0.022 

Naive Bayes Multinominal Updateable 93.3 0.935 0.933 0.933 0.933 0.022 

Spanish 
Naive Bayes Multinominal 82.8 0.830 0.828 0.829 0.828 0.057 

Naive Bayes Multinominal Updateable 82.8 0.830 0.828 0.829 0.828 0.057 

Turkish 
Naive Bayes Multinominal 88.8 0.890 0.888 0.889 0.888 0.037 

Naive Bayes Multinominal Updateable 88.8 0.890 0.888 0.889 0.888 0.037 
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  Figure 3 Confusion Matrix for German News Dataset                        Figure 4 Confusion Matrix for English News Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   
Figure 5 Confusion Matrix for Spanish News Dataset                              Figure 6 Confusion Matrix for Turkish News Dataset 

6. Discussion and Conclusion  

With the rapid increase of a large amount of textual 

data, particularly news articles, in online platforms 

and other sources, it has become increasingly 

important to effectively analyze and comprehend this 

data. Text classification of news articles serves as a 

fundamental step in categorizing and extracting 

meaningful information from these data. It assists 

many individuals in understanding news articles 

within large datasets, identifying trends, and making 

informed decisions. Therefore, accurate 

classification of news articles facilitates easy access 

to information, saves time, and plays an effective role 

in information management.  

Aydemir et al. classified 2248 news texts from a 
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Turkish-language news website into eight different 

categories using Multinomial Naive Bayes 

Algorithm (MNBA) and Random Forest (RF) 

algorithms based on predefined news categories. The 

study achieved a classification accuracy rate of 

95.24% with MNBA and 99.86% with RF algorithm 

[2]. Uslu and Akyol performed text classification 

using 4900 Turkish news texts. The news texts 

consisted of seven different categories, with 700 

news texts in each category. SVM, RF, and NB 

algorithms were used for the classification of Turkish 

news text contents in the study. The analysis results 

showed a successful classification rate of 89% with 

SVM, 87% with RF, and 91% with NB [4]. 

In this study, German, English, Spanish, and 

Turkish news texts were classified according to the 

categories of world, economy, politics, and sports. A 

dataset consisting of 4000 news texts was tested 

using 41 classification algorithms in the Weka 

program. As a result, the highest classification 

performance was achieved with the Naive Bayes 

Multinomial and Naive Bayes Multinomial 

Updateable algorithms, belonging to the Bayes 

classifier, for all news texts. The success rates were 

determined as 93.5% for German news texts, 93.3% 

for English news texts, 82.8% for Spanish news texts, 

and 88.8% for Turkish news texts. Additionally, 

among other successful classification algorithms, it 

was observed that the SMO algorithm of the 

Functions classifier and the Multi Class Classifier 

Updateable algorithm of the Meta classifier were 

prominent. For the SMO algorithm, success rates of 

93.3%, 93.2%, 80.5%, and 87.4% were obtained for 

German, Spanish, English, and Turkish news texts, 

respectively. For the Multi Class Classifier 

Updateable algorithm, success rates of 92.4%, 

92.4%, 76.5%, and 85.7% were obtained for the same 

languages. Finally, it was determined that the Naive 

Bayes Multinomial Text, Hoeffding Tree, ZeroR, 

Input Mapped Classifier, CV Parameter Selection, 

Stacking, Vote, Weighted Instances Handler 

Wrapper, and Multi Scheme algorithms had the 

lowest success rates, indicating that the news texts 

were classified only into one category. In conclusion, 

this study demonstrates that Naive Bayes 

Multinomial and Naive Bayes Multinomial 

Updateable algorithms achieve high success rates 

when compared to similar studies in the literature. 

Furthermore, considering the success rates of other 

classification algorithms, it can be said that this study 

makes a significant contribution in terms of 

classification performance. 
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 In recent years, soundwave-based fire extinguishing systems have emerged as a 

promising avenue for fire safety measures. Despite this potential, the challenge is to 

determine the exact operating parameters for efficient performance. To address this gap, 

we present an artificial intelligence (AI)-enhanced decision support model that aims to 

improve the effectiveness of soundwave-based fire suppression systems. Our model uses 

advanced machine learning methods, including artificial neural networks, support vector 

machines (SVM) and logistic regression, to classify the extinguishing and non -

extinguishing states of a flame. The classification is influenced by several input 

parameters, including the type of fuel, the size of the flame, the decibel level, the 

frequency, the airflow, and the distance to the flame. Our AI model was developed and 

implemented in LabVIEW for practical use. 

The performance of these machine learning models was thoroughly  evaluated using key 

performance metrics: Accuracy, Precision, Recognition and F1 Score. The results show 

a superior classification accuracy of 90.893% for the artificial neural network model, 

closely followed by the logistic regression and SVM models with  86.836% and 86.728% 

accuracy, respectively. With this study, we highlight the potential of AI in optimizing 

acoustic fire suppression systems and offer valuable insights for future development and 

implementation. These insights could lead to a more efficient and effective use of 

acoustic fire extinguishing systems, potentially revolutionizing the practice of fire safety 

management.        
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1. Introduction 

Fire-related disasters, both natural and human-

induced, pose significant threats to life, property, and 
the environment. Thus, the development of effective 

preventive measures is crucial in mitigating these 

risks [1] [2]. Conventional firefighting methods, 

which often entail the use of chemicals or heavy 
equipment, might inadvertently inflict further harm 

on infrastructure, natural resources, or the residents 

of the affected area [3], [4]. Hence, understanding the 
specific characteristics of the fire and the burning 

materials is of paramount importance for identifying 

the most suitable extinguishing technique [5]–[7]. 
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In this context, the potential of sound waves as a 
means of fire suppression has garnered significant 

attention. This unique method could not only ensure 

the safety of people and the environment, but also 

present a cost-effective, environmentally friendly 
option [8], [9]. Sound wave-based fire extinguishing 

systems generate pressure waves that disrupt the 

combustion process and extinguish the fire, offering 
a safe, non-toxic, and non-caustic solution [10]. 

However, this technology is still in the research and 

development phase, necessitating further studies to 
optimize its effectiveness and efficiency. 

Prior research indicates that both low-frequency 

sound waves (30 Hz to 50 Hz) and high-frequency 
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sound waves (60 Hz to 90 Hz) can effectively disrupt 

combustion [11]–[17]. The efficacy of these acoustic 
waves depends on several factors including wave 

amplitude and source distance, both of which 

significantly influence flame dynamics. Moreover, 

other variables such as sound frequency, atmospheric 
conditions, and flame properties also play crucial 

roles [18], [19]. 

Considering the complexity of fire dynamics, there 
is a need for effective fire detection and suppression 

systems that can balance sensitivity, reliability, 

extinguishing efficiency, safety, and cost-
effectiveness [20]–[23]. In this vein, the application 

of machine learning techniques and statistical 

analysis to study the characteristics of sound waves 

produced by flames offers promising advancements 
[24]. Coupled with the use of various sensors, 

cameras, and thermal imagers, data-driven 

approaches can provide a comprehensive 
understanding of fire behavior [25]–[30]. Such 

understanding can, in turn, contribute to the 

improvement of acoustic fire extinguishing systems 

[31]–[33]. 
In this study, we utilize a dataset comprised of 

17,442 samples from experimental studies [34]–[37]. 

Our approach distinguishes itself from previous 
works through its innovative user interface and 

dynamic system. We propose a new model using 

LabVIEW, employing machine learning algorithms 

such as artificial neural networks, support vector 
machines, and logistic regression to predict flame 

extinguishing outcomes based on variables like fuel 

type, flame size, decibel level, frequency, airflow, 
and distance. The aim is to provide an decision-

support system for sound wave fire extinguishing 

[34]–[37]. 
The paper is organized as follows: Section 2 

elucidates the dataset, classification algorithms, and 

performance metrics used in our study. Section 3 

presents the experimental results. Finally, Section 4 

provides the conclusions drawn from this study. 

 

2. Material and methods 

In this section, we explain our systematic 

methodology, which covers the stages of data 

collection up to the culmination of the analysis. The 
process of data collection, the technical 

specifications of the collected dataset, and its 

dissemination are described in detail. 
For the task of distinguishing between the 

extinguishing and non-extinguishing states of a 

flame, we used classification methods including 

artificial neural networks, support vector machines 

(SVM), and logistic regression. The rationale for 

these selected techniques and their relevance to our 
study are presented. 

The efficiency of the classifiers was evaluated by 

applying performance metrics, namely accuracy, 

precision, recall, and F1-score. These metrics are 

briefly explained to allow an unbiased comparison of 

the performance of the classifiers used. 

 

2.1. Data Acquisition 

This research study utilized a dataset, derived from 

references [34]–[37], encompassing data aggregated 
from tests conducted on a fire extinguisher using four 

distinct fuel flames. The system framework is 

comprised of four subwoofers, two amplifiers, a 
control unit, and a computer employed as frequency 

sources. Ancillary instruments such as an 

anemometer, a decibel meter, a camera, and an 

infrared thermometer were engaged in measuring 
various parameters throughout the extinguishing 

process. 

An expansive total of 17,442 experimental trials 
were executed utilizing this specified experimental 

apparatus. These trials were conducted within a fire 

chamber, explicitly engineered to function in 
conjunction with a sound-wave fire extinguishing 

system. The aggregated data were subsequently 

utilized to construct models capable of predicting the 

output characteristic (extinguishing or not) 
predicated on six input characteristics. 

During model development, it is of paramount 

importance to critically review fundamental 
statistical properties of the data, as they can provide 

indispensable insights into the data distribution and 

variability. This allows for the identification of 

potential data anomalies such as outliers or missing 
values, which may have an impact on model 

performance. Furthermore, examining the statistical 

measures of individual variables aids in ensuring data 
accuracy and consistency with the expected values 

for that respective variable. 

Table 1 presents a succinct statistical summary for 

all variables encompassed in the dataset, including 
minimum, maximum, mean values, and standard 

deviations. It is important to note that certain 

variables, such as 'fuel', are categorical and hence do 
not possess a significant mean or standard deviation. 

The 'Minimum' and 'Maximum' columns for these 

variables signify the classes of least and most 
frequent categorical variables respectively. This 

information assists in understanding the distribution 

of the categorical variables within the dataset. 

Figure 1 illustrates the distribution of the variable 
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'fuel' among four categories: Petrol, Thinner, 

Kerosene, and LPG. The category demonstrating the 

highest frequency is 'Petrol' with a prevalence of 

29.418%. Conversely, the category 'LPG' exhibits the 

lowest frequency, standing at 11.7647%. 

 

 

 

 

Table 1 Data statistics table 

  Minimum Maximum Mean Deviation 

Size 1 7 3.41 1.75 

Fuel - - - - 

Distance 10 190 100 54.8 

Decibel 72 113 96.4 8.16 

Airflow 0 17 6.98 4.74 

Frequency 1 75 31.6 20.9 

Status 0 1 0.498 0.5 

 

 
Figure 1 FUEL distribution pie chart  

 

A correlation analysis serves as a robust empirical 

method for quantifying the dependencies that exist 

between constituent variables within a given data set. 
It is characterized by a numerical value, the 

correlation coefficient, which ranges from -1 to +1. 

A coefficient that tends towards the upper limit of +1 

indicates a strong positive correlation. This means 
that an increase in one variable is usually 

accompanied by a corresponding increase in another. 
A correlation coefficient that approaches the lower 

limit of -1, on the other hand, indicates a strong 

negative correlation and signals an inverse 
relationship in which an increase in one variable 

generally triggers a decrease in the other. A 

correlation coefficient approaching zero, on the other 

hand, indicates that there is no or negligible linear 
correlation between the two variables under study. 

In Table 2, each cell represents the calculated 

correlation coefficient, which makes a quantitative 

statement about the extent of the relationship 

between the corresponding pair of variables within 

the data set. This matrix highlights the inherent 

interdependence structure of the data set and 

promotes the formulation of insightful and rigorous 

inferential analyses. 

 

Table 2 Inputs correlations 

 Size Fuel Distance Decibel Airflow Frequency 

Size 1 0.431 -3.68e-11 6.8e-11 3.21e-11 6.49e-11 

Fuel 0.431 1 0.176 0.176 0.176 0.176 

Distance -3.68e-11 0.176 1 -0.239 -0.707 -2.08e-15 

Decibel 6.8e-11 0.176 -0.239 1 0.377 0.733 

Airflow 3.21e-11 0.176 -0.707 0.377 1 -0.212 

Frequency 6.49e-11 0.176 -2.08e-15 0.733 -0.212 1 

A "feature trend" describes the course of the 
development of a certain variable over time. This 

progression is visually represented in Figure 2. The 

analysis of temporal data and the recognition of 
patterns facilitate the identification of trends, a 

crucial facet of comprehensive data analysis. 
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Figure 2 Feature trend 

 

Numerous literary sources on the subject were 

consulted in the course of this study. These offer 

comprehensive insights into the processes of data 
collection and various other relevant scenarios. 

However, the focus of our work is on the 

development of a LabVIEW user interface and the 
evaluation of the effectiveness of  learning 

algorithms. 

Therefore, the specific machine learning 

classification techniques used in this study to analyze 
the above data are described in detail. 

 

2.2. LabVIEW based Machine Learning Classifier 

 

The software application called "LabVIEW-based 

Machine Learning Classifier" facilitates the creation 

of machine learning models in the LabVIEW 
programming environment. The graphically 

programmed interface allows users to quickly 

formulate and evaluate a variety of machine learning 

methods and algorithms. The program includes a 
number of pre-built machine learning classifiers that 

can be tailored to different scenarios, including 

classification, regression, and clustering. This section 
presents a model that uses the classification 

techniques of the developed LabVIEW-based 

machine learning classifier. 

 

2.2.1. Artificial Neural Network 

Artificial neural networks (ANNs), a sub-

discipline of machine learning, draw inspiration from 

the structural and functional aspects of the human 
brain. The theoretical foundations for ANNs were 

laid in 1943 by McCulloch and Pitts [38], who 

constructed a mathematical model describing the 
neuronal activities of the brain. Subsequently, Hebb 

[39] proposed a mechanism of reinforcement-based 

learning to explain the learning processes of the 
human brain. Subsequently, Rosenblatt [40], [41] 

presented a computational model for the processing 

elements of the brain, which he called 'perceptrons', 
and thus provided the impetus for a thorough 

investigation of ANNs. 

The aim of ANN's research is to develop machine 
learning systems based on a biological model of the 

brain, focusing in particular on the bioelectrical 

activity of the brain's neurons. This paves the way for 

the development of systems that are able to learn and 
adapt to new situations, much like the human brain. 

ANNs have applications in a variety of fields, 

including image recognition, natural language 
processing, speech recognition, and decision-making 

systems. For a graphical representation of the 

structure of an artificial neural network, see Figure 2. 
 

 

Figure 3 Basic structure of neural network. 

 

Figure 3 contains the following integral parts: 

Input layer: the first layer of the network that 

receives the input data and passes it on to the 
subsequent layer. The number of neurons in this layer 

corresponds to the number of features contained in 

the input data. 

Hidden layers: These layers house the 
computations of the network. They consist of a 
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collection of artificial neurons that process the input 

data and generate intermediate results. The number 
of neurons in each hidden layer, as well as the number 

of hidden layers themselves, can vary depending on 

the complexity of the problem under consideration. 

Output layer: This is the last layer that produces 
the output of the network. It uses the intermediate 

results from the hidden layers and processes them 

further to produce the final output. The number of 
neurons in this layer reflects the number of classes 

inherent in the problem or the number of output 

features. 
Weights: The connections between the layers, 

called 'weights', are critical to the learning process of 

the network. These weights are adjusted throughout 

the training phase of the network to optimize its 
performance and precision. 

Activation function: This is a mathematical 

function applied to the output of each neuron that 
influences the final output of the neuron and 

consequently the output of the network. 

Each layer hosts a large number of artificial 

neurons that process the input data to produce the 
final output. The architecture of the network, 

including the number of layers and neurons, as well 

as the activation function used, can be adjusted to 
achieve better results. 

 

2.2.2. Support Vector Machines (SVM)  

Support vector machines (SVMs) [42]–[44], a 

well-known category of machine learning 

algorithms, are mainly used for classification and 

regression tasks. SVMs can be roughly divided into 

three main categories: linear support vector 

machines, nonlinear SVMs, and multiclass SVMs. 

Linear SVMs are constructed in such a way that the 

instance groups of different classes separated by a 

hyperplane are equidistant, which allows for optimal 

delineation of the data. However, linear SVMs 

cannot handle datasets that are not linearly separable, 

necessitating the use of non-linear SVMs. Non-linear 

SVMs use kernel functions to classify non-linearly 

separable data. These kernel functions map the data 

to a higher-dimensional space and transform it into a 

linearly separable form. The resulting optimal 

hyperplane in this transformed space ensures a 

maximum span between the different classes. The 

data points, or 'vectors," closest to this hyperplane, 

called 'support vectors', determine the separation 

distance. Multiclass SVM, as the name suggests, is 

used to split data into multiple classes. This can be 

achieved by training multiple binary classifiers and 

merging their outputs, or by using a single classifier 

with multiple output values [45]–[48]. 

2.2.3. Logistic Regression  

Logistic regression [49]–[51] is a statistical 

method for analyzing and modeling the relationship 

between a binary dependent variable and one or more 

independent variables. In logistic regression, the 
logistic function is used to estimate the probability 

that the outcome is 1, given a set of independent 

variables. The function assigns a value between 0 and 
1 to each input value, which can be interpreted as the 

probability that the outcome is 1. The logistic 

regression model is trained on a set of labeled data, 

where each data point has a set of independent 
variables and a binary outcome. The model learns the 

relationship between the independent variables and 

the outcome by adjusting the parameters of the model 
so that the predicted probabilities match the actual 

outcomes as closely as possible. 

The logistic function is represented by an S-shaped 

curve, the so-called sigmoid curve, which is defined 

as follows: 

P(x) = 1 / (1 + e^ (-b0 - b1*x)) 

where P(x) is the probability that the outcome is 1 

given the argument x, b0 and b1 are the parameters 

of the model and e is the base of the natural 
logarithm. The following figure shows a logistic 

regression model based on a sigmoid function. 

 
Figure 4 Logistic regression model based on the sigmoid 

function. 

A logistic regression model is visually represented 
as an S-shaped curve with the probability of the 

dependent variable being '1' on the y-axis and the 

corresponding independent variable(s) on the x-axis. 
The curve starts at '0' on the left, moves through an 

inflexion point (the point of maximum slope), and 

ends at '1' on the right. 
As the independent variable(s) increase, the curve 

becomes steeper, and this curve is symmetrical about 

the inflexion point. Therefore, the visual 

representation of logistic regression forms an S-
shaped curve that illustrates the relationship between 
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the independent variable(s) and the probability that 

the dependent variable has the value '1'. 
This graphical interpretation helps to decipher the 

predictions of the model and understand the 

relationships between the variables, making it an 

indispensable tool for the insights gained from 
logistic regression. 

 
2.3. Performance Metrics 

 

There are several performance metrics that are 

used to evaluate the performance of a machine 
learning model [52]–[56]. In this study, the 

performance of the proposed system is evaluated 

using accuracy, precision, recall, and the F1-score. 
These metrics are commonly used to evaluate the 

performance of classification models. Accuracy is a 

measure of how well the system correctly predicts the 

class of instances. It is calculated as the ratio of 

correctly classified instances to the total number of 
instances. Precision is a measure of how well the 

system avoids false positives. It is calculated as the 

ratio of true positives to the total number of predicted 

positives. Recall, also known as "sensitivity", is a 
measure of how well the system finds all positive 

instances. It is calculated as the ratio of true positives 

to the total number of actual positive instances. The 
F1 score is a measure that combines both precision 

and recall. It is calculated as the harmonic mean of 

precision and recall. Using multiple metrics provides 
a better understanding of system performance. 

Understanding how well the system performs in 

terms of accuracy, precision, recall, and F1 score will 

help you identify the strengths and weaknesses of the 
proposed system. 

 

 

Table 3 Performance metrics [57]–[60]

Abbreviation Description Formula 

𝑨𝑪𝑪 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

𝑹𝑪𝑳 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑅𝑒𝑐𝑎𝑙𝑙) 𝑅𝐶𝐿 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑷𝑹𝑬 Precision  𝑃𝑅𝐸 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

FSC F-1 Score FSC = 2 ∗
𝑃𝑅𝐸. 𝑅𝐶𝐿

𝑃𝑅𝐸 + 𝑅𝐶𝐿
 

The equations in Table 3 [61], [62]  allow the 

calculation of the metrics for accuracy, precision, 

recall, and F1 score using the values of true positives 

(TP), false positives (FP), true negatives (TN) and 
false negatives (FN) from the confusion matrix (See 

table 4). 

The Confusion Matrix [63], [64] is a tabular 
analysis tool that explicitly gives the number of true 

positives, true negatives, false positives and false 

negatives, all critical metrics for evaluating the 
performance of a binary classification model. This 

matrix essentially facilitates the accurate 

quantification of true and false predictions, allowing 

for a more nuanced assessment of the classifier's 
performance than simply assessing accuracy. 

Table 4. Confusion matrix 

 

 

 

 

3. Experimental Results 

In this study, machine learning algorithms 
implemented in LabVIEW are used to develop a 

decision support system for a sound wave-based fire 

extinguishing system. The system is designed to 

model fires caused by burning fuels using input 
parameters such as fuel type, flame size, decibel 

level, frequency, airflow, and distance. The aim of 

the study is to develop a system that can accurately 
predict the extinguishing and non-extinguishing 

states of a flame based on these parameters to enable 

more efficient use of the sound wave-based fire 
extinguishing system. Figure 5 show the block 

diagram perspectives of the proposed LabVIEW-

based model. These images show the decision 

support system for the sound wave-based fire 
extinguishing system. The figures help to understand 

the planned design and operation of the system. 
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Figure 5 The block diagram of LabVIEW-based fire extinguisher model 

Table 5 provides a summary of the algorithms and 
parameters used in the proposed model, such as the 

type of machine learning algorithm (e.g., neural 

network, SVM, logistic regression). This information 
can provide insight into how the model was 

constructed and how the different parameters were 

selected and used in the analysis. It can also give you 

an idea of how the model was trained and what 
factors were considered in the classification. 

 

Table 5 Parameters setting LabVIEW-based fire 

extinguisher model. 

 

Algorithm Parameters Values/types 

SVM 

SVM type  C_SVM 

Kernel type  Linear 

c 1 

nu  0,5 

degree  3 

gamma  0,5 

Coef0   0 

Neural 

Network 

Number of hidden 

layers 
5 

Hidden layer type sigmoid 

Output layer type sigmoid 

Cost function type Quadratic 

Logistic 

Regression 

Tolerance 0,001 

Max iteration  1000 

 

Based on the values in Tables 4 and 5, various 

performance metrics such as accuracy, precision, 

detection, and F1 score were calculated. These 
performance metrics are a measure of the model's 

ability to correctly classify instances into positive and 

negative categories. Accuracy is the proportion of 
correctly classified instances out of the total number 

of instances. Precision is the proportion of correctly 

classified positive instances to the total number of 

predicted positive instances. Recall is the proportion 
of correctly classified positive instances out of the 

total number of actual positive instances. The F1 

score is a measure of the trade-off between precision 
and recall. These performance measures give an 

overview of the performance of the model and how 

well it is able to classify instances into positive and 
negative categories. The results of these performance 

measures are shown in Table 6, which allows a 

comparison of the performance of the different 

algorithms used in the study. 
 

Table 6 Performance metrics of learning algorithms 

  ACC RCL PRE FSC 

SVM 0.86728 0.86096 0.86709 0.86716 

ANN 0.90893 0.90874 0.90881 0.90885 

LR 0.86836 0.86831 0.86829 0.86801 

 

According to the developed models, the highest 
classification accuracy belongs to the model ANN 

with a value of 90.893%. The RLC, PRE, and FSC 

values of this model also seem to be higher than those 
of the other models listed in Table 6. According to 

this Table, the highest classification accuracy was 
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achieved with the model ANN, with a value of 

90.893%. The classification accuracy of the SVM 
and logistic regression models are 86.728% and 

86.836%, respectively. This shows that the ANN 

model performs better than the other models in 

classifying the data correctly. These values may 
indicate that the ANN model correctly classifies the 

data and minimizes false positives and false 

negatives. However, it is important to note that 
accuracy is not always the best metric to evaluate the 

performance of a model. Other metrics such as 

precision, recall, and F1 score should also be 
considered.  

4. Conclusion 

The study presents the development of a sound 

wave-based fire extinguishing model using AI 

methods such as artificial neural networks, support 

vector machines, and logistic regression, 
implemented in LabVIEW. The model was able to 

classify the extinguishing and non-extinguishing 

states of a flame based on input parameters such as 
fuel type, flame size, decibel, frequency, airflow, and 

distance. The performance of the developed machine 

learning methods was analyzed and compared using 

performance metrics such as accuracy, precision, 
recall, and F1 score. The results of this study show 

that the highest classification accuracy of 90.893% 

was achieved by the neural network model, while it 
was 86.728% and 86.836% for the SVM and logistic 

regression models, respectively. This indicates that 

the neural network model performed best in 
classifying the extinguishing and non-extinguishing 

states of a flame. Furthermore, the use of sound 

wave-based models can provide a cost-effective and 

non-invasive alternative to traditional fire 
extinguishing methods. In summary, this study 

provides valuable insight into the potential of AI-

based methods for solving fire extinguishing 
problems and can serve as a basis for future research 

in this area. The results show that the use of sound 

wave-based models can be an efficient and cost-

effective alternative to traditional firefighting 
methods. Furthermore, the effectiveness of the model 

can be evaluated using various performance metrics. 

Overall, this study highlights the potential of AI-
based methods in solving firefighting problems and 

shows how they can be a valuable tool for decision-

making in firefighting systems. 
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