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ABSTRACT 

 

Our daily lives are impacted by object detection in many ways, such as automobile driving, traffic 

control, medical fields, etc. Over the past few years, deep learning techniques have been widely used 

for object detection. Several powerful models have been developed over the past decade for this 

purpose. The YOLO architecture is one of the most important cutting-edge approaches to object 

detection. Researchers have used YOLO in their object detection tasks and obtained promising results. 

Since the YOLO algorithm can be used as an object detector in critical domains, it should provide a 

quite high accuracy both in noisy and noise-free environments. Consequently, in this study, we aim to 

carry out an experimental study to test the robustness of the YOLO v5 object detection algorithm 

when applied to noisy environments. To this end, four case studies have been conducted to evaluate 

this algorithm's ability to detect objects in noisy images. Specifically, four datasets have been created 

by injecting an original quality image dataset with different ratios of Gaussian noise. The YOLO v5 

algorithm has been trained and tested using the original high-quality dataset. Then, the trained YOLO 

algorithm has been tested using the created noisy image datasets to monitor the changes in its 

performance in proportion to the injected Gaussian noise ratio. To our knowledge, this type of 

performance evaluation study did not conduct before in the literature. Furthermore, there are no such 

noisy image datasets have been shared before for conducting these types of studies. The obtained 

results showed that the YOLO algorithm failed to handle the noisy images efficiently besides 

degrading its performance in proportion to noise rates. 

 
Keywords:  Deep learning, Image processing, YOLO, Object detection, Gaussian noise. 

 
1. INTRODUCTION 

 

Technology has a life cycle just like humans. Every new technology is born, develops, and becomes a 

raw material for another technology. Deep learning and image processing have become the raw 

material of every technology today. The use of image processing and deep learning techniques has 

mailto:halit.bakir@sivas.edu.tr
mailto:%20rezan.bakir@sivas.edu.tr


 
 
 

 
 

 
 
 

Bakır, H. and Bakır, R., Journal of Scientific Reports-A, Number 54, 1-25, September 2023 
 

 
 

2 
 

gained importance in many fields such as medicine, the defense industry, astronomy, geology, etc. 

One area that has attained great progress in the last years is object detection. Object detection is a 

computer vision technique that generally utilizes machine learning or deep learning techniques for 

determining the location and scale of all object instances in images or videos. Nowadays, object 

detection has entered numerous fields, and its applications have varied, from identity detection and 

self-driving cars to security and medical uses. Object detection is considered a challenging problem 

due to various potential reasons such as the limited amount of annotated data, class imbalance, and so 

on. 

 

Evaluating object detection algorithms in a noisy environment presents unique challenges and 

considerations. In a noisy environment, various sources of noise, such as sensor limitations, low 

lighting conditions, or environmental interferences, can significantly impact the performance of object 

detection algorithms. When evaluating these algorithms in such conditions, it becomes crucial to 

assess their robustness and reliability in accurately detecting and localizing objects amidst the noise. 

Evaluating object detection algorithms in a noisy environment typically involves analyzing their 

performance metrics, such as detection accuracy, localization precision, and false positive rates, while 

considering the specific noise characteristics and their potential effects on algorithm performance. 

Furthermore, researchers often employ specialized datasets or introduce synthetic noise to simulate 

realistic scenarios and assess the algorithms' ability to handle noise-induced challenges. The 

evaluation process helps in understanding the algorithm's performance limitations, guiding 

improvements, and facilitating the development of more noise-robust object detection systems. 

 

This study focuses on evaluating the widely recognized YOLO object detection algorithm in various 

environments with different levels of noise. Specifically, our assessment involves examining the 

algorithm's performance in detecting objects within images that have been subjected to progressively 

increasing amounts of Gaussian noise. 

 

1.1. Motivation and Contribution 

Many successful deep learning architectures such as Yolo, VGG-19, ResNet, Inception, Xception, and 

MobileNet are used for detecting and recognizing objects in images. However, distortions may occur 

while acquiring images because of various sources. In other words, noises like electrical interference, 

poor lighting, and gaussian noise may lessen the quality of the image. In such situations, deep learning 

architectures that detect or classify objects rapidly and accurately in clear images may fail (i.e. in 

noisy images). On the other hand, as it's known, the information obtained in some critical fields such 

as the defense industry, radar systems, medicine, etc. should have zero or close to zero error rates. 

And since the images acquired in such domains do not always have a high quality due to the 

environmental conditions. Therefore, there is an urgent need for adaptive models that can be used in 

more than one domain and that can minimize the error rate when detecting objects in both noisy and 

noise-free images. With the advent of the YOLO algorithm, several applications have employed 

YOLO for object detection and recognition in various fields and the obtained results were 

encouraging, but in most cases, this algorithm has been trained and tested using high-quality images. 

This motivates us to conduct a specific study to evaluate YOLO robustness in detecting objects in 

noisy environments. A dataset consisting of 40 classes was used in this study to evaluate the object 

detection performance of the YOLO algorithm. YOLO was first evaluated using the original dataset's 
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high-quality images. Then four datasets have been created by injecting noise gradually into the 

original images. To the best of our knowledge, this type of dataset has not been publicly shared before 

in the literature. YOLO's detection performance is evaluated using the suggested and constructed 

datasets. The literature has not previously addressed this type of performance evaluation study to the 

best of our knowledge. Furthermore, doing such a study can help researchers realize the maximum 

rate of distortion at which the model can produce results whether it is good or bad results. 

 

1.2. Research question 
Verifying whether YOLO is good model for general object detection or not, and whether YOLO 

algorithm could be used as end-to-end model for conducting object detection task in critical systems. 

 

The rest of the paper is organized as follows. Section 2 includes the related studies. Section 3 

describes the used methodologies.  Section 4 presents experimental results. Section 5 includes 

conclusion and future works. 

 

2. RELATED WORKS 

 

Due to the rapid technological change during the last years there has been a rapid and successful 

expansion of computer vision research. One area that has attained great advancement is object 

detection. Object detection is a fundamental task required by most computer vision systems. 

Researchers in the last years have made a great effort to make considerable progress in various 

directions in order to conduct a robust object detection algorithms and approaches. For example, some 

of the studies adopted machine learning methods [1] while others tried to develop new representations 

and models for specific computer vision problems or tried to develop efficient existing solutions [1–

7]. As an instance, in [1] study, a new algorithm was proposed for visually salient object detection, 

then it was utilized to extract salient objects to be used for training the machine learning-based object 

detection part of the proposed system.   

 

A lot of researchers recently have utilized deep learning algorithms in the domain of computer vision, 

especially in image classification and object detection. For example, Bakır et.al in their study[8], 

proposed CNN and ANN based approaches for diagnosing and detecting lung diseases. In another 

study [9], a ResNet deep learning architecture was employed to classify the malaria parasite 

effectively. Authors in  [10] study proposed several deep learning architectures such as VGG-16, 

ResNet, and Inception v3 in order to extract features to be used in detecting cataract disease from 

retinal fundus images. On the other hand, in [11] study, an approach utilizing deep learning was 

introduced to detect objects by analyzing images captured by an unmanned aerial vehicle's (UAV) 

onboard camera during an autonomous flight trajectory. Subsequently, an algorithm was devised to 

autonomously guide the UAV to land in close proximity to the detected object. 

 

The object detection algorithms are classified into two main categories: Single-stage models and 

multi-stage models. For example, in the two-stage models like R-CNN  [12], the initial model is 

employed to identify object regions, while the subsequent model is utilized to classify the objects and 

further enhance the precision of their localization. As a result, learn the localization and classification 

stage separately makes this method relatively slow. SPP-Net  [13] and Fast R-CNN [14] presented the 
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concept of region-wise feature extraction. Proposing to use spatial pyramid pooling (SPP), SPP-net 

can generate a fixed-length representation regardless of image size/scale  [13]. On the other hand, Fast 

R-CNN utilizes various methods (such as using region of interest (RoI) pooling layer) to improve 

training and testing speed while boosting detection accuracy. Later, in Faster R-CNN [15]  approach, a 

Region Proposal Network (RPN) was introduced to generate region proposals with minimal 

computational overhead. This was achieved by sharing convolutional features from the full image 

with the detection network. 

 

In the single-stage approach, a fixed number of predictions is made on the grid which means the 

model can directly predict object bounding boxes for an image. The most famous single-stage models 

are You Only Look Once (YOLO) [16],YOLO v2 [17] YOLO v3 [18] , YOLO v4 [19] , and SSD: 

Single Shot MultiBox Detector [20], Broadly speaking, research in the field of object detection can be 

categorized into two primary streams: conventional methods for object detection and detection 

methods based on deep learning techniques. Traditional object detection methods are built on 

handmade features and shallow trainable architecture, such as in [21–31]. However, these types of 

methods can easily fail to handle complex combinations of low-quality images beside being 

inaccurate, relatively slow with low performance on unfamiliar dataset  [32]. With the rapid 

development in deep learning, more robust architectures have been introduced to address the problems 

present in traditional methods such as  [31, 33–35]. 

 

There are few studies on object detection or classification in a noisy environment. As an example, 

Nayan, Al-Akhir, et al in their article [36] proposed a new low-cost technique for error-free object 

recognition in noisy images. In the study, a comprehensive experimental evaluation with conventional 

detectors retrained on noisy images is presented, taking advantage of the Single Shot MultiBox 

Detector SSD. In another study, Kushagra Yadav et al. [37] proposed a new method to reduce the 

effect of noise on the image object detection task. The proposed method consisted of two stages. In 

the first stage, Residual Dense Network (RDN) was used to reduce noise from the low-quality image, 

and in the second stage, the standard Single-Shot Multibox object detector was adopted to complete 

the object detection process. Furthermore, the proposed model is tested using Gaussian noise images. 

and the proposed approach is evaluated in the Pascal Visual Object Classes comparison. Moreover, 

Milyaev, S., and I. Laptev [38] proposed a new, low-cost method for image noise removal by 

considering object detection in noisy images. The proposed method is based on combining the 

standard Deformable Parts Model and Regions with Convolutional Neural Network object detectors. 

The proposed method is compared with other noise removal techniques as well as with standard 

detectors retrained on noisy images. In Elena Medvedeva's work [39], an improved method is 

proposed to detect moving objects in distorted images caused by white Gaussian noise. Including two 

stages, the proposed method represents the video sequence through a three-dimensional discrete 

Markov process. The first stage is the filtering of three-dimensional non-linear images, which allows 

objects' contours to be preserved. The second stage involves identifying objects of interest based on 

their boundaries and luminosity. 

 

On the other hand, for detecting objects in noisy environments, J. F. Que et al. [40] proposed a 

Yolov3-based method. In particular, the YOLO v3 algorithm is used to create an LSS object detection 

system that can adapt to environmental noise. Multiple experiments were performed on both noisy and 
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noiseless datasets, and it is stated that the proposed method improves object detection accuracy in 

noisy environments. Geonsoo Lee et al. [41] proposed a Feature Enhancement Network (FEN) to deal 

with noise in small object detection. The authors presented a self-monitoring approach to training 

SEN without any labels. They also noted that the proposed approach can be seamlessly combined with 

a variety of off-the-shelf object detectors. Maheep Singh et al. [42] propose a new Distinctive Object 

Detection (SOD) technique in noisy environments using a convolutional neural network (CNN). De-

noising the image is achieved using CNN, which uses coordinate descent to modulate the signal. 

Gaussian noise and white noise were tested in the study and the performance of the proposed V-SIN 

technique was evaluated on two publicly available image datasets with different evaluation metrics. 

Aditya Gautam and Mantosh Biswas [43] adopted Whale Optimization Algorithm (WOA) for edge 

detection in Gaussian noise images. According to them, experimental results showed that the proposed 

technique outperformed conventional edge detectors and the considered technique.  

 

Furthermore, the YOLO is accepted as one of the most important and accurate object detection 

algorithms that has been used in a wide range of applications. For example, in [44] a YOLOv5 was 

utilized to detect the bacterial spot disease in the bell pepper plants from the symptoms seen on the 

leaves. As we can see from related works, the suggested performance evaluation study has not been 

previously addressed in the literature which encourages us to conduct such a study to provide insight 

into YOLOv5's performance in detecting objects in noisy environments. In [45], YOLO-SA which is a 

YOLO landslide detection model is proposed in order to improve the speed, accuracy, and parameters 

of landslide detection models. In [46], channel pruned YOLO v4 has been adopted for apple flower 

real-time detection. In [47], YOLO-Tomato, a YOLO based model has been proposed for handling the 

challenges of fruit detection. In [48], YOLO-face, a YOLO v3 based model has been proposed for 

improving the performance of face detection. 

 

When we looked at the literature it can be concluded that the YOLO algorithm has accepted as an 

accurate algorithm which can be used in multiple domains such as agriculture and biomedical. The 

images that have been used in most of the literature works is high-quality images and the YOLO 

algorithm has been used as an end-to-end model without any pre-processing phase. So, this work aims 

at investigating the robustness of the YOLO algorithm in detecting objects in low-quality or noisy 

images. This type of investigation works is very important to shed the light on the acceptable amount 

of distortion or noise to save the performance of these types of models. To this end, we proposed to 

inject the Gaussian noise gradually into an image dataset and monitor the performance of this 

algorithm i.e. YOLO algorithm. The results showed that when the noise amount was 25% the 

performance of the YOLO algorithm did not be affected so much and it was still at an acceptable rate. 

On the other hand, the performance of YOLO started dropping significantly. The performance of 

YOLO became very bad when the amount of injected Gaussian noise reached 100%. 

 

3. MATERIAL AND METHOD 

 

In general, digital images became an important part of modern systems including airplanes, aircraft, 

autonomic systems, and medical systems. The images collected in such systems are not high quality in 

most cases. This is related to the fact that the quality of images degrades due to the existence of noise. 

Image noise is a random variation of brightness or color information. The noise can occur due to 
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different reasons such as electricity, heat, and sensor illumination levels. The noise in images can be 

manifest in different formats. we will briefly discuss the most important of it in the following section.  

 

3.1. Types of Noise 

Noise in images refers to unwanted random variations or distortions that affect the visual quality of a 

picture. It can appear as graininess, speckles, or artifacts, and is primarily caused by factors such as 

sensor limitations, low-light conditions, or compression algorithms. Noise can reduce the clarity, 

sharpness, and overall fidelity of an image, impacting its visual appeal and potentially hindering the 

interpretation of important details. To enhance image quality, various techniques like denoising 

algorithms and post-processing methods are employed to minimize or remove noise while preserving 

the essential information and maintaining a balance between noise reduction and image sharpness. 

There are several types of image noise: Gaussian Noise, Impulse Noise, Salt and Pepper Noise, 

Speckle Noise, and Poisson Noise. 

 

3.1.1. Gaussian noise 

Gaussian noise or Random noise (also called electronic noise) is statistical noise having values 

distributed in a normal Gaussian. The noise is created by adding a Gaussian function to the image. 

The type of noise is very similar to nature's noise types, thus this type of noise has been adopted in the 

present study to evaluate the robustness of the YOLO algorithm. The noise's values are Gaussian-

distributed. In the case of a Gaussian random variable Ζ, the probability density function Ῥ can be 

expressed as in Eq. 1. 

 

PG(z) =
1

σ√2π
e

−
(z−μ)2

2σ2          (1) 

 

 Where Ζ represents the grey level, μ the mean grey value and σ its standard deviation. 

 

3.1.2. Impulse noise 

Impulse noise is a type of random noise that affects digital images. It manifests as isolated pixels with 

significantly higher or lower intensity values compared to their neighboring pixels, resembling white 

and black specks. Impulse noise can occur due to various factors, such as transmission errors in digital 

communication, faults in image sensors, or data corruption during storage or processing. It can 

degrade image quality, introduce visual artifacts, and adversely impact subsequent image analysis 

tasks. Denoising techniques specifically designed to handle impulse noise are commonly employed to 

mitigate its effects and restore the clarity and integrity of the image. There are three main types of 

impulse noise. Salt Noise, Pepper Noise, Salt and Pepper Noise. Salt noise can be generated by adding 

random bright values to the image. Pepper noise can be generated by adding random dark values to 

the image. Bright values and dark values are produced by adding 255-pixel values and zero-pixel 

values, respectively. 

 

3.1.3. Salt and pepper noise  
This type of noise is a combination of salt and pepper noise. It can be injected into an image by adding 

both random bright and random dark values all over the image. The Salt & Pepper noise values can 
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range from 0 to 255. Pepper noise tends to have an intensity value close to 0, while salt noise tends to 

have an intensity value close to 255. See in Eq. 2. 

 

Ƞ(x, y) = {
0, pepper noise
255, salt noise

        (2) 

 

3.1.4. Poisson noise 

Poisson noise, also known as photon noise or shot noise, is a type of statistical noise that commonly 

occurs in digital imaging systems, particularly in low-light conditions. It is caused by the inherent 

randomness associated with the detection of light particles (photons) by an image sensor. Poisson 

noise follows a Poisson distribution and is characterized by variations in the number of photons 

detected at each pixel, resulting in random fluctuations in pixel intensity. In images, Poisson noise 

appears as a granular pattern with slight intensity variations across the scene. It is more pronounced in 

darker regions where fewer photons are detected. Denoising techniques designed to handle Poisson 

noise typically involve statistical modeling and estimation to reduce the noise while preserving image 

details and avoiding excessive smoothing. These techniques are commonly used in applications such 

as astrophotography, medical imaging, and scientific imaging where low-light conditions are 

prevalent. A nonlinear response of image detectors and recorders causes this type of noise, known as 

quantum noise or shot noise. For a random variable 𝑋 ≥  0   the Poisson noise can be dictated using 

in Eq. 3. 

 

PY|X (y│x) = 1/y! (ax + y)ey−(ax+y), x ≥ 0, y = 0,1, . ..     (3) 

 

 α > 0: scaling factor, and λ ≥ 0: the dark current parameter. 

 

As a result, input random variable X is transformed into output random variable Y, which is indicated 

by Y as in in Eq. 4.  

 

Y = P(aX + y)          (4) 

 

3.1.5. Speckle noise 

Speckle noise is a type of granular noise that commonly affects images acquired through coherent 

imaging systems such as ultrasound, synthetic aperture radar (SAR), and laser imaging. It arises from 

the interference patterns created by the constructive and destructive interference of coherent waves 

within the imaging system. Speckle noise appears as a grainy pattern with random variations in 

intensity, resulting in a speckled or textured appearance in images. It can obscure fine details, reduce 

contrast, and degrade the overall quality of the image. Denoising techniques for speckle noise often 

involve the use of filters, statistical models, or advanced algorithms specifically designed to reduce the 

noise while preserving important image structures and details. These techniques play a crucial role in 

enhancing the visual quality and interpretability of images acquired through coherent imaging 

systems. Speckle noise is a multiplicative noise that takes place in low-level luminance images such 

as Magnetic Resonance Image (MRI) images. This type of noise can be produced by multiplying 

random pixel values with different pixels of an image. Speckle noise can be modeled as in in Eq. 5. 
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g(m, n) = f(m, n)u(m, n) + Ƞ(m, n)                   (5) 

 

Where 𝑔(𝑚, 𝑛) point to a corrupted image matrix at the spatial position(𝑚, 𝑛); 𝑢(𝑚, 𝑛) and 𝜂(𝑚, 𝑛) 

stand for the multiplicative and additive component of the noise, respectively; and 𝑓 is the original 

image. Figure 1, illustrate an image injected with different types of noises. 

 

Denoising techniques are utilized to reduce or eliminate noise from images, enhancing their visual 

quality and improving the accuracy of subsequent analysis. Various approaches are employed to 

tackle noise, such as spatial filtering, statistical methods, and machine learning algorithms. Spatial 

filtering methods, including median filtering and Gaussian filtering, work by replacing each pixel's 

value with a filtered value based on its neighboring pixels. Statistical methods, such as wavelet 

denoising or total variation denoising, exploit the statistical properties of noise to remove its presence 

while preserving image details. Machine learning-based techniques employ deep neural networks 

trained on large datasets to learn the noise patterns and perform denoising effectively. These 

techniques play a vital role in restoring image fidelity and enhancing the overall visual appeal of 

images in various domains, including photography, medical imaging, and computer vision. We intend 

to assess the efficacy of these denoising techniques in our forthcoming research endeavors, as their 

evaluation falls beyond the scope of the present paper.  

 

3.2. Object Detection 

Object detection is a fundamental task in computer vision that involves identifying and localizing 

objects of interest within an image or a video sequence. It plays a crucial role in various applications, 

such as autonomous driving, surveillance, and augmented reality. Object detection algorithms aim to 

automatically detect and classify objects in images, often using deep learning techniques. One popular 

approach is the region-based convolutional neural network (R-CNN) family of algorithms, which 

generate region proposals and then classify them using a convolutional neural network (CNN). 

Another widely used algorithm is the You Only Look Once (YOLO) model, which divides the input 

image into a grid and predicts bounding boxes and class probabilities directly from the grid cells. 

Other notable algorithms include Single Shot MultiBox Detector (SSD) and Faster R-CNN, which 

improve on speed and accuracy. These algorithms have significantly advanced the field of object 

detection, enabling robust and efficient detection of objects in various real-world scenarios. So, in this 

study, we will evaluate the performance of the well-known YOLOv5 in terms of detecting objects in 

noisy environments. Therefore, we will briefly talk about this algorithm in the next sub-section. 

 

3.2.1. YOLOv5 

Proposed by Redmond et. al YOLO (You Only Look Once) is one of the most common real-time 

object detection algorithms. The algorithm depends on dividing images into a grid system. Each cell 

in the grid is responsible for detecting objects within itself. The YOLO model solves object detection 

as a regression problem instead of a classification problem by directly predicting the image pixels as 

objects and its bounding box attributes [49]. Therfore, the YOLO algorithm uses bounding box 

regression to predict the center, height, width, and class of each object. Moreover, this algorithm uses 

the Intersection over union (IOU) concept to select the bounding boxes that fit the objects in the image 

as perfectly as possible, in this way the algorithm can prevent detecting the object more than one time.  

 



 
 
 

 
 

 
 
 

Bakır, H. and Bakır, R., Journal of Scientific Reports-A, Number 54, 1-25, September 2023 
 

 
 

9 
 

After the invention of the YOLO algorithm, a multiple version of this algorithm has been proposed 

and developed such as YOLOv2 [17] and YOLOv3 [18],and YOLO v4 [19]. Each version of YOLO 

has been proposed for solving specific problem in the previous versions and improving the detection 

accuracy of the original YOLO algorithm. For example, in YOLO v2, it has been proposed to use 

batch normalization operation in the YOLO algorithm, which improves the performance of YOLO 

and solves the problem of detection of small objects. Also, in YOLO v3, it has been proposed to use 

the logic of residual neural networks (especially skip connections) in YOLO algorithm, which 

improved the performance of YOLO significantly compared with YOLO v2. In 2020, Glenn Jocher 

introduced YOLOv5 using the Pytorch framework. The algorithm is pre-trained on the MS COCO 

dataset. YOLOv5 is considered one of the authorized cutting-edge models with outstanding support 

and is convenient to use in production. All the versions of YOLO algorithm have been adopted in 

diverse applications mainly due to their faster inferences, high detection accuracy, and better 

generalization besides being open source. 

 

Since YOLO is one of the state-of-the-art object detection algorithms used in a huge number of 

previously deep learning-based science studies, and since this algorithm has been introduced as one of 

the most advanced object detection algorithms that can be used in multiple domains and can achieve 

an outperforming performance, in this work we proposed to test the robustness of YOLO algorithms 

with low-quality images and see how its performance can be affected if the environment contains 

some type of noise. 

 

3.3. Used and Created Datasets 

Military Aircraft detection dataset has been utilized in this study. The dataset consists of images 

related to 43 different types of aircraft. Particularly, the dataset contains objects related to 43 different 

classes her object has been labelled with a bounding box in PASCAL VOC format. The original 

dataset contains 10658 different labelled images. The original dataset can be founded and downloaded 

from Kaggle repository [50]. In order to evaluate the robustness of the YOLO algorithm against 

Gaussian noise we propose to inject this noise gradually into the images in the original dataset and 

monitor how the performance of YOLO will be affected. The Gaussian noise has been added into the 

images using the formulas Eq.6 and Eq.7. 

 
noise = np. random. normal(loc = 0, scale = 1, size = image. shape)   (6) 

 

noisyImage = image +  noise ∗ noiseRate       (7) 

 

In particular, in the first case study, we proposed creating a Gaussian noise matrix, multiplying it by 

0.3 (noiseRate=0.3), and adding it to the original images’ pixels. In the second case study, we 

proposed creating a Gaussian matrix, multiplying it by 0.5 (noiseRate=0.5), and adding it to the 

original images’ pixels. In the third case study, we proposed creating a Gaussian matrix, multiplying it 

by 0.8 (noiseRate=0.8), and adding it to the original images’ pixels. In the fourth case study, we 

proposed creating a Gaussian matrix, multiplying it by 1 (noiseRate=1), and adding it to the original 

images’ pixels. Accordingly, in this way, we can control the proportion of noise that will be added to 

images, and we can create four different noisy image datasets from the original dataset namely 30%-

Gaussian-Dataset, 50%-Gaussian-Dataset, 80%-Gaussian-Dataset, and 100%-Gaussian-Dataset. The 
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created datasets will be available on demand. To the best of our knowledge, this is the first time that 

these types of datasets are constructed and made available for future works. Algorithm 1, illustrates 

the Pseudocode of the Python script used for injecting the noise and creating the proposed noisy 

datasets. Figure 2 illustrate an example of image injected with different proportions of gaussian noise. 

 

 

Figure 1. Example images injected with different types of noise. 

a. Orignal image, b. Gaussian noisy image, c. Salt&paper noisy image, d. Speckle noisy image, e. 

Poisson noisy image. 

 

3.4. Proposed Test Bed 

In order to test the YOLO model in detecting noisy images we have to create a noisy image dataset 

with different noise rates. To this end, as explained in the previous section, we injected images with 

different Gaussian noise proportions. Then we applied YOLO to detect objects within created image 

datasets besides the original dataset to evaluate the overall performance. Figure 3 shows the block 

diagram of the conducted experiment. As can be seen in Figure 3 the test bed mainly consists of two 

phases. In the first phase, the original dataset was split into a training dataset utilized to train the 

YOLO model and a testing dataset used to evaluate the detection performance of the trained YOLO 

model. Thus, in the first phase, we trained and tested the YOLO v5 algorithm in order to evaluate its 

detection accuracy when the used image dataset contains high-quality images. Afterward, we saved 

the weights trained by the algorithm to be used to detect objects from the same images but after 

injecting some level of noise into them. Particularly, the second phase is composed of four different 

case studies as follows: 
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3.4.1. Case study 1 

In this case study, we proposed to inject a very small amount of gaussian noise into the images. 

Particularly, we proposed to inject only 30% of gaussian noise into each image in the dataset. After 

that, we used the trained YOLO algorithm in order to investigate if YOLO algorithm can detect the 

object from the images with the same accuracy achieved on the original image dataset. 

 

3.4.2. Case study 2 

In this case study, we increased the amount of injected noise slightly to 50% and tested the 

performance of the trained YOLO algorithm in terms of detecting objects in these mild noise-

contained images. 

 

Algorithm 1. Algorithm used for constructing noisy image dataset. 

Input: Image_dataset 
Output: Noisy_image_dataset 

 
For img in Image_dataset: 
Image = read_Image_file(img) 
Image = reScale_image_pizels(image) 
#creating noise matrix with same shape of the original image 
noise =   np. random. normal(loc = 0, scale = 1, size =  Image. shape) 
noisy_image =  np. clip((img +  noise ∗  noise_proportion),0,1) 
Noisy_image_dataset ←  image_saver(noisy_image) 

 
Table 1. dataset description. 

Number of classes Number of objects Number of images 

43 17145 10658 

 

3.4.3. Case study 3 
In this case study, we increased the amount of noise to 80%, and again tried to detect the objects from 

the images using the trained YOLO algorithm. 

 

3.4.4. Case study 4 
In this case study, the injected amount of gaussian noise has been increased to 100%, and the trained 

YOLO algorithm has been applied to detect the objects from these fully obfuscated images. 

 

In brief, in the second phase, we injected the original images with different gaussian noise rates to 

create four different datasets. Then we applied YOLO trained model to the created noisy image 

datasets. 

 



 
 
 

 
 

 
 
 

Bakır, H. and Bakır, R., Journal of Scientific Reports-A, Number 54, 1-25, September 2023 
 

 
 

12 
 

 

Figure 2. Example of an image injected with different proportions of noise. 

a. Gaussian 30%, b. Gaussian 50%, c. Gaussian 80%, d. Gaussian 100%. 

 

4. EXPERIMENTAL RESULTS 

 

All the experimental studies have been conducted using Python programming language over Google-

colab free GPU. Multiple python libraries and frameworks have been used during conducting this 

study such as Kersas, Tensorflow, Open-CV, etc.  

 

4.1. Evaluation Metrics 

To evaluate the robustness of YOLOv5 in different noisy environments we utilized different standard 

evaluation metrics such as confusion matrix, Recall, Precision, F1-score, and mAP (mean Average 

Precision), but we only displayed F1-score and mAP in the results since it is enough to summarize the 

tradeoff of both Recall and Precision metrics and gives us a better idea of the overall accuracy of the 

model.  

 

4.1.1. Confusion matrix 

A confusion matrix is a table that defines how well a classification algorithm performs. Confusion 

matrixes consist of four components as can be seen in Figure 3. 
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4.1.2. True Positives (TP) 
 The model predicted a label correctly, which means the actual value matched the predicted value. 

 

 

4.1.3. True Negatives (TN) 
The model does not predict the label correctly; the actual value is negative while the predicted value is 

positive. 

 

4.1.4. False Positives (FP) 
The actual value is negative but the predicted value is positive. 

 

4.1.5. False Negatives (FN) 
The actual value is positive but the predicted value is negative. 

 

4.1.6. Accuracy 

This metric is calculated using Eq.8.  

 

Acc =
(TP + TN)

(TP+TN+PF+FN)
         (8) 

 

 

Figure 3. confusion matrix. 

 

4.1.7. Precision 

This metric is calculated using Eq.9.  

 

P =
TP

(TP+FP)
          (9) 

 

4.1.8. Recall 

This metric is calculated using Eq.10.  

 

𝑅 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                      (10) 
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4.1.9. F1-score 

This metric is calculated using Eq.11.  

 

𝐹 = 2 ∗
(𝑅∗𝑝)

(𝑅+𝑝)
                      (11) 

 

4.1.10. mean Average Precision (mAP) 

This metric is calculated using Eq.12.  

 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑁
𝑖=1                        (12) 

 

As it can clearly be seen from the results in Figure 4 the YOLO approved its efficiency for detecting 

objects from high-quality images relevant to the original dataset. Particularly, the average value of 

mAP reached 73.5% and the average value of F1 score values reached 69%, which denotes a great 

success in detecting objects in high quality images. After that, we tested the YOLO algorithms using 

the constructed four noisy image datasets. we saw that the YOLO algorithm obtained good results 

when tested in a noise-free environment.  However, when adding noise to the images, the YOLO 

model showed a gradually decreasing in performance in a proportion to the amount of injected noise. 

For example, it can be noted from Figure 5 the big degrading in mAP score, where it decreased from 

73.5% when applied to the original dataset to 48.6%, 35.6%,24.4 %, and 23.5 % when applied to 

detect the objects from the same images after injecting gaussian noise with 30%, 50%, 80%, and 

100% proportions respectively. Moreover, Figure 6 illustrates the F1-score curve obtained when the 

trained YOLO algorithm has been applied for detecting objects from the created four noisy image 

datasets. We can note from the Figure that the average F1-score value degraded from 69% when the 

trained YOLO algorithm has been used for detecting objects from the original image dataset to 48%, 

34%, 23%, and 21% obtained when the YOLO-trained algorithm adopted for detecting the objects 

from the same image but after injecting gaussian noise with 30%, 50%, 80%, and 100% proportions 

respectively. Moreover, Figure 7 illustrates some detection examples obtained by applying YOLO to 

the original dataset. We can see from the figure that the trained YOLO algorithm could detect all the 

objects in the image except one object, and almost all the detected labels were true.  

 

Then when we have applied the YOLO algorithm on the 30% Gaussian-Dataset and 50% Gaussian-

Dataset as can be seen in Figure 8, we can note from the figure that the number of undetected objects 

increased gradually based on the amount of the injected Gaussian noise, where the YOLO algorithm 

cannot detect 12 objects from the 30%-Gaussian images and 22 objects from 50%-Gaussian images. 

Also, we can note from the figure that almost all the labels of the detected objects have been defined 

wrongly by the YOLO algorithm. 

 

By increasing the amount of noise injected into the original images the performance of YOLO 

continued to drop down as we can see from Figure 9, where the number of undetected objects reached 

38 and 45 when the injected Gaussian noise proportion was 80% and 100% respectively. 
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5. CONCLUSION AND FUTURE WORKS 

 

Object detection is a major task in most computer vision problems. It is typically working to identify 

and locate objects within an image. YOLO is one of the state-of-the-art algorithms highly used 

recently in various object detection tasks. The object detection forms the main task in different critical 

and real time systems such as aircraft goal tracking systems, radar systems, biomedical systems, and 

so on. And since the images collected in these systems cannot always be in the same quality as the 

images used for testing it, therefore, in this study, we made various experiments for testing the 

performance and the robustness of the YOLO detection algorithm in a noisy environment. To this end, 

we have trained and tested YOLO v5 algorithm using different noisy image datasets. 

 

 

Figure 3. The block diagram of the conducted evaluation experiment. 
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Figure 4. Test results on original dataset. (a. mAP, b. F1 Score).  

 

Particularly, a test bed has been proposed to test the YOLO algorithm using four different noisy image 

datasets containing various proportions of gaussian noises. We proposed to inject 30% of gaussian 

noise into the original image dataset in order to create the first noisy image dataset. After that, we 

proposed injecting 50% of gaussian noise in order to create the second noisy image dataset. Then, we 

proposed injecting 75% of gaussian noise into the original image dataset in order to construct the third 

noisy image dataset, and finally, the fourth noisy image dataset has been constructed by injecting 

100% of gaussian noise into the images in the original dataset.  
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Figure 5. mAP results obtained by applying YOLO on noisy datasets. 

a. 30% noise, b. 50% noise, c. 80% noise, d. 100% noise. 

 

The obtained results using four proposed datasets showed that the YOLO model failed to handle noisy 

images efficiently, while the mAP score reached 73.5% when the trained YOLO v5 algorithm has 

been tested based on the original image dataset, this score dropped down to 48.6%, 35.6%,24.4 %, and 

23.5 % when applied to detect the objects from the same images after injecting gaussian noise with 

30%, 50%, 80%, and 100% proportions respectively. Furthermore, the F1-score of the YOLO v5 

algorithm was 69% when used for detected objects in the original image dataset compared with 48%, 

34%, 23%, and 21% obtained when the YOLO-trained algorithm was adopted for detecting the 
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objects from the same image but after injecting gaussian noise with 30%, 50%, 80%, and 100% 

proportions respectively. Also, the results showed that the performance of the YOLO algorithm was 

still at an acceptable rate when the amount of injected noise was 30%. Also, the results showed that 

when the amount of injected noise reached 50% the performance of YOLO dropped significantly. The 

results were very bad when the amount of the injected noise reached 100%, where most of the objects 

could not be detected by YOLO, and the detected objects were detected incorrectly. 

 

 

Figure 6. F1 score results obtained by applying YOLO on noisy datasets. 

a. 30% noise, b. 50% noise, c. 80% noise, d. 100% noise. 
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Figure 7. Examples of the YOLO detection on the original images. 

 

 

Figure 8. Examples of the YOLO detection on the 30%-Gaussian-Dataset and 50% Gaussian-Dataset. 

a. 30% noise, b. 50% noise. 
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Figure 9. Examples of the YOLO detection on the 80% Gaussian-Dataset and 100% Gaussian-

Dataset. a. 80% noise, b. 100% noise. 

 

It can be concluded from this study that the well-known object detection algorithms can fail in 

detecting objects in real-life systems. Therefore, in order to make an efficient object detection in noisy 

environments there is an urgent need to add a co-model that can be utilized to denoising and 

processing images before handling them by these types of algorithms. In future works, we will try to 

propose and test some co-models that can be used alongside these types of algorithms in order to 

improve their performance such that they can detect objects both in noisy and noise-free 

environments. Several approaches can be utilized to improve the performance of the model such as 

fine-tuning auto-encoder models in order to obtain as clear version of the image as possible before 

handling it using the object detection architectures.  
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ABSTRACT 

 

Chromosomes, which are formed by the combination of DNA and special proteins, are structures that 

can show some changes with the effect of genetic or environmental factors. The DNA molecule in 

these structures carries vital information in elucidating critical information about life. DNA, which is 

formed by the combination of sugar, phosphate and organic bases, has exon and intron regions 

separation. Information about the processes in the life cycle of cells, the changes experienced by stem 

cells, the regulations in the growth and development stage, the development status of cancer, mutation 

occurrences and protein synthesis are stored in exon regions. Distinguishing exon regions that form 

3% of a cell's DNA is challenging. However, detecting diseases on genetically based facts offers more 

precise outputs. For this reason, analyses were made on the BCR-ABL gene and BRCA-1 mutation 

carrier genes to analyse leukemia and breast cancer, which are genetically based diseases. First, these 

genes obtained from the NCBI gene bank were digitized by integer mapping technique. The digitized 

sequences were given as input to the hash function. This proposed hash function consists of the steps 

of finding the logarithmic equivalent of the total number of digitized organic bases, summing all 

logarithmic equivalents, rounding to the nearest integer, expressing it in binary and placing it in the 

hash table. These outputs, which define the exon and intron regions, were shown as clusters to find the 

new input region easily. The collision cluster is the binary representation of key values representing 

both exon and intron regions for the same region. The main goal is to have a small number of 

elements in this cluster. With the proposed hierarchy in this study, only one collision occurred for 

BCR-ABL and BRCA-1 genes. Accuracy rates of the proposed approach based on a mathematical 

basis and independent of nucleotide length were obtained 93.33%, and 96%, respectively. 
 

Keywords: DNA sequences, Exon and intron regions, Integer mapping technique, Hashing technique  
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1. INTRODUCTION 

 

The cell is the basic unit of life and has structural and functional properties. It provides the repair of 

injured tissues and regeneration of dead cells [1]. However, with the effect of genetic or 

environmental factors, some changes may occur in the genetic components of the cells [1,2]. These 

changes are expressed with chromosomes. Chromosomes are formed as a result of the fusion of DNA 

and special proteins [3]. The DNA molecule, which contains vital functionalities, is a structure formed 

by the combination of sugar, phosphate and organic bases [3,4]. This structure has a separation of 

exon and intron gene regions for eukaryotic cells [5]. Analysis of these regions is a source of 

information for elucidating critical information about life. Because, information about the processes in 

the life cycle of cells, the changes experienced by stem cells, the regulations in the growth and 

development stage, the development status of cancer, mutation occurrences and protein synthesis are 

stored in exon regions. In addition, the development status of cancer and mutation formation can also 

be evaluated by exon regions [3,6]. 

 

Cancer is a malignancy that requires early diagnosis for survival. The medical world uses different 

methods in the diagnosis of cancer. However, some of these methods produce unclear results. For 

example, manual assessments on imaging or pathological outputs depend on different parameters such 

as the person's knowledge, experience, mental intensity and physical fatigue [7,8]. However, the ratios 

in the blood elements can create a similar curve of change for different diseases [9]. Therefore, 

analyzing the disease using genetic data builds a successful decision process. However, due to the 

recent developments in genome technology, manual evaluations for the increasing amount of data 

[4,10] slow the analysis. On the other hand, since 3% of the DNA of a eukaryotic cell consists of exon 

regions [11], the investigations of these regions are complex. In addition, the detection process of 

exon and intron regions has been evaluated as a challenging problem in [4,11-13] studies. 

 

In this study, leukemia malignancy, which is among the most common cancer types, was examined 

[4]. Leukemia is evaluated in two different ways according to the type of disease in the body. This 

distinction is characterized as acute and chronic. In acute leukemia, the spread of the disease in the 

body is rapid. In chronic leukemia, the spread of the disease in the body is slow [1,15]. Therefore, 

early diagnosis is necessary for the continuation of vitality, especially in acute leukemias. In this 

study, exon and intron regions in BCR-ABL genes presenting as an important indicator in the 

diagnosis of ALL and CML malignancies being the main types of leukemia, were analyzed [1,16]. 

Thus, a genetic-based evaluation was provided. 

 

There is an active research area in the literature for the analysis of exon and intron gene regions from 

past to present. Until the 2000s, different statistical methods were used to evaluate these regions. In 

this direction, the detection of exons was provided in the [17] study, in which an estimation algorithm 

using a quadratic discriminant function for multivariate statistical pattern recognition was presented. 

Genetic evaluations were made with the information obtained in the [18] study, which provided a 

comprehensive analysis of various statistical features for human exon regions. In the [19] study, in 

which the program called GeneParser was developed, the fraction of exons was estimated by means of 

statistical results obtained from intron and exon regions. On the other hand, analytical and 

computational studies have been carried out for the interpretation of genomic data since the 2000s [2]. 
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At the same time, the developed digital signal processing approach is preferred for data interpretation 

[2]. In this framework, the conversion process of the nucleotide sequence to the amino acid sequence 

was analyzed in the [20] study. Exon regions were distinguished from intron regions by means of 

entropic measures calculated from amino acid sequences. The [21] study proposed a method based on 

the Gabor wavelet transform. Thus, the detection of exon regions was provided. However, digital 

signal processing, which is a strong scientific field on large molecules formed by the polymerization 

of monomers, has been widely used since 2010 [2]. In this direction, digital signal processing was 

used in the [22] study in order to detect exon and intron regions and reveal anomalies in these regions. 

FIR and IIR filters were used to provide a successful estimation of exon regions. In order to detect 

exon regions in eukaryotic cells in the [23] study, a numerical mapping technique based on Walsh 

codes has been proposed. In the [24] study, the estimation of exon regions from eukaryotic DNA 

sequences was provided with the developed bidirectional LSTM and RNN-based deep learning 

models. In the [25] study, is introduced a convolutional neural network model for the classification of 

human exon and intron regions. In the [26] study, Frequency Chaos Game Representation and CNN 

structure were used together. Thus, human exon and intron regions were analyzed. 

 

A study area is available to evaluate exon and intron regions. Especially the developments in the field 

of digital signal processing [3,4] have emerged as a preferred strong field for exploring the 

relationships, patterns and periodicity states in the data [10]. However, the [27] and [28] studies using 

the digital signal processing approach stated that digital signal processing approaches not only serve a 

successful decision process but also provide an inference based on DNA length. Therefore, it was 

planned to construct a structure independent of DNA length. In this study, a hierarchy based on the 

structural and mathematical basis was constructed in order to produce results independent of DNA 

length. First of all, DNA sequences, which have a symbolic structure in this hierarchy, were digitized 

according to the rules of the integer mapping technique. Secondly, the digitized sequences were given 

as input to the hash function. The logarithmic equivalents of the total number of each organic base in 

the sequences digitized within the scope of the hash function were obtained and rounded to the nearest 

integer. All integer values generated for exon and intron regions were expressed in binary system. In 

this study, in which open hashing is preferred, the values that define the exon and intron regions and 

are expressed in a binary system were placed in the hash table. Finally, it was compared with the 

results of analysis realized on the BRCA-1 gene [29] seen in breast cancer patients carried high-risk. 

Accuracy rates of this study for BCR-ABL gene and BRCA-1 gene were obtained as 93.33%, and 

96%, respectively. 

 

With this study, the analysis of exon regions that have vital functions related to life has been done. An 

alternative method for detecting these regions has been proposed compared to statistical methods, 

digital signal processing approaches, deep learning models, and analytical or computational studies. In 

this direction, the exon regions, constituting 3% of the eukaryotic cell DNA and having a complex 

analysis process, were evaluated with the proposed hashing function [4,11-13]. Thus, despite the 

increasing genome data and unclear manual evaluation methods, genetic-based inferences have been 

produced that are independent of DNA length, and have a simple hierarchy and a mathematical basis. 
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2. MATERIALS AND METHODS 

 

This study aimed to distinguish exon regions containing vital life information from intron regions 

using the NCBI dataset supplied https://www.ncbi.nlm.nih.gov/ site. In this direction, the BCR-ABL 

gene, characterized as an important indicator in the diagnosis of ALL and CML malignancies being 

the main types of leukemia was used. First, the BCR-ABL gene, which occurs from symbolic letters, 

was digitized by the integer mapping technique. Then the digitized DNA sequence was given to the 

hashing function. The values expressed in the binary system as function output were placed in the 

hash table. In this hierarchy where the open hashing approach is preferred, the outputs corresponding 

to the same hash value are kept in a list structure. Then, these key values, which define the exon and 

intron regions, were shown with clusters in order to easily find the region of the new input. At the 

same time, producing cases of the same output is examined for both exon and intron regions. The 

intensity of this situation, which is described as collision, was evaluated for the entire clusters. 

However, in order to generalize with the proposed hierarchy, the same methods were also performed 

for the BRCA-1 mutation carrier gene [29] seen in high-risk breast cancer patients. Finally, the 

analyzes performed for two separate DNA sequences were evaluated and comparisons were made. 

The flow chart of the proposed hierarchy was given in Figure 1. 



 
 
 

 
 

 
 
 

Akalın, F. and Yumuşak, N., Journal of Scientific Reports-A, Number 54, 26-41, September 2023 
 

 
 

30 
 

 

Figure 1. The flow diagram of the hierarchy proposed in this study. 

 

2.1. Dataset          

Leukemia, one of the most common types of cancer [14], affects the body's blood production 

mechanism [1]. Manual evaluations required for the diagnosis of this disease include different 

parameters. This complicates to produce a clear output. For this reason, the main aim of the study is to 

produce clearer results in diagnosing the disease using genetically based facts. In this direction, the 

molecular diagnosis was provided on 4 different BCR-ABL genes used as an indicator in the 

diagnosis of ALL and CML malignancies, which are the main types of leukemia disease. Nucleotide 

length information about the exon and intron regions of these genes is given in  Table 1. 
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Table 1. Information about the BCR-ABL gene regions obtained from the NCBI dataset. 

 

AM400881.1              Regions 

Names 

Called of 

Regions 

1-14   Exon Region (1-Exon) 

15-71  Intron Region (2-Intron) 

72-527  Intron Region (3-Intron) 

     AM600680.1  

1-29 Exon Region (4-Exon) 

30-578 Intron Region (5-Intron) 

579-1114 Intron Region (6-Intron) 

1115-1180 Exon Region (7-Exon) 

    AM886138.1  

1-31 Exon Region (8-Exon) 

32-280 Intron Region (9-Intron) 

281-790 Intron Region (10-Intron) 

791-853 Exon Region (11-Exon) 

     EU447303.1  

1-70 Exon Region (12-Exon) 

71-145 Exon Region (13-Exon) 

274-448 Exon Region (14-Exon) 

449-488 Exon Region (15-Exon) 

 

In this study, the stability of the performance of the proposed framework was also investigated for a 

different gene type. In this direction, the same hierarchy was applied again for the BRCA-1 mutation 

carrier gene in breast cancer patients with high risk. The nucleotide length information of the exon and 

intron regions for the BRCA-1 gene is given in Table 2. 

 

Table 2. Information about the BRCA-1 gene regions obtained from the NCBI dataset. 

 

LC312442.1                Regions 

Names 

Called of 

Regions 

20-207 Intron Region    (1-Intron) 

Y08757.1  

1-746 Intron Region    (2-Intron) 

747-834 Exon Region    (3-Exon) 

835-1482 Intron Region    (4-Intron) 

LC312441.1  

1-203 Intron Region    (5-Intron) 

NM_001407963.1  



 
 
 

 
 

 
 
 

Akalın, F. and Yumuşak, N., Journal of Scientific Reports-A, Number 54, 26-41, September 2023 
 

 
 

32 
 

1-94 Exon Region    (6-Exon) 

95-183 Exon Region    (7-Exon) 

184-323 Exon Region    (8-Exon) 

324-429 Exon Region    (9-Exon) 

430-475 Exon Region   (10-Exon) 

476-552 Exon Region   (11-Exon) 

553-3978 Exon Region   (12-Exon) 

3979-4067 Exon Region   (13-Exon) 

4068-4236 Exon Region   (14-Exon) 

4237-4360 Exon Region   (15-Exon) 

4361-4551 Exon Region   (16-Exon) 

4552-4862 Exon Region   (17-Exon) 

4863-4950 Exon Region   (18-Exon) 

4951-5028 Exon Region   (19-Exon) 

5029-5069 Exon Region   (20-Exon) 

5070-5153 Exon Region   (21-Exon) 

5154-5208 Exon Region   (22-Exon) 

5209-5282 Exon Region   (23-Exon) 

5283-5343 Exon Region     (24-Exon) 

5344-6851 Exon Region   (25-Exon) 

 

9 exons and 6 intron regions were selected for the BCR-ABL gene. In addition, 4 intron regions and 

21 exon regions were created as unbalanced in the preferred BRCA-1 gene. In the last step, the 

performance of the inferences reached for the BRCA-1 gene was compared with the performance of 

the inferences reached for the BCR-ABL gene. The title "Names Called to Regions" in Table 1 and 

Table 2 has definitions related to each example. These definitions are used to illustrate the collision 

situations in Figure 2, Figure 3, and Figure 4. 

 

2.2. Integer Mapping Technique 

DNA is the part of the cell that has vital information for the maintenance of life functions and 

biological processes [4]. It has a symbolic structure. This complicates the analysis of DNA structure. 

Digitizing the sequences is a necessary step to provide successful inference. In this study, the integer 

mapping technique, which is one of the fixed mapping techniques, was chosen [6]. 

 

The integer mapping technique is a 1-dimensional mapping technique [28]. In order to digitize the 

DNA structure with this technique, firstly, the number of organic bases in the sequences is examined 

and then the assignment is done. The first rule for this mapping technique is that the total number of 

purine bases (A and G) is greater than the total number of pyrimidine bases (C and T). According to 

this rule, the 4 bases are assigned as T=0, C=1, A=2, and G=3 respectively. Another rule is that the 

total number of T organic base is greater than the total number of A organic base and the total number 

of G organic base is greater than the total number of C organic base. According to this rule, the 4 

bases are assigned as A=0, C=1, T=2 and G=3 respectively [6]. In this study, it was also encountered 
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that the total number of T organic bases is larger than the total number of A organic bases and the total 

number of G organic bases is smaller than the total number of C organic bases. In such a case, A=0, 

T=2, C=3 and G=1 assignments were made for 4 bases, respectively. Thus, BCR-ABL genes and 

BRCA1 genes were digitized by integer mapping technique. 

 

2.3. Hashing Technique 

The process of creating a fixed-size output from inputs of different lengths with the help of the 

address function is called hashing. The outputs produced as a result of the hashing process are placed 

into a hash table. The data in the hash table, which consists of fixed-size outputs, is accessed with the 

key. Keys that produce an index are always unique and represent only one value. Each index defined 

with a key in the hash table is determined by the hash function. The hash function takes the data and 

places it in memory with the output it produces. This function should be simple to calculate, and 

produce results without any collision [30]. 

 

In this study, a hash function suitable for the structure of the DNA sequence was created. The pseudo 

code of this function is given below. 

 

Code 1. The pseudo code of the proposed hash function 

1-Start 

2-Find the total number of organic bases A, T, G, and C for each digitized DNA sequence. 

3-Find the logarithmic equivalents of the total number of each organic base in the sequences 

digitized. 

4-Add these 4 separate logarithmic equivalents and round to the nearest integer. 

5-Express in the binary system these values obtained in the fourth step. 

6-Finish 

 

After the key of each DNA sequence was calculated with the help of the hash function described in 

Code 1, it was placed in the hash table. By this hash function created suitable to DNA structure, 

values expressed in the binary system specific to exon and intron regions are obtained. Then the 

values reached for the exon and intron regions were shown in two separate clusters. The main purpose 

here is that succeed to avoid a collision situation. In this study, open hashing was preferred within the 

framework of hashing approach. 

 

Open hashing is a method that provides a list structure solution for the case of hashing the elements 

calculated with the hash function to the same value. With this method, in the case being of different 

data corresponding to the same index, elements with the same properties are added to a list [30]. The 

hash tables of BCR-ABL genes expressed with 4 bits and BRCA-1 genes expressed with 5 bits are 

given in Figure 2 and Figure 3. 
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Figure 2. Hash table created fort he BCR-ABL gene. 
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Figure 3. Hash table created for the BRCA-1 gene. 

 

When the hash tables in Figure 2 and Figure 3 are examined, it is seen that there is only one collision 

for two different gene structures. In this direction, 14 correct detections were made for BCR-ABL 

genes containing 15 distinct gene regions. At the same time, 24 correct detections were made for 

BRCA1 genes containing 25 distinct gene regions. As a result of these detections, 93.33% and 96% 

success rates were produced, respectively. The clusters of numerical values in the binary system that 

define the exon and intron regions are given in Figure 4. 
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Figure 4. Clusters  of numerical representations in the binary system that define exon and intron 

regions for BCR-ABL and BRCA-1 genes. 

 

In this study, a successful result was produced at the end of the proposed region recognition process 

for the BCR-ABL gene. In order to examine the stability of this success in a different disease context, 

the BRCA-1 gene, which consists of an unbalanced number of exons and intron regions with more 

gene regions, was used and the success of the applied method was tested. At the end of the test 

process, 1 collision occurred. The proposed hierarchy for the BCR-ABL method was also successful 

on the dataset with different parameters. This shows the stability and generalizability of the proposed 

method. 

 

3. RESULTS AND DISCUSSION 

 

In this study, a hierarchy was proposed for the detection of exon and intron gene regions with different 

nucleotide lengths on the BCR-ABL gene that is an indicator in the detection of ALL and KML 

malignancies. Thus, the molecular diagnosis was provided on the BCR-ABL gene, which contains 9 

exon regions and 6 intron regions. In this diagnostic process, firstly, DNA sequences with a symbolic 

structure were digitized by integer mapping technique. Then the digitized DNA sequences were given 

to the hash function. The outputs produced by the Hash function, which consists of 4 basic steps, are 

the values that define the exon and intron regions. It is expected that there will be any collisions in 

these values placed in the hash table. 

 

In this study, the open hashing approach was used in the scope of hashing. By this approach, 

numerical representations defining the same region were placed in a list structure. In the hash table 

kept as a list structure, there was only 1 collision for the BCR-ABL gene and a success rate of 93.3% 

was achieved. Then, it was planned to test the performance stability so that the proposed hierarchy can 

be generalized. Therefore, an analysis was performed on the BRCA-1 mutation carrier gene seen in 
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high-risk breast cancer patients. In order to clarify the success and stability of the method, the number 

of selected gene regions was increased and an unbalanced dataset was created. However, the proposed 

hierarchy produced only 1 collision on a different gene and achieved a success rate of 96%. A 

successful detection process has been achieved with the stable outputs of this structure, which 

produces only one wrong prediction for both gene molecules with different parameters. 

 

In addition, this work has two originalities. Its first originality is the generation of a hash function 

suitable for the structure of DNA. For example, the number of times a paper must be folded to create 4 

separate squares is solved by log2(4). Therefore, the organic base density in DNA sequences 

containing 4 different organic bases should be expressed in logarithm base 4. Thus, a mathematical 

basis suitable for the structure of DNA was created. 

 

The second feature is to perform a study independent of nucleotide length. In this direction, it has 

been stated that inferences based on nucleotide length are produced in the [27] study, which uses the 

signal processing approach that has been prominent, especially since the 2000s. On the other hand, a 

study independent of nucleotide length was done in the [28] study, in which classification was 

provided with the structural and statistical features extracted from the sequences. The obtained results 

were more successful than the outputs produced using the signal-processing approach. On the other 

hand, a new mapping technique was proposed for digitizing DNA sequences in the [31] study. In this 

mapping technique, an independent study of nucleotide length was performed depending on the codon 

distributions. At the same time, it has been stated that more successful results were produced 

compared to other mapping techniques. 

 

There are studies [3,5,11,13,22,23,32-34] in which statistical analyzes are made, inferences are 

produced within the scope of signal processing approach or artificial intelligence-based detections are 

performed. However, in this study, a new perspective was created using the field of data structures in 

the analysis of DNA molecules. 

 

4. CONCLUSION 

 

Cancer is a malignancy that occurs with the uncontrolled proliferation and spread of cells in a certain 

tissue or organ. The methods applied to the patient during the diagnosis of this malignancy produce 

unclear outcomes in some cases. At the same time, some important indicators used in the diagnosis of 

the disease form a similar curve of change within the scope of different diseases. For this reason, it is 

advantageous to diagnose the disease with inferences made on genetically based cases. 

 

In this study, ALL and CML malignancies, which are the main types of leukemia, were analyzed with 

genetically based cases. In this direction, the BCR-ABL gene, which is an important indicator in the 

diagnosis of ALL and CML malignancies, was analyzed. In this analysis process, firstly, the BCR-

ABL gene with symbolic structure was digitized by integer mapping technique. Then the digitized 

DNA sequences are given as input to the hash function. The proposed hash function is based on a 

mathematical basis created in suitable for the DNA structure. The outputs for this function are values 

that define the exon and intron regions. These values can be expressed with clusters in order to easily 

find the region of the new input. In this study, in which open hashing was used, 1 collision occurred 
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for the BCR-ABL gene. In addition, the current performance of the proposed hierarchy for the BCR-

ABL gene for the gene structure affecting a different disease was also tested. For this, the BRCA-1 

gene, which contains more gene regions and is created in an unbalanced way, was used. The proposed 

hierarchy created 1 collision in the BRCA-1 gene structure. This shows the stability of the proposed 

hierarchy. 

 

In this study, a structure depended on a mathematical basis and independent of nucleotide length was 

created. In future studies, different bases, different mathematical calculations or different bit numbers 

can be used within the preferred data structure hierarchy for the detection of exon and intron regions. 

Thus, it is planned to reduce the possibility of a collision. 
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ABSTRACT 

 

Sagittal plane deformity can be defined as a deviation from the normal curvature of the spine in the 

sagittal plane. This deformity can distort the natural shape of the spine and cause posture problems. In 

recent years, effects such as reduced activity in daily life, increased time spent in front of computers 

and mobile phones, and inactivity during the recent pandemic have also led to a significant increase in 

sagittal plane deformity. In this study, 16 healthy adolescents and 16 adolescents with sagittal plane 

deformity participated. Surface EMG (sEMG) recordings were obtained from thoracal kyphosis 

subjects and lumbar lordosis subjects, commonly seen in patients with sagittal plane deformity (SPD), 

and from healthy subjects. After filtering the raw sEMG data, wavelet packet transform analysis was 

performed. The energy values of the wavelet packets corresponding to the low and high frequency 

components have been calculated. These energy values were statistically analysed using the Mann-

Whitney U test to determine muscle differences between SPD subjects and healthy subjects. This 

statistical analysis identified the channels with significant differences between SPD subjects and 

healthy subjects. Channels with a statistical significance level of p<0.05 were included. When the 

muscle activation of these channels was compared, higher activity was found in SPD subjects, while 

in some movements activation was found in different channels in SPD subjects and healthy subjects. 

SPD subjects showed more muscle activity than healthy subjects and spent more energy to increase 

the quality of movements and to perform them with the correct muscle dynamics. It has been observed 

that SPD subjects develop compensations from different muscle regions in order to perform 

movements correctly due to postural changes. In healthy subjects, it was observed that movements 
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were completed in accordance with the kinematics of the movement and that maximum movement 

quality was observed with less energy. 

 

Keywords: surface electromyography, wavelet packet transform, lumbar lordosis, thoracal kyphosis, 

adolescence, bioelectric signals 

 

1. INTRODUCTION 

 

There are natural anatomical curvatures in the spine that occur congenitally and with the transition to 

bipedal posture [1].  These natural curvatures are located at different angles and directions in the 

sagittal plane. Outward curvature of the spine in the thoracic region is called kyphosis, while inward 

curvature in the cervical and lumbar regions is called lordosis. For some reasons, abnormalities of 

kyphosis and lordosis (increased or decreased curvature) can occur. This can lead to a variety of 

postural problems, physical pain, breathing difficulties, reduced quality of life and sometimes medical 

intervention. In a study, the normal range for radiological measurement of thoracic kyphosis was 

reported as 20° to 50° degrees using radiographic images from 121 healthy children in a standard 

position [2]. In another study, lumbar lordotic angle (LSA) and lumbosacral angle (LSA) values were 

calculated from radiographs of 140 subjects of different ages. Normal LLA values were found 

between 20.9° and 68° degrees, and normal LSA values were found between 15° and 51° degrees [3]. 

It has been reported that when the thoracic kyphosis angle exceeds the normal value, musculoskeletal 

complaints such as postural affections, shoulder and cervical pain can affect all age groups [4], [5]. In 

the measurement of thoracic kyphosis, it has been stated that the evaluation of the muscular system as 

well as the skeletal system is an important aspect [6]. Most cases of adolescent idiopathic scoliosis 

(AIS) with coronal plane abnormalities are also associated with sagittal plane problems [7], [8]. In 

another study, it was mentioned that the correct assessment of sagittal alignment in AIS cases cannot 

be neglected due to the effect of both plane movements on each other. This study also reported that 

angular progression in AIS cases may be influenced by sagittal balance [9], [10]. Although it is 

difficult to restore the normal value of the kyphosis angle in subjects with only sagittal plane 

problems, it has been mentioned that the sagittal plane disorder, kyphosis, should be corrected [11]. 

 

There are studies that show that the functional and medical importance of lumbar lordosis has been 

recognised. [12], [13]. The natural curvature of the lumbar lordosis plays an important role in 

maintaining sagittal balance. The need to evaluate the effect of increasing changes in lumbar lordosis 

curvature on muscle dynamics and mechanics has been mentioned [14]. In one study, an 8-week 

exercise programme was designed for female students aged 19-22 years with lumbar lordosis. This 

study, designed to identify, train, prevent and improve unhealthy habits in corrective exercise and 

daily life, found no increase in lower extremity flexor muscle flexibility, a significant decrease in the 

lordosis curve, and an increase in abdominal muscle strength and endurance [15]. In the literature, it 

has been observed that the comprehensive muscle dynamics of thoracic kyphosis and lumbar lordosis 

have not been evaluated much and the follow-up and treatment of the cases is mostly focused on 

strengthening the muscle strength. In this process, it was observed that radiological methods were 

used as the gold standard. However, this gold standard cannot be used practically in clinics and is not 

preferred due to the negative secondary effects of radiation [16]. 
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Surface EMG (sEMG) allows the assessment of muscle functional status by measuring bioelectrical 

signals from muscles using a non-invasive electrode placed on the muscle. sEMG signals are used in a 

variety of applications including assessment of muscle and nerve health, rehabilitation, biomechanics, 

sports performance, prosthetic control and ergonomics [17], [18], [19], [20], [21], [22]. Methods for 

extracting features from sEMG signals are generally divided into time domain features and frequency 

domain features. Commonly used time domain analyses include root mean square [23], variance [24], 

mean absolute value [25], zero crossing [26] and waveform length. In frequency domain analysis, 

after obtaining the frequency spectrum, the magnitude of the signal is evaluated using parameters such 

as power spectral density, mean frequency and median frequency [27]. The sEMG signal is an 

unstable, i.e. non-stationary, bioelectrical signal with different frequency components at different 

times [28]. Therefore, analysis of the sEMG signal in the time-frequency domain allows detailed 

examination of time- and frequency-dependent changes. Among the time-frequency analysis methods, 

Fast Fourier Transform [29] and Short-Time Fourier Transform [30] require the signal to be stable in 

order to effectively analyse the signal. However, the Wavelet transform [31], by multiplying the signal 

by more than one wavelet function, allows the decomposition of the components of the signal in 

different frequency bands. Wavelet packet transform is a widely used technique in many fields such as 

signal processing and data analysis. It is a method used to analyse the signal in frequency space. 

Wavelet Packet Transform has a significant impact on the processing of electromyography (EMG) 

signals. It is used to analyse the frequency content of the EMG signal and to determine the time-

variance characteristics of the signal [32]. In this way, the frequency content of the EMG signal is 

better understood and the study of changes in muscle activity becomes more sensitive. 

 

In this study, sEMG recordings were made to determine the multi-channel functional muscle 

dynamics of healthy subjects’ spines and sagittal plane deformity (SPD) subjects in adolescence. The 

hypothesis of the study is that as the natural curvature of the spine increases in the sagittal plane, 

muscle dynamics will also change due to anatomical changes in the associated muscles. At the same 

time, although radiological measurement techniques are used in diagnosis and follow-up, studies on 

comprehensive electrophysiological signal-based assessment of muscle function are currently limited. 

In this context, adolescents with thoracal kyphosis and lumbar lordosis, which are common patient 

profiles of SPD subjects, were included in the study. A total of 32 subjects were recorded at a 

sampling frequency of 2000 Hz during 15 movements with electrodes placed in 18 muscle regions for 

4 repetitions. Stable recordings of the subjects were completed using the prepared video and voice 

command interface. Raw sEMG data were filtered and analysed using wavelet packet transform 

analysis. Statistical analyses were performed on the analysis data. 

 

2. MATERIALS AND METHODS 

 

2.1. Ethics 

This study contains human research data. Therefore, the ethics committee approval to confirm the 

ethical appropriateness of the study was determined as Akdeniz University Clinical Research Ethics 

Committee Approval number 70904504/271. All data used in our study were collected with the prior 

informed consent of the participants. Participants and their legal parents were fully informed about the 

aims of the study and their consent to participate as participants was obtained. 

 



 
 
 

 
 

 
 
 

Gök, et al., Journal of Scientific Reports-A, Number 54, 42-61, September 2023 
 

 
 

45 
 

2.2. Subjects Information 

In the study, sEMG recordings were obtained from 16 healthy participants in adolescence and 16 SPD 

subjects in adolescence. Since the data of healthy subjects were compared with those of SPD subjects, 

it was ensured that the age, weight, height and spinal curvature levels of the subjects were 

homogenous. For the healthy subjects group, 8 male and 8 female adolescents were enrolled. Thoracal 

kyphosis and lumbar lordosis were diagnosed by a specialist physician in 8 and 8 adolescents with 

SPD, respectively.  

 

In our study, SPD subjects with major pathology of thoracal kyphosis or major pathology of lumbar 

lordosis were included in the study. When the demographic characteristics of the groups were 

compared, there was no statistically significant difference between the groups (p>0.05). The results of 

this evaluation, statistically analysed using the Mann-Whitney U test, are presented in Table 1. This 

result shows that the groups are similar in terms of the distribution of demographic and physical 

characteristics. 

 

Table 1. Descriptive characteristics of the groups (Man Whitney U test, n; Sample Size, X; Mean, 

SD; Standard Deviation; p; p Value). 

 
 Healty Subjects 

(n=16) 

SPD Subjects 

(n=16) 

 

 X SD X SD p 

Age (years) 13.81 1.60 14.75 2.62 0.323 

Height (cm) 1.63 0.10 1.62 0.11 0.752 

Body mass (kg) 54.56 8.62 51.38 13.30 0.224 

 

2.3. Inclusion and Exclusion Criteria in Research 

The inclusion criteria for SPD subjects were that they had been diagnosed by a specialist as having a 

sagittal plane spinal deformity, had no congenital problems, and had been accepted into the 

appropriate physiotherapy and rehabilitation programme. SPD subjects with major pathology of 

thoracal kyphosis or major pathology of lumbar lordosis were selected. Inclusion criteria for healthy 

subjects were the absence of spinal deformity and the absence of any disease that would interfere with 

the study. Adolescents were included in the study. Exclusion criteria were that patients with other 

primary or secondary diagnoses or diseases such as neuromuscular, congenital or syndromic 

(connective tissue disorders) were not included in the study. Patients who could not participate 100% 

or who refused to participate during the study were not included in the analysis phase.  

 

2.4. Surface Electromyography (sEMG) Recording 

sEMG recordings were obtained using PowerLab 35/8 and PowerLab 35/16 units from 

ADInstruments.  Bipolar 9 mm diameter electrodes were placed on the muscles to receive EMG data. 

sEMG data were recorded simultaneously from 18 muscle sites at a sampling frequency of 2000 Hz 

during movement. The locations of these channels are shown in which muscle region on the model in 

Figure 1. 
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Figure 1. sEMG Recording Channels. 

 

Channels 1,2,3,4,4,5,6,7,8 were used on the front of the body and channels 10,11,12,13,14,15,16 were 

used on the back of the body. Channel 17 was used on the left shoulder and channel 18 on the right 

shoulder. When viewed from the front of the body, odd numbered channels were placed on the left 

side of the body and even numbered channels were placed on the right side of the body. When viewed 

from the rear of the body, the odd numbered channels are attached to the left side of the body and the 

even numbered channels are attached to the right side of the body. Channels 1 and 2 are attached to 

the pectoralis major muscle (pectoral muscle region), channels 3 and 4 to the oblique muscle (lateral 

abdominal muscle region), channels 5, 6, 7 and 8 to the rectus abdominis muscle (abdominal muscle 

region), channels 9, 10, 11 and 12 to the trapezius muscle (upper back muscle region), channels 

13,14,15 and 16 to the latissimus dorsi muscle (waist muscle region) and channels 17 and 18 to the 

deltoid muscle.  

 

The movements performed in the recordings were selected accordingly, as it was planned that the 

movements performed in the recordings would provide data for the biomechanical model to be built 

in the future. A total of 15 movements were performed, including right shoulder flexion, left shoulder 

flexion, right shoulder extension, left shoulder extension, right shoulder abduction, left shoulder 

abduction, right shoulder adduction, left shoulder adduction, right shoulder horizontal, left shoulder 

horizontal, trunk flexion, right trunk flexion, left trunk flexion, scapula protraction, scapula retraction. 

Each movement was performed for 4 repetitions. 

 

In order to make the movements of the recorded subjects as same as possible, an interface application 

was developed. In this interface, projected on the screen, the recorded subject was enabled to follow 

the muscle-rest commands. In this interface, the person performing the movement was visually and 

audibly monitored by the loudspeaker. Duration of the movement sequence: Starting with 4 seconds 

in the free state to prepare the movement, 4 repetitions were made in the form of 3 seconds in the free 

state for 3 seconds to be in the state of performing the movement for 3 seconds. 
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2.5. Surface Electromyography (sEMG) Analysis 

In our study, EMG signals obtained from subjects were analysed by developing algorithms in Matlab 

using signal processing methods. A 50 Hz notch filter and a 5 degree Butterworth 10-500 Hz bandpass 

filter were applied to remove the mains hum of the electromyography responses and to work in the 

significant frequency domain. From the filtered data of each channel, 4 repetitions at the moment of 

contraction were selected to be processed separately. As the start of the recording was synchronised 

with the movement notification interface, this selection was made with the time of the start of the 

recording, the contraction and relaxation times of the movement. The data was then analysed using 

Wavelet Packet Transform (WPT). The method of analysis is shown in Figure 2. 

 

 

Figure 2. sEMG Data Analysis Scheme. 

 

The wavelet transform method is a mathematical method used to analyse the signal at different scales 

and times [33]. It is based on the principles of wavelet analysis and helps to decompose the time and 

frequency components of data [34]. Daubechies level-7 was used for scaling.  Daubechies wavelet 

filters are computationally efficient and effective, capable of capturing low and high frequency 

components in a consistent manner, supporting symmetrical and compact manner [35]. In the wavelet 

transform, high-pass filters are related to wavelet functions, while low-pass filters are related to 

scaling functions [32]. The following equations define the expansion equation for the scaling function 

𝜙(𝑡) and the wavelet equation for the wavelet function 𝜓(𝑡) using the filter coefficients: 

 

𝜙(𝑡) =  √2 ∑ 𝑔(𝑘)𝜙(2𝑡 − 𝑘) 𝑁
𝑘=0             (1)  

 

𝜓(𝑡) =  √2 ∑ ℎ(𝑘)𝜙(2𝑡 − 𝑘)𝑁
𝑘=0             (2)  



 
 
 

 
 

 
 
 

Gök, et al., Journal of Scientific Reports-A, Number 54, 42-61, September 2023 
 

 
 

48 
 

 

ℎ(𝑘) =  (−1)𝑘𝑔(𝑁 − 𝑘)             (3)  

 

𝑔(𝑘) in Eq. 1 are the low pass filter coefficients and ℎ(𝑘) in Eq. 2 are the high pass filter 

coefficients. The relationship between the low pass filter coefficients and the high pass filter 

coefficients is shown in Eq. 3 [32]. Here N is the total number of filter coefficients. For 

WPT, the low pass filter 𝑊2𝐽+1(𝑡) and the high pass filter 𝑊2𝐽(𝑡) can be defined as follows 

[33,34]. 
 

𝑊2𝐽+1(𝑡) =  √2 ∑ 𝑔(𝑘) 𝑊𝐽(2𝑡 − 𝑘) 
2𝑗−1
𝑘=0                                         (4) 

 

𝑊2𝐽(𝑡) =  √2 ∑ ℎ(𝑘) 𝑊𝐽(2𝑡 − 𝑘) 
2𝑗−1
𝑘=0                                         (5) 

 

For the WPT, we denote the scaling function by 𝑊0(𝑡), the wavelet function by 𝑊1(𝑡) and the node 

index j at each level. Low-pass filters are defined as 𝑊2𝐽+1(𝑡)  and high-pass filters as 𝑊2𝐽(𝑡), while 

the wavelet function 𝑊𝐽(𝑡) , a generalisation of the coupling between packets with three indices, can 

be calculated by Eq. 6 [35]. 

 

𝑊𝑚,𝑗,𝑛(𝑡) =  2−𝑚/2  𝑊𝑗  (2−𝑚𝑡 − 𝑛)                                        (6) 

 

The level index 𝑗, 𝑗 ∈ 𝑁, the time shift parameter 𝑛 and the scaling parameter 𝑚 are defined as 

(𝑚, 𝑛) ∈ 𝑍2. For each node, the root mean square (rms) value in the wavelet packet transform is 

calculated as in Eq. (7) [36]. 

 

𝑊𝑅𝑀𝑆,𝑚,𝑗 =  √
1

𝑁
∑ |𝑊𝑚,𝑗  (𝑛)|

2
 𝑁−1

𝑛=0                                         (7) 

 

𝑊𝑚,𝑗,𝑛(𝑡) is the square root of the sum of squares of 𝑊𝑚𝑗(𝑛)  divided by the length of 𝑊𝑚𝑗(𝑛) 

calculated by the reconstruction. After calculating the RMS value for each node in the WPT, the total 

wavelet packet energy (WPE) is found. It is obtained by taking the sum of the absolute squares of all 

RMS values from the initial node index to node 2𝑀 − 1 [36]. 

 

𝐸𝑀 =  ∑ |𝑊𝑅𝑀𝑆,𝑀,𝑗|2 2𝑀−1

𝑗=0                                         (8) 

 

𝑊𝑅𝑀𝑆,𝑀,𝑗  is the RMS value of each of the last level nodes at 𝑀 levels of the WPT, and 𝐸𝑀 is the total 

signal energy obtained as a result of the 𝑀 level transformation. In order to identify the muscles that 

contract during the movements and to determine whether they produce significant values, the energy 

components obtained were summed for each channel and analysed statistically. 

 

The sample size of the study was analysed using G*Power software (Universitat Kiel, Germany). As a 

result of the sample size analysis, it was determined that a minimum of 16 subjects should be included 
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in each group.  In the study, it was aimed to reach an effect size of 0.92 and a power level of 0.80 [37]. 

The Mann-Whitney U test was used to determine the differences in characteristics between healthy 

and SPD subjects. The level of statistical significance was accepted as p<0.05. Below this value, 

statistically significant differences were found between healthy subjects and SPD subjects in terms of 

the channels activated by movement. In the conclusion section, the results of the statistical analyses of 

the movements with significant differences between healthy subjects and SPD subjects are presented. 

 

3. RESULTS 

 

Upon completion of the recording stages, signal processing techniques were applied. Raw sEMG data 

were filtered. Wavelet packet energy (WPE) values of muscle activations were obtained from these 

filtered sEMG data using the WPT method. The WPE value of a muscle was compared between 

healthy subjects and SPD subjects. For muscles with high WPE values during movement, we have 

information about the number and amount of contracted muscle fibres. In addition to this, it is 

expected that the muscle with high activity will cause more energy requirement and energy 

consumption [38]. WPE values were calculated at 64 nodes. Three-dimensional graphs were generated 

using the WPE values, frequency and channel axis information corresponding to each node in the low 

and high frequency ranges. For statistical analysis, the WPE values of the channels at 64 nodes were 

summed and statistical values were extracted.  
 
Table 2. Statistical analysis of trunk flexion movement results with significant differences between 

healthy subjects and SPD subjects.  (Mann-Whitney U test, n; Sample Size, X; Mean, SD; Standard 

Deviation; p; p Value). 

 

Movement Channels 

Healthy Subjects  

(n=16) 

Sagittal Plane Deformity Subjects  

(n=16) 

 

X SD X SD p 

Trunk 

Flexion 

Channel 5 18 0,70 122 15,20 0.001 

Channel 7 99 16,80 185 17,70 0.046 

Channel 8 25 3,30 88 13,30 0.003 

Channel 12 605 71,40 177 10,10 0.004 

Channel 15 182 10,80 411 59,80 0.036 

Channel 17 583 47,10 1714 214,20 0.014 
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Figure 3. Trunk flexion movement WPE results (3A. Healty Subjects, 3B. Thoracal 

Kyphosis Subjects, 3C. Lumbar Lordosis Subjects). 

 

For the trunk flexion movement, Figure 3 shows the 3D plots of the WPE values corresponding to 

each node in the low and high frequency ranges with frequency and channel axis. Figure 3A shows the 

3D plots of the analysis results for the trunk flexion motion of healthy subjects, Figure 3B for thoracal 

kyphosis subjects and Figure 3C for lumbar lordosis subjects. Table 2 shows the WPE mean, standard 

deviation and p-values of the statistical analysis results between healthy subjects and SPD subjects. 

The 3D plots in Figure 3 were evaluated in the light of the statistically significant difference channels 

in Table 2. In Table 2, the abdominal (5th channel p-value 0.001, 7th channel p-value 0.046 and 8th 

channel p-value 0.003), upper back (12th channel p-value 0.004), waist (15th channel p-value 0.036) 

and deltoid (17th channel p-value 0.014) muscle regions were found to have statistically significant 

differences between SPD subjects and healthy subjects. Figure 3A shows that WPE values from 

healthy subjects show activity up to the 235,375 Hz range. In Figure 3B, WPE values from thoracal 

kyphosis subjects showed activity up to the 251 Hz band. In Figure 3C, WPE values from lumbar 

lordosis subjects showed activity up to the 243,188 Hz band. When analysing the channels with a 

statistically significant difference, activity was detected in the upper back muscle region in healthy 

subjects. In thoracal kyphosis subjects, muscle activity was found in the waist muscle region and 

deltoid muscle regions. In lumbar lordosis subjects, activity was found in the deltoid muscle. 



 
 
 

 
 

 
 
 

Gök, et al., Journal of Scientific Reports-A, Number 54, 42-61, September 2023 
 

 
 

51 
 

Statistically significant differences were found in the muscle dynamics of healthy subjects and SPD 

subjects in the trunk flexion movement. 

 

Table 3. Statistical analysis of scapular retraction movement results with significant differences 

between healthy subjects and SPD subjects.  (Mann-Whitney U test, n; Sample Size, X; Mean, SD; 

Standard Deviation; p; p Value). 

 

Movement Channels 

Healthy Subjects  

(n=16) 

Sagittal Plane Deformity 

Subjects  

(n=16) 

 

X SD X SD p 

Scapular 

Retraction 

 Channel 1 35 3.2 77 12.3 0.029 

 Channel 6 23 1.3 12 0.9 0.003 

 Channel 9 1050 89.6 1655 237.4 0.034 

 Channel 10 738 68.0 1067 112.8 0.042 

 Channel 11 248 21.3 1443 167.9 0.001 

 Channel 12 800 96.1 1445 152.8 0.040 

 Channel 14 32 5.1 54 4.5 0.044 

 Channel 15 19 1.4 72 8.9 0.018 

 



 
 
 

 
 

 
 
 

Gök, et al., Journal of Scientific Reports-A, Number 54, 42-61, September 2023 
 

 
 

52 
 

 
 

Figure 4. Scapular retraction movement WPE results (4A. Healty Subjects, 4B. Thoracal Kyphosis 

Subjects, 4C. Lumbar Lordosis Subjects). 

 

For the scapular retraction movement, Figure 4 shows the 3D plots of the WPE values corresponding 

to each node in the low and high frequency ranges with frequency and channel axis. Figure 4A shows 

the 3D plot of the analysis results for the scapular retraction movement of healthy subjects, Figure 4B 

shows the 3D plot for thoracal kyphosis subjects and Figure 4C shows the 3D plot for lumbar lordosis 

subjects. The WPE mean, standard deviation and p-values of the results of the statistical analyses 

between healthy subjects and SPD subjects are shown in Table 3. The 3D plots in Figure 4 were 

evaluated in the light of the statistically significant difference channels in Table 3. When the muscle 

regions with statistically significant differences between SPD subjects and healthy subjects were 

analysed in Table 3, it was found that there were statistically significant differences in the pectoral 

muscle region (1st channel p value 0.029), upper back muscle region (9th channel p value 0.034, 10th 

channel p value 0.042, 11th channel p value 0.001 and 12th channel p value 0.040) and waist muscle 

region (14th channel p value 0.044 and 15th channel p value 0.018). Figure 4A shows that the WPE 

values of healthy subjects show activity up to the 243.88 Hz band. In Figure 4B, WPE values from 

thoracal kyphosis subjects showed activity up to the 227.562 Hz band. In Figure 4C, WPE values 

from lumbar lordosis subjects showed activity up to the 243.188 Hz band. When analysing the 
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channels with statistically significant difference, activity was detected in the upper back muscle region 

in healthy subjects and in SPD subjects. However, the WPE values were more dominant in SPD 

subjects than in healthy subjects. A statistically significant difference was found in the upper back 

muscles of SPD subjects during the scapular retraction movement, and it was found that SPD subjects 

performed the movement using more energy. 

 

Table 4. Statistical analyses of right shoulder flexion movement results with significant differences 

between healthy subjects and SPD subjects.  (Mann-Whitney U test, n; Sample Size, X; Mean, SD; 

Standard Deviation; p; p Value). 

 

Movements Channels 

Healthy Subjects  

(n=16) 

Sagittal Plane Deformity Subjects  

(n=16) 

 

X SD X SD p 

Right 

Shoulder 

Flexion 

Channel 1 152 16.2 307 26.9 0.019 

Channel 9 20 0.6 83 7.8 0.002 

Channel 10 977 115.5 1759 139.6 0.038 

Channel 12 1228 317.1 1860 297.7 0.038 

Channel 15 21 1.6 116 14.7 0.000 

Channel 17 1306 123.3 635 167.7 0.029 

 

 
 

Figure 5. Right shoulder flexion WPE results (5A. Healty Subjects, 5B. Thoracal Kyphosis Subjects, 

5C. Lumbar Lordosis Subjects). 
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For the right shoulder flexion movement, Figure 5 shows the 3D plots of the WPE values 

corresponding to each node in the low and high frequency ranges with frequency and channel axis. 

Figure 5A shows the 3D plot of the analysis results for the right shoulder flexion movement of 

healthy subjects, Figure 5B for thoracal kyphosis subjects and Figure 5C for lumbar lordosis subjects. 

The mean WPE, standard deviation and p-values of the statistical analyses between healthy subjects 

and SPD subjects are shown in Table 4. The 3D plots in Figure 5 were evaluated using the channels 

with statistically significant differences in Table 4. When the muscle regions with statistically 

significant differences between SPD subjects and healthy subjects were analysed in Table 4, they 

were found in the pectoral muscle region (1st channel p-value 0.019), upper back muscle region (9th 

channel p-value 0.002, 10th channel p-value 0.038 and 12th channel p-value 0.038), waist muscle 

region (15th channel p-value 0.000) and deltoid muscle (17th channel p-value 0.029). Figure 5A 

shows that WPE values from healthy subjects show activity up to the 235,375 Hz band. In Figure 5B, 

WPE values from thoracal kyphosis subjects showed activity up to the 243,118 Hz band. In Figure 

5C, WPE values in lumbar lordosis subjects showed activity up to the 251 Hz band. When the 

channels with statistically significant difference were examined, activity was detected in the right 

upper back and deltoid regions in healthy subjects, in the right upper back and deltoid regions in 

thoracal kyphosis subjects, and in the right upper back and deltoid regions in lumbar lordosis 

subjects. Although the muscle dynamic positions were present in the same muscle regions, the WPE 

value was higher in SPD subjects. It was found that SPD subjects performed the movement by using 

more energy. 

 

Table 5. Statistical analysis of trunk left flexion movement results with significant differences 

between healthy subjects and SPD subjects. (Mann-Whitney U test, n; Sample Size, X; Mean, SD; 

Standard Deviation; p; p Value). 

 

Movements Channels 

Healthy Subjects  

(n=16) 

Sagittal Plane Deformity Subjects  

(n=16) 

 

X SD X SD p 

Trunk Left 

Flexion 

Channel 4 272 39.6 64 5.8 0.018 

Channel 7 19 2.3 82 9.9 0.004 

 

 



 
 
 

 
 

 
 
 

Gök, et al., Journal of Scientific Reports-A, Number 54, 42-61, September 2023 
 

 
 

55 
 

 

Figure 6. Left lateral flexion movement WPE results (6A. Healty Subjects, 6B. Thoracal Kyphosis 

Subjects, 6C. Lumbar Lordosis Subjects). 

 

For left lateral flexion, Figure 6 shows the 3D plots of the WPE values corresponding to each node in 

the low and high frequency ranges with frequency and channel axis. Figure 6A shows the 3D plot of 

the analysis results for the left lateral flexion motion for healthy subjects, Figure 6B for thoracal 

kyphosis subjects and Figure 6C for lumbar lordosis subjects. The mean WPE, standard deviation and 

p-values of the statistical analyses between healthy subjects and SPD subjects are shown in Table 5. 

The 3D plots in Figure 6 were evaluated in the light of the channels with statistically significant 

differences in Table 5. When the muscle regions with statistically significant differences between SPD 

subjects and healthy subjects were analysed in Table 5, the lateral abdominal muscle region (4th 

channel p-value 0.018) and the abdominal muscle region (7th channel p-value 0.004) were found. 

Figure 6A shows that the WPE values of healthy subjects show activity up to the 188.5 Hz band. In 

Figure 6B, WPE values from thoracal kyphosis subjects showed activity up to the 110.375 Hz band. 

In Figure 6C, WPE values from lumbar lordosis subjects showed activity up to the 94.75 Hz band. 

When the channels with statistically significant difference were analysed, activity was detected in the 

lateral abdominal muscle region and in the abdominal muscle region in healthy subjects. In thoracal 

kyphosis subjects, activity was detected in the lateral muscle region, while in lumbar lordosis subjects, 

muscle activity could not be detected in muscle regions with a statistically significant difference. 
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4. DISCUSSIONS 

 

In this study, muscle dynamics of healthy subjects, subjects with thoracal kyphosis and lumbar 

lordosis were determined using sEMG data obtained from 18 channels during 15 movements. The 

results of the sEMG analysis and the statistical analysis of the data are presented in the results section. 

 

When analysing the channels with a statistically significant difference in the trunk flexion movement, 

activity was detected in the upper back muscle region in healthy subjects, in the waist muscle region 

and deltoid muscle in thoracal kyphosis subjects and in the deltoid muscle in lumbar lordosis subjects. 

In the trunk flexion movement, the back muscles contract and try to stabilise the movement, while 

healthy subjects tilt their trunk forward. They complete the movement according to the kinematics of 

the movement. However, in SPD subjects, muscle activation is impaired due to the increased sagittal 

plane deformity, so they try to complete the movement with the support of the waist or shoulder 

muscle region to compensate. If we explain the compensatory mechanism [39], SPD subjects 

complete the movement with other muscle groups and supports instead of the upper back muscle 

region. In other words, it was observed that during trunk flexion movement, other muscle groups were 

used instead of extensor (back) muscle groups. The clinical significance of this is that by not being 

able to provide the correct muscle contraction dynamics, SPD subjects are at risk of increasing 

lordosis or kyphosis curvatures, requiring more energy than necessary, resulting in fatigue and 

musculoskeletal problems. It has been reported in the literature that the natural curvature of the spine 

in the sagittal plane is responsible for postural balance [11,12], and that musculoskeletal complaints 

such as postural affection, shoulder and cervical pain may occur when the natural curvature increases 

[3,4].  As a result of our study, the spatial variation of muscle dynamics in SPD subjects supports the 

findings of disease progression with the literature. 

 

In the scapular retraction movement, when analysing the channels with a statistically significant 

difference, activity was detected in the upper back muscle region in healthy subjects and SPD 

subjects. However, the WPE values of SPD subjects were more dominant than healthy subjects. A 

statistically significant difference was found in the upper back muscles of SPD subjects in the scapular 

retraction movement. It was found that SPD subjects performed the movement with more energy. 

Particularly in thoracal kyphosis subjects, as the curvature of the thoracic region increases, the muscle 

activation required for postural control during this movement is more intense. For this reason, 

rehabilitation programmes are used to help these subjects use energy correctly and economically. 

Thoracal kyphosis subjects expend more energy than healthy subjects to increase the quality of 

movement and to perform it with the right combination. As in healthy subjects, maximum movement 

quality is aimed for with less energy. In addition, because the posterior group muscles (back muscles) 

are already in an abnormal muscle position in thoracal kyphosis subjects, they perform the movement 

with more energy in the scapular retraction movement. It has been suggested in the literature that 

musculoskeletal information for rehabilitation programmes applied to SPD subjects provides valuable 

information for the recovery process and that assessment of the musculoskeletal system together with 

the skeletal system is an important aspect of measuring thoracic kyphosis [5]. 

 

When analysing the statistical results of the right shoulder flexion movement, the muscle region with 

a statistically significant difference in the right shoulder flexion movement of SPD subjects and 
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healthy subjects was found to be the right upper back muscle region and the deltoid muscle. A 

statistically significant difference was found in the right shoulder flexion movement between healthy 

subjects and SPD subjects. For the right shoulder flexion movement, it was found that SPD subjects 

performed more activity than healthy subjects. This is because SPD subjects use more energy to stand 

upright and show more muscle activity and faster muscle fatigue. When analysing the channels with a 

statistically significant difference for the left lateral flexion movement, activity was detected in the 

lateral abdominal muscle region and in the abdominal muscle region in healthy subjects. In thoracal 

kyphosis subjects, activity was detected in the lateral muscle region, whereas in lumbar lordosis 

subjects, muscle activity was not detected in the muscle regions with statistically significant 

difference, although there was no statistically significant difference in lumbar lordosis subjects. 

Therefore, subject-specific muscle activation gives meaning to the advantages and disadvantages of 

lordotic posture. It may also contribute to rehabilitation programmes. 

 

SPD subjects with isolated thoracal kyphosis or lumbar lordosis are not commonly encountered in 

clinics. Therefore, subjects with major pathology of thoracal kyphosis and subjects with major 

pathology of lumbar lordosis were considered. Statistical analyses were compared between healthy 

subjects and SPD subjects. One reason for this is to increase the statistical significance and the other 

reason is to look for a significant difference between SPD subjects and healthy subjects. This 

difference was used to determine the channels with different muscle activation. The sample of our 

current group of healthy subjects and SPD subjects was limited in number. This information 

constitutes the limitations of our study. 

 

5. CONCLUSION 

 

In this study, a multi-channel sEMG-based study was developed to investigate the effect of sagittal 

plane spinal deformity on muscle dynamics in adolescents during movement. It was found that muscle 

activation values and positions of muscle dynamics changed in SPD subjects compared to healthy 

subjects. In our study, our statistical results served as a filter to evaluate the muscle regions with 

significant differences. Although there was muscle activity in the same muscle group in some 

movements, SPD subjects showed more intense activity, and the activity of different muscle groups in 

some movements statistically supported that SPD subjects activated different muscle regions. It was 

found that SPD subjects use a lot of energy while performing the movements and compensate from 

other muscle regions to perform the movement with high quality. As they cannot provide the correct 

muscle contraction dynamics, SPD subjects are at risk of further increasing lordosis or kyphosis 

curvatures. The clinical significance of the results will provide a new perspective in the diagnosis and 

treatment process. In the treatment process of changing muscle dynamics, we believe that the 

evaluation of muscle dynamics together with radiological images when creating rehabilitation 

programmes for SPD subjects in the treatment process can be followed more effectively in the healing 

process. At the same time, this study has provided a movement-based assessment of the dynamics of 

the muscles responsible for upright posture in healthy adolescents.  We believe that this study will 

contribute to the literature as a useful resource for biomechanical modelling and kinematic analysis 

studies. For future studies, we believe that muscle dynamics should be evaluated in subjects with 

sagittal plane deformity in the presence of scoliosis, which is a 3D deformity of the spine. 
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ABSTRACT 

 

We investigate two types altered Lucas numbers denoted  
   2

L n
G a  and  

   2

L n
H a  defined by adding 

or subtracting a value  a  from the square of the 
thn  Lucas numbers. We achieve these numbers form 

as the consecutive products of the Fibonacci numbers. Therefore, consecutive sum-subtraction 

relations of altered Lucas numbers and their Binet-like formulas are given by using some properties of 

the Fibonacci numbers. Also, we explore the gcd sequences of r–successive terms of altered Lucas 

numbers denoted  
    2

,L n r
G a  and  

    2

,L n r
H a , 1,2r  ,  1,9a  according to the greatest common 

divisor (gcd) properties of consecutive terms of the Fibonacci numbers. We show that these sequences 

are periodic or Fibonacci sequences. 

 

Keywords: Altered Lucas numbers, Greatest common divisor (gcd) sequences, Fibonacci sequence. 

 

1. INTRODUCTION 

 

One can produce the Lucas sequence by using a recurrence relation 1 2n n nL L L    2n   with initial 

conditions 0 2L   and 1 1L  . The Lucas sequence  
0n n

L



 consists of the numbers 

 2,1,3,4,7,11,18,... (Lucas numbers are sequence number A000032 in OEIS [1]). Also, the 
thn  Lucas 

number can be presented with the Binet formula n n

nL    ,  , 1 5 / 2    , n Z  . The Binet 

formula is used to generalize indices from n Z   to n Z  such as  1
n

n nL L   , and to prove some 

properties of the Lucas numbers, such as the Cassini identity  
12

1 1 5 1
n

n n nL L L


     , subscript sum 

1 1m n m n m nF L F L L    , and subscript subtraction    1 11
n

m n m n m nF L F L L      identities. Similarly, 

mailto:fkoken@erbakan.edu.tr
mailto:kangalemre56@
https://oeis.org/A000032
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let 0 0F   and 1 1F   be initial conditions, then a 
thn  Fibonacci number is defined by the recurrence 

relation 1 2 ,n n nF F F n Z    . The Fibonacci sequence  nF



 consists of numbers 

 ..,2, 1,1,0,1,1,2,,..  (A147316). The 
thn  Fibonacci number is given with the Binet formula 

  5n n

nF    ,  , 1 5 / 2    , n Z . In addition, the following equations that can act as 

any bridge between the Fibonacci nF  and Lucas nL  numbers, 1 1n n nF F L   , 2 n m m n n mF F L F L   , 

1 1 5n n nL L F   , 2 5n m m n n mL L L F F    are valid as well-known properties in the literature. The 

proof of many equations belonging to the Fibonacci and Lucas numbers can be given by using the 

Fibonacci and Lucas Binet formulas [2].  

 

Now, we give a lot of sum properties as examples of sequences produced from the Lucas numbers. A 

sum of the Lucas numbers is 2

1

3
n

i n

i

L L 



   (Concerned with sequence A027961 in OEIS [1]). A 

sum of single-indices Lucas numbers is found as 2 1 2

1

2
n

i n

i

L L



   (A004146). A sum of the even-

indices Lucas numbers is 2 2 1

1

1
n

i n

i

L L 



  . A sum of the square of the Lucas numbers is 

2

1

1

2
n

i n n

i

L L L 



   (A005970) [2]. In [3,4], the authors consider these results as any sequence, and 

these sequences are studied as altered Lucas sequences.  

 

In [3], the author defined the shifted Lucas numbers  
0n n

L a


  derived from the Lucas sequences 

and established a gcd sequence denoted      10 0
,n n nn n

l a gcd L a L a 
    by taking their greatest 

common divisor of them. The sequence   
0n n

l a


 is bounded by its values  2 5a   as 

  2

2 1 5nl a a   ,   2

2 5 .nl a a   When 1a  , the sequence   
0

1n n
l


 is a periodic sequence that 

appears to take the following values    4 1 1 3,1,6,1,3,2nl   , 6n Z ;    4 1 1,4,1nl  , 

   4 1 1 2,1,1nl   ,    4 2 31 1,1,4 ,nl n Z   . He compared the bounded inequalities according to the 

values found for the sequence   1nl .  

 

F. Koken study on the altered sequences  
0n n

L


and  

0n n
L


; these consist of numbers 

nL  and 
nL , 

are defined as when n  is odd, 1n nL L    and 1n nL L   ; when n  is even, 3n nL L    and 

3n nL L   . Let nL
 be the 

thn  altered numbers, 
4 2 1 2 15k k kL F F

  , 
4 1 2 1 25k k kL F F

  , 

4 2 2 2 2k k kL L L

   and 
4 3 2 2 2 1k k kL L L

    are given. The entities of the  nL
 have shown the numbers 

https://oeis.org/A147316
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4 2 1 2 1k k kL L L

  , 
4 1 2 1 2k k kL L L

  , 
4 2 2 2 25k k kL F F

   and 
4 3 2 2 2 15k k kL F F

   . In addition, let 

 , ,n r n n rL L L  

  denote r-successive gcd numbers, the sequence  4 ,1 1k k
L


 is equal to the subsequence 

 2 1 1
5 k k
F  

, and the 4 2,1 1k k
L  

 is equal to the subsequence  2 1k k
L


. Also, the numbers ,1nL

 has been 

given with equalities 4 ,1 2 1k kL L

  and 4 2,1 2 25k kL F

  . Also, according to values 2,3,4r  , the gcd 

numbers ,n rL
 and ,n rL

 are obtained in [4]. 

 

We establish this paper as follows. In Section 2, we give a brief overview of necessary definitions and 

identities. In Section 3.1, we define two altered sequences, and explore properties of sums, difference, 

Binet's formula and closed forms for the numbers  
   2

L n
G a  and  

   2

L n
H a . In Section 3.2, we 

establish two types r -successive altered Lucas gcd sequences denoted with  
   2

,L n r
G a  and 

 
   2

,L n r
H a  for the values  

   2

L n
G a  and  

   2

L n
H a , and investigate these sequences according to the 

cases 1,2r  . 

 

2. MATERIAL AND METHOD 

 

The gcd property of integer sequences can be given as    , ,m n n rF F F F  for m qn r   all 

, , ,m n r q N , where nF  is the 
thn  Fibonacci number. Thus, it is seen that the greatest common 

divisor of two Fibonacci numbers is a Fibonacci number such as    ,
,m n m n

F F F . For example, two 

successive Fibonacci numbers are relatively prime,    1 2, , 1n n n nF F F F    in [1,2]. 

 

According to whether n is odd or even in Lucas identities known as the Cassini identity 

 2

1 15 1
n

n n nL L L     and  2 24 1 5
n

n nL F   , we can obtain the equations 2

2 1 2 2 25k k kL L L   , 

2

2 2 1 2 15k k kL L L   , 2 2

2 1 2 14 5k kL F    and 2 2

2 24 5k kL F   [2]. We inspire by these equations for this 

question, "Can any altered Lucas sequences such as  2

nL a  be defined?".  

 

Also, in the literature, there have been a great many papers studying sums of 1-consecutive products 

of the Lucas numbers; 
2

2

1 2 1

1

1
n

i i n

i

L L L 



   or 
2

2

1 2 1

0

1
n

i i n

i

L L L 



   and 
2 1

2

1 2 2

1

6
n

i i n

i

L L L


 



   or 

2 1
2

1 2 2

0

4
n

i i n

i

L L L


 



   [2,5,6]. We can consider the results of these sums as altered Lucas numbers 

motivated by these sums. 

 

Now, we will develop a theory using the following equations: 
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2 2

1 2 1 2 15m n m n m nL L F F      , 

 

(1) 

 2 2

2 25m n m n m nL L F F   . (2) 

 

The identities in Eq. 1 and Eq. 2 can be proved using Binet’s formula. We have mainly used the 

identities in Eq. 1 and Eq. 2 to obtain the following equations, but one can use Binet’s formula for 

their proofs. 

 

Lemma 1. Let nF  and nL  be the 
thn  Fibonacci and Lucas number, then 

 

 2

2 2 1 2 11 5k k kL F F   , 
(3) 

 

  
2

2 1 22 1
1 5k kk

L F F 
  , 

 

(4) 

 
2

2 1 2 3 2 19 5k k kL F F    ,  
 

(5) 

  

   
2

2 2 1 2 1
9 5k k k

L F F
 

  . 

 

 

(6) 

Proof: For 1m k   and n k  in Eq. 1, we have obtained 2 2

2 2 1 2 3 2 15k k kL L F F    . Let 2m k   

and n k  in Eq. 2, then we have achieved 2 2

2 2 2 2 4 25k k kL L F F   . The others are given in similar 

ways.    ■ 

 

In [7], [8], the identities in Eq. 3 and Eq. 4 given within the preliminary information section are again 

shown in Lemma 1 with a different proof method. In [7], [8], the authors have investigated solutions 

of the diophantine equation of the form 
1 2

2... 1
kn n n mA A A B  , where nA  and nB  are either the 

thn  

Fibonacci number or Lucas number.  

 

The problem of finding all integral solutions to this diophantine equation is known as the Brocard–

Ramanujan problem. These studies show that altered Lucas numbers  2 1nL   will play a significant 

part in the Diophantine equations applications of the numbers theory. That is, one can explore 

solutions of some diophantine equations of form 
1 2

2...
kn n n mA A A a L  . 

 

 

 

 

 

 

 



 
 
 

 
 

 
 
 

Köken, F. and Kankal, E., Journal of Scientific Reports-A, Number 54, 62-75, September 2023 
 

 
 

66 
 

3. ALTERED SEQUENCES OF LUCAS NUMBERS SQUARED 

 

In this section, let's define two types of altered numbers derived from the 
thn  Lucas number squared 

for a value  a  according to whether their indices are even or old, respectively. 

 

3.1.   
   2

L n
G a  and  

   2

L n
H a  Altered Lucas Numbers  

 

Let nL  be the 
thn  Lucas number. Altered Lucas numbers are defined as 

 

 
     2 2 1

n

nL n
G a L a   , (7) 

 

 
     2 2 1

n

nL n
H a L a   , 

 

(8) 

 

and also, the altered Lucas sequences are denoted as  
    2

0
L n

n
G a




 and  

    2

0
L n

n
H a




.  

 

For example, the numbers  
     

   2 2
1 1L Ln n

G H   and  
     

   2 2
9 9L Ln n

H G   are given in Table 1.  

 

Table 1.  
   2

1
L n

G  and  
   2

9L n
H , altered Lucas numbers. 

n  0 1 2 3 4 5 6 7 8 9 10 11 12 

 
   2

1
L n

G
 

5 0 10 15 50 120 325 840 2210 5775 15130 39600 103685 

 
   2

9L n
H

 
-5 10 0 25 40 130 315 850 2200 5785 15120 39610 103675 

 

Table 1 shows that they are any increasing sequences with special values except for the first values, 

and also, these numbers are divisible by the Fibonacci number 5 5F  . Thus, some sums of 1-

consecutive products of the Lucas numbers are divisible by 5 5F   such as  
   

2
2

1 2 1
1

1
n

i i L n
i

L L G 


 , 

 
   

2 1
2

1 2 2
2

9
n

i i L n
i

L L H


 


  and  
   

2 1
2

1 2 2
0

4
n

i i L n
i

L L H


 


 . It is clearly seen from the Fibonacci identities 

 2

1 15 1
n

n n nL L L     and  2 24 1 5
n

n nL F   , we have  

 

  
     

   2 2 24 4 5L L nn n
H G F   , (9) 
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  
     

   2 2

1 15 5L L n nn n
H G L L    . (10) 

 

But, we give the closed forms of the altered sequences 
 
    2

1L n
G  and 

 
    2

9L n
H  as follows.  

 

Theorem 1. Let  
   2

1L n
G  and  

   2
9L n

H  denote the 
thn  altered numbers of the Lucas numbers 

squared, then they are valid: 

 

  
   2

1 11 5L n nn
G F F  , (11) 

  

 
   2

2 29 5L n nn
H F F  . 

 

(12) 

 

Proof: If we use the identity given in Eq. 3 for 1a   and 2n k  at the definition in Eq. 7 then 

 
   2

2
1L k

G  is given as  
   2

2 1 2 12
1 5L k kk

G F F  , and if we use the Eq. 4 for 1a   and 2 1n k   in Eq. 7, 

 
   2

2 1
1L k

G


 is given  
     
2

22 1 2 1
1 5L kk k

G F F
 

 . Therefore, the number  
   2

1 11 5L n nn
G F F   is obtainedby 

considering according to 2n k  and 2 1n k   situations. If we use the Eq. 5 for 9a   and 

2 1n k   at the definition in Eq. 8, then  
   2

2 1
9L k

H


 equal 2 3 2 15 k kF F  . And if we use the identity in 

Eq. 6 for 9a   and 2n k  in Eq. 8,  
   2

2
9L k

H  equal    2 1 2 1
5

k k
F F

 
. We have  

   2

2 29 5L n nn
H F F   is 

seen from 2n k  and 2 1n k   situation.    ■ 

 

Now, let's research about some sum and subtraction identities of the numbers  
   2

1L n
G  and  

   2
9L n

H   

 

Theorem 2.   
   2

1L n
G  and  

   2
9L n

H  are the 
thn  altered numbers of the Lucas numbers squared, then 

 

  
     

     
     

   2 2 2 2

2 11 1
1 1 9 9 5L L L L nn n n n

G G H H F  
    , (13) 

 

  
     

     
     

   2 2 2 2

21 1 1 1
1 1 9 9 5L L L L nn n n n

G G H H F
   

    , 
(14) 

 

  
     

     
   2 2 2

2 21 1
2 1 1 1 5L L L nn n n
G G G F  

   , 
(15) 

 

  
     

     
   2 2 2

1 11 1
2 9 9 9 5L L L n nn n n
H H H F L  

   . 
(16) 
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Proof  If we have rewritten identities in Eq. 13 and Eq. 14 using the identities in Eq. 11 and Eq. 12, 

then,  
 

 
    2 2 2

1 1 2 11
5 5n n n n nL n L n

G G F F F F F  
      and  

 
 
   2 2

1 11 1
5 5L L n n n n nn n

H H F F F F L  
     

are obtained by the identities 2 2

1 2 1n n nF F F    and 2n n nF L F . Since the other relations are made 

similarly, they are not given for brevity. If we sum identities in Eq. 13 and Eq. 14 side-to-side 

collection, we get identities in Eq. 15 and Eq16.       ■ 

 

As a result, the sum of two successive altered Lucas numbers equals the Fibonacci number. Using the 

Fibonacci Binet formula, a Binet-like formula for the numbers  
   2

1L n
G  and  

   2
9L n

H  can be 

obtained. 

 

Theorem 3.  Let  
   2

1L n
G  and  

   2
9L n

H  be the 
thn  altered numbers of the Lucas numbers squared, 

then 

 

  
      2 1 1 1 11 n n n n

L n
G          , (17) 

 

  
      2 2 2 2 29 n n n n

L n
H          .  

(18) 

 

Proof: They appear as an application of the Fibonacci Binet formula from closed forms in Eq. 11 and 

Eq. 12.       ■ 

 

The identities in Eq. 16 and Eq. 17 are referred to as Binet-like formulas for the numbers  
   2

1L n
G  

and  
   2

9L n
H . They can be utilized to establish various properties of the numbers  

   2
1L n

G  and 

 
   2

9L n
H . Additional information and applications of these formulas in sequences 2( ) n na n F F   and 

4( ) n nb n F F   can be found in the sequences (A059929) and (A192883). 

 

Theorem 4. Let  
   2 2

L tn
G L  and  

   2 2

L tn
H L  be the 

thn  altered numbers of the Lucas numbers squared, 

then 

 

  
   2 2 5 ,L t n t n tn

G L F F t isodd  ,     (19) 

 

  
   2 2 5 ,L t n t n tn

H L F F t iseven  , 
    (20) 

 

where 
2

tL  is the square of the 
tht  Lucas numbers used in place of  a . 
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Proof. If we have rewritten values of  1 / 2m k t    and  1 / 2n k t    in Eq. 1 for t  is odd, 

then  
   2 2

2 1 2 12 1
5L t k t k tk

G L F F   
  is given with according to 2

ta L  and 2 1n k   in Eq. 7. Also, if 

they are taken  1 / 2m k t    and  1 / 2n k t    in Eq. 2, the  
   2 2

2 22
5L t k t k tk

G L F F   is 2

ta F  

and 2n k  in Eq. 7.  

 

Similarly, if we consider values of / 2m k t   and / 2n k t   in Eq. 1 and Eq. 2 when t  is even, 

according to 2

ta L  in Eq. 8, they are obtained as the  
   2 2

2 1L tk
H L


 and  

   2 2

2L tk
H L , which are 

produce the identity in Eq. 20.    ■ 

 

Also, the general terms of the altered sequences 
 
    2 2

2L n
G L  and 

 
    2 2

1L n
H L  can be given by the 

Fibonacci identities as  
     22

3 19 5 1
n

nL n
FG     and  

      3

2 25 3 11 n mn mL

n
H F F F     (A047946). 

But, they are the form of other altered Fibonacci sequences. In addition, they could not be generalized 

as the product of Fibonacci or Lucas numbers.  

 

3.2.   
   2

,
1L n r

G  and  
   2

,
9L n r

H  Altered Lucas Gcd Sequences  

 

We have examined properties related to the greatest common divisor (gcd) of two numbers whose 

indices differ r  from the altered sequences, definitions of whose are given 

 

 
 
     

     
    2 2 2

,
,L L Ln r n n r

G a G a G a


 , (21) 

 

 
     

     
    2 2 2

,
,L L Ln r n n r

H a H a H a


 , 

 

(22) 

 

where  
   2

L n
G a  and  

   2

L n
H a  be the 

thn  altered Lucas numbers. The sequences 
 
    2

,L n r
G a  and 

 
    2

,L n r
H a  formed by these numbers are called the r -successive altered Lucas gcd sequences. 

 

Now, the numbers  
   2

,1
1

L n
G  and  

   2

,1
9L n

H  are sampled in Table 2.  

 

Table 2.  
   2

,1
1

L n
G  and  

   2

,1
9L n

H , 1-successive altered Lucas gcd numbers. 

n  0 1 2 3 4 5 6 7 8 9 10 11 12 

 
   2

,1
1L n

G
 

5 10 5 5 10 5 5 10 5 5 10 5 5 



 
 
 

 
 

 
 
 

Köken, F. and Kankal, E., Journal of Scientific Reports-A, Number 54, 62-75, September 2023 
 

 
 

70 
 

 
   2

,1
9L n

H
 

5 10 25 5 10 5 5 50 5 5 10 5 25 

 

The special values in Table 2 show that the sequences 
 
    2

,1
1L n

G  and 
 
    2

,1
9L n

H  are not increasing 

or decreasing. But, they can be periodic. Thus, we have studied whether or not the 1-successive 

altered Lucas gcd sequences take special values in certain periods. 

 

Theorem 5.  Let  
   2

,1
1L n

G  and  
   2

,1
9L n

H  be the 
thn  1-successive altered Lucas gcd numbers, then 

 

 
   

 2

,1

10, 1 mod3
1

5,
L n

n
G

otherwise


 


,  (23) 

 

 
   

 

 

 
2

,1

50, 7 mod15

25 2,12 mod15
9

10, 1,4,10,13 mod15

5,

L n

n

k
H

k

otherwise





 





. 
(24) 

 

Proof: We have rewritten the number 
 
     

     
      2 2 2

2 1 2 1 2 2 22 ,1 2 2 1
1 1 , 1 5 ,k k k kL k L k L k

G G G F F F F  
  , 

according to the closed form in Eq. 11 and the definition in Eq. 21. By using the property 

 1, 1n nF F   , we have      2 1 2 2 2 1 2 2 1 2, , , 1k k k k k kF F F F F F      . So, we should examine the 

situation  2 1 2 2,k kF F  . By using the property 32 nF , if we have  2 1 0 mod3k    and 

 2 2 0 mod3k    then  2 mod3k      2 1 2 2, 2k kF F   . Otherwise,  2 1 2 2, 1k kF F   . It is seen 

that 

 

 
     

 2

2 1 2 1 2 2 22 ,1

10, 2 mod3
1 5 ,

5,
L k k k kk

k
G F F F F

otherwise
  


  


 . (25) 

 

Also, we have 
 
      2

2 2 1 2 32 1 ,1 2 1
1 5 ,L k k kk k

G F F F F  
 , according to the identities in Eq. 11 and Eq. 21. 

Since  1, 1n nF F   , we can write      2 2 2 3 2 2 2 1 2 2 1, , , 1k k k k k kF F F F F F       . So, we should 

examine the situation  2 2 3,k kF F  . So, if we have  2 0 mod3k   and  2 3 0 mod3k    then 

 0 mod3k      2 2 3, 2k kF F    by using the property 32 nF . Orherwise,  2 2 3, 1k kF F   . It is 

obtained as 
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 
        2

2 2 1 2 32 1 ,1 2 1

10, 0 mod3
1 5 ,

5,
L k k kk k

k
G F F F F

otherwise
  


  


. (26) 

 

Whether the index is even or odd from the identities found in Eq. 25 and Eq. 26, it is seen that 

 2 mod3k   for 2n k ; and  0 mod3k   for 2 1n k  . Thus, we find  
   2

,1
1 10L n

G   for 

 1 mod3n  . In the other cases, then  
   2

,1
1 5L n

G  .  

 

Similarly, we have 
 
     

     
      2 2 2

2 2 2 2 2 3 2 12 ,1 2 2 1
9 9 , 9 5 ,L L L k k k kk k k

H H H F F F F   
  , according to 

identity in Eq. 12 and the definition in Eq. 22. We consider  
      2

2 2 2 3 2 2 2 12 ,1
9 5 , ,L k k k kk

H F F F F     

since    2 2 2 3 2 2 2 1, , 1k k k kF F F F     . Using the property    ,
,x y x y x

F F F


 , we rewrite their 

identities 

 

        2 2 2 3 52 2,2 3 2 2,5
, , 2 2 0 mod5k k k k k

F F F F F k    
     , 

 

(27) 

        2 2 2 1 32 2,2 1 3,2 1
, , 2 1 0 mod3k k k k k

F F F F F k    
     . (28) 

 

It is seen if  1 mod5k  , then  2 2 2 3, 5k kF F   ; and if  2 mod3k   then  2 2 2 1, 2k kF F   . 

According to the Chinese remainder theorem, we obtain  
   2

2 ,1
9 50L k

H   for  11 mod15k  . The 

desired results for the products of the two expressions in their possible cases are obtained as 

 

 
 
      

 

 

 
2

2 2 2 3 2 2 2 12 ,1

50, 11 mod15

25 1,6 mod15
9 5 , ,

10, 2,5,8,14 mod15

5,

L k k k kk

k

k
H F F F F

k

otherwise

   





  





.

 

(29) 

 

Same way, according to identities in Eq. 12 and Eq. 22, we have  
     2

2 3 2 1 2 4 22 1 ,1
9 5 ,L k k k kk

H F F F F  


. Because of    2 3 2 4 2 1 2, , 1k k k kF F F F    , we can rewrite  
      2

2 3 2 2 1 2 42 1 ,1
9 5 , ,L k k k kk

H F F F F  
 . 

Using the properties    ,
,x y x y x

F F F


 , we have    2 2 3 32 ,3
,k k k

F F F F   ,  2 0 mod3k   and 

   2 4 2 1 55,2 1
,k k k

F F F F  
  ,  2 1 0 mod5k   . It is seen that if  0 mod3k   then  2 2 3, 2k kF F   ; 

and if  3 mod5k   then  2 4 2 1, 5k kF F   . According to the Chinese remainder theorem, we obtain 
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as  
   2

2 1 ,1
9 50L k

H


  for  3 mod15k  . The desired results for the products of the two expressions in 

their possible cases are obtained as 

 

 
      

 

 

 
2

2 2 3 2 4 2 12 1 ,1

50, 3 mod15

25, 8,13 mod15
9 5 , ,

10, 0,6,9,12 mod15

5,

L k k k kk

k

k
H F F F F

k

otherwise

  





  





.

 

(30) 

 

According to whether the indices are 2n k  and 2 1n k   even or odd from the values found in Eq. 

29 and Eq. 30, respectively we consider  
   2

2 ,1
9 50L k

H   for  11 mod15k   and  
   2

2 1 ,1
9 50L k

H


  

for  3 mod15k  . Thus, we find  
 2

,1
50

L n
H   for  7 mod15n  . When it's appropriate case in Eq. 

29 and Eq. 30, it is follow  1,6 mod15k   for 2n k  and  8,13 mod15k   for 2 1n k  , it is 

 
 2

,1
25L n

H  ,  2,12 mod15n  . If the other cases are written in their place, desired results are 

obtained similar way.    ■ 

 

For terms of the 2-successive altered gcd sequences, let's create Table 3: 

 

Table 3.  
   2

,2
1

L n
G  and  

   2

,2
9L n

H , 2-successive altered Lucas gcd numbers. 

n  0 1 2 3 4 5 6 7 8 9 10 11 12 

 
   2

,2
1L n

G
 

5 15 10 15 25 120 65 105 170 825 445 720 1165 

 
   2

,2
9L n

H
  

5 5 40 5 5 10 5 5 40 5 5 10 5 

 

In Table 3, it is seen that the 2-successive altered Lucas gcd sequence 
 
    2

,2
1

L n
G , 2n   takes values 

according to a specific increasing sequence. The sequence 
 
    2

,2
9L n

H  is periodic. Now let's give the 

properties of these sequences.  

 

Theorem 6. Let  
   2

,2
1L n

G  and  
   2

,2
9L n

H  be the 
thn  2-successive altered Lucas gcd numbers, then 

 

 
   

 2 1

,2

1

15 , 1 mod 4
1 ,

5 ,

n

L n

n

F n
G

F otherwise






 


     
   

 

 
2

,2

40, 2 mod6

9 .10, 5 mod6

5,

L n

k

H k

otherwise

 


 



 (31) 
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Proof: According to the identity in Eq. 11, we write 
 
     2

1 1 3,2
1 5 ,L n n nn

G F F F   . So, we have 

     1 3 41,4
, , 1 mod4n n n

F F F F n  
    by using the property    ,

,x y x y x
F F F


  and 

 
   2

4 1 1,2
1 5 15L n nn

G F F F    for  1 mod4n  . Otherwise,    1 3 21,4
,n n n

F F F F  
   or 1F . Since 

1 2 1F F  , we have 
 
   2

1,2
1 5L nn

G F   for  1 mod4n  .  

 

According to the identity in Eq. 12, we write  
     2

2 2 4,2
9 5 ,n n n nL n

H F F F F   . Since 

     2 2 2 2 2 2 4 2 2 2, , , 1k k k k k kF F F F F F      , we can take as  
     2

2 4,2
9 5 ,n nL n

H F F  . Thus, we get 

 
     
2

6,2 2,6
9 5 5

L n n
H F F


  ,  2 mod6n  . Otherwise, the others are  

     
2

3,2 2,6
9 5 5

L n n
H F F


  , 

 5 mod6n  ; or  25 , 0,4 mod6F n  ; or  15 , 1,3 mod6F n  .    ■ 

 

Theorem 7. Let  
 2

,2L n
G  be the 

thn  2-successive altered Lucas gcd number, then 

 

 
     

   

   

 
1 2

2 2

31 ,2 ,2

3

5 , 1 mod 4

1 1 5 , 0 mod 4 .

5

n n

nL n L n

n

F L n

G G L n

F otherwise

 





 


  



 (32) 

 

Proof: We know the number  
   2

1,2
1 15 nL n

G F   for  1 mod4n  , otherwise it is 15 nF  . Thus,  

 

 
     

   

   

   

 

2 1

2 2

2 11 ,2 ,2

1 2

5 3 , 1 mod 4

1 1 5 3 , 0 mod 4

5 ,

n n

n nL n L n

n n

F F n

G G F F n

F F otherwise

 

 

 

 


   
 

 (33) 

 

By using the identity 1 1n n nF F L   , we have  

 

 
     

   

   

   
3 1

2 2

2 41 ,2 ,2

3

5 2 , 1 mod 4

1 1 5 , 0 mod 4

5 ,

n n

n nL n L n

n

F F n

G G F F n

F otherwise

 

 



 


   



. (34) 

 

The desired result is achieved.    ■ 
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We will continue our work according to the particular values of these numbers given in Table 4, since 

closed-form expressions cannot be found for the numbers  
     

   2 2
9 9L Ln n

G H   and 

 
     

   2 2
1 1L Ln n

H G   for the value of  9,1a   in identities given Eq. 7 and Eq. 8, respectively. 

 

Table 4.  
   2

9
L n

G  and  
   2

1L n
H , altered Lucas numbers. 

n  0 1 2 3 4 5 6 7 8 9 10 11 12 

 
   2

9
L n

G
 

13 -8 18 7 58 112 333 832 2218 5767 15138 39592 103693 

 
   2

1L n
H

 
3 2 8 17 48 122 323 842 2208 5777 15128 39602 103683 

 

Table 4 shows that the sequences  
     

     2 2

,1 ,1
9 1 1,2,1L Ln n

G H  , 3n Z ;  
     2

,2
1 1,1,8,1,1,2L n

H  , 

6n Z ;  
     2

,3
9 1,2,2L n

G  , 3n Z  and  
     2

,3
1 1,2,2,17,2,2,1,2,2L n

H  , 9n Z  are periodic [9]. 

But, the proofs for these values have not been provided. Thus, these values have been determined 

through a computer program up to 100 for the numbers  
   2

,
9

L n r
G  and  

   2

,
1L n r

H , 1,2,3r  . In [9], it 

is the numbers  
     2

24,2
9 1,1,2,7,1,16,1,1,2,1,1,56,1,1,2,1,1,16,1,7,2,1,1,8 ,L n

G n Z  . 

 

4. CONCLUSION AND RECOMMENDATIONS 

 

In our study, two types of altered Lucas numbers denoted  
   2

L n
G a  and  

   2

L n
H a are derived with 

values  a . We have shown that the numbers  
   2

1L n
G  and  

   2
9L n

H  equal some consecutive 

products of the Fibonacci numbers. Thus, r-successive altered Lucas gcd sequences 
 
    2

,
1L n r

G  and 

 
    2

,
9L n r

H  are studied for 1,2r  . We have obtained these sequences are either periodic and 

bounded or primefree and unbounded. Also, we have generalized the value  a  as the square of Lucas 

number such as  

 

  
   2 2 5 ,L t n t n tn

G L F F t isodd  , (35) 

 

  
   2 2 5 ,L t n t n tn

H L F F t iseven  . 
(36) 

 

Other properties of these sequences and their r-successive gcd sequences are left to the interested 

readers for future research. Nevertheless, we will consider some matrix and graph theory applications 

in the next articles. 
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ABSTRACT 

 

In this paper, the error performance of the Alamouti space-time coding (STC) scheme is investigated 

for vehicle-to-vehicle (V2V) communication systems over imperfect cascaded fading channels. In 

vehicular communication systems, perfect knowledge of the channel state information is not available 

to the users at all times due to the rapid movement of communicating vehicles and fast change of the 

rich scattering environment which makes the fading effects in wireless channels more severe. 

Therefore, in the analysis, we consider the erroneous estimation of the channel gain, which is more 

realistic for practical scenarios. For this purpose, we first derive the moment-generation function 

(MGF) of the channel fading coefficient with estimation error in the case of the cascaded Nakagami-

𝑚 fading conditions. Then, using the MGF, we obtain the closed-form symbol-error-rate (SER) 

expressions of Alamouti STC with two transmitting and 𝐿 receiving antennas for the M-PSK and M-

QAM modulation schemes. Then, the exact ergodic capacity expression is derived for the proposed 

system. Furthermore, the analytical results are verified through Monte-Carlo simulations. Numerical 

results show that the SER performance of V2V communication systems can be improved significantly 

by using Alamouti STC even in case of harsh fading conditions and full channel-state information is 

not available due to estimation errors. 

 

Keywords: Alamouti Space-Time Coding, Cascaded Fading Channels, Channel Estimation Error, 

Ergodic Capacity, Symbol-Error Rate, Vehicular Communications 

 

1. INTRODUCTION 

 

Vehicular communication is a rapidly growing research field of wireless communication applications 

with the potential to sustain safety, efficiency, and reliability in high-mobility environments in 5G 

networks. The focus on communications among vehicles or between vehicles and the infrastructure 

has been achieving high data rates, besides lower energy consumption and lower latency in 5G 

networks [1-3]. With the ultra-connectivity objective of 6G communications, seamless and secure 

communications is also aimed for intelligent transportation systems. Thus the internet of vehicles 

(IoV) is emerging as an advanced vehicular networking technology [4-6]. Moreover, the presence of 

dense and high-speed vehicles and the need for reliable and secure communication of a very high 

mailto:serdar.ata@tubitak.gov.tr
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number and density of communication nodes will increase the effective usage of artificial intelligence 

techniques in next-generation vehicular communication systems [7-8].  

 

As the number of connected autonomous vehicles grows, vehicle-to-everything (V2X) communication 

technologies including vehicle-to-infrastructure communications (V2I), vehicle-to-vehicle (V2V) 

communications, vehicle-to-pedestrian (V2P) communications present intrinsic challenges for 

ensuring continuous and seamless connectivity [9]. The main challenge is the severe fading channel 

effects limiting the channel capacity. The channel effects become much more challenging in V2X 

systems as the receivers and transmitters are almost always in motion [10-11]. In addition, the 

presence of tall buildings and structures in urban areas or natural elevations and tall trees in rural areas 

cause shading effects. On the other hand, frequency spread due to Doppler shift at high speeds is 

another disturbance factor in V2X systems [12]. 

 

The channel fading effect in vehicular communication systems is modelled as cascaded channel 

models including Nakagami-m fading model because the channel gains resulting from independent 

scattering fields are multiplied by each other to characterize the relevant statistical properties [13-14]. 

Several studies have been done to enhance the performance of V2V systems under Nakagami-m 

fading. Two-way half-duplex amplify-and-forward (AF) relaying in vehicular communications was 

analysed in [15]. The fixed-gain AF relaying over cascaded Nakagami-m channels with physical layer 

network coding was introduced in [16]. The performance analysis of full-duplex AF relaying over 

cascaded Nakagami-m fading channels incorporating self-interference (SI) at the relay is studied in 

[17] for V2V communications.  

 

In vehicular communications, due to the high-speed environment and insufficient pilot subcarriers in 

the symbols, channel estimation becomes a challenging task in practice for fast time-varying channels. 

Conventional channel estimation methods may not overcome error propagation problems and new 

compensation schemes are designed [18]. Moreover, channel estimation for high mobility systems is 

considered in [19] to extensively analyse the channel estimation performance where reconfigurable 

intelligent surfaces (RISs) are incorporated into the environment. 

 

Moreover, space-time coding (STC) is a powerful technique used in wireless networks with multiple 

transmit antennas to improve the reliability of data transmission under severe channel conditions. 

Alamouti space-time coding has been extensively studied for wireless communication systems in 

urban environments [20]. The performance analysis on symbol-error-probability (SEP) in a multiple-

relay AF cooperative communication system with Alamouti-type orthogonal STC at the transmitter 

and Alamouti’s space-time-decoder at the receiver is investigated in [21] with imperfect channel-state-

information (CSI). In [22], a new differential space-time block coded spatial modulation (STBC-SM) 

technique is introduced for multi-user massive multiple-input multiple-output (MIMO) 

communications in the uplink, where STBC-SM and differential coding is combined to strengthen the 

diversity gains in the absence of the CSI.  

 

Hence, to fill in the gap in the investigation of how channel estimation errors affect the system 

performance of vehicular communication systems and to advance the error performance of V2V 

communication systems over cascaded fading channels in the presence of channel estimation errors, 
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we propose to use the Alamouti STBC technique using M-ary modulation schemes, then examine the 

performance of the proposed systems. The contributions of this paper are listed as follows. 

 

• The MGF of erroneously estimated fading gain in the cascaded Nakagami-𝑚 channels is derived 

in the closed form. Thus, for the first time in literature, we investigate the performance analysis 

of the V2V communication system subject to imperfect cascaded fading channels, which is more 

suitable for realistic wireless vehicular communication scenarios.  

 

• A closed-form expression for the symbol-error-rate (SER) of Alamouti STC for M-PSK 

modulation over imprecise cascaded Nakagami-𝑚 fading channels is obtained.  

 

• The closed-form SER formulation of Alamouti STC for M-QAM modulation over imprecise 

cascaded Nakagami-𝑚 fading channels is obtained.  

 

• The closed-form average capacity expression of Alamouti STC over imprecise cascaded 

Nakagami-𝑚 fading channels is obtained.  

  

The rest of the paper is organized as follows. Section 2 introduces the proposed V2V communication 

system model. Section 3 presents the imperfect cascaded Nakagami-𝑚 fading channel model. In 

Section 4, the derivation of the MGF of the channel gain with estimation errors and the MGF of the 

end-to-end SNR over imperfect cascaded Nakagami-𝑚 fading channels are performed. Then, using 

these MGFs, SER expressions for the M-PSK and M-QAM modulation schemes are provided. In 

Section 5, ergodic capacity analysis is given. Section 6 represents the numerical and Monte-Carlo 

simulation results to verify the analytical derivations and discusses the performance of the proposed 

system. Finally, the contributions and findings of the paper are summarized in Section 7.  

 

2. SYSTEM MODEL 

 

Due to reasons such that the rapidly changing physical environment which consists of too many 

scattering obstacles, high mobility of the communicating nodes, and their lower antenna heights, 

fading conditions in V2V communication systems are much more severe compared to the classical 

wireless communication systems. Therefore, to enhance the error performance of these systems, the 

usage of diversity techniques is inevitable in designing the V2V communication infrastructures. At 

this point, as there is no space limitation on the vehicles, using the space-time diversity techniques by 

deploying multi-antennas on the nodes is a very reasonable choice. Providing full-rate and full 

diversity gain, no need for CSI or knowledge of channel coefficients at the transmitter, and having low 

implementation complexity with a simple decoding scheme, Alamouti STC can be very useful from a 

practical point of view to be used in vehicular communication systems illustrated in Figure 1. 

Additionally, since it requires just two consecutive time slots to transmit the source’s signals, it also 

offers an adequate solution against the changeable characteristics of the vehicular channels. Thus, we 

examine a V2V communication system in Figure-1 where the 2 × 𝐿 Alamouti STC is employed 

between the source with two transmitting antennas and the destination with 𝐿 receiving antennas. 

Hence the source transmits two symbols 𝑠1 and 𝑠2 in the form of Alamouti code at time 𝑡 and 𝑡 + 𝑇 

by using two antennas as 
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Figure 1. V2V communication system employing 2 × 𝐿 Alamouti Space-Time Coding scheme, 

where VS is the source vehicle, VD is the destination vehicle, and H is the channel gain matrix. 

 

𝑺 = [
𝑠1 𝑠2

−𝑠2
∗ 𝑠1

∗],                                                       (1) 

 

where 𝑺 is the code matrix for STC of Alamouti type and * denotes the complex conjugate operator. 

In 𝑺, row indices indicate the transmitting time interval while column indices indicate which antenna 

is used to transmit the corresponding symbol in a given time interval [23]. Since the number of 

transmitting antennas 𝑛𝑇 is 2 and receiving antennas 𝑛𝑅 is 𝐿, the channel gain matrix, 𝑯, becomes  

 

𝑯 = [
ℎ1,1 . . . ℎ1,𝐿

ℎ2,1 . . . ℎ2,𝐿
],                                                       (2) 

 

where ℎ𝑖,𝑙 is the channel’s fading coefficient between the 𝑖𝑡ℎ transmitting antenna of the source and 

the 𝑙𝑡ℎ receiving antenna of the destination, where 𝑖 = 1,2 and 𝑙 = 1, . . . , 𝐿. Therefore, after the 

transmission phase, signals received by the 𝑙𝑡ℎ antenna of the destination node at time 𝑡 and 𝑡 + 𝑇 

become 

 

𝑟1
𝑙 = ℎ1,𝑙𝑠1 + ℎ2,𝑙𝑠2 + 𝑛1

𝑙 ,                                                                                 (3a) 

 

𝑟2
𝑙 = −ℎ1,𝑙𝑠2

∗ + ℎ2,𝑙𝑠1
∗ + 𝑛2

𝑙 ,                                                    (3b) 

 

respectively, where 𝑛1
𝑙  and 𝑛2

𝑙  denote the additive white Gaussian noise (AWGN) modelled as 

Gaussian random variables with zero mean and double-sided power spectral density of 𝑁0/2. Then the 

receiver constructs two decision statistics �̃�1 and �̃�2 by combining the received signals with channels 

state information as [23] 

 

�̃�1 = ∑  𝐿
𝑙=1 ℎ1,𝑙

∗ 𝑟1
𝑙 + ℎ2,𝑙(𝑟2

𝑙)∗ = ∑  𝐿
𝑙=1 ∑  2

𝑘=1 |ℎ𝑘,𝑙|
2𝑠1 + ∑  𝐿

𝑙=1 ℎ1,𝑙
∗ 𝑛1

𝑙 + ℎ2,𝑙(𝑛2
𝑙 )∗,        (4) 

 

�̃�2 = ∑  𝐿
𝑙=1 ℎ2,𝑙

∗ 𝑟1
𝑙 − ℎ1,𝑙(𝑟2

𝑙)∗ = ∑  𝐿
𝑙=1 ∑  2

𝑘=1 |ℎ𝑘,𝑙|
2𝑠2 + ∑  𝐿

𝑙=1 ℎ2,𝑙
∗ 𝑛1

𝑙 − ℎ1,𝑙(𝑛2
𝑙 )∗.                                 (5) 

 



  
 
 

 
 

 
 
 

Ata, S.Ö., Journal of Scientific Reports-A, Number 54, 76-93, September 2023 
 

 
 

80 
 

After applying the maximum-combining-ratio (MRC) scheme to the received symbols, the 

instantaneous SNR per symbol becomes 

 

𝛾 = ∑  𝐿
𝑙=1 𝛾𝑙 = ∑  𝐿

𝑙=1 𝛾1,𝑙 + 𝛾2,𝑙 =
𝑃𝑠

2𝑁0
∑  𝐿

𝑙=1 |ℎ1,𝑙|
2 + |ℎ2,𝑙|

2,                                 (6) 

 

where 𝑃𝑠 is the total transmitting power of the source node. 

 

3. CHANNEL MODEL 

 

In cascaded fading channel models, the channel gain ℎ is modeled as the multiplication of several 

random variables  {ℎ𝑛}𝑛=1
𝑁 , which correspond to the multiple scattering effects in the medium as [13] 

 

ℎ = ∏  𝑁
𝑛=1 ℎ𝑛,                                                       (7) 

 

where 𝑁 denotes the cascading degree of the wireless channel. For the case of ℎ𝑛 being a Nakagami-

𝑚 distributed random variable with the fading parameter of 𝑚𝑛, it is called as N*Nakagami-m fading 

channel and probability density function (PDF) besides cumulative distribution function (CDF) of ℎ 

are given as [13] 

 

𝑓ℎ(ℎ) = 2ℎ−1𝛿𝐺0,𝑁
𝑁,0 [ℎ2𝛥 | (𝑚1,…,𝑚𝑁),   (−)

(−),   (−)
],                                                    (8a) 

 

𝐹ℎ(ℎ) = 𝛿𝐺1,𝑁+1
𝑁,1 [ℎ2𝛥 | (𝑚1,…,𝑚𝑁),   (0)

(1),   (−)
],                                                    (8b) 

 

where 𝛿 = ∏  𝑁
𝑛=1 (1/Γ(𝑚𝑛)) and Δ = ∏  𝑁

𝑛=1 (𝑚𝑛/Ω𝑛) while {Ω}𝑛=1
𝑁  is the average power of the 

corresponding multiplicative channel gain as Ω𝑛 = 𝐸[ℎ𝑛
2], where 𝐸[. ] denotes the expectation 

operator. Here Γ(. ) is Gamma function [24, 8.310] and 𝐺𝑣,𝑢
𝑠,𝑡 [. | 𝑏𝑠 ,𝑏𝑢

 𝑎𝑡 ,𝑎𝑣] is the Meijer’s G function [24, 

9.301], where 𝑎𝑡 =
△

(𝑎1, . . . , 𝑎𝑡), 𝑎𝑣 =
△

(𝑎𝑡+1, . . . , 𝑎𝑣), 𝑏𝑠 =
△

(𝑏1, . . . , 𝑏𝑠), and 𝑏𝑢 =
△

(𝑏𝑠+1, . . . , 𝑏𝑢). 

  
In vehicular communications, due to the rapid movement of the communicating nodes and rich 

scattering environment, fading characteristics of the wireless channels may vary fast in time and 

therefore the perfect estimation of the channel statistics may not be possible. For these reasons, 

assuming imperfect channel estimation is much more reasonable in practical V2V application 

scenarios. In that case, the erroneously estimated channel gain ℎ̂ can be modelled as a summation of 

the perfectly estimated channel gain ℎ and an error term 𝑛ℎ, and mathematically given as [21] 

 

ℎ̂ = 𝜌ℎ + √1 − 𝜌2𝑛ℎ,                                        (9) 

 

where 𝜌 is the correlation coefficient between ℎ and ℎ̂, holding 0 ≤ 𝜌 ≤ 1, which determines the 

accuracy of the estimation. Furthermore, the estimation error 𝑛ℎ is normally distributed with zero 

mean and 𝜎ℎ
2 variance, 𝑛ℎ ∼ 𝑁(0, 𝜎ℎ

2). 
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4. PERFORMANCE EVALUATION 

 

In the letter, the performance analysis of the proposed system is evaluated by exploiting the moment 

generation function (MGF) approach. With the definitions of 𝛼 =
△

𝜌ℎ and 𝛽 =
△

√1 − 𝜌2𝑛ℎ, then 

ℎ̂ = 𝛼 + 𝛽, it can be written that 

 

𝛶 =
△

ℎ̂2 = 𝛼2 + 2𝛼𝛽 + 𝛽2.                                                    (10) 

 

Thus, the MGF of Υ, which is denoted by ℳΥ(𝑠), becomes 

 

ℳ𝛶(𝑠) = 𝐸[𝑒−𝑠𝛶] = 𝐸[𝑒−𝑠𝛼2
𝑒−𝑠𝛽2

𝑒−2𝑠𝛼𝛽].                                                    (11) 

 

By using the 𝐾 − 𝑡ℎ order Taylor expansion of the term 𝑒−2𝑠𝛼𝛽, 𝑀Υ(𝑠) can be written as 

 

ℳ𝛶(𝑠) = 𝐸 [𝑒−𝑠𝛼2
𝑒−𝑠𝛽2

∑  𝐾
𝑘=0

(−2𝑠)𝑘

𝑘!
𝛼𝑘𝛽𝑘]                                         

            = ∑  𝐾
𝑘=0

(−2𝑠)𝑘

𝑘!
𝐸[𝑒−𝑠𝛼2

𝛼𝑘]𝐸[𝑒−𝑠𝛽2
𝛽𝑘] 

            = ∑  𝐾
𝑘=0

(−2𝑠)𝑘

𝑘!
𝐼𝛼(𝑠)𝐼𝛽(𝑠),                                                                  (12) 

where 

 

𝐼𝛼(𝑠) = 𝐸[𝑒−𝑠𝛼2
𝛼𝑘] = ∫  

∞

0
𝑒−𝑠𝛼2

𝛼𝑘𝑓𝛼(𝛼)𝑑𝛼                                                    (13) 

 

and 

 

𝐼𝛽(𝑠) = 𝐸[𝑒−𝑠𝛽2
𝛽𝑘] = ∫  

∞

−∞
𝑒−𝑠𝛽2

𝛽𝑘𝑓𝛽(𝛽)𝑑𝛽.                                                    (14) 

 

Since 𝑓𝛼(𝛼) = 𝜌−1𝑓ℎ(𝛼/𝜌), by using (8a), 𝐼𝛼(𝑠) can be written as 

 

𝐼𝛼(𝑠) = 2𝛿 ∫  
∞

0
𝑒−𝑠𝛼2

𝛼𝑘−1𝐺0,𝑁
𝑁,0 [𝛼2 𝛥

𝜌2  | (𝑚1,…,𝑚𝑁),(−)
(−),(−)

] 𝑑𝛼.                               (15) 

 

Then, by applying 𝑧 = 𝛼2 transformation, this integral can take the form of 

 

𝐼𝛼(𝑠) = 𝛿 ∫  
∞

0
𝑒−𝑠𝑧𝑧

𝑘

2
−1𝐺0,𝑁

𝑁,0 [𝑧
𝛥

𝜌2  | (𝑚1,...,𝑚𝑁),(−)
(−),(−)

] 𝑑𝑧                                                    (16) 

 

and exploiting the integral property of Meijer’s G function [25, 2.24.3.1], 𝐼𝛼(𝑠) is obtained as 

 

𝐼𝛼(𝑠) = 𝛿𝑠
𝑘

2𝐺1,𝑁
𝑁,1 [

Δ

𝑠𝜌2  | (𝑚1,…,𝑚𝑁),(−)

(1−
𝑘

2
),(−)

].                                                    (17) 
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After that, by following a similar approach, using the relation of 𝑓𝛽(𝛽) = 𝑓𝑛ℎ
(𝛽/√1 − 𝜌2)/√1 − 𝜌2 

and after several algebraic manipulations, 𝐼𝛽(𝑠) may be reformulated as 

 

𝐼𝛽(𝑠) = 𝜉 ∫  
∞

−∞
𝑒−(𝑠+Ξ)𝛽2

𝛽𝑘𝑑𝛽,                                                    (18) 

 

where 𝜉 = 1/√2𝜋𝜎2(1 − 𝜌2) and Ξ = (2𝜎2(1 − 𝜌2))
−1

. Then, with the help of [24, 3.383.11], 𝐼𝛽(𝑠) 

is obtained as 

 

𝐼𝛽(𝑠) =
𝜉

(𝑠+Ξ)
𝑘+1

2

Γ (
𝑘+1

2
).                                                           (19) 

 

Hence, by substituting (17) and (19) into (12), 𝑀Υ(𝑠) is obtained as 

 

ℳΥ(𝑠) = 𝜉𝛿 ∑  𝐾
𝑘=0

(−2𝑠)𝑘

𝑘!

Γ(
𝑘+1

2
)

(𝑠+Ξ)
𝑘+1

2

𝑠
𝑘

2𝐺1,𝑁
𝑁,1 [

Δ

𝑠𝜌2  | (𝑚1,…,𝑚𝑁),(−)

(1−
𝑘

2
),(−)

].                               (20) 

 

Now, by defining the instantaneous SNR in the imperfect cascaded fading channel as 𝛾 =
△

�̅�Υ, it holds 

that 

 

ℳ𝛾(𝑠) = 𝐸[𝑒−𝑠𝛾] = 𝐸[𝑒−𝑠�̅�Υ] = ℳΥ(𝑠�̅�),                                                           (21) 

 

where �̅� is denoting the average SNR at a fading channel and defined as �̅� = 𝑃/2𝑁0, while 𝑃 is the 

total transmitting power of the source node. Hence, by substituting 𝑠�̅� into (20), the MGF of 𝛾 is 

obtained as 

 

ℳ𝛾(𝑠) = 𝜉𝛿 ∑  𝐾
𝑘=0

(−2)𝑘Γ(
𝑘+1

2
)

𝑘!

(𝑠�̅�)
3𝑘
2

(𝑠�̅�+Ξ)
𝑘+1

2

𝐺1,𝑁
𝑁,1 [

Δ

𝑠�̅�𝜌2  | 
(𝑚1,...,𝑚𝑁),(−)

(1−
𝑘

2
),(−)

].                                           (22) 

 

4.1. 𝟐 × 𝟏 Alamouti STC Scheme 

In the case of the systems consisting of a source with two transmitting antennas and a destination with 

a single receiving antenna, 𝐿 = 1, end-to-end SNR denoted by 𝛾𝑇 at the destination is 

 

𝛾𝑇 = 𝛾1 + 𝛾2,                                                                   (23) 

 

therefore, the MGF of 𝛾𝑇 becomes 

 

ℳ𝛾𝑇
(𝑠) = ℳ𝛾1

(𝑠)ℳ𝛾2
(𝑠),                                                    (24) 

 

where the ℳ𝛾𝑖
(𝑠), for 𝑖 ∈ {1, 2}, is calculated with the help of (22) by using the corresponding 

channel parameters as (𝜌, 𝑁, 𝑚𝑛, Ω𝑛 , 𝜎, 𝜉, 𝛿, Ξ, Δ) → (𝜌𝑖 , 𝑁𝑖 , 𝑚𝑛,𝑖 , Ω𝑛,𝑖 , 𝜎𝑖 , 𝜉𝑖 , 𝛿𝑖 , Ξ𝑖 , Δ𝑖). 
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4.2. 𝟐 × 𝑳 Alamouti STC Scheme 

In case of 𝐿 receiving antennas installed at the destination vehicle, the instantaneous SNR at the 𝑙𝑡ℎ 

antenna is 

 

𝛾𝑙 = 𝛾𝑙,1 + 𝛾𝑙,2                                                                   (25) 

 

and the corresponding MGF becomes 

 

ℳ𝛾𝑙
(𝑠) = ℳ𝛾𝑙,1

(𝑠)ℳ𝛾𝑙,2
(𝑠).                                                    (26) 

 

Thus, the end-to-end SNR acquired by the destination after employing the MRC scheme is obtained as 

 

𝛾𝑇 = ∑  𝐿
𝑙=1 𝛾𝑙                                                                   (27) 

 

and the MGF of 𝛾𝑇 can be calculated as 

 

ℳ𝛾𝑇
(𝑠) = ∏  𝐿

𝑙=1 ℳ𝛾𝑙
(𝑠).                                                    (28) 

 

Yet again, while evaluating (28) via (26), calculation of ℳ𝛾𝑙,𝑖
(𝑠), for 𝑖 ∈ {1, 2} is performed by using 

(22) with the corresponding channel parameters as 

(𝜌, 𝑁, 𝑚𝑛, Ω𝑛 , 𝜎, 𝜉, 𝛿, Ξ, Δ) → (𝜌𝑖
𝑙 , 𝑁𝑖

𝑙 , 𝑚𝑛,𝑖
𝑙 , Ω𝑛,𝑖

𝑙 , 𝜎𝑖
𝑙, 𝜉𝑖

𝑙 , 𝛿𝑖
𝑙, Ξ𝑖

𝑙 , Δ𝑖
𝑙 ) between the 𝑖𝑡ℎ transmitting and the 

𝑙𝑡ℎ receiving antennas. 

 

4.3. Symbol-Error-Rate for M-PSK Modulation 

When considering an 𝐿-branch MRC receiver, the average SER for M-PSK modulation over 

generalized fading channels is given by 

𝑃𝑒
𝑀−𝑃𝑆𝐾 =

1

𝜋
∫  

𝜋−𝜋/𝑀

0
ℳ𝛾𝑇

(𝜃𝑀)𝑑𝜃 =
1

𝜋
∫  

𝜋−𝜋/𝑀

0
∏  𝐿

𝑙=1 ℳ𝛾𝑙
(𝜃𝑀)𝑑𝜃,                              (29) 

where 𝜃𝑀 =
sin2(𝜋/𝑀)

sin2𝜃
 [26]. Even though an explicit solution of (29) in terms of elementary functions 

has not been derived due to the integral expression of the multiplication  of 𝐿 Meijer’s G functions, 

which is not tabulated in the current literature, a tight approximation for SER of the M-PSK 

modulation can be effectively calculated as [27] 

 

𝑃𝑒
𝑀−𝑃𝑆𝐾 ≈ (

1

3
−

1

2𝑀
) ℳ𝛾𝑇

(sin2 (
𝜋

𝑀
)) +

1

4
ℳ𝛾𝑇

(
4

3
sin2 (

𝜋

𝑀
)) + (

1

4
−

1

2𝑀
) ℳ𝛾𝑇

(
sin2(

𝜋

𝑀
)

sin2(𝜋−
𝜋

𝑀
)
).              (30) 

 

Thus, by substituting (28) into (30) and using the MGF expression of the instantaneous SNR in 

cascaded fading channels with estimation errors in (22), the average symbol error rate of Alamouti 

STC using M-PSK modulation is obtained for V2V communication systems over N*Nakagami-𝑚 

fading channels with channel estimation error. 
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4.4. Symbol-Error-Rate for M-QAM Modulation 

The average SER for a coherent M-QAM modulation scheme with multi-channel reception is given as 

 

𝑃𝑒
𝑀−𝑄𝐴𝑀 =

4𝛼

𝜋
∫  

𝜋/2

0
ℳ𝛾𝑇

(𝜙𝑀)𝑑𝜙 −
4𝛼2

𝜋
∫  

𝜋/4

0
ℳ𝛾𝑇

(𝜙𝑀)𝑑𝜙,                                            (31) 

 

where 𝛼 = (1 −
1

𝑀
) and 𝜙𝑀 =

3/(2(𝑀−1))

sin2𝜙
 [26]. Using the relation between the expectation operation 

and the MGF function, (31) can be written as 

 

𝑃𝑒
𝑀−𝑄𝐴𝑀 = 𝐸[𝐼1] − 𝐸[𝐼2],                                                    (32) 

 

where 𝐼1 and 𝐼2 are the integral expressions of 

 

𝐼1 =
4𝛼

𝜋
∫  

𝜋/2

0
𝑒−𝜙𝑀𝛾𝑇𝑑𝜙,                                                  (33a) 

 

𝐼2 =
4𝛼2

𝜋
∫  

𝜋/4

0
𝑒−𝜙𝑀𝛾𝑇𝑑𝜙,                                                  (33b) 

 

respectively. With the help of [27, Eq.8], 𝐼1 can be approximated as 

 

𝐼1 ≈ 4𝛼 (
1

12
𝑒−𝜙𝑀𝛾𝑇 +

1

4
𝑒−

4

3
𝜙𝑀𝛾𝑇) =

𝛼

3
𝑒−𝜙𝑀𝛾𝑇 + 𝛼𝑒−

4

3
𝜙𝑀𝛾𝑇 ,                                            (34) 

 

therefore 𝐸[𝐼1] becomes 

 

𝐸[𝐼1] ≈
𝛼

3
ℳ𝛾𝑇

(
3

2(𝑀−1)
) + 𝛼ℳ𝛾𝑇

(
2

𝑀−1
).                                                    (35) 

 

For the derivation of 𝐸[𝐼2], we can write 

 

𝐸[𝐼2] = 𝐸[𝐼21] − 𝐸[𝐼22],                                                    (36) 

where 

 

𝐼21 =
4𝛼2

𝜋
∫  

𝜋/2

0
𝑒−𝜙𝑀𝛾𝑇𝑑𝜙,                                                  (37a) 

 

𝐼22 =
4𝛼2

𝜋
∫  

𝜋/2

𝜋/4
𝑒−𝜙𝑀𝛾𝑇𝑑𝜙.                                                  (37b) 

 

Similarly, with the help of [27, Eq.8], 𝐼21 can be approximated as 

 

𝐼21 ≈ 4𝛼2 (
1

12
𝑒−𝜙𝑀𝛾𝑇 +

1

4
𝑒−

4

3
𝜙𝑀𝛾𝑇) =

𝛼2

3
𝑒−𝜙𝑀𝛾𝑇 + 𝛼2𝑒−

4

3
𝜙𝑀𝛾𝑇 ,                                           (38) 

 

then 
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𝐸[𝐼21] ≈
𝛼2

3
ℳ𝛾𝑇

(
3

2(𝑀−1)
) + 𝛼2ℳ𝛾𝑇

(
2

𝑀−1
).                                                    (39) 

 

In the evaluation of 𝐸[𝐼22], by following the similar approach in [27] and using the trapezoid rule of 

the definite integrals, the integral expression of 𝐼22 can be approximated to the (
4𝛼2

𝜋
) times the area of 

a trapezoid having parallel sides of length with 𝑒−
3

2

𝛾𝑇
𝑀−1 and 𝑒−3

𝛾𝑇
𝑀−1, and height with (

𝜋

4
) as 

 

𝐼22 ≈
4𝛼2

𝜋
(𝑒−

3

2

𝛾𝑇
𝑀−1 + 𝑒−3

𝛾𝑇
𝑀−1)

𝜋

8
=

𝛼2

2
(𝑒−

3

2

𝛾𝑇
𝑀−1 + 𝑒−3

𝛾𝑇
𝑀−1)                                                  (40) 

 

and therefore 𝐸[𝐼22] is obtained as 

 

𝐸[𝐼22] ≈
𝛼2

2
ℳ𝛾𝑇

(
3

2(𝑀−1)
) +

𝛼2

2
ℳ𝛾𝑇

(
3

𝑀−1
).                                                    (41) 

 

By substituting (39) and (41) , 𝐸[𝐼2] becomes 

 

𝐸[𝐼2] ≈ 𝛼2ℳ𝛾𝑇
(

2

𝑀−1
) −

𝛼2

2
ℳ𝛾𝑇

(
3

𝑀−1
) −

𝛼2

6
ℳ𝛾𝑇

(
3

2(𝑀−1)
).                                                  (42) 

 

Finally, substituting (35) and (42) in (31), the average SER for a coherent M-QAM modulation 

scheme with multi-channel reception is obtained as 

 

𝑃𝑒
𝑀−𝑄𝐴𝑀 ≈ (

1

2
+

1

6𝑀2) ℳ𝛾𝑇
(

3

2(𝑀−1)
) +

(𝑀−1)2

2𝑀2 ℳ𝛾𝑇
(

3

𝑀−1
) + (

𝑀−1

𝑀2 ) ℳ𝛾𝑇
(

2

𝑀−1
).                             (43) 

 

Hence, by substituting (28) into (43) and then using (22), the average SER of Alamouti STC using M-

QAM modulation is obtained for V2V communication systems that are subject to cascaded 

Nakagami-𝑚 fading channels with channel estimation errors. 

 

5. ERGODIC CAPACITY ANALYSIS 

 

The exact ergodic capacity of 𝐿-branch diversity combiner over mutually not-necessarily independent 

or identically distributed fading channels is given by [28] 

 

𝐶𝑎𝑣𝑔 =
𝑊

log(2)
∑  𝑁

𝑛=1 𝑤𝑛𝐶1(𝑠𝑛)
𝑑

𝑑𝑠
ℳ𝛾𝑇

(𝑠)|𝑠→𝑠𝑛
,                                                                        (44) 

 

where W is the channel’s bandwidth, 𝑠𝑛 = tan (
𝜋

4
cos (

2𝑛−1

2𝑁
𝜋) +

𝜋

4
), and 𝑤𝑛 =

𝜋2sin(
2𝑛−1

2𝑁
𝜋)

4𝑁cos2(
𝜋

4
cos(

2𝑛−1

2𝑁
𝜋)+

𝜋

4
)
. 

Using (26) and (28), it may be written that 
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𝑑

𝑑𝑠
ℳ𝛾𝑇

(𝑠) = ∑  𝐿
𝑙=1 ∏  𝐿

𝑗=1,𝑗≠𝑙 ℳ𝛾𝑗
(𝑠)

𝑑

𝑑𝑠
ℳ𝛾𝑙

(𝑠)                                         

 

                  = ∑  𝐿
𝑙=1 ∏  𝐿

𝑗=1,𝑗≠𝑙 ℳ𝛾𝑗
(𝑠) × (ℳ𝛾𝑙,2

(𝑠)
𝑑

𝑑𝑠
ℳ𝛾𝑙,1

(𝑠) + ℳ𝛾𝑙,1
(𝑠)

𝑑

𝑑𝑠
ℳ𝛾𝑙,2

(𝑠)).                    (45) 

 

By using (21), it may be written that 
𝑑

𝑑𝑠
ℳ𝛾𝑙,𝑖

(𝑠) = �̅�
𝑑

𝑑𝑠
ℳΥ(𝑠�̅�) where �̅� = 𝐸[𝛾𝑙,𝑖] for 𝑖 ∈ 1,2. 

Therefore, 
𝑑

𝑑𝑠
ℳΥ(𝑠) should be derived to calculate (45). Hence, by using (21) 

 
𝑑

𝑑𝑠
ℳΥ(𝑠) = ∑  𝐾

𝑘=0
(−2𝑠)𝑘

𝑘!
𝐼𝛼(𝑠)𝐼𝛽(𝑠)                                         

                 = ∑  𝐾
𝑘=0

(−2)𝑘

𝑘!
𝑠𝑘−1 (𝑘𝐼𝛼(𝑠)𝐼𝛽(𝑠) + 𝑠𝐼𝛽(𝑠)

𝑑

𝑑𝑠
𝐼𝛼(𝑠) + 𝑠𝐼𝛼(𝑠)

𝑑

𝑑𝑠
𝐼𝛽(𝑠)),                              (46) 

 

where 𝐼𝛼(𝑠) and 𝐼𝛽(𝑠) are given by (16) and (19), respectively. By using (16) it may be written as 

 
𝑑

𝑑𝑠
𝐼𝛼(𝑠) =

𝑑

𝑑𝑠
𝛿 ∫  

∞

0
𝑒−𝑠𝑧𝑧

𝑘

2
−1𝐺0,𝑁

𝑁,0 [𝑧
Δ

𝜌2  | (𝑚1,...,𝑚𝑁),(−)
(−),(−)

] 𝑑𝑧  

              = −𝛿 ∫  
∞

0
𝑒−𝑠𝑧𝑧

𝑘

2𝐺0,𝑁
𝑁,0 [𝑧

Δ

𝜌2  | (𝑚1,…,𝑚𝑁),(−)
(−),(−)

] 𝑑𝑧.                                                                      (47) 

 

Hence, with the help of the integral property of Meijer’s G function [25, 2.24.3.1], (47) is obtained as 

 

𝑑

𝑑𝑠
𝐼𝛼(𝑠) = −𝛿𝑠

𝑘

2
+1𝐺1,𝑁

𝑁,1 [
Δ

𝑠𝜌2  | 
(𝑚1,...,𝑚𝑁),(−)

(−
𝑘

2
),(−)

].                                                              (48) 

 

After that, by using (19) 
𝑑

𝑑𝑠
𝐼𝛽(𝑠) may be derived as 

 
𝑑

𝑑𝑠
𝐼𝛽(𝑠) = 𝜉Γ (

𝑘+1

2
)

𝑑

𝑑𝑠
(𝑠 + Ξ)−

𝑘+1

2 = −
𝑘+1

2
𝜉Γ (

𝑘+1

2
) (𝑠 + Ξ)−

𝑘+3

2 .                                                   (49) 

 



  
 
 

 
 

 
 
 

Ata, S.Ö., Journal of Scientific Reports-A, Number 54, 76-93, September 2023 
 

 
 

87 
 

 

Figure 2. Performance of 2x1 Alamouti STBC over imprecise 2*Nakagami-𝑚 fading channels with 

𝑚1 = 𝑚2 = 2.5 for 𝜌 = 0.2, 0.6, and 1. 
 

Thus, by substituting (48) and (49) into (46), then by calculating (45) with the help of (46) and 

substituting it into (44), the average capacity of the Alamouti STBC errors is obtained in the closed-

form for MIMO V2V communication systems over cascaded fading channels with the channel 

estimation. 

 

6. NUMERICAL RESULTS AND SIMULATIONS 

 

Throughout this section, numerical results and simulations are provided comparatively to validate the 

analytic results derived in the paper. During calculations, it is assumed that the transmitter transmits 

the symbols with unit power per antenna. Also, the fading coefficients for the cascaded channels have 

unit power as Ω = 𝐸[ℎ2]. In figures, the analytic plots are represented by solid lines while the 

simulation results are marked by circles.  

 

In Figure 2, the SER performance of 2x1 Alamouti STBC using 4-PSK modulation over cascaded 

Nakagami-𝑚 fading channels is presented for the miscellaneous degrees of channel estimation errors. 

For this figure, the cascading degree and the related fading parameters are set as 𝑁 = 2 and 𝑚1 =
𝑚2 = 2.5, respectively. The correlation coefficient between a channel gain ℎ and its erroneous 

estimation ℎ̂ is chosen as 𝜌 ∈ {0.2, 0.6, 1}. As is seen from the figure, the presence of channel 
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estimation errors significantly worsens the SER performance of the system. For example, to achieve 

10−3 error rate, an extra 7𝑑𝐵 SNR is required for 𝜌 = 0.6 in comparison with the perfect estimation 

of the channel statistics which corresponds to 𝜌 = 1. 

 

 

Figure 3. SER performances of vehicular communication systems employing Alamouti STC scheme 

with B/Q/8-PSK modulations over 3*Nakagami-𝑚 channels with 𝑚1 = 1.5, 𝑚2 = 3 and 𝑚3 = 2.5 in 

the presence of channel estimation errors for 𝜌 = 0.4. 
 

Figure 3 represents the effect of modulation order on the SER performance of Alamouti STC scheme 

over cascaded fading channels. The plots are given for the BPSK, QPSK, and 8-PSK modulation 

schemes over 3*Nakagami-𝑚 fading channels, N=3, with 𝑚1 = 1.5, 𝑚2 = 3, and 𝑚3 = 2.5. The 

correlation coefficient related to the estimation error is set as 𝜌 = 0.4. As seen from the figure, the 

SER performance of the system decreases by increasing modulation order, which makes the 

maximum-likelihood decision-making process becomes more vulnerable to estimation errors since the 

distances among the symbols in the constellation are getting closer. For example, the figure shows that 

the SNR gap between BPSK and QPSK modulations is approximately 5𝑑𝐵 at 10−3 SER value. It is 

also seen that the 8-PSK modulation scheme requires extra 8𝑑𝐵 SNR to provide the same SER value 

for the proposed system when compared with using BPSK modulation. 
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In Figure 4, the effect of the channel’s cascading degree on the SER performances is presented when 

the cascading degree is as 𝑁 = 1, 2, and 4, which are corresponding to Rayleigh, 2*Rayleigh, and 

4*Rayleigh fading channels, respectively, in V2V communication systems employing Alamouti’s 

space-time coding scheme using 8-PSK modulation. Here, the correlation coefficient between ℎ and ℎ̂ 

is set as 𝜌 = 0.3. The figure reveals that the increasing cascading degree of the fading channels 

significantly degrades the SER performance of the system. For example, the SNR gap between 𝑁 = 1 

and 𝑁 = 2 (Rayleigh and 2*Rayleigh channels) is approximately 5𝑑𝐵 while it is about 8𝑑𝐵 in the 

case of 𝑁 = 2 and 𝑁 = 4 (2*Rayleigh and 4*Rayleigh channels) to reach the 10−3 SER value. 

 

Figure 4. SER performances of vehicular communication systems employing Alamouti STBC using 

8-PSK modulation for different vehicular fading channel models for 𝜌 = 0.3. 
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Figure 5. Performances of Alamouti STC scheme using 16-QAM modulation over 2*Nakagami-m 

and 4*Nakagami-m fading channels for 𝜌 = 0.6, 0.8, and 1. 
 

Additionally, Figure 4 represents the SER performance comparison for SIMO (2x1) and MIMO (2x2) 

configurations of Alamouti STBC over the imprecise cascaded Nakagami-𝑚 fading channels. The 

figure reveals that the system performance may be significantly enhanced by using multiple receiving 

antennas. For example, an extra receiving antenna provides 10 times better SER at 30𝑑𝐵 SNR. 

 

The performance of Alamouti STC scheme using 16-QAM modulation for V2V communication 

systems is presented in Figure 5. The plots are given for 2*Nakagami-𝑚 with 𝑚1 = 2, 𝑚2 = 3.5, and 

4*Nakagami-𝑚 with 𝑚1 = 2, 𝑚2 = 3.5, 𝑚3 = 1.5, 𝑚4 = 2 fading channels and 𝜌 = 0.6, 0.8, 1 values 

of the correlation coefficient between ℎ and its erroneous estimation ℎ̂. The figure reveals that the 

presence of channel estimation errors severely worsens the SER performance of vehicular 

communication systems. For example, to achieve the error rate of 10−3 over 2*Rayleigh fading 

channels, extra 13𝑑𝐵 SNR is required for 𝜌 = 0.6 in comparison with the perfect estimation case in 

which 𝜌 = 1. It is also seen that the PSK modulation provides better SER performance than the QAM 

modulation does in V2V communication systems employing Alamouti STBC over imprecise cascaded 

fading channels. Finally, it is shown by the figures that the analytical and simulation results tightly 

match, which is because of the analytical SER expressions are approximations to the exact ones. 
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7. CONCLUSIONS 

 

In this letter, we proposed to use the Alamouti STC to enhance the SER performance of V2V 

communication systems over cascaded fading channels where the perfect knowledge of the channel 

state information is not available to the users all the time due to the rapid movement of the 

communicating vehicles and fast-changing characteristics of the rich scattering environment which 

makes the fading effects in wireless channels more severe. Therefore, in investigating the SER profile 

of the proposed system, we consider the erroneous estimation of the fading channels’ gains which is 

much more realistic for the practical scenarios. During the analysis, we first derive the moment-

generation function (MGF) of the erroneously estimated channel fading coefficient in the case of the 

cascaded Nakagami-𝑚 fading conditions. Then, using this MGF, SER expressions of Alamouti STC 

with two transmitting and 𝐿 receiving antennas for the M-PSK and M-QAM modulation schemes are 

obtained. After that the ergodic capacity analysis for the proposed system is examined and a closed-

form expression of it is derived. Furthermore, the analytical results are verified by Monte-Carlo 

simulations. The results reveal that the SER performance of V2V communication systems is severely 

degraded in case of full channel-state information is not available due to estimation errors but it can be 

improved significantly by using the Alamouti STC method. It is also presented that using PSK 

modulation provides better SER performance than using QAM modulation in the vehicular 

communication systems employing Alamouti STC over imprecise cascaded fading channels. 
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ABSTRACT 

 

This paper assesses the effects of wind speed and mounting type on the performance of photovoltaic 

(PV) modules in the three phase unbalanced IEEE 34 node distribution system. The study was 

conducted in OpenDSS considering ZIP load model and residential load shape. The module 

temperature was calculated considering the wind speed and mounting type of the PV panel. The 

impact of wind speed on PV has been analyzed using three different wind data sets. Furthermore, free 

standing and flat roof mounting types were considered to evaluate the effect of mounting 

configuration. It was found that integrating PV into the distribution system reduced substation demand 

and energy losses. Results also show that the PV produced more power in high wind speed scenarios 

than in low wind speed scenarios. Regarding the mounting configuration, the PV incorporated with 

free standing configuration generated more power than the flat roof mounting type. 

 

Keywords: Photovoltaic Systems, Wind Speed, Mounting Type, Ambient Temperature, Unbalanced 

Distribution System 

 

1. INTRODUCTION  

 

The rising concerns about the impact of fossil fuel energy on climate change and global warming have 

led to increasing demand for clean and renewable energy sources. With the advancement of 

technology, industrial development and the increase in the world population, the need for energy is 

also increasing rapidly. In fact, the total amount of primary energy consumed in the world in 2022 

reached 595 EJ [1]. Photovoltaics (PVs) is among the various renewable energy sources seen as to 

solution to these problems and it is expected to become one of the major energy resources due to the 

learning and cost reductions, large potential for solar PV expansion, and integration strategies that 

allow penetration of PV into the power grid [2]. Despite the significant advancements in PV 

technology, there is still a great deal of interest in studying external factors such as weather conditions 

that may impact the PV output. It is well understood that the cell temperature impacts the efficiency 
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and electrical output of PV cells [3]–[6]. Various factors affect this temperature including wind speed, 

ambient temperature, and irradiance [7]. In particular, the temperature of the PV module is highly 

sensitive to wind speed and to a lesser extent to wind direction [8]. Numerous studies have discussed 

the impact of wind on cell temperature in different environmental conditions. Al–Bashir et al [9] 

analysed the effects of cell temperature, solar irradiance and wind speed on PV system’s performance. 

They found a linear relation between the irradiance, cell temperature, wind speed and the PV power. 

Because of the low wind speed in the area where the experiment was conducted, the impact of the 

wind speed was not significant. Goverde et al.[10] investigated the influence of wind on the 

temperature of PV mini-modules. They found that the module's surface temperature decreased on 

average by 11 °C, 16 °C, and 21 °C at a wind speed of 1 m/s, 2 m/s, and 5 m/s at an illumination of 

400 W/m
2
. Tahir et al [11] examined the Impact of wind speed and temperature on five types of PV 

panels for various regions in Pakistan. The obtained results observed a decrease in PV efficiency when 

considering only the effect of temperature. However, the efficiency increased when was considered 

the impact of both wind speed and temperature. Even though PV module efficiency is determined 

based on standard test conditions (STC), it is crucial to observe how these modules perform in actual 

field conditions to accurately predict their efficiency and power output [12].  Although solar 

irradiance and ambient temperature are commonly used as the sole parameters to calculate the PV 

module operating temperature in the literature, studies [13]–[15]  indicate that wind speed may also 

have a significant impact on increasing efficiency by lowering PV cell temperature because of its 

cooling effect. Ambient wind speed has positive and negative aspects. In the USA, a wind speed of 10 

m/s can reduce the operating temperature by 3.5°C. However, in a hot place like Saudi Arabia, a 10°C 

drop is possible at a wind flow of 2.8-5.3 m/s [16]. Therefore, accurate solar cell temperature 

estimations are required for reliable energy yield simulations. Various researchers ( [7], [17], [18], 

[19] ) proposed models incorporating wind’s effect on PV module performance. Skoplaki et al [7] 

proposed simple mathematical equations for calculating the temperature and electrical efficiency of 

PV modules considering wind effect and arbitrary mounting. The PV mounting design, whether free 

standing, BIPV, BIPV/T, or BAPV, is a further factor to consider because it has a big impact on cell 

temperature and the passing air flow across the PV sides [20]. A solar system’s energy output can be 

maximized by selecting the proper solar mounting system and installing it correctly, as this will 

ensure structural support and determine the best orientation and elevation for the system [21]. Various 

approaches exist for integrating solar PVs into buildings. Two techniques used to mount PV arrays are 

roof-mounted systems and ground-mounted systems [22]. Awan et al. [23] compared ground-mounted 

and rooftop PV with optimal interrow distance between parallel arrays, and found that rooftop systems 

performed better and had more economic advantages than ground-mounted systems in urban 

environments. Cura [24] evaluated the economical and technical considerations of PV plants operating 

under various environmental conditions. Various case studies were conducted at two different solar 

plants with ground mounted and roof mounted installation. The results of the simulation demonstrated 

that ground-mounted PV arrays had higher efficiency than the those with roof-mounted PV arrays. 

Tamoor [25] investigated the design and energy estimation of a ground mounted PV with interrow 

spacing and optimal tilt angle installation. The study assessed the efficiency of the solar system and 

aided in determining how to make the best use of the space that is available, both of which are critical 

for the financial viability of the PV power plants. Kazim [26] has also compared the performance of 

PV panels mounted on flat surfaces and roof tops in UAE and found that the flat surface mounting 

structure had a lower efficiency due to the tilt angle, but also a lower temperature and dust 
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accumulation than the roof top mounting structure. The author also reported that the flat surface 

mounting structure had a higher power output per unit area than the roof top mounting structure. 

 

The impact of wind speed is frequently disregarded when modeling PV systems, but it is crucial to 

determine the modules’ temperature and, consequently, their efficiency [7]. The literature review [24] 

revealed that the potential of solar energy systems is more than the other renewable energy systems. 

The installation of PV plants has grown steadily due to lower costs of equipment, higher government 

subsidies and increased public consciousness of the fossil fuel related environmental issues. 

Moreover, estimating the energy production of PV plants during real climate conditions is important 

both for researchers and investors. For this purpose, this study aims to investigate the effects of wind 

speed and the mounting type on the PV module performance under real environmental conditions. To 

test this, a PV is connected to the IEEE 34 test feeder and power flow analyses were performed using 

OpenDSS (Open Distribution System Simulator)[27]. Various case studies have been conducted by 

using three wind speed data namely high, moderate, and low along with free standing and flat roof 

mounting configurations. Moreover, 10-minute temperature data and irradiance have been used to 

model the PV in OpenDSS. It should be noted that the time resolution of 10-minute was considered 

based on the ground measurements of solar radiation, wind speed, and ambient temperature that were 

available. To assess the influence of wind alone on the output of the PV, the same temperature and 

irradiance have been used for all case studies. By comparing the case studies, the impact of wind 

speed and mounting type on the power output of the PV has been observed. The contribution of this 

paper is to study the effect of wind speed and mounting type on the PV system integrated into the 

distribution network. The sections of this paper are organized as follows: in Section 2, the 

meteorological data of solar irradiance, temperature, and wind speed to calculate panel temperature is 

presented. The design of the PV system, the distribution test system, the load modelling, and the cell 

temperature calculation considering wind speed are also covered in this section. In Section 3, Several 

case studies are created to analyze the impact of wind speed and mounting types on PV power output. 

This section also discusses daily energy generation and power losses of the PV system at free standing 

and flat roof mounting configurations. Finally, the conclusions which highlight the main findings of 

this study are presented in Section 4. 

 
2. MODELLING APPROACH 

 

2.1. Meteorological Sample Data 

As a sample input, data from [28] has been used. These data have been recorded by nine automated 

solar stations in Pakistan from 2014 to 2017 and it consists of daily 10-minute values of wind speed, 

solar irradiance, and temperature. In order to evaluate the influence of wind speed on the output of the 

PV power, the data measured in the station in Lahore has been used and three different days 

(23/10/2014, 21/02/2015, and 20/06/2015) with an average wind speed of (1.18 m/s, 4.1 m/s, and 6.9 

m/s, respectively) has been selected. The wind speed graph for these days is given in Figure 1. 
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Figure 1. The wind speed data [28]. 

 

As the study aims to evaluate the influence of wind speed on PV power output, the same temperature, 

and irradiance have been used for all scenarios. The irradiance and the temperature are shown in 

figures (2) and (3) respectively.  

 

 

Figure 2. The irradiance data [28]. 
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Figure 3. The ambient temperature data [28]. 

 

2.2. Test System and Load Modelling  

The IEEE 34 node test feeder has been used in this study as a base network. It consists of light and 

unbalanced loads, an inline transformer, two voltage regulators, and shunt capacitors [29]. The 

modified IEEE 34 with a PV connected to node 858 is shown in Figure 4. 
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Figure 4. The modified IEEE 34 node feeder [29]. 

 

Load modelling has a significant impact on the results of the analysis performed. To accurately 

characterize the system, a ZIP model load has been used. ZIP stands for the three defined load types: 

constant impedance (Z), constant current (I), and constant power (P) [30]. The ZIP model considers 

the voltage dependency of loads. The ZIP coefficients for a residential customer used in this study are 

given in Table I. 

 

Table 1. The residential ZIP coefficients [30].  

 

In order to precisely model the consumption behavior of network customers, a 10-minute interval of a 

residential load shape obtained from [31] has been used. The daily residential load curve is shown in 

Figure 5. 

 

Class Zp Ip Pp Zq Iq 
 

Pq 

Residential 0.85 -1.12 1.27 10.96 -18.73  8.77 
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Figure 5. The 24-h load shape of residential customers [31]. 

 

2.3. PV Modeling in OpenDSS  

The Open Distribution System Simulator (OpenDSS) is a powerful simulation tool for electrical 

distribution systems. It supports almost all steady state analyses commonly performed for utility 

distribution systems. The key advantage of OpenDSS is that it supports unbalanced multi-phase power 

flow analysis and distributed generation integration. In OpenDSS, the PV model consists of a PV 

panel and an inverter element with an ideal maximum power point (MPP) tracker. This model injects 

an active power (Pout) into the network. To calculate Pout(t)., the model requires the data of 

module/cell temperature, irradiance, inverter efficiency, and the rated power.  The active power Pout(t) 

injected into the grid is given in Equations (1) and (2). 

 

Pout (t) = P(t) × eff(P(t))                                        (1) 

 

𝑃(t) = 𝑃𝑚𝑝𝑝 × irradiance × factor(T(t))                                        (2) 

 

Where P(t) is PV array power output, Pmpp(1kW/m
2
) is the rated power at the MPP, irrad(t) is per unit 

irradiation value, factor(T(t)) is the Pmpp correction factor as a function of the temperature and 

eff(P(t)) is the inverter efficiency. The PV system has a Pmpp of 1000 kW and a power factor of 1 and 

is connected to node 858 of the IEEE 34 node test feeder. 
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2.4. Modeling of Cell Temperature 

The cell temperature is affected by the local wind speed, ambient temperature, and irradiance on the 

plane of the array [7]. The OpenDSS uses the module temperature when modeling the PV element. 

However, the obtained temperature data is ambient temperature. Therefore, the cell/module 

temperature Tc is calculated using  Equation (3) proposed by [7]. Equation (3) calculates the operating 

temperature for any mounting type and wind speeds higher than 0 m/s. 

 

𝑇𝑐 = 𝑇𝑎 + ω (
0.32

8.91+2×𝑉𝑓
) 𝐺𝑇                                        (3) 

 

Where Tc is the cell/module temperature, Ta is the ambient temperature, ω is the mounting coefficient, 

Vf is the wind speed and GT is the irradiance on the panel. In this study, two mounting types have been 

used namely, free standing and flat roof. The values of ω presented in Table II were obtained from [7]. 

 

Table 2. Values of mounting coefficient for two mounting types [7].  

PV panel mounting type ω 

Free standing 1 

Flat roof 1.2 

 

3. SIMULATIONS AND RESULTS  

 

As the study aims to demonstrate the impact of wind speed and mounting types on PV output, various 

scenarios are created. The same ambient temperature and irradiance are used for all case studies to 

evaluate the effect of wind speed and mounting type. The scenarios analyzed in this study are 

presented in Table III. The simulation scenarios are divided into seven case studies, as follows: 

• Base Case: The simulation was conducted on IEEE 34 node test feeder using a residential 

ZIP load, and no PV connection to the network. 

• Case A: The PV is connected to node 858 and simulated with high wind speed data and free 

standing mounting coefficient. 

• Case B: The PV is connected to node 858 and simulated with moderate wind speed data and 

free standing mounting coefficient. 

• Case C: The PV is connected to node 858 and simulated with low wind speed data and free 

standing mounting coefficient. 

• Case D: The PV is connected to node 858 and simulated with high wind speed data and flat 

roof mounting coefficient. 

• Case E: The PV is connected to node 858 and simulated with moderate wind speed data and 

flat roof mounting coefficient. 

• Case F: The PV is connected to node 858 and simulated with low wind speed data and flat 

roof mounting coefficient. 
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Table 3. Case studies. 

Wind speed Mounting type 

Free standing Flat roof 

High Case A Case D 

Moderate Case B Case E 

Low Case C Case F 

 

The simulation results of substation demand, PV panel output, load consumption, and the total power 

losses over a 24-hour period for all case studies are given in Table IV. The results show that in the 

free standing mounting case studies, Case A had the highest power production at the highest wind 

speed, followed by Case B and Case C. The PV panel generated 2.21% more power in the scenario 

simulated with the high wind speed data set (Case 1) than in the scenario simulated with the low wind 

speed data set (Case C). Also, relative to the Base Case, the substation power demand reduced by 

12.44 %, 12.33%, and 12.17% in Case A, Case B, and Case C respectively. When the active power at 

node 858 is compared to the power measured at the PV panel output, it was observed a 69 kWh 

energy loss due to the inverter. The highest loss reduction was achieved by 12.66% in the free 

standing high wind speed scenario (Case A). 

 

Table 4. The simulation results for all case studies. 

  

Substation 

Demand 

(kWh) 

Panel Output 

(kWh) 

Energy at 

Node 858 

(kWh) 

Load 

Consumption 

(kWh) 

Network 

Losses (kWh) 

Base case 31502 - - 28478 3025 

Case A 27582 3612 3543 28485 2640 

Case B 27617 3578 3509 28484 2642 

Case C 27666 3532 3463 28483 2645 

Case D 27600 3595 3526 28484 2641 

Case E 27643 3555 3486 28484 2644 

Case F 27702 3500 3431 28485 2648 

 

Using the flat roof mounting coefficient for the panel temperature, Case D had the highest power 

output of 3595 kWh due to the high wind speed. Conversely, Case E and Case F had lower power 

outputs of 3555 kWh and 3500 kWh respectively. It is worth noting that the PV panel power output 

was 2.64% higher in the case with the high wind speed (Case D) than in the case with the law wind 

speed (Case F). This demonstrates the impact of wind speed on PV production since the wind cools 

the cell temperature and thus reduces the power loss due to temperature. In addition, as the power 
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produced by the PV module increased, the substation power demand decreased by 12.38%, 12.25%, 

and 12.06% for Case D, Case E, and Case F, respectively, compared to Base Case.  

 

The results show that the mounting type affects the PV power output, as the free standing mounting 

configuration produced more power than the flat roof mounting configuration by 0.47%, 0.64%, and 

0.9% for high, moderate, and low wind speed conditions, respectively. This is due to the higher 

mounting coefficient of the flat roof than that of free standing (see Table II), which results in a higher 

cell temperature as shown in equation 3. The daily PV panel output for Case A, Case B, and Case C is 

presented in Figure 6, while Figure 7 displays the daily PV power output for Case D, Case E, and 

Case F.  

 

 

Figure 6. The 24-h PV panel output for Case A, Case B, and Case C. 
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Figure 7. The 24-h PV panel output for Case D, Case E, and Case F. 

 

4. CONCLUSION 

 

This paper has investigated the effects of wind speed and mounting type on the output performance of 

photovoltaic modules in an unbalanced distribution network. The analyses of the PV system was 

conducted on the unbalanced IEEE 34 node feeder. No load consists entirely of constant power, 

constant impedance, or constant current. Therefore, in order to represent the actual system loads, the 

loads in the IEEE 34 distribution test system are modeled as ZIP load model, which is a voltage 

dependent load model. In addition, a residential ZIP coefficient and residential load curve were used. 

For the three-phase unbalanced power flow solution, the OpenDSS software, which is open source, 

was used. The PV conversion process is strongly influenced by the operating temperature, which 

affects the PV power output and the efficiency in a nearly linear way, making them decrease with it. A 

simple equation (Eq. (3)) that uses three environmental variables (solar irradiance, wind speed, and 

ambient temperature) and a dimensionless mounting parameter that indicates the integration level of a 

specific installation was applied to estimate the PV operating temperature. Two mounting 

configurations (free standing and flat roof) and three wind speed data namely, high, moderate, and low 

have been used in the present study. To assess the effect of the wind speed alone on PV power output, 

the same ambient temperature and irradiance have been used for each case study. The simulated 

scenarios show that the substation demand and network losses decreased when the PV was integrated 

into the distribution network. The highest loss reduction was achieved by 12.66% in the free standing 

high wind speed scenario (Case A). The results also indicate that module temperature was influenced 

by wind speed. The PV output power was higher for high wind speed cases than for low wind speed 



  
 
 

 
 

 
 
 

Nur, S.A. and Emiroğlu, S.,  Journal of Scientific Reports-A, Number 54, 94-107, September 2023 
 

 
 

105 
 

for both mounting types. In the case study simulated with the high wind speed data set (Case 1), the 

PV panel generated 2.21% more power than in the scenario simulated with the low wind speed data 

set (Case C). This is because the wind cools the cell temperature and consequently reduces the PV 

power loss due to temperature. Moreover, the present study also assessed the impact of PV mounting 

configuration on PV performance. Under high, medium, and low wind speed conditions, the PV 

module generated 0.47%, 0.64%, and 0.9% more energy in free standing mounting than in flat roof 

mounting, respectively. The accurate selection of mounting type for solar system projects is crucial for 

the overall production, efficiency, and lifespan of solar panels. Since it is a costly investment, the 

selection of mounting systems should not be overlooked as a minor consideration. It is concluded that 

it would be useful to take wind speed into account when assessing PV energy production, particularly 

in the areas with higher wind speeds.  
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ABSTRACT 

 

The use of suitable glaze compositions, which enable ceramic sanitaryware (such as sink, toilet bowl, 

toilet bowl, etc.) to have better hygienic, aesthetic and technical properties, is of great importance as in 

other ceramic products. Glaze compositions, which provide durability to sanitaryware materials, 

reduce impact resistance and give ceramic material a hygienic appearance, are produced as ~97% 

white color depending on the preferences of the consumers, therefore, surface defects attract more 

attention in glazing and post-glazing process applications. When faults occurred during the different 

stages of manufacture detected on the final product, failure to detect faults on the final product by 

passing many production stages poses a problem in terms of intervention in the process. Faults that 

occur during glaze preparation are important in terms of cost. Since it is a stage in which many 

economic evaluations have been made in production, eliminating the faults caused from glaze 

preparation prevents further financial loss. 

 

In this study, the appearance of the faults in the sanitaryware items and the change in their regions 

(occured as a result of the oils contaminations from the machinery and components used in the 

preparation of glaze, the pipes of the tanks used in the glaze transport tanks and the glaze transfer or 

the impurities contaminated from the environment, the splashing of the impurities by the colored 

glazes in the glazing cabinets etc.) were characterized by means of SEM (Scanning Electron 

Microscopy), XRF (X-ray fluorescence spectrometry), XRD (X-Ray Diffractometry) and color 

measurement (L a* b*) analyses. According to the data derived from the final defected products, the 

faulty products were imitated by using the same components and methods on the plates under the 

laboratory conditions.  Finally, the solutions for the problems were determined on the basis of faulty 

products obtained in the laboratory. 

 

Keywords: Glaze Faults, Sanitaryware, Characterization 
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1. INTRODUCTION 

 

The glaze covering the surfaces of ceramic products is among the main elements of ceramic 

production in terms of its visual effect on ceramic products, as well as in terms of protecting the 

product and ensuring its use for many years [1,2]. Moreover, since it is easy to clean and comes into 

contact with water, glaze becomes a more important production step in vitrified products with low 

water absorption (<1%) [2,3].
 
When the studies on sanitaryware production are examined in the 

literature, considering the problems experienced in the sector due to raw material supply, it is 

important to make seger calculations of different regional raw materials, to add them to the recipe or 

to reduce the ratio of high-cost raw materials in the recipe and to substitute alternative raw materials 

[4,5].
 
In addition, the precursor materials used in the glaze composition affect sintering temperature, 

microstructure, crystal development, energy costs, gas emissions and ultimately the effects on the final 

product properties [6,7].
  

However, the problems encountered in daily production in the factories 

currently working in the sector are solved by the R&D units, but these data remain individually within 

the industry. This study, unlike the literature, aims to create original and sectoral data in that it 

includes the examination of the problems encountered in production at the laboratory scale. As seen in 

Figure 1, since the sanitaryware products coming out of the kiln are large in size and the number of 

production is less than other ceramic products (such as porcelain, tile, etc.); therefore, the cost of the 

faults occurring in their production is relatively higher. Especially, it is more difficult to repair for the 

faults taking place in the products after firing, and this fault rate makes it as a waste product, because 

it disrupts the aesthetic and/or structure in use [8]. 

 

 

Figure 1. Kiln outlets of vitrified products [4].
 

 

In 2020, it is reported that in Italy, one of the important prominent ceramics manufacturers, the work 

done to reduce the costs by reducing the mass of the products produced in the industry has still not 

reached an adequate level [8,9]. The glaze, which is the most important factor in ensuring hygiene in 

such costly products, becomes even more important. While glazes are produced primarily from SiO2, 

alkali metal oxides (Na2O, K2O, etc.), stabilizer alkaline earth metal oxides (CaO, BaO, MgO etc.), 
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zircon silicate, opacifiers such as zircon oxide and crystallizing raw materials such as ZnO; it is a 

production stage where parameters such as compatibility with the body, melting and surface 

expansion are important [10].
 
When the ceramic defects occurring after glaze firing are examined, 

they can be grouped mainly under general headings such as cracking, pinholes, color changes, 

deformation, consolidation, pits or bumpy surfaces, spalling, etc. [11,12].
 
However, it has stages that 

cannot be produced by machine due to its very intricate and large size. This increases the manual 

processes in sanitaryware, and even requires manual touches in machine-made processes. These 

processes let the occurrence of pollution caused by external factors apart from general faults. 

Examples of some vitrified products are given in Figure 2. 

 

 

Figure 2. Some vitrified products. 

 

In the study, after the detection of defects, which are generally included in the concept of pollution, 

but whose exact cause is unknown, these faults are imitated on a laboratory basis and the stages that 

need to be controlled in production in this direction are examined. The data obtained through the study 

are an addition to the main glaze, raw materials, precursors and energy etc. problems studies in the 

literatüre also it will contribute to production problems in terms of solution methods in industry. 

 

2. METHOD 

 

In the study, slip and glaze of the product called as vitreous china (VC), which is used in production in 

Isvea Sanitaryware factories, was used. The sources of faults in production line have been identified. 

The faulted samples obtained by applying them on specimen of 10x10 cm under the laboratory 

conditions were characterized. Scanning electron microscope (SEM) and chemical composition 

analyses (EDX) images were obtained with Zeiss Supra 50VP Brand device. The faults detected at 

this stage are classified as follows. 

 

2.1. Faults Originated From Glaze Preparation 

2.1.1. Tank pipe end 

In order for the glaze suspension prepared in glaze preparation to be used in the process, it must be 

transported via tanks [3]. Although the inner parts of the tanks are made of plastic material, metallic 

pipes made of chrome-plated steel materials are generally used to transfer the glaze to the robot or 
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glazing cabinets. The inner parts of these pipes are caused by the friction of the glaze suspension, the 

upper parts are worn by the removal and installation of the clamps, and the abraded metallic particles 

mix into the glaze and cause staining on the glaze. The tank pipe end and its stain fault are given in 

Figure 3. 

 

 

 
A   B 

Figure 3. Tank pipe end (A) and faults due to tank pipe end (B). 

 

2.1.2. Glaze preparation mixers 

There are mixers used in glaze preparation and mixing glazes. These mixers are generally used in 

rheological adjustments of glaze suspension. Meanwhile, dried machine oil contaminations in the 

chain and bearing parts of these mixers, which have up and down moving parts, mix into the glaze. 

The glaze preparation mixer and its stain defects are given in Figure 4.     
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(A)   (B) 

Figure 4. Faults caused by glaze mixers (A) and glaze preparation mixer (B). 

 

2.1.3. Colored glaze splashing 

In the recent years, many colored sanitaryware products have been manufactured by ceramic 

companies. Although these production rates do not usually exceed 2%, there are some production 

difficulties in manufacturing them. In cases where the colored glaze needs to be changed, the system 

is completely washed with water. However, if the washing is not done properly, the glazes of different 

colors remaining in the system smear on the other colors and cause staining defects. Colored glaze 

splash stain defects is given in Figure 5. 

 

 

Figure 5. Faults due to splash of colored glaze. 
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2.1.4. Funnel for raw material addition 

The raw materials that make up the glaze suspension are loaded into the mill from the weighing silo. 

Such faults can be prevented by using automatic systems while dosing to the mill. However, some 

glaze suspensions cannot be made with an automatic system in line with glaze consumption. The 

reason for this is that the glaze suspension cannot be passed through the system as tonnage or some 

raw materials that are not in the system are thrown manually. Some raw materials, which are 

proportionally less in glaze suspensions, are dosed manually. The raw material funnel, which is placed 

in the mouth of the mill when the workers do the dosing manually, is a metallic material made 

throughout the enterprise. Abrasions occur over time due to the contact of the metallic material with 

the raw materials, and these worn parts cause stain defects. The raw material chamber (funnel) and its 

stains faults are given in Figure 6. 

 

 

Figure 6. Hopper for raw material addition. 

 

2.1.5. Glaze preparation ceiling, glazing ceiling coating materials 

Insulations are made in some places so that the production units are less affected by the weather 

conditions in summer and winter months. The materials from which these insulations are made are 

porous materials such as rock wool. Ceramic powders in the process can also accumulate in such 

porous materials and cause stains such as spilling after a long time. In addition, when the ceilings are 

not properly insulated or when cleaning is done on an upper floor, the water leaking from the gaps 

between the metal plates or the concrete flooring causes the metal parts to rust and the paint on the 

metal to spill. The images of the rust defects caused by the ceiling coating material of the glaze 

preparation line and glazing and the moisture on the ceiling are given in Figure 7. 
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A    B 

Figure 7. Ceiling of glaze preparation (A) and defects originated from glaze ceiling  

coating materials (B). 

 

3. RESULTS AND DISCUSSION 

 

3.1. SEM/EDX Analysis of Tank Pipe End Faults 

The pipes of the tanks are made of metallic materials. Since these materials are iron in their content, it 

is seen that there are iron stains when these materials are worn. When SEM analyses are examined, it 

is observed that a layered structure is formed in a hollow form in the region of iron stains. As seen in 

Figures 8 and 9, Fe
+2

 in the structure causes a regional deterioration by damaging the area around it as 

a result of melting with heat, as well as the place where it is poured. The iron region formed in the 

crystal phase disrupts the crystal formation in the structure. In the regional SEM analyses, it was 

determined that there are Fe2O3 phases on the crystal structure. 
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Figure 8. SEM image of the faults caused by the end of the glaze tank pipe. 

 

 

Figure 9. Sem image of iron phase fault caused by glaze tank pipe end defect. 

 

According to the EDX analyses, the values in the Fe2O3 are compatible the SEM analyses (Table 1). 

The zircon-based calcium alumina silicate structure, which forms the basic structure of the glaze, 

defines the formation of the glaze in all EDX studies. Apart from this, it is seen that the pieces that can 

break off from the pipe end are simulated in the experimental studies where the Fe2O3 ratio is 

relatively high. These defects cause brown iron stains after firing [11,13].
  

 

Table 1. The results of the SEM/ EDX analysis for Glaze Tank pipe end defects. 

 MgO Al2O3 CaO Fe2O3 SiO2 Na2O ZrO2 Total 

1 2.87 8.96 14.93 10.83 57.71 4.69 0 99.99 
2 0 5.01 4.87 3.83 41.2 2.68 42.41 100 



  
 
 

 
 

 
 
 

Çaşın, et al., Journal of Scientific Reports-A, Number 54, 108-124, September 2023 
 

 
 

116 
 

3 0 4.84 7.37 6.42 41.24 3.14 36.98 99.99 

4 1.26 5.46 6.75 7.72 44.9 3.02 30.89 100 

5 2.08 7.37 6.64 0 55.74 2.31 25.86 100 

 

3.2. SEM / EDX Analysis of Glaze Preparation Mixers Based Faults 

Since the need for production is continuous, glaze preparation tanks are changed frequently depending 

on the product manufactured. Glaze tanks, which are changed due to rheological changes, are mixed 

in production mixers after adding binders. In the meantime, impurities are mixed with the structure, 

and the staining that occurs as a result of this, as it is organic based, removes many components from 

the structure at ~450°C, thus causing black or dark staining in the structure. Although the mixer ends 

are made of chrome-plated steel material, the hard particles in the glaze (such as quartz and alumina, 

etc.) break the coating on the mixer blades and cause such staining. As seen in Figures 10 and 11, the 

particles are disseminated in the whole sample [14]. 

 

 

Figure 10. SEM image of the faults caused by the glaze mixer. 
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Figure 11. SEM image of the faults caused by the glaze mixer. 

 

As seen in the EDX analysis in Table 2, the stains transmitted from the bearing in the glaze 

preparation mixers are mainly chromium and iron content. Particularly iron-bearing particles were 

found. It is seen that the defect color is black and brown. As seen in Table 2, these rates increase due 

to the thinness of the chrome plating and the fact that the material at the bottom of the chromium 

plating consists of ferrous metallics.  

 

Table 2. Sem/edx results of defects originating from glaze mixers. 

 MgO Al2O3 CaO Cr2O3 Fe2O3 ZnO SiO2 NiO Na2O  ZrO2       Total 

1 8.04 4.12 0.95 1.58 64.29 21.03 0 0 0 0       100.01 

2 12.36 6.9 3.21 1.42 50.01 17.44 8.65 0 0 0         99.99 

3 7.07 0 0 1.53 66.47 24.2 0 0.73 0 0 100 

4 1.68 6.35 8.54 0 4.36 1.88 46.16 0 2.78 28.25 100 

5 0.86 7.85 5.47 0 0 1.38 59.89 0 4.11 20.44 100 

 

3.3 SEM/EDX Analysis of Color Glaze based Splashes 

Glaze spatter formation is the faults that may occur due to not washing the pumps used in the transfer 

of glazes in the process to the airbrush (pistole). Although the glazing colors are separated according 

to the production planning, sometimes colored and white glazes can be glazed in the same cabinets. In 

these cases, pumps and cabinets are washed. However, the particles remaining on the edges of the 

pumps or cabinets may appear on the glaze surfaces as a stain defect with the effect of compressed air. 

When the SEM analysis in Figures 12 and 13 are examined, it is seen that the impurities are in light 

gray tones and with less density compared to the SEM's of iron-bearing structures. It is seen that some 

pigments melt in the body, reducing the color formation in the glaze layer and there are small regional 

densities.
15  
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Figure 12. Sem image of the defects due to colored glaze splash. 

 

 

Figure 13. Sem image of the defects due to colored glaze splash. 

 

It has been observed that the dulled glazes come in the same color as in the stained areas. Due to the 

dull of glazes, Al ratios are high. It was observed that the structure of glossy glazes was targeted in the 
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regions with high zircon ratio, while the alumina ratios were high and the matte glazes stained when 

the faulty regions were targeted with a low ratio (Table 3).  

 

Table 3. Sem/edx results of defects caused by colored glaze splash. 

 MgO Al2O3 CaO ZnO SiO2 Na2O K2O ZrO2 Total 

1 3.5 6.78 5.32 0  42.92 3.15 1.69 36.64 100 

2 2.72 14.72 5.29 0 70.53 4.41 2.23 0  99.9 

3 2.5 14.19 5.09 2.1 67.37 4.39 2.65 1.7 99.99 

4 0.82 9.25 5.85 1.16 61.6 3.51 0.7 17.11 100 

 

3.3. SEM/EDX Analysis of Raw Material Adding Funnel Sourced Defects 

Since this tool is made of metallic materials in the operating workshops, iron stains have been 

observed. The fact that it is less than the other raw materials given in the study causes the glassy phase 

to be observed predominantly in the SEM images, while the impurities can be clearly examined in 

dark black in Figure 15. It has been observed that there are iron stains in the light gray areas, micro 

pinhole defects occur in the SEM images of these spots, the iron particles formed in these areas are 

separated from the environment by burning out and they leave stains in the structure together with the 

pinhole defect. In Figures 14 and 15, SEM images of the defect originating from the raw material 

chamber are given. 

 

 

Figure 14. Sem image of the defect originated from the raw material hopper. 
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Figure 15. SEM image of the defect originated from the raw material hopper. 

 

Since the iron rate is determined by the EDX analysis done for the black spots, the Fe2O3's rate can 

increase up to ~62% and these results are given in Table 4. The results obtained from the spot EDX 

analysis done for the iron points support this determination. The deterioration of the glassy structure 

in these regions is associated with relatively low SiO2 ratios. 

 

Table 4. SEM/EDX results of raw material hopper defects (% by weigh). 

 MgO Al2O3 CaO Cr2O3 Fe2O3 ZnO SiO2 Na2O K2O ZrO2 TiO2 Total 

1 5.66 15.74 4.16 0 45 7.32 18.74 0 0 0 3.38 100 

2 6.33 10.28 0 1 62.39 4.39 8.67 0 0 0 6.94 100 

3 0 33.23 0 0 44.23 0 22.54 0 0 0 0 100 

4 6.04 21.68 2.2 0.33 29.36 9.16 26.83 0 0.57 0 3.84 100.01 

5 4.9 22.04 4.35 0 21.14 6.36 36.62 0 0 0 4.59 100 

6 2.8 7.37 6.64 0 0 0 55.74 2.31 0 25.86 0 100 

 

3.4. SEM /EDX Analysis of faults originated Glaze Preparation Ceiling and Glaze Ceiling 

Coating Materials 

Ece Banyo factory operates as a two-story production facility. Glaze preparation and glazing sections 

are located at the bottom of the drying kilns. Since this platform is metal, stone wool materials are 

used in the interstices of the ceiling. These materials can deform over time with the effect of 

temperature and humidity, and they can break off from the structure and mix into the glaze tanks. It 

was determined that the materials used for insulation, other than iron, were poured in the particles 

poured from the ceiling due to the changes in ambient temperature, and Ca ions were high in these 

materials. In SEM analyses, this ratio is observed to be scattered regionally. Compared to the SEM 

analyses of the previous faults, it is observed that there is a more homogeneous structure and dark 

colored glaze structures are deteriorated, although it is not as effective as iron in the glassy phase. 

SEM images of the defects caused by glaze preparation ceiling and ceiling insulation materials are 

given in Figures 16 and 17. 
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Figure 16. Sem image of defects caused by glaze preparation ceiling insulation material. 

 

 

Figure 17. Sem image of defects caused by glaze preparation ceiling insulation material. 

 

The fact that CaO in the EDX analyses varies between ~22% and 3% in the structure shows that this is 

due to different spills. The SiO2 ratio, which indicates the glassy phase, also varies due to the mixed 

material, and this change can be examined proportionally in both the impurities and the main building 

raw materials in Table 5. 
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Table 5. Sem/edx results of the defects caused by glaze preparation ceiling insulation material (% by 

weight). 

 MgO Al2O3 CaO Fe2O3 ZnO SiO2 Na2O K2O ZrO2 Total 

1 0  9.66 22.11 8.04 0  55.32 4.88 0  0  100.01 

2 0  0  2.85 0  0  34.56 0  0  62.59 100 

3 0.99 4.92 9.46 5.84 0  38.53 2.21 0  38.06 100.01 

4 2.28 8.97 16.23 9.64 0.83 52.46 5.48 0.35 3.77 100.01 

5 2.08 7.37 6.64 0  0  55.74 2.31 0  25.86 100 

 

3.5. XRD Analysis 

As seen from the XRD analyses below, the analyses of the samples listed as 3.1-3.5 from bottom to 

top show that the quartz peak is seen apart from the defects caused by the ceiling covering materials, 

but the structure is deteriorated due to the Zr content of the ceiling material. XRD analysis are given 

in Figure 18. 

 

 

Figure 18. Xrd analysis results of the defects. 

 

4. CONCLUSIONS 

 

According to the results of the analysis, it was observed that Fe2O3 ratios were generally high in EDX 

spot analysis due to the iron content of the materials used in the process. In addition, it was observed 

that the crystal structure of the glaze was deteriorated in the point analysis where the Fe2O3 ratio was 

high, and the ZrO2 ratio was low or not found at all in the SEM/EDX analysis. As known, vitrified 

glazes are mostly opaque glazes-based Zircon Silicate.
 
There are very few studies in the literature in 

the field of vitrified ceramic materials. Especially glaze studies are carried out on products with high 



  
 
 

 
 

 
 
 

Çaşın, et al., Journal of Scientific Reports-A, Number 54, 108-124, September 2023 
 

 
 

123 
 

visual effects such as wall tiles, floor tiles and porcelain products. In addition, the main glaze defects 

are emphasized. With this study, scientific explanations of faults caused by different process 

components were made and some deficiencies in the field of vitreous ware were tried to be solved. 

The fact that R&D studies are not adequate in the sanitary ware industry causes engineers to not find 

answers to the defects. These causes time and product losses in the process. By focusing on the main 

cause of the problem, it will show a scientific way to understand the numerical analyses used in 

production more clearly and to make the right interventions in production by carrying out such studies 

in order to offer a solution and make the chief cause analysis right. The intense observation of Fe-

containing point analysis in the findings is due to the fact that the materials used in the production 

units are metallic-based. In these regions, it was observed that the crystal structures of the glazes were 

also deteriorated with stain defects. For this reason, in the processes where these defects occurred, the 

sources of fault were eliminated and the products were recycled. 
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ABSTRACT 

 

Ground source heat pump has made a severe breakthrough in space conditioning applications due to 

their high energy efficiency, and expectations for these systems have increased due to using renewable 

energy. Concerning the increasing expectation, researchers and engineers have increased their 

research on these systems and focused on cost and efficiency. The efficiency of the ground source 

heat pump system is directly related to the ground heat exchanger loop, which provides the thermal 

connection between the heat pump and the ground, and increasing the effectiveness of the ground heat 

exchanger can be achieved with a nanofluid-based heat transfer fluid. On the other hand, as a ground 

source heat pump system component, ground heat exchangers have very different design 

configurations. Among the various configurations, slinky ground heat exchangers are of great interest 

due to their higher heat transfer efficiency and reduced installation space requirements compared to 

traditional straight pipe configurations. In this study, the effect of nanofluids on increasing the 

effectiveness of slinky ground heat exchangers was experimentally investigated and compared with 

the results obtained using conventional heat transfer fluids. The results obtained from the experimental 

study determined that using nanofluid at a rate of 0.1% as a heat transfer fluid in slinky ground heat 

exchangers in cooling applications increased the average effectiveness by about 20%. 

 

Keywords: Slinky Ground Heat Exchanger, Nanofluid, Effectiveness, Experimental Analysis 

 

1. INTRODUCTION 

 

The demand for efficient and sustainable space conditioning systems has increased significantly in 

recent years due to rising energy costs and environmental concerns [1]. Conventional space cooling 

systems such as air conditioning consume a significant amount of energy and contribute to greenhouse 

gas emissions. Researchers and engineers have increased their research to develop energy-efficient 

cooling systems in this context. The use of ground source heat pump (TKIP) in conditioning 

about:blank
about:blank
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applications is one of the innovative approaches when energy saving and environmental concerns are 

taken into consideration [2,3]. 

 

There are many studies in the literature on different application areas on the subject [4-7]. GSHP 

systems use the stable thermal properties of the earth with the help of components called soil heat 

exchanger (GHE). Basically, GHEs are components that effectively exchange heat between the soil 

and a fluid circulating in buried pipes. Regarding application diversity, GHEs are divided into two as 

vertical and horizontal [8,9]. Although horizontal GHEs have lower performance compared to 

verticals, they have a low cost and relatively easy installation [10]. Horizontal GHEs, on the other 

hand, are classified according to various pave forms. Among these configurations, slinky ground heat 

exchangers (SGHE) are of great interest due to their higher heat transfer efficiency and reduced 

installation space requirements compared to traditional straight pipe configurations [11]. Wu et al. 

[12] reported that the use of SGHE saves up to 30% of installation space. 

 

On the other hand, the performance of GHEs varies depending on many components, such as 

installation depth, design parameters, and the fluid used in the pipe. The thermal performance 

improvement of fluids can be achieved with nanofluids (NF), which has recently attracted great 

interest in the literature. In this context, NAs have the potential to improve the general heat transfer 

properties of TIDs [7]. NFs are suspensions of nanoparticles dispersed in a base fluid. The addition of 

nanoparticles changes the thermophysical properties of the base fluid, such as thermal conductivity 

and convective heat transfer coefficient. Studies conducted on MVCNT [13], Al2O3 [14], TiO [15] 

and SiO [16] reported that suspensions formed with different nanoparticles provide an increase in 

thermal capacity compared to the base fluid. However, despite extensive theoretical research on NFs, 

limited experimental data are available regarding their GHE performance, especially in the context of 

space cooling applications. Including NFs in these systems can reduce energy consumption and the 

environmental impact associated with space cooling. In summary, it can promote sustainable and 

efficient cooling technologies. 

 

This study aimed to experimentally investigate the thermal efficiency of NF supported SGHE in space 

cooling applications and compared with the results obtained using conventional heat transfer fluid 

(ethylene glycol-water/base fluid) to determine the effect of NF. Investigating the effect of NF under 

real ambient conditions will shed light on the practical feasibility and potential benefits of 

incorporating nanofluids into GSHP systems.  

 
2. MATERIALS AND METHODS 

 

While the overall performance of the GSHP system depends on many external and internal 

parameters, the performance of GHE generally depends on more specific parameters, such as ground 

temperature and specific heat capacity of the fluid. In this context, thermal performance tests should 

be carried out to determine GHE performance. In this context, the heat exchange rate can be 

calculated by measuring the inlet, outlet temperatures, and flow rate of the fluid passing through the 

heat exchanger for the cooling mode: 
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( )p out inQ mC T T   (1) 

 

or 

 

( )p out inQ qVC T T   (2) 

 

Another important parameter that we encounter in GHEs is GHE effectiveness. The concept of 

effectiveness here can be defined as the ratio of the actual heat transfer rate to the maximum amount 

of heat that can be transferred. The effectiveness of the GHE can be calculated using the following 

equation: 

  

 
 
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



                        (4) 

 

3. EXPERIMENTAL SETUP 

 

The experimental setup consists of the SGHE buried 2.5 m below the ground surface, a heat pump 

system, and the cooling area. As mentioned earlier, the SGHE configuration improves the system's 

overall performance by allowing the heat transfer surface area to increase compared to other GHEs 

installed in a similar area [17,18]. 

 

The space to be conditioned has dimensions of 3 m x 7 m x 2.3 m and the heat load of the area was 

calculated as 2.2 kW using the HeatCAD package program according to Sivas province. The heat loss 

value per unit area has been calculated as approximately 104 W/m
2
. Estimating the GHE length to 

meet the heating and cooling demand of the space is an important step in the GSHP system setup. 

Different methodologies have been proposed in the literature to calculate the GHE length. In this 

study, a methodology suggested by Chiasson was used [19]. According to the calculated heat load, the 

required pipe length was calculated as 75 m in total. The SGHE is placed on the ground in 20 spirals 

with a radius of 0.3 m. The pipe used in SGHE is SDR 11 polyethylene pipe with an outer diameter of 

40 mm and a wall thickness of 3 mm. Temperature measurements were carried out with the help of T-

type thermocouples from different points, SGHE inlet, outlet and over the pipe. SGHE is integrated 

into the heat pump with the aid of a 245 L heat exchange tank. NF with 0.1% concentration, prepared 

by dispersing 8 nm Al2O3 nanoparticles in a base fluid (ethylene glycol-water), was used as the heat 
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transfer fluid in the ground loop. The mass flow rate of the fluid circulating in the system was kept at 

0,450kg/s with the help of an inverter circulation pump. Heating experiments of the related 

experimental setup were previously carried out by Kapıcıoğlu [20]. The schematic view of the system 

is given in Figure 1. 

  

 

Figure 1. Schematic view of the experimental setup. 

 

The experimental study was carried out in July 2021. In the experimental study, the temperature 

values for both the base fluid and the NF were monitored during the eight-hour operating period. In 

order to evaluate the thermal equilibrium in the ground for both fluids, temperatures around the 

ground were recorded from the beginning of the experiments. The ground temperature change during 

the experiment period is given in Figure 2. 
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Figure 2. The ground temperature change during the experiment. 

 

Similar working conditions were tried to be achieved in experimental studies and these values were 

meticulously recorded with the help of a data recorder. During the experimental period, temperature 

data were taken, one data per second. Some typical data recorded are shown in Table 1. 

 

Table 1. Inlet and outlet temperatures of Al2O3 nanofluid with base and 0.1% concentration into 

SGHE. 

Time (min) Base fluid   Al2O3 (%0,1)  

 GHE inlet (
o
C) GHE outlet (

o
C)  GHE inlet (

o
C) GHE outlet (

o
C) 

30 20.79 20.49  20.14 19.68 

60 23.86 23.10  23.81 23.02 

120 26.37 25.43  25.73 24.90 

180 28.09 27.08  27.62 26.67 

240 29.00 27.99  28.33 27.31 

300 30.10 29.17  29.32 28.44 

360 29.83 29.08  28.87 28.13 

420 29.04 28.45  28.30 27.64 
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480 28.37 27.85  27.44 26.86 

 

The experimental uncertainty in this study includes the uncertainties in temperature and flow 

measurements. Uncertainty analysis was performed using the uncertainty analysis method defined by 

Kline-McClintock [21]. The overall uncertainty of the measurements is estimated at ±1.46% for mass 

flow rate and ±0.5 for temperatures. 

 

4. RESULT AND DISCUSSION 

 

The temperature of the fluid circulating in a GHE is directly related to parameters such as ground 

temperature and load amount of the system. Figure 3 shows the inlet and outlet temperatures of the 

base fluid to the SGHE. From the beginning of the experiments, it is seen that both the inlet and outlet 

fluid temperatures begin to increase over time. The fluctuation in the initial phase is due to the 

uneven temperature distribution during the transfer of the fluid in the tank to the ground. This 

situation ends with the balancing of the ground temperature and the fluid temperature in the first 

fifteen minutes. In addition, fluctuations were observed during the first ninety minutes due to the 

amount of heat transfer required by the system during the first operation. The inlet and outlet 

temperatures of the fluid circulating in the GHE were determined as 27.06 
o
C (±3.72 

o
C) and 26.42 

o
C 

(±3.77 
o
C), respectively. 
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Figure 3. Temperature profile of base fluid in SGHE. 
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The experiments for the base fluid were carried out in NF under similar conditions, and the SGHE 

inlet and outlet temperatures are presented in Figure 4. The temperature value of the fluid in the 

SGHE shows an increasing trend during the day, similar to the base fluid. The inlet and outlet 

temperatures of the NF circulating in the SGHE were calculated on average as 26.58 
o
C (±3.74 

o
C) 

and 25.87 
o
C (±3.67 

o
C), respectively. Compared to the base fluid, the average temperature values 

calculated here are also at lower levels. Also, similar initial conditions were observed for both fluids. 

Both fluids (base and NF) draw heat from the ground in the first 15 minutes instead of giving it to the 

ground. This is due to the fact that the fluid in the tank is initially at a lower temperature than the 

ground. This situation ends with reversing the flow direction of the heat at the end of the fifteen-

minute period. However, the fluctuation in NF is lower than in the base fluid. This situation can be 

associated with the high thermal capacity of NF. 
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Figure 4. Temperature profile of NF with 0.1% concentration in SGHE. 

 

Figure 5 shows the SGHE effectiveness changes for the use of base fluid and NF as the heat transfer 

fluid over the eight-hour operating period. The average effectiveness of SGHEs using base fluid and 

NA is 0.114 (0.061) and 0.137 (0.09), respectively. Due to the heating of the ground due to the 

increase in the operating time of the system, the performance of the SGHE decreases, so the 

effectiveness decreases over time. This situation can be explained as follows: the temperature 

difference between the inlet and outlet fluid temperatures occurs in an almost similar range, so the 
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variation in heat transfer is relatively limited. However, the inlet fluid temperature continues to 

increase with time so that the maximum possible heat transfer increases with time. These two effects 

cause the effectiveness of GHE to decrease over time. While the difference between base fluid and 

ground temperature is 11.8 °C on average, this value is around 11.1 °C in NF. 
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Figure 5. GHE effectiveness of base fluid and nanofluid with 0.1% concentration. 

 

5. CONCLUSIONS 

 

In this study, the effectiveness of using NF in a GHE with a slinky design integrated into a ground 

source heat pump system in space cooling applications was investigated. NF, which is used as the heat 

transfer fluid in the system, is prepared from 8 nm Al2O3 nanoparticles and has a concentration value 

of 0.1%. Experimental results showed that the nanofluid supported SGHE exhibited improved thermal 

performance compared to the base system. The important findings obtained as a result of the study can 

be listed as follows: 

 

The use of NF in the SGHE system resulted in an improvement of 1.77% in inlet temperatures and 

2.08% in outlet temperatures. With these values, the use of NF can be accepted as an indication that it 

will provide improved cooling performance by improving the SGHE heat transfer properties. 
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When the GHE effectiveness depending on ground temperature was examined, the average 

effectiveness of SGHEs using base fluid and NF was 0.114 and 0.137, respectively. With these 

results, it can be said that the use of NF as a heat transfer fluid increases the effectiveness by nearly 

20%. 

 

As a result, it has been observed that NF provides better heat exchange between the ground and the 

heat transfer fluid, thanks to its enhanced heat transfer properties attributed to the high thermal 

conductivity of nanoparticles. As a result of this situation, it can be said that it will increase the 

cooling efficiency by leading to lower fluid outlet temperatures and higher heat transfer rates. 

 

Finally, it should be noted that more research is needed to investigate the economic viability and 

environmental impacts, as well as the long-term stability and reliability of NFs in GHEs. However, 

the experimental results provide valuable information for the development and optimization of 

nanofluid assisted cooling systems. 
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NOMENCLATURE 

 

 

 SYMBOLS SUBSCRIPTS 

GHE ground heat exchanger in inlet 

GSHP ground source heat pump GHE ground heat exchanger 

NF nanofluid out outlet 

Q heat capacity, kW   

SGHE slinky ground heat exchanger   

T temperature, K or ◦C   

�̇� flow rate (L/s)   

Cp 
specific heat at constant pressure (kJ 

kg−1K−1) 
  

Ɛ effectiveness   

ρ fluid density kg m
-3

   

 mass flow rate, kg s-1   
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ABSTRACT   

               

ZAMAK-5 is a Zn-Al alloy which contains 3.9-4.3 % Al, 0.75-1.25 % Cu and 0.03-0.06 % Mg. Low 

melting temperature and good castability are some of the advantages of ZAMAK-5.  In the present 

study, the composition of ZAMAK-5 alloy was modified by microalloying it with Ti. Alloying was 

accomplished by melting ZAMAK-5 at 450 and 650 
o
C and introducing Ti as Al10Ti master alloy. It 

was found by ICP analyses that modified alloys contained 0.01 and 0.03 wt.% Ti. Re-melting and 

casting of the alloyed samples were conducted at 650 
o
C under argon atmosphere. The modified alloy 

that contained 0.03 % Ti had near eutectic Zn-Al composition due to the increased amount of Al. The 

increase in the Al content was caused by master alloy addition. According to microstructural and 

solidification analyses, the modified alloy that contained 0.03 % Ti had lower liquidus temperature 

and less primary (η) dendrites in its microstructure. Alloying with Ti was found to increase hardness 

and bending strength of the base alloy. Alloy that was modified with 0.03 % Ti exhibited the highest 

hardness (102.3±2.8 HB10), compressive yield strength (290.0±5.0 MPa) and bending strength 

(661.4±30.5 MPa). 

 

Keywords: ZAMAK-5, Ti addition, Zinc-aluminum alloys, Casting. 

 

1. INTRODUCTION  

 

Zn-Al alloys have been used in automotive applications, mechanical parts, and decorative areas due to 

their advantages such as good castability, long mold life and low melting point [1, 2]. They exhibit 

superior properties at cutting, drilling, reaming, tapping, turning, etc. and provide ease of use at 

machining applications due to advantages such as surface quality after heat treatment, low cutting 

forces and wear [3]. Nowadays, ZAMAK-2, ZAMAK-3 and ZAMAK-5 are the most popular Zn-Al 

alloys. ZAMAK-5 is a Zn-Al alloy which contains 3.9-4.3 % Al, 0.75-1.25 % Cu and 0.03-0.06 % 

Mg. ZAMAK-2, ZAMAK-3 ve ZAMAK-5 alloys have hypo-eutectic composition according to the 

Al-Zn phase diagram [4].  

 

Azizi et. al. (2015), mechanically alloyed ZAMAK-2 via powder metallurgy (PM) method and a 

maximum hardness value of 101 HB was obtained. In the study, die cast and sand-cast product 

hardness values were compared to the hardness values of the PM products. It was found that while die 
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cast samples exhibited better hardness value (130 HB) than the PM products, hardness values of the 

sand-cast samples (85 HB) were lower than the PM products [5].  

 

Altınsoy and Kızılarslan (2016), investigated the effect of the Ti addition to ZAMAK-3 on 

microstructure, hardness and fracture toughness.  They suggested that the amount of eutectic structure 

increased when Ti amount increased in the composition. Furthermore, it was reported that Ti addition 

did not affect the hardness and fracture toughness values of the main alloy (ZAMAK-3) [6]. 

 

Sandlöbes et. al. (2016) conducted studies to understand the aging processes of the 

(Zn4.3Al0.59Cu0.31Mg) Zn-Al-Cu-Mg alloys which contain almost the same amount of Al, Cu and 

Mg in their compositions as ZAMAK-5. In the study, tensile strength of the alloys was investigated at 

room temperature and at 85 
o
C.  It was reported that the alloys exhibited better tensile strength (157 

MPa) at 85 
o
C, than that at room temperature (133 MPa) [7].   

 

Wu et. al. (2016), determined that increasing Mg amount in the Zn-Al alloys resulted in precipitation 

of the Mg2Zn11 phase in a lamellar fashion in the eutectoid structure. Moreover, it was indicated that, 

Zn-Al alloys which had moderate amount of Mg (0.21 wt.%), had the highest yield strength at a room 

temperature and at high temperatures [8]. 

 

Recently, there have been studies on modifying Zn-Al alloys with different elements such as B, Ni, 

Mn, by different researchers [9-11]. Ayday et al. [9] examined the effects of boron addition on 

mechanical and thermophysical properties of ZA12 alloy. It was reported that B addition enhanced 

hardness and tensile strength, along with ductility. Moreover, thermal conductivity of ZA12 alloy was 

seen to decrease by B addition [9]. Ti was added previously to Zn-Al alloys to modify the structure 

[12]. Ti has limited diffusion rate in Zn and it has anti-grain growth effect on as cast Zn. [13]. It was 

reported that, Ti addition improved strength of pure Zn-Al alloys. In addition, it increased creep 

resistance of Zn alloys [14].  

 

Although there are remarkable studies in the literature that investigate the microalloy additions to 

ZAMAK and Zn-Al alloys, no study that investigated the effect of the Ti addition to the ZAMAK-5 

alloy was encountered. Ti has a limited solubility in Zn and forms Zn-TiZn15 eutectic at %0.11 Ti in 

Zn. It is expected that TiZn15 intermetallic plays a role in increasing the hardness and strength of the 

zinc alloys [4,14]. In the studies of of Türk (1996) [15] and Durman (1996) [16], 0.01 % Ti addition 

was reported to increase the strength and 0.03 % Ti addition was reported to increase the hardness of 

ZA-8 alloy. Therefore, in the present study, chemical composition of commercial ZAMAK-5 was 

modified by microalloying it with Ti in the vicinity of these percentages. Solidification behavior, 

microstructure, hardness, bending and compressive strength of the modified alloy were investigated. 

 

2. MATERIAL AND METHODS 

 

2.1. Preperation of Alloys and Casting 

Commercial ZAMAK-5 (3.5-4.5 %Al, 0.75-1.25 % Cu, 0.03-0.08 % Mg) was alloyed with Al10Ti 

master alloy at 450 and 650
o
C. The percentages given in this text are weight % (wt.%). It can be seen 

in the Zn-Al phase diagram that there is a eutectic melting at 380 
o
C at 5 wt.% Al composition [4]. In 

the vicinity of this composition, the alloys are completely liquid state above 400 
o
C. For this reason, 

for microalloying of ZAMAK-5 the first selected temperature was 450 
o
C. It was reported in literature 

that the alloying elements deteriorate when ZAMAK alloys are heated to above 650 
o
C [17]. 



 
 
 

 
 

 
 
 

Koçyiğit, M. and Çamurlu, H. E., Journal of Scientific Reports-A, Number 54, 136-148, September 2023 
 

 
 

138 
 

Therefore, for microalloying of ZAMAK-5 the second selected temperature was 650 
o
C, which can be 

suggested as the highest allowable temperature. 

 

Two sets of Ti microalloyed ZAMAK-5 samples were prepared. In the first set, calculated amount of 

Al10Ti to yield 0.05 % Ti was mixed with the ZAMAK-5 melt at 450 
o
C.  In the second set, 

calculated amount of Al10Ti to yield 0.10 % Ti was mixed with the ZAMAK-5 melt at 650 
o
C. 

Alloying process was conducted in a Protherm muffle furnace for 6 hours. Obtained Ti modified 

alloys were cast into a steel mold having 14 mm diameter.  

 

For the preparation of the samples, which were utilized in the microstructural examinations and in the 

mechanical tests, the alloys were re-melted at 650 
o
C and cast in an induction furnace (Indutherm MC 

20 V, max. Power 3.5 kW). Re-melting/casting was applied for reducing porosity and obtaining better 

surface quality of the test samples. The utilized induction furnace contained a tiltable melting/casting 

chamber with protective atmosphere. There were the induction coils in which the melting crucible was 

placed inside the chamber. A steel mold (8 mm inside diameter) which was preheated to 150 
o
C was 

also placed inside the chamber, in line with the crucible. Two consecutive vacuum-argon filling cycles 

were applied prior to melting the alloy. Melting was conducted in argon atmosphere at 1 atm. Casting 

was accomplished by tilting the chamber 90 degrees so that the molten metal was poured from the 

melting crucible into the mold inside the chamber. The furnace was programmed so that the argon 

pressure inside the chamber increased to 3 atm. when the chamber was tilted for casting. In order to 

avoid adhesion between mold and the molten alloy, inner side of the mold was coated with hexagonal 

boron nitride spray (Ekamold).  Same casting process was applied to non-modified base alloy 

(ZAMAK-5) for comparison of the results.  

 

2.2. Microstructural and Elemental Analyses 

Cast samples were cut and ground with 800, 1200, 3000 grit emery paper, polished with 1-micron 

diamond paste and etched with nital (2 % nitric acid in ethanol) solution. Microstructure was 

investigated by optical and scanning electron microscopy (SEM). An optical microscope (Nikon 

Eclipse LV150) and Clemex image analysis software was used for microstructural analyses. The 

secondary dendrite arm spacing (SDAS) size values were obtained by the measure tool of the 

software. The SDAS sizes were determined according to method E, which was described in [18]. In 

this method, SDAS sizes were determined by measuring the distance from center to center of two 

neighboring secondary dendrite arms. Average and standard deviation of 100 measurements were 

reported. In addition, the areal fractions of the phases or structures were measured by the area 

measurement tool of Clemex software. FESEM-EDS analyses were done by ZEISS- SUPRA 40VP. 

 

For elemental analysis, 2 g of sawdust was removed from the samples and ICP-OES (Inductively 

Coupled Plasma - Optical Emission Spectrometry) analyses were performed at Meta Nickel Cobalt 

Company, Manisa Gördes Plant. 

 

2.3. Mechanical Testing 

Three-point bending and compressive strength tests were carried out by Shimadzu Autograph AG-IC 

model 50 kN universal mechanical tester. The diameters of the samples which were utilized for three-

point bending tests were 8 mm. In bending tests, a span length of 25 mm was applied. Three-point 

bending tests were conducted according to the procedure in ASTM B528-05 standard. The diameter 

and the height values of the samples which were used for the compression tests, were 8 mm and 

15mm, respectively. To calculate the compressive yield strength of the samples, 0.2 % offset method 
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was used according to E9- 89a ASTM standard. It is indicated in this standard that the compressive 

strength of the ductile materials can be determined from the stress-strain diagram at a specified total 

strain. Therefore, in the present study, compressive strength values of the samples were determined at 

50% strain and they were reported as compressive strength at 50% strain. 50% strain was selected 

since after this value the stress-strain curve was seen to lose linearity. Hardness tests were performed 

by Brinell hardness tester (Bulut Makina – Digirock) with 2.5 mm diameter steel ball tip and 62.5 kg 

load (HB10 scale). 

 

2.4. Cooling Curves 

In order to investigate effect of Ti addition on solidification, a set of samples was cast into a sand 

mold (Heraeus - Quick Cup) having 35mm x 35mm bottom sizes and 45mm height. During cooling 

and solidification of the samples, temperature was measured with a K-type thermocouple that was 

placed in the middle of the sand mold. Cooling curves were obtained by recording the temperature 

data via an ORDEL PC991 step control device and ORDEL SBA200 converter interface. 

 

3.RESULTS AND DISCUSSION 

 

3.1. Microstructural and Elemental Analyses 

According to the ICP-OES analyses, 0.05 % Ti added alloy (alloyed at 450 
o
C) had 0.01 % Ti, and 

0.10 % Ti added alloy (alloyed at 650 
o
C) contained 0.03 wt. % Ti in its composition (Table 1). It was 

determined that modified alloys contained lower quantity of Ti than the added amount. This can be 

originated due to the retaining of some of the added alloy in the slag. Amount of Ti in the modified 

ZAMAK-5 was seen to increase with the increase in the master alloy amount and alloying 

temperature. In accordance with the ICP-OES analysis results, ZAMAK-5 alloy that contained 0.01 

wt. % Ti was coded as Z5-0.01Ti and the alloy that contained 0.03 wt. % Ti was coded as Z5-0.03Ti. 

 

The amount of Al in the modified ZAMAK-5 was seen to increase with the increase in the master 

alloy amount. It was determined that Z5-0.01Ti contained 4.43 wt. % Al and Z5-0.03Ti contained 5.1 

wt. % Al (Table 1). The Al amounts in the modified ZAMAK-5 samples were near the eutectic 

composition (5.0 %). 

 

Table 1. Amounts of Ti and Al in the samples, according to ICP-OES analyses. 

Alloy/ 

Element (Wt.%) 

ZAMAK-

5 

Z5-0.01Ti Z5-0.03Ti 

Al 4.43 4.57 5.10 

Ti - 0.01 0.03 

 

The eutectic Zn-Al alloys solidifies at 382 
o
C by eutectic transformation (L  η + β). On the other 

hand, in the hypo-eutectic base alloy (ZAMAK-5), primary η dendrites are formed in the liquid first. 

Later on, L  η + β eutectic transformations takes place. Lamellar eutectic phase (η + β) is formed 

around the η dendrites via eutectic transformation. After that, β in the eutectic structure transforms to 

Zn rich (η) phase and Al rich (α) phases via eutectoid transformation that occurs at 275 
o
C 

(transformed eutectic). As a result of the eutectoid transformation there are primer η dendrites and (η 

+ α) phases (transformed β) in the microstructure at a room temperature. According to the EDS 

analyses and results in the literature, the light colored areas are primary η dendrites (shown as A in 
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Figure 1(b)) and dark colored areas are transformed eutectic η + α phases (shown as B in Figure 1(c)) 

in the microstructure of the samples given in Figure 1 [4,8]. A greater amount of η + α phase mixture 

was detected visually in the microstructure of the Z5-0.03Ti. This is believed to be a result of its 

composition being in close to the eutectic composition (Figure 1(c)). The fraction of primary η 

dendrites in the microstructure of the base ZAMAK-5 and Z5-0.01Ti was higher than that in Z5-

0.03Ti, because of their hypo-eutectic compositions (Figure 1 (a, b)). According to the areal 

calculations performed through the image analyses of the microstructures given in Table 2, the area 

covered by the pre-eutectic η phase was 67% in base ZAMAK-5, whereas it decreased to 38 % in Z5-

0.03Ti sample (the amounts of transformed eutectic structure were complementary of these values to 

100%). 

 

Effect of Ti addition on secondary dendrite arm spacing (SDAS) values of η dendrites were measured 

during the image analyses of the microstructures by Clemex software. The results are presented in 

Table 2. The SDAS values in ZAMAK-5 and Z50.01Ti sample were similar, whereas there was a 

decrease in the SDAS values of Z50.03Ti sample. Addition of Ti appears to have resulted in a 

decrease in the SDAS values of ZAMAK-5. After alloying, all the samples which were subjected to 

microstructural examinations and mechanical tests were obtained by melting at 650 
o
C and then 

casting. Therefore, the same cooling rate was accomplished in all the samples. As a result, the cooling 

rate did not have an effect on the differences in the microstructure of the samples. All the differences 

in the microstructure can be attributed to the effect of alloying. The reduction in the SDAS size as a 

result of the addition of Al10Ti master alloy may be related with the increase in the Al content of the 

alloy or the presence of Ti (Table 1). 
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Figure 1. Microstructure images of the samples (Optical Microscope, magn. 200X), (a) Base alloy, 

(b) Z5-0.01Ti (Alloyed at 450 
o
C and re-melted and cast at 650 

o
C), (c) Z5-0.03Ti (Alloyed at 650 

o
C 

and re-melted and cast at 650 
o
C). 

 

 

Table 2. Secondary dendrite arm spacing (SDAS) and area percentages of the structure in the 

microstructure of the samples. 
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Sample  SDAS (µm) 

Area % 

Pre-eutectic η 
(Transformed) Eutectic 

Structure 

ZAMAK-5 7.8±1.16 67 33 

Z5-0.01Ti 7.6±1.20 56 44 

Z5-0.03Ti 6.5±1.13 38 62 

 

The magnified portion of a transformed eutectic region (which was marked as B in Figure 1(c)) is 

presented in Figure 2. According to the SEM-EDS analyses that was conducted on this region (Figure 

2), 5 times more Ti than the overall composition was detected (Table 3). Therefore, it is considered 

that Ti was mostly located on the eutectic regions. This finding is in agreement with the data given in 

the literature, since Ti has a limited solubility in Zn [4,14]. 

 

 

Figure 2. SEM image of transformed eutectic region of 0.03 % Ti modified ZAMAK-5 (magn. 5 kX). 

 

Table 3. EDS result of the Ti modified ZAMAK-5 given in Figure 2 (transformed eutectic region). 

 Wt. % Al Wt. % Cu Wt. % Ti Wt. % Zn 

Selected Region (Blue Frame) 7.49 1.25 0.15 91.11 

 

3.2. Solidification Process of the Ti Modified and Base ZAMAK-5 Alloys  

When solidification curves were examined, it was determined that the liquidus temperatures of the Ti 

modified alloys are lower than that of base ZAMAK-5 alloy (Figure 3). During solidification, primary 

η phase start to occur at 389 
o
C for ZAMAK-5, at 386 

o
C for Z5-0.01Ti and at 384 

o
C for Z5-0.03Ti 

samples. These values are in accordance with the Al contents of the samples.  
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It can be seen at Figure 3. that, Z5-0.03Ti has the lowest liquidus point. This validates the less amount 

of the primer η dendrites formed in this sample. This result is in accordance with the microstructure 

images (Figure 1). In addition, it might be suggested that Z5-0.03Ti has the shortest transformation 

time, which is caused by its near eutectic composition. 

   

It was determined that the solidus temperatures of all the samples were at 380-381 
o
C. These values 

agree well with the data given in the literature, since the eutectic temperature of Zn-Al alloys is at 380 
o
C [4]. 

 

Figure 3. Cooling curves of the samples. 

 

3.3. Hardness Test Results  

According to the hardness test results, it was determined that hardness values of Ti modified alloys 

were higher than that of base ZAMAK-5 alloy (Figure 4.). It can be suggested that Ti presence in the 

eutectic regions in the microstructure may be effective on these results. In addition, the higher fraction 

of the eutectic structure in the of the Ti modified samples may be suggested for enhancing the 

hardness. While hardness value of the base ZAMAK-5 alloy was 96.9±2.4 HB10, hardness of Z5-

0.01Ti was 100.2±1.8 HB10 and that of Z5-0.03Ti was 102.3±2.8 HB10.   
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Figure 4. Hardness values of the samples. 

 

3.4. Three-Point Bending Strength 

Average and standard deviation values of the bending test results are presented in Figure 5 and Table 

4. These values were obtained by averaging the results of 3 tests. It can be seen that Ti addition results 

in a slight difference in the 3-point bending stress-strain curves of the samples. Bending strength was 

determined as the highest stress attained in the bending test. Base sample and Z5-0.01Ti exhibited 

similar bending strength values. Bending strength of Z5-0.03Ti was higher than the bending strength 

values of the other samples. In the study of Ayday, ZA12 zinc alloy was microalloyed with B. The 

increase in the hardness and strength was attributed to the finer structure that was formed upon 

microalloying with B [9]. In the present study, the increase in the bending strength can be attributed to 

the decrease in the SDAS values and also to the increase in the amount of the eutectic structure, as a 

result of Al10Ti master alloy addition, as shown in Section 3.1. In addition, formation of TiZn15 phase 

may have played a role in increasing the hardness and strength, as suggested in the literature [4,14]. 

However, this phase was not detected in the present study, most probably due to its low amount.  

Strain at maximum stress values appeared to be not dependent on the Ti amount of the samples. 
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Figure 5. Stress-strain curves of the samples obtained by 3-point bending tests. 

 

Table 4. Three-point bending strength and strain values of the samples. 

Sample 
 Bending Strength 

(BS) (MPa) 

Standard 

Deviation (BS) 

Strain at Max. 

Stress (SaMS) 

(%) 

Standard 

Deviation 

(SaMS) 

ZAMAK-5 608.0 31.0 6.4 0.9 

Z5-0.01Ti 583.3 48.4 5.5 1.3 

Z5-0.03Ti 661.4 30.5 6.6 0.6 

 

3.5. Compressive Strength 

Average and standard deviation values of the compression test results are presented in Figure 6 and 

Table 5. These values were obtained by averaging the results of 3 tests. Compressive strength values 

of the samples were determined as described in E9- 89a ASTM standard.  In the present study, they 

were determined at 50% strain from the stress-strain curves given in Figure 6 and reported as 

compressive strength at 50% strain in Table 5. Base alloy and Z5-0.01Ti sample exhibited similar 

values of 729.7±8.0 and 719.6±11.9 MPa, respectively. Z5-0.03Ti sample had a compressive strength 

at 50% strain value of 779.8±7.5 MPa.  

 

Compressive yield strength values of the samples were determined according to 0.02% offset method 

described in E9- 89a ASTM standard by using the enlarged initial portion of the stress-strain plot 

given in Figure 6. Z5-0.01Ti and Z5-0.03Ti had similar compressive yield strength (about 290MPa) 

which was higher than that of ZAMAK-5 (about 280MPa) (Figure 6 and Table 5).  It can be 

considered that Ti presence provides this slight increase in the compressive strength. The higher slope 

of the curves in the Ti modified samples can be taken as an indication of higher elastic modulus of 

these samples, as compared to base ZAMAK-5.  
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Figure 6. Stress-strain curves of the samples obtained by compression tests. 

 

Table 5. Compressive yield strength and compressive strength at 50% strain values of the samples. 

Sample 

 Compressive 

Yield Strength 

(CSY) (MPa) 

Standard 

Deviation (CSY) 

Compressive 

Strength at 50% 

Strain (CS50) 

(MPa) 

Standard 

Deviation 

(CS50) 

ZAMAK-5 280.3 4.5 729.7 8.0 

Z5-0.01Ti 289.6 2.6 719.6 11.9 

Z5-0.03Ti 290.0 5.0 779.8 7.5 

 

4. CONCLUSION 

 

In this study, effects of Ti microalloying on solidification temperature, microstructure, hardness, and 

bending and compressive strength of commercial ZAMAK-5 alloy were investigated. Modified alloys 

contained lower quantity of Ti than the added amount. Ti in the modified ZAMAK-5 was seen to 

increase with the increase in the added master alloy amount and alloying temperature. Liquidus 

temperature was 389 
o
C for ZAMAK-5, 386 

o
C for Z5-0.01Ti and 384 

o
C for Z5-0.03Ti samples. The 

amount of eutectic structure in the microstructure of the samples was found to increase with 

increasing amount of Al10Ti master alloy addition. The Al content of the samples was believed to be 

effective on the liquidus temperatures and on the amount of eutectic structure. As a result of EDS 

analyses, it was considered that Ti was mostly located on the eutectic regions. Addition of Ti resulted 

in a decrease in the SDAS values of ZAMAK-5. Z5-0.03Ti sample had higher bending strength than 

the other samples. Hardness and compressive strength values of samples which contained Z5-0.03 % 

Ti were higher than those of the base alloy. Obtained results show that with Ti-Al modification, 

ZAMAK-5 may be used for applications that require higher hardness and strength. 
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ABSTRACT 

 

Therapeutic properties of plants have been used since the existence of mankind. To benefit from this 

feature, the discovery of the active components of plants has gained momentum today. One of these 

plant species is Acantholimon Boiss. This plant extract has antifungal, antimicrobial, and anticancer 

properties. In this article, antimicrobial, antifungal and antioxidant capacities and antibiofilm 

properties of Acantholimon Boiss plant extract on 15 bacterial and 2 fungal species were evaluated. 

Antimicrobial properties were evaluated by Agar Well Diffusion method. It was observed that the 

plants formed a zone diameter of 12-18 cm. Minimum Inhibition Concentration (MIC) and Minimum 

Bactericidal Concentration (MBC) tests were used to determine the minimum active property. 

Biofilms of almost all bacteria were reduced by 10-50% by Acantholimon species at doses of 8 

mg/ml-16 mg/ml. For MCF-7 cells, the IC50 values for A. acerosum subsp. brachystachyum (Boiss. ), 

A. acenum var. balansae, A. armenum var. balansae and A. kotschyi were 0.143 mg/ml, 0.63 mg/ml, 

0.63 mg/ml, 0.63 mg/ml, 0.63 mg/ml, 0.63 mg/ml and 0.107 mg/ml, respectively. The same doses did 

not show a cytotoxic effect on HUVEC cell lines. With this article, it has given important results in 

terms of having a wide range of bacterial studies and examining its activities in fungi and cell lines. 

These findings suggest that extracts of Acantholimon Boiss species may be a potential source of 

natural medicines and antibacterial, antifungal, antibiofilm, antioxidant, and anticancer activities may 

support their therapeutic use. 

 

Keyword: Acantholimon species; Anticancer activity; Antimicrobial activity; Antioxidant activity. 
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1. INTRODUCTION 

 

Plants are highly valued in various businesses due to their fragrant, medicinal, aromatic, or therapeutic 

capabilities. Medical plants supply fundamental raw ingredients for a variety of businesses, including 

medicine, cosmetics, fragrance, and food [1]. The ancient scriptures and customary wisdom of 

numerous cultures demonstrate that people's search for plant benefits dates back to ancient times [2,3]. 

Most of the medications used today are derived from plants. Aspirin and quinine are two examples of 

common medications derived from plants. These medications are created by extracting active 

compounds in plants or by enhancing these components [3–5]. Almost every compound contains 

compounds with medical content. One of the plant species to be used for this purpose is 

Plumbaginaceae family. This family is a family of perennial (rarely annual) plants that prefer cold, 

dry, and saline habitats, usually in mountainous and coastal areas. Plants in the family may be herbs, 

shrubs, or semi-shrubs. The diversity and endemism of the plants in the family are highest in the cold 

and dry mountainous regions of Central Asia [6,7]. There are six breeds representative of the family in 

Türkiye and the East Aegean islands [8]. Acantholimon species is a plant of the genus 

Plumbaginaceae, which forms spiny cushions, flowers are simple or branched, flowers are arranged in 

two rows and leaves are almost always spiny [9]. The arid mountainous regions of southwest and 

northeast Asia are the most dominant regions of this genus. The genus contains many plants as 

endemic species [6,10]. Extracts of this plant species are known to exhibit very good inhibitory effects 

on a wide variety of bacteria, fungi, and different cell lines [11–14]. 

 

When the literature studies are examined, Acantholimon austroiranicum, Acantholimon bracteatum 

(Girard) Boiss., Acantholimon gilliati, Acantholimon longiscapum, Acantholimon serotinum, 

Acantholimon scorpius, and Acantholimon chlorostegium plants were tested for antimicrobial, 

antitumor, insecticide, cytotoxicity, liver protective, and antioxidant activity. Studies have shown that 

Acantholimon species have therapeutic properties [15–17].  

 

The activity of these plants on various fungi is also frequently observed in the literature. One of the 

fungal species used in the study was Candida albicans. Candida species cause the majority of fungal-

associated systemic bloodstream infections in intensive care units worldwide. Although Candida 

albicans is the most common and invasive species, non-albicans Candida species have become more 

prevalent in the last 20 years, leading to a decrease in the dominance of Candida albicans. However, 

there is still a significant risk of pathogens [18,19]. Another fungus, Candida parapsilosis, can build 

biofilms on central venous catheters and other surgically implanted devices. Additionally, when 

critical care patients get complete parenteral nutrition, C. parapsilosis grows quickly. Particularly in 

underweight newborns and malnourished youngsters, this poses a danger of mortality. Although 

infections with C. parapsilosis typically have lower rates of morbidity and mortality than infections 

with C. albicans, some clinical isolates of this species are known to be less susceptible to 

echinocandins, and in some regions, resistance to azole therapy has also been recorded [19–21]. 

 

Although some studies with Acantholimon species are included in the literature, they have generally 

covered a limited area. Accordingly, Karimzadeh et al. (2020) reported that the Acantholimon 

serotinum plant showed very strong cytotoxic activity on Breast cancer (MDA-MB231). It is reported 

to have a medically traditional use among people in Asia [22,23]. The biological activities of extracts 

and some fractions of the species Acantholimon lycopodioides were studied by Parvez et al. 

(2020)[24]. In the study, they reported that Acantholimon species have important biological activities 

in terms of antimicrobial, antioxidant, anticancer, and hepatoprotective properties. Soltanian et al. 
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(2020) evaluated the cytotoxicity, free radical scavenging activity, and antimicrobial activity against 

some bacterial species of three species belonging to the genus Acantholimon on various cell lines and 

found quite ambitious results [14]. Parvez et al. (2020) emphasized that Acantholimon lycopodioides 

have important biological activities in terms of antimicrobial, antioxidant, and anticancer properties 

[13]. 

Within the framework of these aims, in this study, the activities of Plumbaginaceae family members 

on various bioactive and anticancer properties on a wide variety of bacterial groups, fungal groups, 

and cell lines were monitored. The fact that a wide range of bacterial groups was tested in the study, 

as well as the experiments with fungi and cell lines, were carried out in the same study, the results of 

the study will have a wide range of effects. In addition, since biological activity and cell culture 

studies on Acantholimon species are rare, the study is intended to fill a very important gap in the 

scientific literature. 

 

2.MATERIAL AND METHOD 

 

2.1. Plant Samples 

Acantholimon species which are used in this study were collected by Dr. Cihangir Uygun from 

different locations on Ahir Mountain in Kahramanmaras (Table:1). 

 

Table 1. Features, Locations, and Photos of Plants. 

Plants Morphological Features Location 

Acantholimon 

acerosum subsp. 

brachystachyum 

Monomorphic leaf, 7-8 mm in the 

outer brakte and the inner brakte 

are equal. Calix is in the form of 

a 12-14 mm long pillow [9]. 

Kahramanmaras Ahir Mountain, 

Transmitter Antenna Zone.1800m 

Altitude, Habitat properties Alpin 

region, step, intense windy hill. 

Acantholimon 

armenum var. 

balansae 

In the outer bracte, it is 8–9 mm 

long. Leaf width 1.5 mm, exterior 

brakte is equal to the internal 

brakte or slightly shorter [25]. 

Kahramanmaras Ahir Mountain, 

Sulutarla around the region. 

1600m altitude. Habitat properties 

Step, sub- alpin- alpin. 

Acantholimon kotschyi  

Linear 1.5-4 cm x 1-2 mm leaf, 

brakte equal 5-6 mm, calix 1-1.4 

mm [26]. 

Kahramanmaras Ahir Mountain 

Summit, Karagol around the 

region,1600m altitude. Habitat 

properties, Step. 

Acantholimon 

libanoticum 

Monomorphic, 1.5-2.5 cm leaf, 

calix lop, and funnel-like form of 

12-13 mm [9,26]. 

Kahramanmaras Ahir Mountain, 

Kucukgol around the region, 

1650m altitude. Habitat Properties 

Step. 

 

2.2. Extract Preparation 

The technology developed by Comlekcioglu and Aygan in 2020 was modified to create plant extracts. 

[27]. The above-ground parts of the plants were crushed into a powder with a magnetic grinder. The 

powder was added to the sample at 1g/10 ml of methanol. After this period, the mixture was applied 

in an ultrasonic water bath for 30 minutes.  After half an hour, the extracts were filtered into another 
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container, the filtered portion was returned to the bottle, and 1g/10ml methanol was added. There have 

been three iterations of these actions. After the extraction process, the liquid extracts were centrifuged 

and allowed to dry. 

 

2.3. Antimicrobial Activity 

Revitalized bacteria in the range of 0.5-1 were utilized. Bacteria were seeded into Muller Hilton Agar 

using sterile exchanges. 50 µl from each plant sample, A.armenum var. balansae, A.libanoticum 

together, A.kotschyi, and A.acerosum subsp. brachystachyum together were tested. Bacteria inoculated 

on the Petri plate were incubated at 25 °C for two days and fungi at 37 °C for 18 to 24 hours. After 

incubation, the zone diameters on the Petri plates were measured with a ruler and recorded with an 

acetate pen.  

 

2.4. Minimum Inhibition Concentration (MIC) 

MIC was used to determine the lowest concentration of a material that would inhibit bacterial growth. 

96 Well plates were used for this test. Nutrient Broth 100µl is put on each well of Well plates. Then 

100 µL extracts were placed in the first well and mixed homogeneously. By taking 100 µl, this 

technique was repeated up to 6 wells. Wells 7 and 8 served as controls. OD values (600 nm) were 

obtained after 18 to 24 hours of incubation at 37 °C. 

 

2.5. Minimum Bactericidal Concentration (MBC) 

The MIC test was used to determine minimum inhibitory concentrations (MBC). After incubation, 

samples from plate wells without bacterial growth for MBC were zigzag injected into Muller Hilton. 

After injection, the plates were incubated at 37 °C for 18 to 24 hours. As a result of the experiment, 

minimal bactericidal doses that killed 99.9% of the microorganisms were obtained. 

 

2.6. Antibiofilm Activity 

Literature was taken into consideration for the determination of antibiofilm activity [28]. Plate wells 

were empty after incubation. The distilled water was then cleaned and allowed to air dry. The dried 

wells received 130 µl of 95 percent methanol, which was then poured into them and allowed to fix for 

15 minutes before the methanol was drained and the plates were allowed to dry once again. The dry 

microplate wells were filled with 125 µl of 0.1 percent crystal violet solution and left at room 

temperature for 10 minutes. The plate was given a second distilled water washing after drying for ten 

minutes. Gram-positive bacteria were present in the drying wells, therefore, to dissolve the adhering 

bacteria, 200 µl of a 33 percent glacial acetic acid solution was applied. 200 µl of a 33 percent glacial 

acetic acid solution and 200 µl of a 95 percent ethanol solution, correspondingly, were poured into the 

wells containing gram-positive bacteria and gram-negative bacteria, respectively, and allowed for 15 

minutes to dissolve the adhering bacteria (eq. 1). 

 

% Decrease: ((C-Co)/C)x100                                                                                                                (1) 

 

C: Positive control sample. Co: Test sample. 

 

2.7. Antioxidant Activity 

Using the Blois (1958) [29] approach, a 0.1 mM DPPH (2,2-diphenyl-1-picrylhydrazil) solution was 

made and added to the antioxidant test apparatus. We prepared and vortexed plant extracts with 

concentrations of 1 mg/ml, 0.1 mg/ml, 0.01 mg/ml, and 0.001 mg/ml. 150 µl of DPPH and 50 µl of 

extract were applied to the wells of a 96 cm plate. The wells received 200 µl of DPPH as a blank, 50 
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µl of methanol, and 150 µl of DPPH. An ELISA reader was used to read the sample at 517 nm after it 

had been incubated for 30 minutes at room temperature and in the dark. The percentage of radical 

scavenging was estimated from the absorbance values obtained after the spectrophotometric tests 

using the following formula. The GraphPad Prism 8 software and IC50 values were used to determine 

the percentage findings of the three repeats (eq. 2). 

 

Radical sweep % = (Ao – A) / Ao x 100                                                                                                (2) 

 

A: AbsSample517nm Ao: AbsBlank517nm 

 

2.8. Anticancer Activity (MTT Method) 

The study was also tested in comparison with the MCF-7 Breast cancer cell line and Human 

Umbilical Vein Endothelial Cells (HUVEC).  

 

2.8.1. Preparing the medium  

The completed medium was prepared by adding the components in the following ratio to the medium 

required to culture the cells. 

 

1- 445 ml DMEM (Dulbecco's Modified Eagle's Medium), 

2- 50 ml FBS (Fatal Bovine Serum),  

3- 5 ml PS(Penicillin-Streptomycin). 

 

The media content prepared for MCF-7 cells was added to the content of 0.05 mg of insulin. The 

prepared completed medium was filtered through a 0.20 μm filter before use and stored in the 

refrigerator at +4 °C. 

 

2.8.2. Cell passage and freezing 

Cells stored at 80°C were thawed under laboratory conditions for use. The media and cells were 

transferred to falcon tubes of 15 cm3 volume and centrifuged at 1000 rpm for 5 minutes. After 

centrifugation, the supernatant was aspirated to remove dead cells and wastes and 2 ml of the 

completed medium suitable for each cell was carefully pipetted onto the pellet. Cells were transferred 

to 75 cm2 flasks and 10 ml of complete medium was added. The flask was placed in an incubator 

containing 5% CO2 at 37°C. The morphological structure and density of the cells were monitored and 

the cell media was changed 2-3 times during the week. The passage was performed to cover the cell 

density of the flask surface. In the incubation step of this procedure, the medium was first aspirated 

from the cell flask. After PBS was added, the flask surface was washed and aspirated, the flask was 

filled. Following this step, 2/3 ml trypsin was injected and the live cells adhering to the flask surface 

were incubated for 5 minutes and separated. After incubation, a microscope was used to examine the 

detachment of the cells. The mixture was poured into a 3 ml flask and centrifuged at 1000 rpm for 5 

minutes to separate the cells. From the absorbance values obtained after spectrophotometric tests, the 

percentage of radical scavenging was estimated using the following formula. A further 10 ml of 

prepared medium was poured into a new flask containing the cells and then placed in an incubator 

containing 5% CO2 at 37 °C. After this procedure, the cell density for transplantation was determined. 
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2.8.3. Cell counting and transplantation 

The completed medium was added after the cells had been incubated, and they were then withdrawn, 

centrifuged, and treated with PBS and Trypsin at rates appropriate for counting the cells during the 

passage process. To count the cells in the Thoma slide, 50 µl of Trypan Blue dye was added to 50 µl 

of Eppendorf and 50 µl of cell suspension. We counted the divisions on the slide and computed the 

average number of cells. Each well of the Well Plate would hold 5,000 cells for the duration of the 

experiment. From the prepared suspension, the necessary cell was obtained, and it was then added to 

the working volume with the prepared medium. A 100 µl plate's wells are occupied by the cells. After 

being placed on the plate, the cells were incubated for 24 hours at 37°C with 5 percent CO2. 

 

2.8.4. Preparation of plant concentrations and application to cells  

By diluting with the finished medium, concentrations of 10, 10-1, 10-2, and 10-3 from the plant 

extract were created. The respective wells were filled with vortexed plant concentrations, 100 μl was 

added and then the plate was incubated once more. This technique was repeated three times with three 

different controlled analyses of the experiments. 

 

2.8.5. Control of cell vitality by MTT method  

Before staining, MTT stain was made up at a rate of 5 mg/ml. By limiting direct light in the cabin, the 

prepared paint is filtered. The remaining Well plate cabinet from the incubator was stolen, and the 

functional supplies within were sucked. Then, 10 µl of the ready-made MTT paint was added to each 

well, and the mixture was allowed to incubate for 3–4 hours. 100 µl of DMSO was added to the wells 

after the paint had been aspirated during incubation. An ELISA reader operating at a wavelength of 

570 nm read the plate after it had been incubated for 5 minutes. Using the GraphPad Prism 8 

application, the study results were assessed. 

2.8.6. Statistical analysis 

Statistical analyzes were performed using the software application GraphPad Prism version 8. 

Statistical differences between cell proliferation and apoptosis studies were calculated using the two-

way ANOVA test. IC50 values were determined using the GraphPad tool. P values below 0.05 were 

considered statistically significant. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Antimicrobial Activity, MIC-MBC Results 

Plant extracts in terms of antibacterial properties Enterobacter aerogenes ATCC 13048, Salmonella 

infantis, Klebsiella pneumoniae, Pseudomonas aeruginosa DSMZ 50071, Salmonella kentucky, 

Enterococcus faecalis ATCC 29212, Listeria innocua, Salmonella enteritidis ATCC 13075, 

Enterococcus durans, Salmonella typhimurium, Staphylococcus aureus ATCC 25923, Staphylococcus 

epidermidis DSMZ 20044, Bacillus subtilis DSMZ 1971, Escherichia coli CFAI ATCC 25922 and 

Serratia marcescens ATCC 13048 bacteria  tested against strains. It has also been tested on antifungal 

properties Candida parapsilosis and Candida albicans. In line with the findings; Acantholimon 

kotschyi and Acantholimon acerosum subsp. brachystachyum methanol extracts showed a zone 

diameter effect of 12-17 mm on Pseudomonas aeruginosa, Salmonella enteritidis, and Escherichia 

coli species. Acantholimon libanoticum and Acantholimon armenum var. balansae methanol extracts 

showed a zone diameter of 14-18 mm on Klebsiella pneumoniae, Listeria innocua, Enterococcus 

durans, and Salmonella typhimurium species in addition to Pseudomonas aeruginosa, Salmonella 

enteritidis and Escherichia coli species (Table:2). 
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Table 2. Antibacterial activity zone diameters of Acantholimon plant extracts (mm). 

Bacteria A. kotschyi A.libanoticum 

A.acerosum 

subsp. 

brachystachyum 

A. 

armenum 

var. 

balansae 

AZM 10 

Enterobacter 

aerogenes ATCC 

13048 

 

- - - - 17 

Salmonella infantis - - - - 19 

Klebsiella 

pneumoniae  

 

- 17±1 - 18±1,73 14 

Pseudomonas 

aeruginosa DSMZ 

50071 

 

15,33±0,57 16,66±0,57 14,66±0,57 15,66±2,08 20 

Salmonella kentucky  

 
- - - -

 
18 

Enterococcus faecalis 

ATCC 29212 

 

- - - - 17 

Listeria innocua 

 
- 16±0 - 15,33±0,57 20 

Salmonella enteritidis 

ATCC 13075 
12,66±0,57 15,33±0,57 14,33±0,57 16±0 15 

Enterococcus durans  

 
- 15±1 - 14,33±0,57 

18 

 

Salmonella 

typhimurium 

 

- 15,33±0,57 - 15,33±1,15 20 

Staphylococcus 

aureus ATCC 25923 

 

-
 

-
 

-
 

-
 

19 

Staphylococcus 

epidermidis DSMZ 

20044 

 

- - - -
 

18 

Bacillus subtilis 

DSMZ 1971 

 

- - - - 13 

Escherichia coli 

CFAI ATCC 25922 
17±1 18,33±1,52 17±1 18±1 13 
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Serratia marcescens 

ATCC 13048 
- - - - 17 

(-): No inhibition zone was formed. AZM: Azithromycin 10 mg/ml 

 

Plant extracts have been tested on Candida albicans and Candida parapsilosis. The tests were studied 

3 times and the arithmetic means of the findings and the standard deviation value were shown in the 

tables. All the extracts yielded near-control findings on both species. Among the species, the most 

effective antifungal effects were A.acerosum subsp. brachystachyum and A.armenum var. balansae 

plants (Table: 3). 

 

Table 3. Antifungal activity zone diameters (mm) in fungal species of plant extracts. 

Fungus  A. kotschyi A.libanoticum 

A. acerosum 

subsp. 

brachystachyum 

A.armenum 

var. 

balansae 

K 

Candida albicans 17,66±0,57 18,66±1,15 19,33±0,57 19,33±0,57 25 

Candida 

parapsilosis 
19,66±1,15 20,33±1,15 21,33±0,57 21,33±0,57 18 

(K): Control Fungus Syrup 

 

Dilution laws were used in conjunction with the MIC technique to determine the lowest inhibitory 

concentrations. Decreasing concentrations of the same amount of bacteria were tested. The MIC was 

calculated as the first concentration to inhibit colony formation. Bacteria can be inhibited by some 

Acantholimon species, usually at doses of 2 mg/ml to 4 mg/ml. In the inhibitory concentration test 

results on fungi, two Candida species were inhibited by Acantholimon species at concentrations 

between 2 and 4 mg/ml. At doses of 4 mg/ml to 8 mg/ml, Candida fungal species have demonstrated a 

fatal impact on Acantholimon plants.

 

3.2. Antibiofilm Activity Results 

Antibiofilm; Biofilm creation is characterized as an activity blocking feature. The biofilm surface 

reduction percentages of the plants were tested by the crystal violet method. 

 

Acantholimon kotschyi showed biofilm reduction activity most on Enterococcus durans at a 

concentration of 16 mg/ml. While Acantholimon kotschyi extract did not exert any effect on the 

bacteria Salmonella kentucky, Listeria innocua, Staphylococcus epidermidis, Escherichia coli, and 

Staphylococcus aureus, it did act on other microorganisms in proportion to concentrations. The 

highest concentration used, 16 mg/ml plant concentration, was capable of blocking more than 50% 

biofilm areas on Enterobacter aerogenes, Salmonella infantis, Kleibsiella pneumoniae, Enterococcus 

durans and Bacillus subtilis bacteria. 

 

Acantholimon libanoticum showed a directly proportional reduction effect on biofilm field formation 

at concentrations of 16 mg/ml and 8 mg/ml. Salmonella enteridis, Enterococcus durans, Salmonella 

typhimurium, and Staphylococcus epidermidis species have shown approximately 50% biofilm surface 

reduction efficacy. Salmonella infantis, Listeria innocua, Escherichia coli, and Serratia marcescens 
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did not show any reduction effect on bacterial species, and no effect was observed in all bacterial 

species at a concentration of 4 mg/ml. 

 

All concentrations on Acantholimon armenum var. balansae , Escherichia coli, and Seratia 

marrescens bacteria also showed no biofilm surface reduction effect. It had a reduction effect of close 

to 40% on Salmonella kentucky, Salmonella typhimurium, Salmonella enteritidis, Staphylococcus 

epidermidis bacteria, and about 30% on Enterobacter aerogenes, Salmonella infantis, Kleibsiella 

pneumoniae, Listeria innocua, and Enterococcus durans bacteria. 

 

Acantholimon acerosum subsp. brachystachyum showed an effect on biofilm field formation in 

microorganisms tested other than Salmonella infantis and Listeria innocua bacteria at 16 mg/ml, 8 

mg/ml, 4 mg/ml, and 2 mg/ml concentrations. The tested concentration of 16 mg/ml showed the 

highest reduction effect with 63.45% on Escherichia coli, followed by 57.26% on Salmonella 

kentucky. The concentration of 16 mg/ml shows effects between 40-10% in other bacteria. It tended to 

reduce biofilm on the bacterium Bacillus subtilis by over 30% at all concentrations. All the findings 

were directly proportional to the concentrations tested, and Acantholimon acerosum subsp. 

brachystachyum was the plant that gave the most reduction tendency to microorganisms tested among 

the Acantholimon species. 

 

3.3. Antioxidant Activity Results 

4 different concentrations (1 mg/ml, 0.1 mg/ml, 0.01 mg/ml, and 0.001 mg/ml) were tested 3 times by 

DPPH (2,2-diphenyl-1-picryhydrarizyl) Radical Sweep Method. The plants whose antioxidant 

capacities were tested by the DPPH method created graphs by calculating the average values of the 

three studies studied and IC50 values were calculated using the GraphPad program. Ascorbic Acid data 

from the antioxidant activity findings of Tozyilmaz et al. were taken as a reference as the standard 

substance [30]. Figure 1 shows the graph of IC50 values of antioxidant activity of Acantholimon 

species. 

 

 

Figure 1. Graphic of IC50 values of antioxidant activity of Acantholimon species. 
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When the DPPH ̇ radical scavenging percentage values of Acantholimon kotschyi concentrations were 

examined, the concentrations of 1 mg/ml and 0.1 mg/ml used showed 73% and 75% effects. 

Compared to these two concentrations, which had an effect of over 70%, the other two concentrations 

tested (0.01 mg/ml and 0.001 mg/ml) also showed similar values despite the decrease in the plant 

extract. When the antioxidant capacity of Acantholimon kotschyi is examined by considering the effect 

values of 41% and 32%.. When the DPPH Radical sweep percentage values of Acantholimon 

libanoticum methanol extract were examined, the plant tested at a concentration of 1 mg/ml showed a 

100% effect. The concentration of 0.1, 0.01 mg/ml, and 0.001 mg/ml showed a radical sweeping 

effect in direct proportion to the decrease in plant concentration. These findings obtained as a result of 

repetitions show that the antioxidant capacity of the Acantholimon libanoticum plant is high. 

 

When the DPPH radical sweeping percentage values of Acantholimon armenum var. balansae  

methanol extracts are examined, it is seen that the first two high concentrations of the plant used (1 

mg/ml and 0.1 mg/ml) show an average radical sweeping effect of 75%. At concentrations of 0.01 and 

0.001, it gave a radical sweep percentage directly proportional to plant concentration. An examination 

of the Acantholimon armenum var. balansae DPPH radical sweep chart showed that the plant had a 

good antioxidant capacity. 

When the DPPH radical sweep percentage values of Acantholimon acerosum subsp. brachystachyum 

methanol extracts were examined, 1 mg/ml concentration showed 76% radical sweeping effect, while 

0.001 mg/ml concentration showed 34% sweeping effect. In line with this proportion, Acantholimon 

acerosum subsp. brachystachyum extract shows that the antioxidant capacity is good. 

 

3.4. Anticancer Activity Results 

Acantholimon kotschyi, Acantholimon libanoticum, Acantholimon armenum var. balansae, and 

Acantholimon acerosum subsp. brachystachyum methanol extracts on HUVEC and MCF-7 cell lines 

were tested by the MTT method in the concentration range of 0.01-10 mg/ml in a cell culture medium. 

The test results were calculated statistically using the GraphPad Prism 8 program (p< 0.05). IC50 

values of cell viability rates of plant extracts of Acantholimon species at different concentrations to 

HUVEC cells in Figure 2a and Figure 2b.

 

Figure 2. a) Acantholimon kotschyi and Acantholimon libanoticum HUVEC Cell Line Vitality Graph 

and IC50 Values. b) Acantholimon armenum var. balansae  and Acantholimon acerosum subsp. 

brachystachyum HUVEC Cell Line Vitality Graph and IC50 Values. 
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Figure 2a. and Figure 2b. show the cell viability rates of plant extracts of Acantholimon species 

applied to HUVEC cells at different concentrations (0.01-10 mg/ml). The decrease in cell viability 

appears to be associated with concentrations. HUVEC cell line IC50 values were calculated as 0.28 

mg/ml for A.kotschyi, 0.36 mg/ml for A.libanoticum, 2.07 mg/ml for A.armenum var. balansae and 

2.66 mg/ml for A.acerosum subsp. brachystachyum. IC50 values of cell viability rates of plant extracts 

of Acantholimon species at different concentrations to HUVEC cells in Figure 3a and Figure 3b. 

 

Figure 3. a) Acantholimon kotschyi and Acantholimon libanoticum MCF-7 Cell Line Vitality Graph 

and IC50 Values. b) Acantholimon armenum var. balansae  and Acantholimon acerosum subsp. 

brachystachyum MCF-7 Cell Line Vitality Graph and IC50Values. 

 

Figure 3a. and Figure 3b. show the cell viability rates of plant extracts of Acantholimon species 

applied to MCF-7 cells at different concentrations (0.01-10 mg/ml). Analysis of the IC50 values on the 

HUVEC and MCF-7 cell lines revealed that the tested Acantholimon species exhibited cytotoxicity on 

the MCF-7 cell line but not on the HUVEC cell line. 

 

4. CONCLUSION 

 

Plants are increasingly being used as therapeutic agents, and their significance in this area is rising. 

Very significant research has been conducted on the use of plants as microbiological agents and as one 

of the active ingredients in anti-cancer medications. In this study, the use of Acantholimon Boiss. 

species as biologically active agents were investigated. According to the results, according to the 

findings of the antibiofilm activity test by crystal violet method; Acantholimon kotschyi showed a 

biofilm surface reduction effect on Enterococcus durans at a concentration of 16 mg/ml. It blocked 

more than 50% biofilm area on Enterobacter aerogenes, Salmonella infantis, Kleibsiella pneumoniae, 

Enterococcus durans, and Bacillus subtilis bacteria. Acantholimon libanoticum also reduced the 

biofilm surface by approximately 50% on Salmonella enteridis, Enterococcus durans, Salmonella 

typhimurium, and Staphylococcus epidermidis species. In addition, all concentrations reduced the 

biofilm surface on Acantholimon armenum var. balansae, Escherichia coli and Serratia marrescens 

bacteria. However, on other bacteria, it decreased by 30-40% in proportion to the concentrations. 

Acantholimon acerosum subsp. brachystachyum formed biofilms on microorganisms other than 

Salmonella infantis and Listeria innocua in the tested concentration range of 2 to 16 mg/ml. In 
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addition to this effect obtained in bacterial species, its activity in cell lines was also observed quite 

well. It was observed that the decrease in cell viability was related to the concentrations of plant 

extracts of Acantholimon species in the range of 0.01-10 mg/ml applied to HUVEC cells. Analysis of 

the IC50 values on the HUVEC and MCF-7 cell lines revealed that the tested Acantholimon species 

exhibited cytotoxicity on the MCF-7 cell line but not on the HUVEC cell line. 

 

In line with these data, it was determined that the study plants within the Acantholimon species have 

important biological activities and show similar properties to other species. In this study, antibacterial, 

antifungal, and cell line assays of local plant sources were carried out together and biological agent 

activities were emphasized. The results provided important contributions to the literature to emphasize 

the biological activity of Acantholimon plant species. 

 

ETHICS APPROVAL AND CONSENT TO PARTICIPATE 

 

This article does not contain any studies with human participants or animals performed by any of the 

authors. 

 

CONSENT FOR PUBLICATION 

 

Authors accept the publication policy of the journal. 

 

AVAILABILITY OF DATA AND MATERIAL 

 

None 

 

COMPETING INTERESTS 

 

None 

FUNDING 

 

None 

 

AUTHORS' CONTRIBUTIONS 

 

M.T.B, A.S.B., C.U.,M.B., R.B., and F. S. organized all experiments and wrote the manuscript. 

M.T.B., and A.S.B. performed all experiments and characterizations.  

 

ACKNOWLEDGMENTS 

 

This article is derived from Maside Temiz Bostanci's master's thesis accepted at KahramanMaraş 

Sütçü İmam University in 2021. 

 

 

REFERENCES 

 

[1] Jaleel, C.A., Sathiya, S., Karthikeyan, B., Jaleel, A., Azooz, M.M., and Iqbal, M., (2008). 

Antibiogram of Catharanthus roseus Extracts. Global Journal of Molecular Sciences. 3 (1), 1–07.  



  
 
 

 
 

 
 
 

Şen, et al.,  Journal of Scientific Reports-A, Number 54, 149-163, September 2023 
 

 
 

161 
 

 
[2] Saroya, A.S., (2011). Herbalism, phytochemistry and ethnopharmacology. Herbalism, 

Phytochemistry and Ethnopharmacology. 1–430. 

  

[3] Bagetta, G., (2012). Herbal medicines : development and validation of plant-derived medicines 

for human health. 478.  

 

[4] Saad, B., Zaid, H., Shanak, S., and Kadan, S., (2017). Introduction to Medicinal Plant Safety and 

Efficacy. Anti-Diabetes and Anti-Obesity Medicinal Plants and Phytochemicals. 21–55.  

 

[5] Pandey, M., Debnath, M., Gupta, S., and Chikara, S.K., (2011). Phytomedicine: An ancient 

approach turning into future potential source of therapeutics. Journal of Pharmacognosy and 

Phytotherapy. 3 (3), 27–37.  

 

[6] Kubitzki, K., (1993). Plumbaginaceae. Flowering Plants, Dicotyledons. 523–530.  

 

[7] Chrtek, J., (1984). P. H. Davis (ed.) Flora of turkey and the east aegean Islands. Vol. 7. Folia 

Geobotanica et Phytotaxonomica. 19 (3), 322–322.  

 

[8] Bokhary, H.A., Suleiman, A.A.A., Basalah, M.O., and Parvez, S., (1987). Chemical 

Composition of Desert Truffles from Saudi Arabia. Canadian Institute of Food Science and 

Technology Journal. 20 (5), 336–341.  

 

[9] Doǧan, M. and Akaydin, G., (2005). A new species of Acantholimon Boiss. sect. Glumaria 

Boiss. (Plumbaginaceae) from Elaziǧ, Turkey. Botanical Journal of the Linnean Society. 149 (3), 

351–356.  

[10] Alev Ateş, M., Kaptaner İğci̇, B., Selçuk Körüklü, T., Fi̇şne, A., and Aytaç, Z., (2019). 

Morphologic, Palynologic, and Phylogenetic Relationships of Acantholimon Species 

(Plumbaginaceae) Sharing Similar Habitats. Comm. J. Biol. 3 (1), 48–52.  

 

[11] Parvez, M.K., Basudan, O.A., Noman, O.M., Al-Dosari, M.S., and Alqasoumi, S.I., (2020). The 

first bioactivity studies of Acantholimon lycopodioides from high altitude Karakoram-

Himalayan desert. Saudi Journal of Biological Sciences. 27 (10), 2514–2520. 

  

[12] Pasdaran, A., Sarker, S.D., Nahar, L., and Hamedi, A., (2019). Chemical Composition, 

Antibacterial, Insecticidal and Anti-Oxidant Activities of Three Acantholimon Species (A. 

atropatanum, A. gilliatii and A. tragacanthium). The Natural Products Journal. 10 (3), 272–278.  

 

[13] Parvez, M.K., Basudan, O.A., Noman, O.M., Al-Dosari, M.S., and Alqasoumi, S.I., (2020). The 

first bioactivity studies of Acantholimon lycopodioides from high altitude Karakoram-

Himalayan desert. Saudi Journal of Biological Sciences. 27 (10), 2514–2520.  

 

[14] Soltanian, S., Sheikhbahaei, M., Mirtadzadini, M., and Khandani, B.K., (2020). Evaluation of 

anticancer, antioxidant and antibacterial properties of methanol extract of three Acantholimon 

Boiss. species. Avicenna Journal of Phytomedicine. 10 (6), 641.  

 



  
 
 

 
 

 
 
 

Şen, et al.,  Journal of Scientific Reports-A, Number 54, 149-163, September 2023 
 

 
 

162 
 

[15] Goorani, S., Shariatifar, N., Seydi, N., Zangeneh, A., Moradi, R., Tari, B., et al., (2019). The 

aqueous extract of Allium saralicum R.M. Fritsch effectively treat induced anemia: experimental 

study on Wistar rats. Oriental Pharmacy and Experimental Medicine. 19 (4), 403–413.  

 

[16] Nasiri, E., Naserirad, S., Lashgari, A.P., Gazor, R., Mohammadghasemi, F., and Roushan, Z.A. 

(2016). Hepatoprotective effect of Acantholimon bracteatum (Girard) Boiss. on formaldehyde-

induced liver injury in adult male mice. Research Journal of Pharmacognosy (RJP). 3 (3), 55–61.  

 

[17] Gazor, R., Asgari, M., Pasdaran, A., Mohammadghasemi, F., Nasiri, E., and Roushan, Z.A., 

(2017). Evaluation of Hepatoprotective Effect of Acantholimon Gilliati Eerial Part Methanolic 

Extract. Iranian Journal of Pharmaceutical Research : IJPR. 16 (Suppl), 135.  

 

[18] Tóth, R., Nosek, J., Mora-Montes, H.M., Gabaldon, T., Bliss, J.M., Nosanchuk, J.D., (2019). 

Candida parapsilosis: From genes to the bedside. Clinical Microbiology Reviews. 32 (2). 

 

[19] Mayer, F.L., Wilson, D., and Hube, B., (2013). Candida albicans pathogenicity mechanisms. 4 

(2), 119–128.  

 

[20] Bonassoli, L.A., Bertoli, M., and Svidzinski, T.I.E., (2005). High frequency of Candida 

parapsilosis on the hands of healthy hosts. Journal of Hospital Infection. 59 (2), 159–162.  

 

[21] Tóth, R., Nosek, J., Mora-Montes, H.M., Gabaldon, T., Bliss, J.M., Nosanchuk, J.D., et al. 

(2019) Candida parapsilosis: From genes to the bedside. Clinical Microbiology Reviews. 32 (2). 

[22] Angmo, K., Adhikari, B.S., and Rawat, G.S., (2012). Changing aspects of traditional healthcare 

system in western Ladakh, India. Journal of Ethnopharmacology. 143 (2), 621–630.  

 

[23] Abbas, Z., Khan, S.M., Alam, J., Khan, S.W., and Abbasi, A.M., (2017). Medicinal plants used 

by inhabitants of the Shigar Valley, Baltistan region of Karakorum range-Pakistan. Journal of 

Ethnobiology and Ethnomedicine. 13 (1), 1–15.  

 

[24] Parvez, M.K., Basudan, O.A., Noman, O.M., Al-Dosari, M.S., and Alqasoumi, S.I., (2020). The 

first bioactivity studies of Acantholimon lycopodioides from high altitude Karakoram-

Himalayan desert. Saudi Journal of Biological Sciences. 27 (10), 2514–2520.  

 

[25] Doğan, S., Turan, P., Doğan, M., Arslan, O., and Alkan, M., (2007). Partial characterization of 

peroxidase from the leaves of thymbra plant (Thymbra spicata L. var. spicata). European Food 

Research and Technology. 225 (5–6), 865–871.  

 

[26] Cullen, J. (James), Knees, Sabina., Cubey, H.S., and Shaw, J.M.H., (2011). The European garden 

flora, flowering plants : a manual for the identification of plants cultivated in Europe, both out-

of-doors and under glass.  

 

[27] Çömlekcioğlu, N. and Aygan, A., (2020). Farkli Tekniklerle Elde Edilen Hibiscus sabdariffa L. 

Özütünün Yağ Asitleri, Biyoaktif İçeriği ve Antimikrobiyal Aktivitesi. Turkish Journal of 

Agriculture - Food Science and Technology. 8 (12), 2723–2728.  

 



  
 
 

 
 

 
 
 

Şen, et al.,  Journal of Scientific Reports-A, Number 54, 149-163, September 2023 
 

 
 

163 
 

[28] Merritt, J.H., Kadouri, D.E., and O’Toole, G.A., (2006). Growing and Analyzing Static Biofilms. 

Current Protocols in Microbiology. 00 (1),.  

 

[29] Blois, M.S., (1958). Antioxidant Determinations by the Use of a Stable Free Radical. Nature. 

181 (4617), 1199–1200.  

 

[30] Tozyilmaz, V., Bülbül, A.S., and Ceylan, Y., (2020). Anadolu Florasina Ait Bazi Alyssum L. 

Türlerinin Antimikrobiyal, Antioksidan ve Antibiyofilm Aktivitesinin Belirlenmesi. 

Kahramanmaraş Sütçü İmam Üniversitesi Tarim ve Doğa Dergisi. 



 

 

 

RESEARCH ARTICLE 

164 

 

THE EFFECT OF QUERCETIN ON SOME HEMATOLOGICAL PARAMETERS AGAINST 

BISPHENOL-A EXPOSURE IN STREPTOZOCIN-INDUCED RATS 

 

Yılmaz KOÇAK
1
*, Gökhan OTO

2
, Seray ALPARSLAN

3 

 
1*Van Yuzuncu Yil University, Faculty of Health Sciences, Physical Therapy and Rehabilitation, Van, 

yilmazkocak@yyu..edu.tr, ORCID: 0000-0002-8364-4826 
2Van Yuzuncu Yil University, Faculty of Medicine, Department of Pharmacology, Van,  

gokhanoto@yyu.edu.tr, ORCID: 0000-0002-8492-4846 
3Van Yuzuncu Yil University, Faculty of Medicine, Department of Pharmacology, Van, 

serayertaskin@gmail.com,, ORCID: 0009-0008-8568-4427 

 

 

 
Receive Date: 27.06.2023                              Accepted Date: 03.08.2023 

 

 

 

ABSTRACT 

 

Bisphenol-A (BPA) is an endocrine-disrupting environmental toxin widely used in the composition of 

plastics. Today, the widespread use of BPA in preserving and packaging food and beverages increases 

BPA exposure. Therefore, recent research has focused on the health effects of continuous exposure to 

BPA. This study aimed to investigate the protective effect of quercetin (QUE) on different 

hematologic variables in rats induced by the environmental toxin BPA and streptozocin (STZ). Wistar 

albino rats were administered BPA orally (p.o.) at 10 mg/kg and QUE intraperitoneally (i.p.) at 15 

mg/kg for 14 days. STZ was administered subcutaneously (s.c.) in a single dose of 50 mg/kg at the 

beginning of the experiment. 72 rats were randomly selected for the experimental procedure and 

divided into 9 groups with 8 animals in each group. The groups were created as follows; Group 1: 

Control (Saline); Group 2: Corn oil (0.5 ml, solvent); Group 3: STZ (50 mg/kg); Group 4: BPA (10 

mg/kg); Group 5: QUE (15mg/kg); Group 6: STZ (50 mg/kg) + QUE (15mg/kg); Group 7: BPA (10 

mg/kg) + QUE (15mg/kg); Group 8: STZ (50 mg/kg) + BPA group (10 mg/kg); Group 9: STZ (50 

mg/kg) + BPA (10 mg/kg) + QUE (15mg/kg). STZ and BPA-treated rats showed functional variability 

in all hematologic parameters. The combination of STZ and BPA significantly reduced erythrocytes, 

leukocytes, and their associated parameters. However, QUE treatment alone or in combination 

corrected the altered hematologic parameters. The results of this study demonstrated that exposure to 

BPA in combination with STZ may alter hematologic indices, while QUE may be a therapeutic agent 

to correct the altered blood profile. 

 

Keywords: Bisphenol-A, Quercetin, Streptozocin, RBCs, WBCs. 

 

1. INTRODUCTION  

 

Bisphenol A (BPA) is a chemical synthetic substance used in food and beverage packaging that 

disrupts the function of the endocrine system. People can be exposed to BPA through inhalation, 

dermal absorption, or orally [1]. BPA exposure may have harmful effects on human health [2]. 

Indeed, studies have reported that BPA may contribute to obesity, diabetes (DM), cancer, urogenital 

and immune system disorders [3]. In addition, there is a relationship between BPA and diabetes, and 

the active form of the estrogen hormone estradiol plays an important role. It has been suggested that 
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estradiol provides energy balance and glucose homeostasis and contributes to the maintenance of 

insulin sensitivity [4]. One Epidemiologic study reported that exposure to BPA may contribute to the 

etiology of Type 2 DM [5]. Furthermore, BPA has been shown to disrupt body functions, affect 

human and animal health even at low doses [1]. Indeed, BPA has been found in human blood, urine, 

milk, and urine, suggesting that it may pose risks to the metabolic function of the organism. 

 

Flavonoids are a member of the polyphenolic class found in natural sources and have a variety of 

properties. Flavonoids are abundant in vegetables and fruits and are known to be the most effective 

antioxidants in nature. They protect the body against damage from reactive oxygen species. Quercetin 

(QUE) is one of the best-known polyphenols and is found in vegetables and fruits such as cabbage, 

apples, grapes, and broccoli. QUE is rich in vitamin C and has strong antioxidant activity, and 

previous studies have reported that QUE has anticancer, antibacterial, antidiabetic, and antiviral 

activities [6]. 

 

Streptozotocin (STZ) is one of the most widely used diabetogenic agents to create an experimental 

model of diabetes in animals. STZ blocks insulin release in the pancreas, leading to insulin-dependent 

DM. This is a toxic effect of STZ on beta cells. This cytotoxic effect is explained by the impairment 

of glucose-induced insulin secretion by inhibiting the signaling ability of mitochondrial metabolism in 

the cell [7]. STZ is a compound that damages organs by suppressing the immune system in the body. 

STZ injection also decreased white blood cells (WBC) and other hematologic parameters. It has been 

reported that this may be due to an inadequate defense system against inflammation and bone marrow 

depression [8].  

 

Environmental toxins (BPA) may contribute to the pathogenesis of various diseases in the organism. 

There is also evidence that flavonoids such as quercetin may prevent the development of these 

diseases due to their antioxidant properties. This study aimed to investigate the effects of quercetin on 

some hematologic parameters against BPA exposure in STZ-induced rats. 

 

2. MATERIALS AND METHODS 

 

2.1. Chemicals 

The chemicals used in the experiment, STZ (Merck) and Quercetin were obtained from Sigma-

Aldrich, taking into account their purity ratios. Sodium citrate was purchased from Turkey. Blood was 

analyzed by following the procedures in the automatic hematology device. 

 

2.2. Animal Material 

This study was carried out using 72 female Wistar albino rats with a live weight of 200-250 g. The 

rats were housed in plastic cages at 22+/- 2 degrees Celsius and 12 hours of darkness/light. The 

animals were allowed free access to feed and water and were fed with pellet feed. 

 

2.3. Experimental Groups 

Rats were randomly divided into 9 groups with 8 animals in each group.  Control received only 

saline (s.c.). BPA was dissolved in corn oil and administered by oral (po) gavage [9]. STZ was 

administered subcutaneously (s.c.) in a freshly prepared solution in 20 mM sodium citrate buffer 

(pH: 4.5) [10]. QUE was dissolved in saline and given i.p. at a dose of 15mg/kg [11]. The 

experimental procedure was established as follows. 

Group 1: (n=8) Control (Saline), 



 

 

 

 

Koçak, et al.,  Journal of Scientific Reports-A, Number 54, 164-175, September 2023 

 

 

166 

 

Group 2: (n=8) Corn oil (0.5 ml, solvent)  

Group 3: (n=8) STZ (50 mg/kg),  

Group 4: (n=8) BPA (10 mg/kg),  

Group 5: (n=8) QUE (15mg/kg),  

Group 6: (n=8) STZ (50 mg/kg) + QUE (15mg/kg),  

Group 7: (n=8) BPA (10 mg/kg) + QUE (15mg/kg),  

Group 8: (n=8) STZ (50 mg/kg ) + BPA group (10 mg/kg),  

Group 9: (n=8) STZ (50 mg/kg ) + BPA (10 mg/kg) + QUE (15mg/kg).  

 

2.4. Hematological Analysis 

Blood samples were collected from the hearts of rats under anesthesia and transferred into 

anticoagulant (EDTA) tubes. in blood samples, Red blood cells (RBCs), hemoglobin (HGB) 

hematocrit (HCT), mean corpuscular volume (MCV), mean corpuscular hemoglobin (MCH), mean 

cell hemoglobin concentration (MCHC), platelet (PLT), white blood Cells (WBC), neutrophils 

(NEUT), lymphocytes (LYMPH), monocytes (MONO), and eosinophils (EO) hematological variables 

were measured. These measurements were performed in the microbiology laboratory of Van Yüzüncü 

Yıl University Dursun Odabaş Medical Center. 

 

2.5. Statistical Analysis 

The statistical assessment of the collected data was expressed as the mean ± standard deviation (X ± 

SD). Continuous variables were compared among groups using One-way Analysis of Variance 

(ANOVA). Subsequently, post-analysis, the Duncan test was applied to identify distinctions between 

various groups. Significance levels were set at 5%, and the calculations were performed using the 

SPSS software program (IBM SPSS for Windows, version 26). 

 

3. RESULTS 

 

The hematological values obtained in the study were analyzed. RBC levels decreased in STZ and 

STZ+BPA groups, whereas increased in QUE-treated groups (STZ+QUE, BPA+QUE, and 

STZ+BPA+QUE) (P<0.05, Table 1, Figure 1). HGB levels were in parallel with RBC levels. The 

control group and QUE-treated groups were significantly higher than STZ (7.8 ± 0.80 10^3/µL ) and 

STZ+BPA (7.2 ± 0.45 10^3/µL) groups (P<0.05). HGB decreased with STZ and BPA and increased 

with QUE treatment. STZ+BPA  group (12.7 ± 1.70 g/dL) had the lowest HGB value, while 

STZ+BPA+QUE group (16.8 ± 1.43 g/dL) had the highest value. In MCV, the STZ+BPA+QUE 

combination (64.5 ± 7.90 fL) had higher values compared to control (59.4 ± 1.39 fL) (P<0.05). There 

was no significant difference between the other groups (P>0.05). MCH and MCHC levels decreased 

in STZ+BPA and STZ+BPA+QUE groups compared to control groups. In MCH, the corn oil (18.1 ± 

0.68 pg) group had the highest value, while STZ+BPA (17.2 ± 0.76 pg) and STZ+BPA+QUE (17.4 ± 

0.31 pg) group had the lowest value. It was statistically significant when these groups were compared 

(P<0.05). PLT increased in QUE-treated groups and decreased in STZ and BPA-treated groups. While 

the PLT level showed a significant decrease in the STZ-only (643.0 ± 88,87 10^3/µL ) group, it 

surprisingly increased in the QUE-only (1298.1 ± 173.8 10^3/µL) group (P<0.05, Table 1). WBC 

levels decreased in STZ (6.3 ± 1.6 10^3/µL) and STZ+BPA (6.1 ± 1.3 10^3/µL) groups, whereas 

increased in corn oil (8.9 ± 0.5 10^3/µL) and STZ+QUE (8.2 ± 1.110^3/µL) groups (P<0.05). HCT 

level was parallel with HGB and RBC values. HCT decreased in STZ and BPA-treated groups, 

whereas it increased with QUE treatment (P<0.05, Table 2, Figure 2). NEUT levels decreased in the 

STZ+BPA (14.8 ± 0.5%) group and increased in the STZ+QUE (28.8 ± 4.7%) group and were found 
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significant compared to the other groups (P<0.05). LYMPHs were significantly lower in STZ (60.7 ± 

2.09%) and STZ+BPA (61.8 ± 2.57%) groups (P<0.05).  MONO levels were higher in STZ-treated 

groups (1.13 ± 0.6%). EO was decreased in the BPA (0.21 ± 0.07%) and STZ+BPA (0.18 ± 0.07%) 

groups and significantly higher in the STZ+BPA+QUE (0.47 ± 0.08%) group (P<0.05). Changes in 

hematologic findings and comparisons between groups are shown in detail in Table 1-2 and Figure 1-

2. 

 

Table 1. The effect of STZ, BPA, and QUE singly and in combination on different hematologic 

variables (RBC, HGB, MCV, MCH, MCHC, and PLT). 

Groups RBC 

(10^3/L) 

HGB  

(g/dL) 

MCV 

(fL) 

MCH 

(pg) 

MCHC  

(g/dL) 

PLT 

(10^3/µL) 

Control 8.5±0.7
bc

 15.5±1.1
abc

 59.4±1.3
b
 17.9±0.1

ab
 30.7±1.0

a
 938.8±109.7

bc 

Corn oil 8.4±1.1
bc

 14.5±0.8
c
 61.9±1.3

ab
 18.1±0.6

a
 28.4±3.1

ab
 871.5±105.3

bcd
 

STZ 7.8±0.8
cd

 13.2±0.7
d
 60.7±2.0

ab
 17.7±0.4

ab
 29.1±0.6

ab
 643.0±88,87

d
 

BPA 8.4±0.9
bc

 14.9±1.3
bc

 61.0±1.8
ab 

17.9±0.6
ab

 29.3±0.6
ab

 944.6±71.62
bc

 

QUE 10.3±1.3
a
 14.5±0.5

c
 60.4±2.9

ab
 17.8±0.6

ab
 29.4±0.5

ab
 1298.1±173.8

a
 

STZ+QUE 8.3±0.3
bc

 16,2±0.8
ab

 61.3±3.2
ab

 17.5±0.3
ab

 28.7±0.4
ab

 996.0±186.8
bc

 

BPA+QUE 9.3±0.3
b
 14.8±0.6

c
 61.2±3.2

ab
 17.6±0.3

ab
 28.9±1.4

ab
 1114,0±239.6

ab
 

STZ+BPA 7.2±0.4
d
 12.7±1.7

d
 61.8±2.5

ab
 17.2±0.7

b
 28.2±0.9

b
 771,8±136,1

cd
 

STZ+BPA 

+QUE 

9.1±0.8
b   

 16.8±1.4
a
 64.5±7.9

a
 17.4±0.3

b
 28.1±0.7

b
 975.2±176.9

bc
 

Data are Mean ± SE; N = 8. Abbreviations: STZ= Streptozotocin; BPA= Bisphenol A; QUE= 

Quercetin; RBCs= Red blood cells; HGB= hemoglobin; MCV= mean corpuscular volume; MCH= 

mean corpuscular hemoglobin; MCHC= mean cellular hemoglobin concentration; PLTs= Platelets; 
a,b,c,d

 p: values with different letters are significant when compared with each other (p<0.05). 
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Figure 1. Effect of STZ, BPA, and QUE singly and in combination, on different hematologic 

variables. Data are Mean ± SE; N = 8. Abbreviations: STZ= Streptozotocin; BPA= Bisphenol A; 

QUE= Quercetin; RBCs= Red blood cells; HGB= hemoglobin; MCV= mean corpuscular volume; 

MCH= mean corpuscular hemoglobin; MCHC= mean cellular hemoglobin concentration; PLT= 

Platelet; 
a,b,c,d

 p: values with different letters are significant when compared with each other (p<0.05). 

 

Table 2. The effect of STZ, BPA, and QUE singly and in combination on different hematologic 

variables (WBC, HCT, NEUT, LYMPH, MONO, and EO). 

Groups WBC 

(10^3/L) 

HCT  

(%) 

NEUT  

(%) 

LYMPH  

(%) 

MONO  

(%) 

EO  

(%) 

Control 7.9±1.3
a
 64.0±8.0

a
 18.2±2.9

b
 80.0±3.2

a
 0.98 ± 0.5

c
 0.35±0.1

b
 

Corn oil 8.9±0,5
a
 53.9±9.3

ab
 19.4±1.2

b
 80.7±5.4

a
 0.67 ± 0.4

c
 0.30±0.08

bc
 

STZ 6.3±1.6
b
 49.1±1.8

c
 19.2±2.4

b
 60.7±2.0

b
 1.13 ± 0.6

bc
 0.28±0.09

bcd
 

BPA 7.9±1.6
a
 51.2±2.8

ab
 19.5±1.8

b
 61.0±1.8

a 
0.63 ± 0.2

c
 0.21±0.07

cd
 

QUE 8.0±1.5
a
 53.0±4.6

ab
 20.4±1.5

b
 60.4±2.9

a
 0.63 ± 0.5

c
 0.31±0.07

bc
 

STZ+QUE 8.2±1.1
a
 56.7±3.4

b
 28.8±4.7

a
 61.3±3.2

a
 1.10 ± 0.6

bc
 0.35±0.05

b
 

BPA+QUE 7.5±1.0
ab

 50.0±2.8
ab

 21.7±5.0
b
 61.2±3.2

a
 1.01 ± 0.5

c
 0.18±0.11

d
 

STZ+BPA 6.1±1.3
b
 46.9±2.7

c
 14.8±0.5

c
 61.8±2.5

c
 2.20 ± 0.6

a
 0.18±0.07

d
 

STZ+BPA+QUE 7.4±0.6
ab

 53.0±5.7
ab

 20.7±3.2
b
 64.5±7.9

a
 1.60 ± 0.2

ab
 0.47±0.08

a
 

Data Mean ± SE; N = 8. Abbreviations: STZ= Streptozotocin; BPA= Bisphenol A; QUE= Quercetin; 

WBCs= White blood cells; NEUTs= Neutrophils; LYMPHs= Lymphocytes; MONOs= Monocytes; 
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Eosinophils= Eosinophils; 
a,b,c,d

p: values with different letters are significant when compared with 

each other (p<0.05). 

 

 

Figure 2. Effect of STZ, BPA, and QUE, singly and in combination, on different hematologic 

variables. Data are Mean ± SE; N = 8. Abbreviations: STZ= Streptozotocin; BPA= Bisphenol A; 

QUE= Quercetin; WBCs= White blood cells; NEUTs= Neutrophils; LYMPHs= Lymphocytes; 

MONOs= Monocytes; Eosinophils= Eosinophils; 
a,b,c,d

p: values with different letters are significant 

when compared with each other (p<0.05). 

 

4. DISCUSSION 

 

The expansion of industrial production and increasing environmental toxins have had negative 

effects on the health of humans and animals. BPA is found in the structure of cheap plastic and 

polycarbonate products that are frequently used today and is an endocrine-disrupting environmental 

toxin. This toxin is thought to have many negative effects on health. Therefore the current study 

focused on the administration of STZ, BPA, and QUE either singly or in combination. STZ-treated 

rats induced changes in hematologic parameters. The results of this study support previous findings 

suggesting that STZ induces proliferation and apoptosis, especially in beta-cells [12, 13]. The basic 

mechanism of STZ in the body is antibody formation. These antibodies lead to degeneration of 

pancreatic beta cells and impaired insulin secretion [14]. Pancreatic damage leads to decreased 

insulin release and increased glucose in the blood [15]. The increase in circulating blood sugar can 

trigger oxidative stress and lead to a decrease in RBC and HGB values [16]. STZ has been found to 

decrease RBC and HGB levels. Because STZ-induced hyperglycemia causes dysfunction in the bone 

marrow. Accordingly, decreased HGB production may result in anemia. Furthermore, oxidation of 

membrane proteins leads to lipid peroxidation. This leads to hemolysis and shortened lifespan of the 

RBC [17]. In this study, it was found that the STZ+BPA combination decreased RBC and HGB 
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levels, while QUE treatment significantly restored them. BPA is an endocrine disruptor with 

estrogenic properties [18]. In a study conducted in male rats, it was reported to decrease 

erythropoiesis [19]. Walaa et al. (2015) suggested that BPA decreased RBC and HGB levels and 

increased anemia [20]. However, QUE is a flavonoid with potent antioxidant activity scavenging 

reactive oxygen species. This property of QUE has been reported to reduce the risk of several 

chronic diseases [21]. In addition, the oxidative stress-reducing effect of QUE has been reported to 

have positive effects on hematologic parameters [22]. HCT is expressed as a percentage of whole 

blood volume in relation to RBC. Increased HCT can cause polycythemia or dehydration. Decreased 

HCT may be due to renal failure, inflammation, and anemia [23]. STZ and BPA administration 

decreased the HCT level and QUE restored it. The decrease in the HCT index as a result of exposure 

to toxic agents is attributed to impaired hemostasis in blood and plasma osmolarity due to anemia 

[14]. The present results, in agreement with the literature, showed that STZ and BPA interacted to 

decrease RBC, HGB and HCT, while QUE normalized these values.  STZ-treated rats exhibited a 

significant decrease in PLT levels. BPA administration did not produce a significant result on PLT 

levels. However, QUE treatment significantly increased PLT levels. Chronic diseases have been 

suggested to be markers for microvascular complications in diseases such as diabetes in which 

platelet indices are affected [24]. The decrease in STZ-administered rats indicates the effect of 

hyperglycemia as well as immune-induced suppression of hemopoiesis [22, 25, 26]. The low PLT 

level seen in STZ and BPA suggests that it may be due to a suppressed immune system. Although 

MCV, MCH, and MCHC levels were partially decreased in STZ and BPA groups compared to the 

control, it was not significant. However, the STZ+BPA+QUE combination was found to increase 

MPV levels compared to the other groups. These results are consistent with previous findings [20, 

27]. STZ and STZ+BPA administration caused decreases in WBC and LYMPH counts. This is 

consistent with studies showing that STZ and BPA administration decreased these values [8, 20]. 

Decreased WBC and LYMPH may be related to the inhibition of leukocytosis due to increased 

inflammation with weakening of the immune system [14]. QUE supplementation significantly 

increased WBC and LYMPH counts to near control values. QUE is pleiotropic and reduces glucose 

absorption, insulin secretory, and insulin-sensitizing activities in the intestines [28]. QUE probably 

achieved this effect by controlling STZ-induced hyperglycemia and oxidative stress. NEUTs, EOs, 

and MONOs are blood cells that help the body maintain its immune system in various chronic 

diseases and inflammation. Decreased numbers of NEUTs and EOs result in delayed wound healing 

and prolonged inflammation resulting in morbidity and mortality in chronic diseases such as diabetes 

[14].  NUETs have been associated with decreased production of reactive oxygen species, protein 

glycosylation, and hyperglycemia [14]. EO is a multifunctional leukocyte involved in bacterial and 

viral infections, allergic and parasitic infections [29]. MONOs are cells involved in the synthesis and 

release of proinflammatory and oxidant cytokines in the organism. These cells are thought to 

contribute to the formation of microvascular diseases [30, 31]. STZ+BPA-treated rats showed a 

significant decrease in the number of NEUTs and EOs. However, MONOs were significantly 

increased in STZ and STZ+BPA-treated rats, whereas QUE treatment was found to decrease MONO 

levels. This result is in agreement with the previous study [22]. Rats receiving QUE exhibited a 

significant increase in these immune cells by preventing oxidative stress, and protein glycosylation. 

This study is in agreement with studies reporting an immune modulatory and potent radical 

scavenging effect of QUE [32, 33]. Therefore, QUE may have strengthened the body's defense 

system by increasing the formation of immune system cells. 

 

5. CONCLUSION 
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This study focused on the possible changes in hematologic parameters of BPA, the most widely 

produced chemical in the world to which humans are constantly exposed, and the effect of QUE on 

these changes. STZ and BPA administration were found to decrease RBC, WBC, HGB, HCT, PLT, 

NEUT, LYMPH, and EO levels. However, QUE administration increased the decreased hematologic 

parameters. The findings show that STZ and BPA may interact synergistically and cause changes in 

hematological parameters. The negative impact of these toxic agents on hematological parameters 

can affect many physiological processes such as impairment of the body's defense system, anemia, 

decreased oxygen-carrying capacity of the blood, and coagulation factors. However, QUE possesses 

potent antioxidant activity, which may have contributed to its ability to restore STZ and BPA-

induced changes in hematologic parameters. In conclusion, co-administration of BPA with STZ 

negatively affects hematologic parameters. QUE exhibited therapeutic activity to correct these 

parameters. More detailed studies are needed to understand the effects of BPA exposure on human 

health and the pharmacological efficacy of QUE. 
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ABSTRACT 

 

As a fundamental case for problems of fluid mechanics, examination of flow separation and its 

reattachment is important for engineering applications. Considering the significance of the subject, 

backward-facing step flow has been modeled via Computational Fluid Dynamics (CFD) based on an 

experimental study previously done at Re = 5000. Steady simulations have been conducted by k-ε 

Renormalization Group (RNG) considering the same flow conditions of the reference study. Pressure 

distributions, streamwise and cross-stream velocity components, velocity magnitude values with 

streamline patterns and turbulence kinetic energy values have been presented by using contour 

graphics. Furthermore, the stations for pressure distributions, velocity profiles for streamwise 

components and turbulence kinetic energy values have been defined for evolution of related data. 

Lower pressure zone for the wake region of the backward-facing step has been attained due to flow 

separation. Separation of the upstream boundary layer has been seen and it became a curved one. 

Moreover, turbulence level of the step wake has been obtained as higher than those of any other 

points. Transition to core flow has been attained at y* = 1.1 that is above the step height. Flow 

oscillations have been observed for x* ≥ 2 and y* ≤ 1 since the fluctuations for these values were 

effective in the wake region. To sum up, the dimensionless reattachment length has been numerically 

obtained as 5.92 which is very good agreement with the experimental results at same Reynolds 

number. The deviation from the reference results is from 0.34 % to 1.33 %. 

 

Keywords: Backward-facing step, Flow separation, k-ε RNG, Reattachment length, Turbulence 

 

1. INTRODUCTION 

 

Flow separation and its reattachment is a fundamental phenomenon for fluid mechanics and heat 

transfer problems. These problems are considered as significant for modern engineering applications. 

Backward-facing step flow is one of the cases that flow separation and flow reattachment are 

noteworthy. These flow structures are influenced by geometric design, expansion ratio, flow 
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characteristics as well as thermal conditions [1-2]. This type of flow is frequently observed in the 

studies related to aerodynamics and hydrodynamics. For this reason, backward-facing step flow is 

encountered in aeronautical, civil, mechanical and naval engineering disciplines such as airfoils, 

buildings, heat exchangers, hydrofoils, spoilers [1]. What is more, the present case is related to turbine 

blades, combustor flame-holder and engine inlets [3]. Furthermore, it is possible to associate this 

subject to ecological, hydrological and also meteorological issues [4]. Several designs are also used to 

decrease the velocity of fluid flow [5]. A micro combustor has also been presented as a backward-

facing step [6-7]. Based on these usage examples, controlling shear flows is very important for 

industrial applications [8]. At the upstream of a backward-facing step, there is detached boundary 

layer. However, recirculation region including one or more vorticities occurred at the downstream due 

to the backward-facing step. Then, separated flow owing to this step reattaches at a point in the wake 

region [9].  

 

Over the decades, the present problem has been researched in the experimental, numerical and 

theoretical studies of open literature. In terms of experimental studies, Jovic and Driver [10] have 

examined the influence of Reynolds number on skin friction measurements for 5000 ≤ Re ≤ 37200. 

They have used Laser-Oil Flow Interferometry (LOI) method for backward-facing step flow. Kasagi 

and Matsunaga [11] have used particle tracking velocimeter for three-dimensional backward-facing 

step flow at Re = 5540. They have compared experimental results with the ones obtained via Direct 

Numerical Simulation (DNS) from open literature. Scarano et al. [12] have implemented a pattern 

recognition technique for flow past a backward-facing step. For Re = 5000, Digital Particle Image 

Velocimetry (DPIV) has been used. Wengle et al. [13] have examined backward-facing step flow by 

the wind tunnel experiments and compared these results with the numerical ones of DNS at Re = 

3000. Kostas et al. [14] have experimentally studied on backward-facing step flow by using Particle 

Image Velocimetry (PIV) at Re = 4660. Furuichi et al. [15] have measured velocity fields of separated 

shear layer and flow reattachment zone for a backward-facing step. They have used Laser Doppler 

Velocimetry (LDV) in terms of two-dimensional case at Re = 5000. It was concluded that large-scale 

fluctuations could be modeled via a model proposed by the authors. Same method has also been 

utilized by Nie and Armaly [16]. Three-dimensional backward-facing step flow has been investigated 

from Re = 100 to Re = 8000. The aim of their study is to capture the boundaries of reverse flow zones. 

Schram et al. [17] have done PIV experiments for flow over a backward-facing step at Re = 5100. 

Bouda et al. [18] have used Laser Doppler Anemometry (LDA) for turbulent jet flow past a backward-

facing step at Re = 7600. Experimental results have been compared with the numerical ones of RANS 

simulations. Wu et al. [19] have conducted experiments about backward-facing step flow via PIV at 

Re = 3450. They have examined the effect of smooth and rough surfaces on flow characteristics. 

Nadge and Govardhan [20] have experimentally investigated flow structure for the wake region of a 

backward-facing step via PIV. For different Reynolds numbers, the results have been presented. 

Yamada and Nakamura [21] have measured heat transfer and flow characteristics in the wake region 

of a backward-facing step from Re = 2500 to Re = 5200. 

 

When it comes to numerical studies about backward-facing step flow, Le et al. [22] have utilized DNS 

to examine turbulent flow of a backward-facing step at Re = 5100. Chiang et al. [23] have conducted 

numerical analyses for backward-facing step flow at 50 ≤ Re ≤ 2500. Avancha and Pletcher [24] have 

numerically studied on the same problem for Re = 5540. In a study including the case of heat transfer, 
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LES turbulence model has been implemented. Dejoan and Leschziner [25] have used LES turbulence 

model for the same case at Re = 3700. Aider and Danet [26] have performed numerical analyses by 

using LES model for flow over a backward-facing step at Re = 5100. Barri et al. [27] have 

numerically studied on flow past a backward-facing step. DNS has been used in their study for 

Reynolds number of 5600. El Khoury et al. [28] have utilized DNS to consider backward-facing step 

flow at Re = 5200. Jürgens and Kaltenbach [29] have employed LES turbulence model for backward-

facing step flow of Re = 3000. LES turbulence model has also been used by Kanchi et al. [30] for 

backward-facing step flow for varying Reynolds numbers from 5000 to 28000. Togun et al. [31] have 

numerically studied on backward-facing step flow for laminar and turbulent flow of heat transfer 

problem. In their study for turbulent flow, they have used k-ω Shear Stress Transport (SST) 

turbulence model. Amiri et al. [32] have presented a study with experimental and numerical parts for 

heat transfer of backward-facing step flow in terms of various Reynolds number values. Xu et al. [33] 

have established a numerical model for three-dimensional backward-facing step flow. Several 

Reynolds numbers have been considered for the case including heat transfer. 

 

The aim of the study is to examine the backward-facing step flow that is very important for 

engineering applications owing to flow separation and its reattachment. It is well known that flow 

behavior is affected by the change of channel height for flow direction. Therefore, this effect should 

be considered and investigated by using experimental and numerical techniques. Due to non-

availability of experimental facilities, numerical modeling with reliable methods is crucial. At the 

present Reynolds number for the present case, various turbulence models have been tested. As a 

result, k-ε Renormalization Group (RNG) turbulence model has been implemented for the numerical 

study since the numerical results have been validated with respect to the experimental outcomes of the 

literature. 

 

2. NUMERICAL METHOD 

 

Backward-facing step flow has been numerically investigated at Re = 5000. Turbulence models based 

on k-ε and k-ω methods have been compared. After the comparison of these models, k-ε RNG 

turbulence model has been used for numerical simulations conducted in ANSYS-Fluent 21. As a 

reference study, research presented by Furuichi et al. [15] has been considered and the numerical 

results have been compared and validated. 

 

2.1. Turbulence Model 

Continuity and momentum equations have been solved. In this process, Reynolds-Averaged Navier-

Stokes (RANS) equations are utilized. In case of incompressible flow conditions, aforementioned 

equations have been considered with Eqs. 1-2, respectively [34-35]: 

 
𝜕𝜌

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
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−
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Turbulent stresses have to be included for the solution process. Turbulence models are the methods 

providing these terms for the solution. As a k-ε based method, k-ε RNG turbulence model has been 

used in the present study. The difference between the k-ε RNG model and standard k-ε model is 

related to analytical derivation for the technique with the constants, the additional terms and the 

functions in the equations of transport as in Eqs. 3-4 [34].  

 
𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖
(𝜌𝑘𝑢𝑖) =

𝜕

𝜕𝑥𝑖
[𝜇𝑒𝑓𝑓𝛼𝑘

𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝑘 − 𝜌𝜀 + 𝑆𝑘           (3) 

 
𝜕

𝜕𝑡
(𝜌𝜀) +

𝜕

𝜕𝑥𝑖
(𝜌𝜀𝑢𝑖) =

𝜕

𝜕𝑥𝑖
[𝜇𝑒𝑓𝑓𝛼𝑘

𝜕𝜀

𝜕𝑥𝑗
] + 𝐶1𝜀𝐺𝑘

𝜀

𝑘
− 𝐶2𝜀𝜌

𝜀2

𝑘
− 𝑅𝜀 + 𝑆𝜀     (4) 

 

The RNG turbulence model could be considered as the refinement of its standard method. Moreover, 

it shows more sensitivity for the estimation of the effects of rapid strain and streamlines curvature 

compared to the properties of the standard model [34].   

 

2.2. Flow Domain 

Flow domain has been defined as three-dimensional with respect to a study experimentally done by 

Furuichi et al. [15]. Its dimensions are -12.5 ≤ x* = x/h ≤ 12.5 in streamwise direction and -6 ≤ z* = 

z/h ≤ 6 in spanwise direction. What is more, these are 0 ≤ y* = y/h ≤ 2 and 0 ≤ y* = y/h ≤ 3 for the 

upstream (-12.5 ≤ x* ≤ 0) and the downstream (0 ≤ x* ≤ 12.5) regions of the step height in cross-

stream direction, respectively. These dimensions are non-dimensional by considering the step height 

which is h = 0.02 m. Schematic view of the model has been given in Figure 1. 

 

 

Figure 1. Schematic view of the model. 

 

For the inlet, U∞ = 0.25 m/s has been defined as uniform velocity at Reynolds number of Reh = U∞ h / 

𝜈 = 5000 based on a step height. Kinematic viscosity of water is considered. Pressure outlet has been 

used as boundary condition to provide gauge pressure at the channel exit that is open to atmosphere. 

No-slip boundary condition has been applied for the channel walls. 

Numerical solution is performed via uniform or non-uniform grid elements covering the geometry of 

the problem [36-37]. Therefore, grid independence study is very crucial for the reliability of the 

numerical simulations. For the present study, the numbers of grid elements of 4 500 000, 6 000 000 

and 8 200 000 have been contrasted via reattachment length (xr* = xr/h) presented in the reference 
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study. After the flow separation from the backward-facing step, flow reattaches to the bottom surface 

of the duct downstream. The reattachment length is measured between the flow separation from the 

step and the reattachment point. When the value for wall shear stress (τ) is zero at any point, the 

difference between the origin and this point indicates the reattachment length. By the way, wall shear 

stress has also been given in non-dimensional form as τ* = τ / (ρ U∞
2
) where water density and 

uniform inlet velocity are used. As an example, the downstream results obtained by the k-ε RNG 

turbulence model have been presented in Figure 2. 

 

 

 

Figure 2. Grid independence test for wall shear stress at y* = z* = 0. 

 

The experimental result for the reattachment length has been obtained as xr* = 6 by Furuichi et al. 

[15]. For this reason, this value has been accepted as the reference value for grid independence test. 

The closest value to the experimental result has been attained as xr* = 5.92 by using the number of 

grid elements as 6 000 000 with respect to the results. The grid system has been presented in Figure 3. 

 

 

Figure 3. The grid structure on x-y plane. 

What is more, the residuals of all equations have been taken as 10
-6

 throughout the steady simulations. 

Moreover, the turbulence models based on k-ε and k-ω methods have been compared in terms of wall 

shear stress values. As an example, the results obtained via the number of grid elements as 6 000 000 

have been shown. In Figure 4, the comparison chart has been given for Standard k-ε, k-ε RNG, k-ε 

Realizable, Standard k-ω and k-ω SST turbulence models. 
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Figure 4. Wall shear stress for various turbulence models at y* = z* = 0. 

 

With respect to these results, the turbulence models based on k-ω are failed to capture the 

reattachment length when it is compared to the result of the reference study. Relatively, the turbulence 

models based on k-ε are more successful. Nonetheless, k-ε Realizable turbulence model is the third 

one among the investigated ones in case of reattachment length. As a result, the closest result to the 

reference value has been attained by using k-ε RNG turbulence model. 

 

2.3. Validation 

Hydrodynamic flow characteristics for a backward-facing step has been investigated via k-ε RNG 

turbulence model. The aspect ratio is obtained by the division of spanwise length to the step height as 

AR = 12 while the expansion ratio is given by the ratio of the duct height of downstream to the duct 

height of upstream as ER = 1.5 as in the reference experimental study. The flow domain has been 

established by considering the dimensions with those used by Furuichi et al. [15]. Dimensionless 

values for reattachment length have been given in Table 1. 

 

 

 

 

Table 1. Dimensionless reattachment length values at similar Reynolds numbers. 

 
Method Re AR ER xr

*
 

Scarano et al. [12] PIV 5000 10 1.2 5.9 

Furuichi et al. [15] LDV 5000 12 1.5 6 
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Aider and Danet [26] LES 5100 4 1.2 5.8 

Kang and Choi [38] LES 5100 4 1.2 6.2 

Present study k-ε RNG  5000 12 1.5 5.92 

 

The value has been obtained with percentage error of 1.33 % compared to the reference result given 

by Furuichi et al. [15]. Furthermore, the reattachment length of the present study has been attained by 

with percentage error of 0.34 % with respect to the value presented by Scarano et al. [12] in terms of 

same Reynolds number. In case of similar Reynolds number, the numerical result is also close to the 

values obtained by Aider and Danet [26] and Kang and Choi [38]. With respect to these results, the 

present result is in good agreement. 

 

3. RESULTS AND DISCUSSION 

 

Flow characteristics over a backward-facing step have been numerically examined via k-ε RNG 

turbulence model for Re = 5000. Numerical results including pressure distributions, streamwise and 

cross-stream velocity components, velocity magnitude values with streamline patterns and turbulence 

kinetic energy values have been given for planes at z* = 0, respectively. Moreover, the contour 

graphics for streamwise velocity components have been presented for planes in a row at 0 ≤ x* ≤ 7. 

Pressure values have been shown for eight stations in a row. The stations have been given for x* = 0, 

1, 2, 3, 4, 5, 6 and 7, respectively. Same stations have been used for the exhibitions of streamwise 

velocity components and turbulence kinetic energy values. 

 

Pressure distributions have been presented for -0.2 ≤ P* = P / (ρ U∞
2
) ≤ 0.0005 as depicted in Figure 5 

at z* = 0. Pressure values indicated decrement owing to effect of backward-facing step flow and the 

pressure drop was clearly observed for the downstream. Flow separation from the edge of the step has 

been obtained and pressure values have changed. Lower pressure zone for the wake region has been 

attained. Rotational flow structure has been seen as anticipated. Gradual pressure distributions have 

been provided for the channel as stated by Goktepeli et al. [39]. Due to flow recovery, increasing 

pressure values have been seen. This situation is effective after the flow reattachment point. Since the 

cross-sectional area of the duct increases, fluid velocity decreases and pressure value reversely 

increases as expected.  
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Figure 5. Pressure distributions along the channel. 

 

Streamwise velocity component values of -0.2 ≤ u* = u / U∞ ≤ 1.08 have been shown in Figure 6 for 

z* = 0. The peak value for this component has been attained around the channel axis. However, 

minimum value has been obtained in the wake region. Before the flow reattachment, negative values 

have been observed. Rotational flow structures have been observed with the negative velocity values 

as in the study done by Goktepeli et al. [40]. The upstream boundary layer has indicated separation 

from the edge and became a curved one as quasi-boundary. A large vorticity has occurred inside the 

aforementioned zone. Furthermore, a smaller one through the step depth has been spotted.  

 

 

 

 

 

Figure 6. Streamwise velocity components along the channel. 

 

Cross-stream velocity components have been given in Figure 7 for the range of -0.056 ≤ v* = v / U∞ ≤ 

0.056 as shown. The peak value has been attained in the wake region of the backward-facing step. 

Flow separation is responsible for this distribution. Nevertheless, minimum value of this component 

has been observed for 3 ≤ x* ≤ 7 and 0.5 ≤ y* ≤ 1.5. The size of the cluster with negative values is 

larger than that of the cluster with positive values. Approximately average values have been attained 

for the rest of the duct.   
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Figure 7. Cross-streamwise velocity components along the channel. 

 

Velocity magnitude values with streamline patterns have been presented for the plane at z* = 0 as in 

Figure 8. The vorticity for the wake in terms of x* < 5.92 has been seen. This vorticity has occurred 

because of separated flow. As expected, flow separation triggers a lower pressure region [41, 42]. A 

small vorticity has been observed in the wake region close to the bottom edge. It is called as a 

secondary eddy. 

 

 

 

Figure 8. Velocity magnitude values with streamline patterns along the channel. 

 

Turbulence kinetic energy values have been exhibited for 0.0016 ≤ TKE* = TKE / U∞
2
 ≤ 0.048 in 

Figure 9. Kinetic energy is defined for the mean flow conditions. When attaining kinetic energy of the 

turbulent flow structure, turbulence kinetic energy (TKE) is utilized as a term, and it depends on 

turbulence density of the flow field [39]. Minimum value has been affected via core flow around the 

duct axis. However, it is not clearly valid for maximum value. With influence of turbulence triggered 

by flow separation, the highest value has been obtained in the wake region. It is a deduction that 

turbulence level of the step wake is higher than those of any other points. 
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Figure 9. Turbulence kinetic energy values along the channel. 

 

Streamwise velocity components of -0.2 ≤ u* = u / U∞ ≤ 1.08 have also been indicated on the planes 

in a row for x* = 0, 1, 2, 3, 4, 5, 6 and 7 as in Figure 10. Maximum value has been attained around the 

channel axis. However, minimum value for this component has been attained in the wake region of the 

step. Negative values have been observed before the flow reattachment point at x* = 5.92 as seen. 

Rotational flows were effective as stated previously. The upstream boundary layer has separated from 

the surface and formed as a curved one via quasi-boundary. A large vorticity has occurred and a 

smaller one through the step depth has also been detected. Moreover, symmetrical flow patterns have 

been spotted with respect to the line crossing through z* = 0. 

 

 

 

Figure 10. Streamwise velocity components on various stations. 
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Pressure distributions along the x-axis have been given for y* = 1 and y* = 2 at z* = 0 as in Figure 11. 

For the upstream region of the backward-facing step, pressure drop has been obtained. The reason is 

that cross-sectional area is narrower. Depending on this case, velocity value for fluid flow is higher. 

However, pressure tends to increase for the downstream zone of the backward-facing step. Because 

there is an expansion for the cross-section. For this reason, velocity value is getting lower. On the 

other hand, pressure values have been increased. When the pressure difference between y* = 1 and y* 

= 2 is investigated, pressure values of y* = 1 are lower than those of y* = 2 for the first part of the 

downstream. However, it is vice versa for the second part of the downstream. This trend has been 

affected by interaction between flow separation and wake flow. 

 

 

Figure 11. Pressure distributions for different stations. 

 

Velocity profiles of streamwise components have been presented for 0 ≤ x* ≤ 7 at z* = 0 as in Figure 

12. Evolution of velocity profiles has been observed in a row in terms of the region covering flow 

separation and its reattachment inside the step wake. For the investigated part of the duct, streamwise 

velocity components are in the range of -0.2 ≤ u* ≤ 1.1 as seen. Rotational flows are indicated by 

negative values which are dominant for 1 ≤ x* ≤ 5 in the chart. Since there is not any element 

disrupting the flow at the upstream, all values are positive as expected. Same situation has also been 

detected for x* > 6 as flow reattachment is completed. In addition to the first reason, the effect of the 

wake region has also disappeared. Transition to core flow has been obtained at y* = 1.1 which is 

above the step height. In that point, same velocity value of u* = 0.75 has been provided. 
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Figure 12. Velocity profiles of streamwise components for different stations. 

 

Turbulence kinetic energy values have also been given for 0 ≤ x* ≤ 7 at z* = 0 as in Figure 13. As 

explained previously, kinetic energy is valid in case of average flow conditions. When obtaining 

kinetic energy of the turbulent flow field, turbulence kinetic energy (TKE) is the required terms based 

on turbulence density of the flow structure. Change of these values has been presented in a row and 

the zone for separated and reattached flow in the wake region has been defined. Turbulence kinetic 

energy values have been given for 0 ≤ TKE* ≤ 0.05 for the related section of the channel. Flow 

oscillations have been observed for x* ≥ 2 and y* ≤ 1 since the fluctuations for these values are 

effective in the wake region.  
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Figure 13. Turbulence kinetic energy values for different stations. 

 

There is difference between the values from neighbor points. It is the indicator that turbulence 

intensity is higher at any related points. As there is not any element disrupting the core flow, the 

fluctuations in these values are limited. 

 

4. CONCLUSIONS 

 

In the present study, backward-facing step flow has been modeled with respect to an experimental 

study done at Re = 5000. Steady simulations have been conducted regarding the same flow conditions 

of the reference study. Pressure distributions, streamwise and cross-stream velocity components, 

velocity magnitude values with streamline patterns and turbulence kinetic energy values have been 

presented by using contour graphics. Furthermore, the stations for pressure distributions, velocity 

profiles for streamwise components and turbulence kinetic energy values have been defined for 

evolution of related data. The obtained results could be outlined as followings: 

 

 The turbulence models of Standard k-ε, k-ε RNG, k-ε Realizable, Standard k-ω and k-ω SST 

have been tested. In terms of reattachment length, k-ε RNG turbulence model has been 

chosen and numerical solutions have been done. 

 Lower pressure zone for the wake region of the backward-facing step has been attained due 

to flow separation.  

 Separation of the upstream boundary layer has been seen and it became a curved one.  

 What is more, turbulence level of the step wake has been obtained as higher than those of any 

other points.  



 
 
 
 

 

 
 

 
Göktepeli, İ. and Atmaca, U.,  Journal of Scientific Reports-A, Number 54, 176-193, September 2023 

 

 
 

189 
 

 Transition to core flow has been attained at y* = 1.1 that is above the step height. 

 Flow oscillations have been observed for x* ≥ 2 and y* ≤ 1 since the fluctuations for these 

values are effective in the wake region. 

 The dimensionless reattachment length has been numerically obtained as 5.92 which is very 

good agreement with the experimental results at same Reynolds number. The deviation from 

the reference results is from 0.34 % to 1.33 % in terms of percentage errors.  

 

Since the backward-facing step flow including flow separation and its reattachment, it is very 

significant for engineering applications as airfoils, buildings, heat exchangers, hydrofoils, spoilers, 

turbine blades, combustor flame-holder and engine inlets, micro combustors. Flow behavior is 

influenced owing the change of channel height for flow direction. For this reason, the expansion effect 

should be considered and investigated via experimental and numerical methods. Considering the non-

availability of experimental facilities, numerical modeling with reliable methods is very important. 

Use and comparison of other turbulence models is recommended for future studies on the backward-

facing step flow. 
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ABSTRACT 

 

Accidents and loss of life can occur in surface mines due to large mass displacements (landslides). In 

order to prevent these irreversible situations, it is very important to identify displacements in advance 

or to take necessary measures by obtaining early warning signs. Within the scope of this study, 

satellite radar images (SAR, Synthetic Aperture Radar) obtained from the European Space Agency 

(ESA) Sentinel-1A satellite were used to reveal the traceability and monitoring sensitivity of 

deformations and possible mass displacements in the dump area of a mining operation. The results 

obtained from 2 Global Positioning Systems (GPS) installed in the field were compared with the 

results obtained from satellite radar data and their compatibility with each other was evaluated. When 

the horizontal/vertical velocity values obtained by decomposing the Sentinel-1A ascending and 

descending satellite line of sight (LOS, Line Of Sight) velocities were compared with the 

horizontal/vertical velocity values of GPS, the results were statistically equal. GPS-based vertical 

velocities were -131.5 mm/year at GPS1 and -20.7 mm/year at GPS2, while Sentinel-1A-based 

velocities were -94.5 mm/year at GPS1 and -7.8 mm/year at GPS2. While both GPS and satellite-

based vertical deformations show the same direction (in the form of subsidence), the deformation 

velocity values obtained from satellite radar data are lower than GPS results. Horizontal deformations 

obtained with satellite radar data could not be determined in the north/south direction due to satellite 

orbital motions, while they could be partially determined in the east/west direction. GPS-based 

east/west horizontal velocities were +2.8 mm/year in GPS1 and unsignificant velocity was found in 

GPS2. Satellite-based east/west horizontal velocity values were +6.8 mm/year at GPS1 and +8.4 

mm/year at GPS2. 

 

Keywords: GPS, InSAR, LOS, SBAS, Sentinel-1A, Surface mining   
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1. INTRODUCTION 

 

Today, deformation determination studies in open pit mines are generally carried out on a point basis 

and landslide risk is tried to be determined according to the general movements of these points. If the 

locations of the points are not within the deformation zones, it is assumed that there is no risk in the 

study area [1]. This situation prevents measures from being taken against possible landslides. 

Discontinuity and stress directions change due to the ongoing excavation works in mining operations. 

When determining deformation areas, not only certain areas but the entire working area and its 

surroundings should be considered as possible deformation areas. Therefore, deformation monitoring 

studies should be areal rather than point-based and should cover the entire study area. 

 

The two best methods for monitoring deformation on an areal basis are remote sensing and aerial 

photogrammetry. In recent years, the Interferometric Synthetic Aperture Radar (InSAR) method, 

which utilizes satellite data to determine surface deformations and movements over vast areas, has 

emerged as a prominent technique [2]. In this method, delays in the signals reflected and returned 

from the satellite are detected, enabling the generation of high-resolution images through signal 

processing. 

 

While point-based deformations can be monitored very effectively with GPS, deformations over large 

areas can be monitored using satellite radar data [3-5]. GPSs are capable of determining the three-

dimensional position of points with mm accuracy. While GPSs can be easily used to monitor slow 

landslides in small areas, monitoring large areas requires the tracking of a large number of points. On 

the other hand, the InSAR method is capable of reliably measuring daily or longer-term displacements 

in the earth's surface with mm accuracy, using satellite radar imagery to monitor deformations and 

tectonic movements over extensive areas [3,6-10]. These two methods have their respective 

advantages and disadvantages. The most important shortcomings of this system are the necessity to 

select an appropriate model to correct ionospheric errors in GPS measurements and the fact that data 

acquisition is limited to the point of installation [11]. When continuously monitoring a large number 

of points with GPS networks, high costs can be incurred [10]. However, the biggest advantage of GPS 

measurement is that it provides mm-accurate values for east/west, north/south, and up/down directions 

on a point-by-point basis [12]. On the other hand, the InSAR method offers significant advantages 

such as monitoring large areas, high temporal resolution, and all-weather monitoring [13]. 

Nevertheless, the main disadvantages of this method include limitations in deformation tracking due 

to satellite transit times [5], the impact of atmospheric effects on measurement results [13,14], and the 

inability to determine north/south direction deformations [5,8-10,15,16]. Considering these factors 

together, it is suggested that more accurate surface displacement estimates can be achieved by using 

GPS and InSAR methods together, providing results with both high temporal and spatial resolution 

[2,8]. Additionally, by utilizing both methods, the disadvantages associated with point-based tracking 

and satellite transit times are expected to be overcome. 

 

Within the scope of this study, satellite radar data (SAR, Synthetic Aperture Radar), and GPS data 

were utilized to detect horizontal and vertical deformations in a specific region at a mine site. 

Simultaneously with the provision of SAR data, 2 GPS units were installed in the field, and 

measurements were conducted. Horizontal and vertical deformation velocity values determined from 
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both SAR and GPS measurements were compared, revealing the similarities and differences between 

them. 

 

2. MATERIAL AND METHODOLOGY 

 

The horizontal and vertical deformation rates determined from Sentinel-1A satellite SAR data, 

considering the date of installation of the GPSs, were determined by taking into account the nearest 

Distributed Scatterer (DS) value at the points where the GPSs were installed. These results were then 

compared with the horizontal and vertical deformation velocityes obtained from the GPSs. 

 

2.1. Study Area  

The studied area is the Kalburçayırı coal open-pit area where the coal needs of the Kangal Thermal 

Power Plant are met (Figure 1). The operation site is located within the borders of the Kangal district 

of Sivas province, Turkey. Kalburçayırı, situated in the southern part of the district center and 

approximately 30 km away from the district, features coal deposits of 7 m thickness in two seams. The 

cover on the upper vein measures 42 m in thickness, while an intermediate cover of 20 m separates the 

two veins. The coal is accompanied by limestone, clayey limestone, and marl as side rocks. The area 

comprises small hills, presenting a high plateau appearance. Due to erosions, the south of the area is 

more hilly than the north [17]. 

 

 

Figure 1. Studied area. 

2.2. Methodology And Data Set 

In line with the workflow plan given in Figure 2, the studies outlined below were carried out. 
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 Installation of 2 GPS units in the field to compare whether satellite radar imagery-based studies 

produce reliable results. 

 Providing satellite radar images in descending and ascending orbit from Sentinel-1A satellite of 

the European Space Agency (ESA). 

 Determination of horizontal and vertical deformation velocities by decomposing method from 

deformation velocities in the satellite line-of-sight (LOS) direction obtained from SAR data,  

 Comparison of horizontal and vertical deformation velocity values determined from Sentinel-1A 

satellite radar data with horizontal and vertical deformation velocity values estimated from GPS 

results. 

 

Figure 2. Work flow plan. 

 

Within the scope of the study, 19 SAR data of the Sentinel 1A (IW, Interferometric Wide Swath 

Mode) satellite in descending (10) and ascending (9) orbits were used, taking into account the data 

acquisition date of the GPS installed in Kangal Kalburçayırı field (June 01, 2022 - October 31, 2022). 

The satellite image data set used is given in Table 1. 

 

Table 1. Time range and image numbers of the satellite radar data. 

Sentinel-1A 

 Image ID Date Frame Product Modes 

A
sc

en
d

in
g

 1 20220715 116 IW 

2 20220727 116 IW 

3 20220808 116 IW 

4 20220820 116 IW 

5 20220901 116 IW 

6 20220913 116 IW 
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7 20220925 116 IW 

8 20221007 116 IW 

9 20221019 116 IW 

D
es

ce
n

d
in

g
 

1 20220709 21 IW 

2 20220721 21 IW 

3 20220802 21 IW 

4 20220814 21 IW 

5 20220826 21 IW 

6 20220907 21 IW 

7 20220919 21 IW 

8 20221001 21 IW 

9 20221013 21 IW 

10 20221025 21 IW 

 

2.3. SAR Calculations 

For the Sentinel-1A satellite, 9 ascending orbital radar images from July 15, 2022, to October 19, 

2022, and 10 descending orbital radar images from July 9, 2022, to October 25, 2022, are used as 

datasets in Table 1. The deformation velocity values in the LOS direction were determined by 

GMTSAR [18,19], StaMPS/MTI (Stanford Method for Persistent Scatterers) [20] programs, and 

SBAS technique, and the interferogram pairs are shown in Figure 3. GMTSAR is an open-source 

InSAR processing system based on Generic Mapping Tools (GMT). 

 

 

Figure 3. Spatial and temporal distribution of the Sentinel-1A image relative to SBAS (Green lines 

indicate interferogram pairs). a)116 track numbers ascending. b) 21 track numbers descending. 

 

The MineSAR program was used for the determination and detailed evaluation of the horizontal and 

vertical deformation velocities of the DS points around the GPS locations using the decomposing 

method. MineSAR software supported by the Small and Medium Enterprises Development 

Organization of Turkey (KOSGEB) within the scope of the R & D, Innovation and Industrial 

Application Support Program was developped by Geomine R&D Software Company. With MineSAR 
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software, a limited region can be encircled from the entire deformation area and the DSs at that 

location can be seen. 

 

LOS deformation velocities are converted to horizontal and vertical directions using the following 

equations in MineSAR software. Surface deformations are expressed as V=(VE, VN, VUP)𝑇 
in three 

dimensions in the east, north, and up directions. The transformation of the surface displacement vector 

to the 𝑉𝐿𝑂𝑆 satellite line of sight is written as in Eq. 1. In Eq. 1, 𝑉𝐿𝑂𝑆, 𝑠, and 𝑉 are the LOS 

displacement, satellite unit vector, and three-dimensional surface displacement vectors, respectively. 

Eq. 2 shows the satellite unit vector in detail. For ascending and descending transitions, 𝑎ℎ  in Eq. 2 is 

the angle of heading, and 𝜃 is the angle of incidence [3,21,22]. In the last stage, the LOS displacement 

values of the descending and ascending satellites were converted into east and up components using 

Eq. 3 [23]. 

 

V𝐿𝑂𝑆=𝑠𝑇.V             (1) 

 

𝑠=(−𝑐𝑜𝑠h𝑠𝑖𝑛  𝑠𝑖𝑛h 𝑠𝑖𝑛  𝑐𝑜𝑠)𝑇          (2) 

 

(
−cos(𝛼𝐴𝑆𝐶 ) sin(𝛼𝐴𝑆𝐶 ) 𝑐𝑜𝑠(𝛿𝐴𝑆𝐶)

−cos(𝛼𝐷𝑆𝐶) sin(𝛼𝐷𝑆𝐶) 𝑐𝑜𝑠(𝛿𝐷𝑆𝐶)
) (

𝑉𝑈𝑃

𝑉𝐸𝑊
) = (

𝑉𝐿𝑂𝑆,𝐴𝑆𝐶

𝑉𝐿𝑂𝑆,𝐷𝑆𝐶
)        (3) 

 

In Eq. 3, for ascending and descending satellites, 𝛼𝐴𝑆𝐶 , 𝛼𝐷𝑆𝐶 denotes the angles of heading, and 𝛿𝐴𝑆𝐶 , 

𝑐𝑜𝑠(𝛿𝐷𝑆𝐶) denotes the angles of incidence (Figure 4). 𝑉𝑈𝑃 is the velocity for the up component, 𝑉𝐸𝑊 is 

the velocity for the east component, 𝑉𝐿𝑂𝑆,𝐴𝑆𝐶  is the velocity in the ascending satellite LOS direction, 

𝑉𝐿𝑂𝑆,𝐷𝑆𝐶  is the velocity in the descending satellite LOS direction. Vertical and horizontal deformation 

velocity maps are given in Figures 5 and 6. 

 

From the LOS data, vertical up/down and east/west horizontal displacements can be detected, while 

north/south horizontal displacements cannot be detected due to the satellite's orbit motion. [2,9,15,16]. 
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Figure 4. Schematic overview of the imaging geometry of a satellite in ascending and descending 

orbits [24]. 

 

 

Figure 5. Spatial distribution maps of vertical deformation velocities. 
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Figure 6. Spatial distribution maps of horizontal deformation velocities. 

 

In order to compare the horizontal/vertical deformation velocities determined from Sentinel-1A 

satellite radar data with the horizontal/vertical deformation velocities obtained from GPS1 and GPS2 

data, the DS points closest to the point where GPS1 and GPS2 were installed were considered (Figure 

7). 
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Figure 7. DS point nearest to GPS point. a) vertical deformation. b) horizontal deformation. 

 

Velocity values of DS points in horizontal and vertical directions were calculated according to Eq. 3. 

The standard deviation values of the DS points in horizontal and vertical directions were obtained by 

applying the error propagation rule to Eq. 3 (Table 2). The reason for choosing one DS point closest to 

the GPS points is that the error propagation rule can only be applied to the first measurements when 

calculating the standard deviation values of the DS points. Since the error propagation rule is applied 

to the first measurement values, the closest DS point is chosen instead of the average of the DSs 

around the GPS point. 

 

As a result of the decomposition process according to Eq. 3, the velocity values of the up and east 

components were estimated, while the standard deviation values were obtained using the "Error 

propagation rule." It is inevitable that inaccuracies in the measurements will result in inaccuracies in 

the calculated magnitudes. The process of determining the effects of errors in the measurements on the 

functions calculated from these measurements is carried out according to the Error Propagation Rule. 

We assume that the measurements L1, L2, and L3, with known variances and covariances, have x and 

y functions (Eq. 4 and 5) as follows, 

 

𝑥 = 𝑔(𝐿1,𝐿2,𝐿3)             (4) 
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𝑦 = ℎ(𝐿1,𝐿2,𝐿3)             (5) 

 

The effect of errors in the measurements on the x, y functions can be determined by taking the 

differential of these functions with respect to the measurements (Eq. 6 and 7). The error propagation 

rule applies only to the first measurements [25]. 

 

𝑑𝑥 =
𝜕𝑔

𝜕𝐿1
𝑑𝐿1 +

𝜕𝑔

𝜕𝐿2
𝑑𝐿2 +

𝜕𝑔

𝜕𝐿3
𝑑𝐿3                     (6) 

 

𝑑𝑦 =
𝜕ℎ

𝜕𝐿1
𝑑𝐿1 +

𝜕ℎ

𝜕𝐿2
𝑑𝐿2 +

𝜕ℎ

𝜕𝐿3
𝑑𝐿3           (7) 

 

Table 2.  The amount of horizontal/vertical deformation at the DS point nearest to GPS1 and GPS2 

  
GPS1 point 

(mm/year) 
std 

GPS2 point 

(mm/year) 
std 

Vertical deformation  -94.5 18.1 -7.8 5.4 

Horizontal deformation  6.8 17.0 8.4 5.2 

 

Considering the DSs at the closest distance to the GPS points, the vertical deformation rate at the 

GPS1 location was -94.5 mm/year and the horizontal deformation rate was +6.8 mm/year, while the 

vertical deformation rate at the GPS2 location was -7.8 mm/year and the horizontal deformation rate 

was +8.4 mm/year. 

 

2.4. GPS Calculations 

In order to compare the horizontal and vertical deformation velocity values obtained from SAR data, 2 

"Z-MAX THALES" brand GPS devices were installed within the boundaries shown in Figure 8 in the 

area we call the deformation area. GPS devices have been continuously powered by solar panels and 

batteries. The deformation area has been tracked with GPS devices for approximately 4 months. 
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Figure 8. GPS's installed in the field. 

 

GPS1 and GPS2 devices were installed in the field on June 01, 2022. The measurement results were 

evaluated on the website of the Geodetic Research Center of Canada [26], and the horizontal and 

vertical positions of the GPSs on the earth's surface were determined. Horizontal and vertical 

deformation velocity values were estimated from the time series (Figure 9) produced with the help of 

these data. There were interruptions in the time series given in Figure 9, due to a lack of data. This is 

due to the low data storage capacity of the device in question. However, as seen in Figure 9, this lack 

of data did not affect the general trend. 
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Figure 9. Time series for GPS1 and GPS2 points. 
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The velocity values obtained from the time series of GPS1 and GPS2 were analyzed using a t-test                  

(at α = 0.05 confidence interval, t-test value; 1.9796 for GPS1 and 1.9876 for GPS2). Significant 

velocity values were determined and the obtained numerical quantities are presented in Table 3. 

 

Table 3.  GPS horizontal/vertical deformation estimated velocity values. 

 GPS1 GPS2 

 V 

(mm/year) 

SVStd t-test 

 

Decision V 

(mm/year) 

SVStd t-test 

 

Decision 

North 15.6 1.05 14.83 significant 7.0 0.93 7.60 significant 

East 2.8 0.95 2.89 significant 1.3 0.91 1.42 unsignificant 

Up -131.5 3.27 40.28 significant -20.7 3.64 5.70 significant 

 

 Vertical deformations in the form of collapse were determined as -131.5 mm/year at GPS1 and -

20.7 mm/year at GPS2. 

 For the horizontal deformations in the east/west direction, the velocity value was +2.8 mm/year at 

the GPS1 point, while unsignificant velocity value was found at the GPS2 point. 

 The horizontal deformation values in the north/south direction were +15.6 mm/year at GPS1 and 

+7.0 mm/year at GPS2. 

 

Based on the t-test results, the velocities in the directions of North, East, and Up at GPS1, and North 

and Up at GPS2 were found to be significant. However, the velocity value in the east/west direction at 

GPS2 was found to be unsignificant. 

 

3. DISCUSSIONS 

 

Horizontal/vertical velocity values were determined by decomposing Sentinel-1A data. F-test and t-

test analyses were performed to determine whether the horizontal/vertical velocity values of Sentinel-

1A and GPSs can be considered equal. Firstly, the equality of variances was checked with the F-test, 

and accordingly, the variance of the difference to be used in the t-test was calculated. The results 

obtained are presented in Table 4. 

 

Table 4.  GPS and Sentinel-1A horizontal/vertical deformation velocity comparison. 

Vertical deformation 

 

ID 

GPS   

(mm/year) 

Sentinel-1A   

(mm/year) 

Velocity 

difference 
F test 

GPS1 F limit :2.086 

GPS2 F limit :3.282 

t-test 

GPS1 t limit :2.364 

GPS2 t limit :2.322 

 n V std n V std Vd F test Decision t-test Decision 

GPS1 124 -131.5 3.27 9 -94.5 18.1 -37 2.22 not equal 2.01 Equal 

GPS2 89 -20.7 3.64 9 -7.8 5.4 -12.9 4.49 not equal 1.98 Equal 

Horizontal deformation 

 
 

GPS   
(mm/year) 

Sentinel-1A   
(mm/year) 

Velocity 
difference 

F test 

GPS1 F limit :2.086 

GPS2 F limit :2.117 

t-test 

GPS1 t limit :2.365 

GPS2 t limit :2.364 

 n V std n V std Vd F test Decision t-test Decision 

GPS1 124 2.8 0.95 9 6.8 17.0 4.0 23.24 not equal 0.23 Equal 
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GPS2 89 1.3 0.91 9 8.4 5.2 7.1 3.30 not equal 1.34 Equal 

*n: Number of measures; V: LOS velocity (mm/year); std: Standard deviation  

 

As a result of the comparisons made by considering the horizontal/vertical velocity values given in 

Table 4. the following findings were made. 

 

Although the variances of the satellite and GPS-based velocities obtained at GPS1 and GPS2 points 

for vertical and horizontal deformations were not equal, the velocity values were found to be equal 

according to the statistical analysis results. Therefore, the velocities obtained can be considered equal. 

 

GPS-based vertical velocities were -131.5 mm/year at GPS1 and -20.7 mm/year at GPS2, while 

Sentinel-1A-based velocities were -94.5 mm/year at GPS1 and -7.8 mm/year at GPS2. While GPS and 

satellite-based vertical deformations show the same direction (in the form of subsidence), the 

deformation velocity values obtained from satellite radar data are lower at both GPS1 and GPS2 

points compared to GPS results. Similar results were observed in studies [9]. It is stated that the 

horizontal/vertical velocity values obtained from satellite radar images are lower than the velocity 

values obtained with GPS. This study also presents similar findings. The difference in deformation 

velocity magnitudes is believed to be due to the fact that Distributed Scatterers (DS) could not be 

found at the exact GPS points, and therefore, the deformation velocity value at the DS point closest to 

the GPS point was taken into account. However, the use of fewer data and larger standard deviations 

when estimating velocity values from SAR data compared to GPS (Table 4) is considered to be an 

important factor in the different results. The number of data for velocity estimation is 124 for GPS1, 

89 for GPS2, and only 9 for Sentinel-1A. Moreover, while the standard deviation values for GPS are 

around 3.5 mm/year, the standard deviation of SAR data reaches up to 18 mm/year. 

 

Horizontal deformations obtained with satellite radar data could not be determined in the north/south 

direction due to satellite orbital motions, while they could be partially determined in the east/west 

direction. These values were determined as +2.8 mm/year at the GPS1 point, and unsignificant 

velocity was found at the GPS2 point. Additionally, the horizontal deformation values in the east/west 

direction were +6.8 mm/year at the GPS1 point and +8.4 mm/year at the GPS2 point. 

 

Although north/south deformation velocities of +15.6 mm/year at GPS1 and +7.0 mm/year at GPS2 

were determined based on GPS, these velocities/movements could not be detected with satellite-based 

data. In studies on the subject, it is stated that approximately 7% to 11% of the deformations in the 

north/south direction can be determined by the decomposition method from satellite radar data [2,9]. 

In light of this information and considering the small of number values, the reason for not obtaining a 

satellite-based north/south directional result can also be explained. This situation is confirmed in the 

literature. 

 

According to these determinations; since the horizontal/vertical deformation velocity values obtained 

from GPS and Sentinel-1A data are statistically equal according to the t-test, the results are 

compatible. The deformation directions determined from both GPS and SAR data are the same. In this 

study, vertical and horizontal deformations obtained using GPS and satellite radar data gave similar 

results to previous studies [2,3,9,27-29]. 
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4. CONCLUSIONS AND RECOMMENDATIONS 

 

In this study, the dump site of a coal mine was selected as the study area. Horizontal and vertical 

deformation velocities in the area were determined using data from the Sentinel-1A satellite over a 

specific time interval. To validate and compare the satellite radar data, GPS devices were installed at 2 

points within the deformation area, and deformations were measured over approximately 4 months. 

The horizontal and vertical deformations determined by both SAR images and GPS data were 

compared and the results are given below. 

 

The directions of horizontal and vertical deformations determined from GPS and Sentinel-1A data are 

consistent. Velocity values are consistent according to the t-test. Although the vertical and horizontal 

deformation velocities obtained by the decomposition method based on Sentinel-1A are lower than the 

GPS-based velocities, they generally show the same direction (in the form of collapse). These results 

are consistent with the literature. 

 

Although a north/south directional movement was determined based on GPS, these 

velocities/movements could not be detected with satellite-based data. In studies on the subject, it is 

stated that approximately 10% of the north/south deformations can be determined using satellite radar 

data. Considering that the numbers are very small, it is an expected result that a satellite-based 

north/south deformation could not be obtained. This situation also supports the observation in the 

previous point. 

 

Satellite-based velocity values were found to be lower than GPS-based velocity values. This is 

thought to be due to the use of fewer data and larger standard deviations when estimating velocity 

values from SAR data compared to GPS. On the other hand, despite the differences in magnitudes, the 

deformation directions obtained from GPS data and the directions obtained from SAR data were 

found to be the same. 

 

When the above-mentioned points are evaluated as a whole, it is useful to consider the following 

recommendations and suggestions. 

 

In satellite radar-based deformation monitoring, a significant problem is that deformation detection 

times are limited to the acquisition dates of satellite imagery. Deformations that occur between 

satellite passes cannot be monitored until the next acquisition. The most crucial advantage of GPS 

over satellite-based techniques is its capability to determine horizontal deformations in the north/south 

direction. However, since GPS allows only point-based assessments, monitoring large areas by 

establishing GPS networks can be costly and workforce. 

 

The comparison of GPS and Sentinel-1A velocity values was statistically equal. The velocity 

magnitudes determined by the InSAR/SBAS technique were lower than those determined by GPS. 

Nevertheless, the InSAR/SBAS technique provided consistent results in terms of deformation 

directions and continuity. The study's results suggest that the InSAR/SBAS technique can be 

effectively used to monitor deformations in mining areas with sufficient sensitivity for early warning 

purposes. 
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With the combination of the InSAR technique and GPS systems, it is thought that the deformations 

can be monitored more effectively by overcoming the problems caused by the waiting times caused by 

the satellite transit time. Especially with the GPS units to be installed in the deformation zones 

determined from the satellite data, the tracking process can be improved significantly.  

 

This approach can enable real-time and continuous deformation monitoring, especially at mine sites, 

which can lead to a more comprehensive understanding of ground motions at mine sites. Since the 

method requires minimum field application, it will stand out as an approach that takes occupational 

health and safety into account at the highest level. 
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ABSTRACT 

 

Al 7075 alloy is a material with high mechanical properties and limited plastic formability at room 

temperature. In some special applications, it may need to be obtained by casting. In this study, it is 

aimed to increase the strength of the Al 7075 alloy by solidification which has a wide range of 

applications in sectors such as automotive, aircraft and space defense industry, under mechanical 

vibration applied at different frequencies after casting. Microstructure examination, compression test 

and hardness measurement tests are conducted to determine the changes in the mechanical properties 

of Al 7075 alloy in different frequencies by after solidification under mechanical vibration. Maximum 

hardness value is obtained at 30 Hz frequency in mechanical vibrations applied at frequencies between 

10-50 Hz. This hardness value is lower than the hardness values that can be obtained by precipitation 

hardening, but considerably higher than the material without heat treatment. 

 

Keywords: Al 7075, Mechanical Vibration, Solidification. 

 

1. INTRODUCTION 

 

Vibration treatment is a common additional approach to materials during metal solidification, aimed at 

improving their macrostructure and microstructure, consequently enhancing their mechanical 

properties. Most studies on this subject explain the effects of the vibration process and its relation to 

the cavitation phenomenon. [1, 2]. 

 

Among aluminium alloys, Al 7075 is the most preferred material due to its high strength value. If an 

even higher strength value is desired, precipitation hardening can be employed. However, the 

application of this process is limited due to several factors: the high cost associated with precipitation 

hardening, the requirement for large furnaces when dealing with sizable components, and the 

formation of different thermal gradients at different cross-section thicknesses in complex shaped parts. 

For Al 7075 work pieces to be produced with casting process, if a slight strength increase from the 
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current strength is desired, grain size reduction, which is another strength increasing method, can be 

applied. Strength value increase can be achieved in the material by applying the solidification method 

under vibration (mechanical or ultrasonic vibrations), which can be applied for grain reduction, at 

different frequencies.  

 

The technique of solidifying metallic materials under mechanical vibration is discovered by Sokoloff. 

Compared to other techniques, this technique is used more because of its convenience and cheapness. 

Campbell [3], stated that grain refinement occurs in castings due to the application of vibration during 

casting, thus improving the mechanical properties, so that the production of high-strength structural 

materials is mainly based on the development of a product in which the grain size is as small as 

possible. He also observed that, the corrosion resistance of the alloys improved along with their 

mechanical properties. Guo et al. [4] observed that during solidification, the energy resulting from the 

excess heat and latent heat of the molten alloy is mainly absorbed by the die and that the mechanical 

vibration is indirectly given back to the molten alloy by vibrating the die. On the other hand, 

Southgate concluded in their study that eutectic formations are promoted, resulting in a 10% increase 

in tensile stress. Freedman and Wallace have found in their study that small grains with coarse 

eutectic components are formed. Also, as reported by Pillai, the same components have reduced in 

grain size under vibration treatment and become coarser only when modified with 0.05 wt% Na to the 

alloy [5]. Jiang et al. [6] used vibration in A356 aluminium alloy. They determined that, the 

mechanical properties of A356 aluminium alloy obtained from conventional casting decreased 

continuously with the increase of the wall thickness, and the mechanical properties and density of 

A356 aluminium alloy obtained by mechanical vibration are greatly increased. They also observed 

that, the tensile strength, yield strength, elongation and hardness of the sample with a wall thickness of 

40 mm are 35%, 42%, 63% and 29% higher, respectively, than the sample obtained from conventional 

casting under T6 condition. Fisher used the vibration process on LM6 alloy (Al- 12.3%Si) and as a 

result, he reported the reduction of secondary dendrites and grain size on LM6 alloy. Along with this 

study, Burbure also reported a reduction in grain size for thick and short needle-shaped Al 12% Si as 

the vibration amplitude is increased. According to the report, the tensile stress decreased due to the 

coarsening of the silicon. However, no effect on ductility is observed [5]. Al-Ethari et al. [7] 

investigated the effect of mechanical and thermo mechanical treatment on the microstructure, grain 

size, porosity and hardness of Al-Zn-Mg alloy.  As a result, they observed a 45% decrease in the grain 

size of the samples cast using mold vibration and hot forming. Additionally, the heat-treated and hot-

shaped samples exhibited a 57% reduction in grain size.  Along with these, they found that the 

porosity of these samples is decreased by 58% and 98%, respectively, while their hardness is 

increased by 11% and 81%, respectively. 

 

In Al-Si alloys, when low-frequency vibration is applied depending on the effect of frequency, 

modification is observed in the alloy, and it has been determined that the porosities are more involved 

in low vibration than in high vibration. Kocatepe and Burdett applied vibration to two types of LM6 

alloys. In the results, they found that the grain size of the unmodified alloy was reduced by 52% due 

to vibration (while the modified alloy exhibited 76% grain purification/refinement). As a consequence 

of the vibration treatment, the eutectic silicon in each alloy became coarser. Additionally, they 

observed that the coarsening of silicon increases as both the vibration amplitude and frequency 

increase [5, 8]. 
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By examining the studies given above, it can be said that, the application of vibration has led to both 

the eutectic composition of aluminium and the microstructural change of its dendritic structure. 

 

Vibration can improve ordered structures when the amplitude is wide enough. As a result, severe 

radial segregation is lost, as is the case with samples that solidify under microgravity conditions [9]. 

Deshpande's study also concluded that the grains in Al-Si alloy are tighter, denser and more uniform 

throughout the casting as a result of mechanical mold vibration [10]. Mehda et al. [11] studied the 

effect of mechanical vibration on Al4.5Cu (LM11) alloy during permanent die casting. They found 

that increasing mold vibration amplitude raises casting density due to improved fluidity from α-Al 

dendrite fragmentation and spherical structure formation. They also investigated the formation of α-Al 

dendrites during solidification prevents the molten metal from flowing easily into the mold, 

consequently causing shrinkage porosity. Additionally, their findings revealed that while gas porosity 

is observed in castings produced in fixed molds, there is no evidence of gas porosity in castings 

produced by mold vibration. This suggests that mechanical vibration is effective in degassing the 

melt. Vorozhtsov et al. [12] suggested that vibration has no effect when applied above the liquidus 

temperature, which is related to the duration of mechanical vibration. It may even be the source of 

unwanted gas retention events, so vibration should be initiated at the very beginning of solidification 

and terminated by full metal solidification. 

 

In this work, apart from the studies in the literature, the microstructure variation and its effect on 

mechanical properties of the Al 7075 alloy solidified under mechanical vibration applied at different 

frequencies are investigated. 

 

2. EXPERIMENTS AND EVALUATION 

 

At the first stage of the study, samples are placed in a specially designed vibrating mold (Figure 1) 

with an average weight of 20 g (± 2 g). Then, based on the relation Tm = T + 0.2T [13], the samples 

are melted in the furnace at 735 °C for about an hour, and after that, they are taken to the mechanical 

vibration mechanism (Figure 2) together with the mold. The dimensions of the molds containing the 

samples solidified by vibration are ∅15x50 mm. 
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Figure 1. Mechanical vibration molds. 

 

 

Figure 2. Solidification test setup under mechanical vibration. 

 

A total of 27 samples are manufactured at frequencies between 10 and 50 Hz (10, 15, 20, 25, 30, 35, 

40, 45, 50 Hz), adjusted in the mechanical vibration mechanism, with the same cooling criteria at each 

frequency. The vibration applied to the samples taken from the furnace continued until the 

solidification of the material is achieved.  

 

Among the samples examined after the process, especially those that are solidified between 30 – 50 

Hz, macro-sized porosities and slag are formed on the upper parts of the samples. For this reason, the 

samples are cut by using cooling liquid in an abrasive cutting machine by taking very few areas from 
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the lower part and the upper part. As a result, samples with a diameter of ∅15 and a height of 

approximately 30 mm are obtained. 

Samples are etched with Keller's reagent for metallographic examination. After etching, 

microstructure photos of the samples are taken at 5X, 10X, 20X, 50X magnifications, and grain sizes 

are measured. 

 

The hardness of the samples prepared for Brinell Hardness method is measured using a ball diameter 

of Ø2.5 mm and a load of 67.5 kgf. Compression test is carried out to determine the mechanical 

properties of AL 7075 materials such as compressive yield strength, compressive strength, 

compressive elasticity modulus and strain under static loading conditions. Compression test is carried 

out by applying 10 mm compression distance to the samples. 

 

3. RESULTS 

  

3.1. Microstructure Observations 

The microstructure photos at different magnification ratios taken from the surfaces of each etched 

sample after metallographic preparations are shown in Figure 3. 
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40 Hz 

    

45 Hz 

    

50 Hz 

    

Figure 3. Microstructure photos of samples at different magnification ratios. 

 

Upon optical microscope examinations following the application of mechanical vibrations, it is 

determined that grain shrinkage did not occur uniformly across all grains forming the structure. 

Instead, small-sized grains are observed to form in random locations. 

 

As seen in Figure 4, obtained through optical microscope measurements, the grain size decreases with 

increasing vibration frequency, consistent with findings in the literature. With these results, it can be 

said that it is possible to obtain fine grained structures in solidification with high frequency ultrasonic 

vibration. 

 

 

Figure 4. Grain size measurements. 
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3.2. Hardness Measurement 

In the examined studies in the literature, it is stated that the hardness values of the lower parts close to 

the vibration source are higher than the upper parts in the samples solidified under vibration. Hardness 

measurements (HB) are made on both the upper and lower parts of the 30 mm long samples obtained 

from this point of view. The obtained hardness values are given in Figure 5. 

 

 

Figure 5. Brinell hardness values of upper and lower parts of samples between 10-50 Hz. 

 

In the hardness measurements made, the hardness values taken from the lower part of the sample 

increases up to 30 Hz. After 30 Hz, a decrease is observed, and at 50 Hz, an increase is detected again. 

In general, the hardness values taken from the upper side of all samples are partially lower than the 

hardness values taken from the lower side. However, as can be seen in Figure 5, the mechanical 

vibration applied at a frequency of 30 Hz reached the maximum hardness value (119 HB) in both the 

upper and lower parts of the sample. This shows that 30 Hz frequency value can be determined as a 

critical value in solidification under mechanical vibration for Al 7075 alloy. 

 

3.3. Compression Tests 

Compression tests are applied to the samples, which are solidified by mechanical vibration at all 

frequencies and applied precipitation hardening, with a feed rate of 3 mm/min and a maximum 

compression distance of 10 mm.  Stress - % Strain graphs obtained as a result of the tests are given in 

Figure 6, and Stress - % Strain values according to mechanical vibration frequencies are given in 

Table 1. 
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Figure 6. Stress - % Strain graph of samples according to mechanical vibration frequencies. 

 

Table 1. Stress-% Strain values according to mechanical vibration frequencies. 

Sample σmax (N/mm
2
) % εmax 

10 Hz 528,4 7,28 

15 Hz 540,1 6,40 

20 Hz 554,1 7,01 

25 Hz 549,0 6,85 

30 Hz 483,3 4,90 

35 Hz 468,3 5,13 

40 Hz 516,1 6,68 

45 Hz 517,4 6,45 

50 Hz 498,3 5,70 
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Figure 7. Stress - mechanical vibration graph. 

 

 

Figure 8. Mechanical vibration - % strain graph. 

 

When the graphs obtained as a result of the compression tests and the maximum compressive strength 

and maximum strain amounts obtained from the graphs are examined (Figure 7), a homogeneous 

stress increase is detected in the samples applied with 10 – 15 – 20 Hz vibration. However, a 

relationship could not be determined between the stress values obtained at higher frequencies (25-50 

Hz). Although the lowest compressive stress values are obtained in the samples manufactured at 30 

Hz and 35 Hz, where the highest hardness value is measured, it is noteworthy that their strain values 
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are also the lowest (Figure 8). As it is known, the strength of the materials increases as the 

deformation capacity decreases. To investigate this difference at 30 Hz and 35 Hz, the samples are cut 

vertically and examined for any cracks or porosities in the internal structure. As a result of visual 

inspection and penatrant fluid application, no capillary cracks are detected, but it is determined that 

there are significant number of porosities in the sample as seen in Figure 9.  

 

These determined porosities explain the inconsistency of the data obtained in the compression test 

plots. 

 

 

Figure 9. The porosities in the samples. 

 

4. CONCLUSION 

 

At the results of the experiments, we observed that, by applying mechanical vibration to Al 7075 alloy 

at different frequencies during the solidification, partially smaller sized grains are obtained in the 

microstructure, and it is determined that the hardness values of the samples increased. It has also been 

determined that the frequency of 30 Hz among the different frequencies applied in the current 

experimental setup provides the best hardness value for the Al 7075 material. It has been proven by 

many studies in the literature that solidification under vibration has a grain size reducing effect on the 

material microstructure. As it is commonly known, reducing the grain size of a material leads to an 

enhancement in both its strength and hardness. However, findings of this study reveal an interesting 

insight. While the grain size is observed to decrease with an increase in vibration frequency, it is noted 

that the change in hardness isn't directly proportional to the grain size change. Considering this, the 

solidification of Al 7075 alloy under vibration might trigger various material changes beyond grain 

size, such as precipitate and phase formation. These anomalies will be subjects of investigation in 

forthcoming studies by authors. 

 

The increase in the hardness values of the samples obtained as a result of the mechanical vibration 

applied during solidification is lower than the hardness values obtained by the precipitation hardening 
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process. However, if a product made from Al 7075 material is intended to be obtained through casting 

and will be used in an application area where an increase in strength value isn't necessary, 

solidification under mechanical vibration will be more advantageous in terms of both cost and time 

compared to precipitation hardening. 

 

On another side of view, the compression test results of the samples are not as favorable as anticipated 

due to the porosities formed in the casting materials as a consequence of the applied mechanical 

vibrations. In this study, there is a potential to eliminate material porosities by implementing 

appropriate conditions for applying mechanical vibrations in an open atmosphere. These conditions 

include applying mechanical vibrations to the material under vacuum or pressure and designing 

mechanisms capable of vibrating within the furnace before material solidification is achieved. 

Furthermore, with the implementation of these conditions, a rise in compressive strength equivalent to 

the increase in hardness values can be attained. 
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ABSTRACT 

 

Examination of the energy situation is essential, especially for countries that are dependent on foreign 

Energy terms of Energy. Energy consumption, which increases indirectly with population and 

technology, needs to be evaluated in the short, medium, and long term. Energy projections are one of 

the most critical issues in the development planning of states. In this study, the population and energy 

status of the Kütahya province of Turkey were examined in detail, and the population and Energy 

projections were evaluated. While reviewing the population projection, predictions have been 

prepared depending on the population changes of the last five years, the last ten years, the last 15 

years, and the previous 20 years, together with the projection prepared by the Turkish Statistical 

Institute. While preparing the electrical energy consumption projection of Kütahya province, 

evaluations were made according to three different scenarios prepared by the Ministry of Energy and 

Natural Resources of the Republic of Turkey. Accordingly, the electricity consumption of Kütahya 

province in 2039; has been determined as 2.71 billion kWh according to the 1st scenario, 2.96 billion 

kWh according to the 2nd scenario, and 3.27 billion kWh according to the 3rd scenario. 

 

Keywords: Energy, population, electricity projection 

 

1. INTRODUCTION 

 

Energy consumption and short- and long-term energy projections are essential considerations for 

governments' investment and savings plans. This study examined the energy status of Kütahya 

province of Turkey and evaluated energy consumption projections. 

 

According to the International Atomic Energy Agency, world electrical energy consumption will 

reach 104 EJ (28,889 TWh) in 2030, 127 EJ (35,278 TWh) in 2040, and 152.7 EJ (42,417 TWh) in 

2050 [1]. In addition, the Ministry of Energy and Natural Resources of the Republic of Turkey has 

predicted Turkey's electrical energy consumption as 370 TWh for 2025 and 591 TWh for 2040 [2]. 
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Şişman et al. modeled Turkey's energy consumption using Artificial Neural Networks. The model 

created was developed for 1975-2016, and the electricity consumption for Turkey until the end of 

2023 was accurately estimated with the model created [3]. Kan et al., while modeling electricity 

demand, also referred to techno-economic criteria. Seasonal and daily variations were considered 

while designing the demand model [4]. Wu et al. developed a new model for electricity demand 

forecasting. The developed model has been evaluated for simulating and predicting the electricity 

consumption of the Hubei region of China in a specific time period. It has been stated that the model 

has high performance [5]. Belançon evaluated Brazil's electricity needs in 2030 under four different 

scenarios. To determine the electricity need, Brazil's 20-year electricity load curves were examined 

[6]. Cekinir et al. evaluated Turkey's 2050 energy projection under four different scenarios. Turkey's 

electricity production values for the year 2050 are modeled with Artificial Neural Networks. In 

addition, it has been evaluated how much the production from Turkey's domestic resources should 

increase to meet the consumption in 2050 [7]. Zhang et al. evaluated the electricity consumption for 

the Jiangsu region of China, considering socioeconomic criteria. For the electricity consumption 

estimation, the period 2018-2100 has been evaluated [8]. Soummane and Ghersi have developed a 

model to determine Saudi Arabia's electricity needs by 2030. Considering the cost and efficiency 

criteria, modeling was applied under various scenarios [9]. Da Silva et al. have developed a 

methodology for the estimation of electricity consumption in an industrial sector. The developed 

method was evaluated to estimate the electricity consumption of the Brazilian paper industry until 

2050 [10]. Perez-Garcia and Moral-Carcedo developed a methodology for long-term forecasting of 

electricity demand. The developed methodology was applied to Spain [11]. Roberts et al. have 

developed a model for the United States that predicts hourly electricity demand based on thermal 

conditions [12]. 

 

Kütahya is a province in the Aegean Region of Turkey, with 13 districts, including the central district 

[13]. The representation of Kütahya on the map of Turkey is given in Figure 1 [14]. The district 

borders of Kütahya province and the annual total solar radiation are shown in Figure 2 [14]. 
 

 

Figure 1. Location of Kütahya province in Turkey [14]. 
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Figure 2. Kütahya district borders and annual solar radiation [14]. 

 

For district centers of Kütahya province, General information such as latitude, longitude, altitude, 

average daily solar radiation, average daily sunshine duration, and annual average temperature are 

given in Table 1 [15]–[17]. 

 

Table 1. General information of Kütahya districts [15]–[17]. 
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2. POPULATION AND ENERGY OUTLOOK OF KÜTAHYA 

 

As of the end of 2020, the total population of Kütahya is 576 688. [18]. The population view of 

Kütahya by years is given in Figure 3 [18]. While the people of Kütahya was approximately    593 

thousand in 2000, it decreased to 564 thousand in 2011. 

 

 

Figure 3. Kütahya population by years [18]. 

 

The population growth rate of Kütahya by years is shown in Figure 4 [18]. In the given date range, the 

highest increase in the population of Kütahya was realized in 2009 – 2010 with 3.2%. The highest 

population decline occurred in 2010 – 2011, with 4.5%. 
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Figure 4. Kütahya population growth rate by years [18]. 

 

As of the end of March 2022, the licensed electrical Energy installed power in Kütahya is 1067.82 

MW, and the unlicensed electrical energy installed power is 118.93 MW [19]. The unlicensed 

installed power consists of 2.61 MW of biomass and 116.32 MW of solar Energy. The development of 

unlicensed installed capacity by years is given in Figure 5 [19]. While unlicensed solar installed power 

was 1 MW in January 2016, this value increased to 116.32 MW by the end of March 2022. 

 

 

Figure 5. Kütahya unlicensed electrical energy installed capacity [19]. 
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The licensed electricity generation of Kütahya province was 384 million kWh in March 2022. 

Licensed electricity production of Kütahya by years is shown in Figure 6 [19]. The highest generation 

was realized in February 2018 with 633.6 million kWh in the given date range. 

 

 

Figure 6. Kütahya licensed electricity generation [19]. 

 

Unlicensed electricity generation in Kütahya province was realized as 15.1 million kWh in March 

2022. The unlicensed electricity production of Kütahya by years is shown in Figure 7 [19]. The 

highest generation was realized in July 2020 with 26.4 million kWh in the given date range. 

 

 

Figure 7. Kütahya unlicensed electricity generation [19]. 
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The total electricity generation (licensed and unlicensed) of Kütahya province was realized as 399.1 

million kWh in March 2022 [19]. The graph of total electrical energy production of Kütahya province 

by years is given in Figure 8. 

 

 

Figure 8. Total electrical energy production of Kütahya province [19]. 

 

The number of electricity consumers in the province of Kütahya is 421,762 as of the end of March 

2022 [19]. The change in the number of electricity consumers in Kütahya province by years is given 

in Figure 9. 

 

 

Figure 9. The number of electricity consumers in the province of Kütahya [19]. 
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Electricity consumption in Kütahya province was 169.2 million kWh in March 2022. [19]. The 

electricity consumption of Kütahya province by year is given in Figure 10. The lowest electricity 

consumption in the given date range was 107.7 million kWh in February 2016, and the highest was 

171.4 million kWh in December 2021. 

 

 

Figure 10. Electricity consumption in Kütahya [19]. 

 

The electricity consumption graph of Kütahya province according to sectors is given in Figure 11 

[19]. When the electricity consumption graph of Kütahya province is analyzed, it is seen that the 

highest share in consumption belongs to the Industry sector, followed by Residential and Commercial 

consumption. 
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Figure 11. Electricity consumption according to sectors [19]. 

 

The average electricity consumption rates of Kütahya province in the given date range are shared in 

Figure 12. In the averages within the given date range, the highest share belongs to the Industry sector 

with 58%. The percentage of lighting is 3%, the share of residences is 19.2%, the share of agricultural 

irrigation is 0.5%, and the share of commercial enterprises is 19.3%. 

 

 

Figure 12. Average electricity consumption rates of Kütahya [19]. 

 

The graph of the ratio of total electricity generation (licensed and unlicensed) to consumption of 

Kütahya is shown in Figure 13. [19]. Except for the January 2020 – May 2020 date range, it is seen 
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that the electricity production of Kütahya province is higher than the electricity consumption. The 

average electricity generation to consumption ratio in the given date range is 328.8%. The main 

reason why production values are so high compared to consumption values is the thermal power 

plants located in the province of Kütahya. 

 

 

Figure 13. The ratio of total electricity generation to consumption of Kütahya [19]. 

 

The ratio of unlicensed solar power generation to total consumption in Kütahya is shown in Figure 14. 

[19]. Unlicensed solar power generation in July 2020 corresponds to 19.7% of total consumption. The 

average ratio of unlicensed solar energy generation to consumption in the given date range is 8%. 

 

 

Figure 14. the ratio of unlicensed solar power generation to total consumption in Kütahya [19]. 
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3. KÜTAHYA POPULATION AND ENERGY PROJECTIONS 
 

Population projections by provinces from the end of 2017 to 2025 were shared by the Turkish 

Statistical Institute [20]. The population projection for the province of Kütahya until 2025 is shown in 

Figure 15. According to this projection, the population of Kütahya province in 2023 is estimated to be 

577 125, and in 2025 the population of Kütahya province is expected to be 576 830.  

 

 

Figure 15. Kütahya province population projection prepared by TUIK [20]. 

 

One of the methods used to calculate population projections is the exponential increase method. This 

method can be calculated by the formula [21]; 

 
.

0

r tP P xe
                                                                                                                                          (1) 

 

In this formula, P represents the projective population, P0 represents the initial population, r represents 

the population growth rate, and t represents the time. Using the exponential increase method, the 

population projection of Kütahya province until 2025 was created. While creating the population 

projection, Population growth rates of the last five years, the last ten years, the last 15 years, and the 

last 20 years are used. The projection obtained is shared in Figure 16. 

 

According to this graph, the population of Kütahya province in 2025; It reaches 576,830 in the TUIK 

projection, 588,750 in the calculation made according to the population growth rate of the last five 

years, 572,617 in the calculation made according to the population growth rate of the last ten years, 

576,152 in the calculation made according to the population growth rate of the last 15 years, and 

575,220 in the calculation made according to the population growth rate of the last 20 years. 
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Figure 16. Population projection of Kütahya [20]. 

 

Three different scenarios have been prepared by the Ministry of Energy and Natural Resources of the 

Republic of Turkey for Turkey's 20-year electrical energy projection. [22]. These are the Low 

Scenario (Scenario 1), Reference Scenario (Scenario 2), and High Scenario (Scenario 3). These 

scenarios are adapted to the electrical energy consumption of Kütahya province and are shared in 

Figure 17. 

 

 

Figure 17. Electric energy consumption projection of Kütahya province [22]. 
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According to these prepared scenarios, the electrical energy consumption of Kütahya province in 

2039; 

 

According to scenario 1, 2.71 billion kWh (70% more than 2020), 

 

According to scenario 2, 2.96 billion kWh (86% more than 2020) 

 

According to scenario 3, it will be 3.27 billion kWh (105% more than 2020). 
 
4. ASSESSMENTS 

 

Energy efficiency, reducing foreign dependency on Energy by utilizing domestic resources, and 

increasing the rate of utilization of renewable energy resources are critical issues in terms of the 

development plans of states. In terms of the evaluation and planning of energy resources, energy 

projections need to be evaluated. 

 

In this study, the population and energy status of the Kütahya province of Turkey were examined in 

detail, and the population and Energy projections were evaluated. While examining the population 

projection, projections have been prepared depending on the population changes of the last five years, 

the last ten years, the last 15 years, and the last 20 years, together with the projection prepared by the 

Turkish Statistical Institute. While preparing the electrical energy consumption projection of Kütahya 

province, evaluations were made according to three different scenarios prepared by the Ministry of 

Energy and Natural Resources of the Republic of Turkey. Accordingly, the electricity consumption of 

Kütahya province in 2039; has been determined as 2.71 billion kWh according to the 1st scenario, 

2.96 billion kWh according to the 2nd scenario, and 3.27 billion kWh according to the 3rd scenario. 

 

ACKNOWLEDGMENT 

 

There is no conflict of interest with any person/institution in the paper. 

 

 

REFERENCES 

 

[1] International Atomic Energy Agency. (2019). Energy, electricity and nuclear power estimates for 

the period up to 2050, reference data series no. 1.  

 

[2] Republic of Turkey Ministry of Energy and Natural Resources. (2022). Republic of Turkey 

Ministry of Energy and Natural Resources – electricity. 

 

[3] Şişman, N., Sofuoğlu, M. A., Aras, N. and Aras, H. (2022). Modelling of Turkey’s energy 

consumption using artificial neural networks. Advanced Engineering Forum, 44 (1), 73-86. 

 



 
  
 
 

 

 
 
 

Yolcan, O. O. and Köse, R., Journal of Scientific Reports-A, Number 54, 224-238, September 2023 
 

 
 

237 
 

[4] Kan, X., Reichenberg, L. and Hedenus, F. (2021). The impacts of the electricity demand pattern 

on electricity system cost and the electricity supply mix: A comprehensive modeling analysis for 

Europe. Energy, 235 (1), 121239. 

 

[5] Wu, W. Z., Pang, H., Zheng, C., Xie, W. and Liu, C. (2021). Predictive analysis of quarterly 

electricity consumption via a novel seasonal fractional nonhomogeneous discrete grey model: a 

case of Hubei in China. Energy, vol. 229 (1), 120714. 

 

[6] Belançon, M. P. (2021). Brazil electricity needs in 2030: trends and challenges. Renewable 

Energy Focus,  36 (1), 89–95. 

 

[7] Cekinir, S., Ozgener, O. and Ozgener, L. (2022). Türkiye’s energy projection for 2050. 

Renewable Energy Focus, 43 (1), 93–116. 

 

[8] Zhang, M., Cheng, C. H. and Ma, H. Y. (2020). Projection of residential and commercial 

electricity consumption under SSPs in Jiangsu province, China. Advances in Climate Change 

Research, 11 (2), 131–140. 

 

[9] Soummane, S. and Ghersi, F. (2022). Projecting Saudi sectoral electricity demand in 2030 using 

a computable general equilibrium model. Energy Strategy Reviews, 39 (1), 100787. 

 

[10] da Silva, F. L. C., Cyrino Oliveira, F. L. and Souza, R. C. (2019). A bottom-up bayesian 

extension for long term electricity consumption forecasting. Energy, 167 (1), 198–210. 

 

[11] Pérez-García J, Moral-Carcedo J (2016) Analysis and long term forecasting of electricity 

demand trough a decomposition model: A case study for Spain. Energy 97:127–143. 

 

[12] Roberts, M. J., Zhang, S., Yuan, E., Jones, J., and Fripp, M. (2022). Using temperature 

sensitivity to estimate shiftable electricity demand. iScience 25 (9), 104940. 

 

[13] Republic of Türkiye Kutahya Governorship. (2021). Information about Kütahya. 

 

[14] Ozgur, M. A. and Köse, G. (2013). A technoeconomic analysis of solar photovoltaic power 

systems: Kütahya case study. Energy Sources, Part A: Recovery, Utilization and Environmental 

Effects, 35 (1), 42–57. 

 

[15] Ministry of Energy and Natural Resources of the Republic of Turkey. (2020). Solar Energy 

Potential Atlas. 

 

[16] European Commission. (2017). JRC photovoltaic geographical information system (PVGIS). 

 

[17] Climate-data.org. (2021). İklim: Türkiye. 

 

[18] Turkish Statistical Institute. (2021). Population results based on address. 



 
  
 
 

 

 
 
 

Yolcan, O. O. and Köse, R., Journal of Scientific Reports-A, Number 54, 224-238, September 2023 
 

 
 

238 
 

[19] Republic of Türkiye Energy Market Regulatory Authority EPDK. (2021). Electricity market 

monthly sector reports. 

 

[20] Turkish Statistical Institute. (2021). Türkiye population and demography. 

 

[21] Suddhendu, B. (1988). Stochastic Processes in Demography and Applications, John Wiley & 

Sons. 

 

[22] Republic of Türkiye Energy Market Regulatory Authority EPDK. (2021). General Directorate of 

Energy Affairs reports. 



 
 
 
 
 
 

RESEARCH ARTICLE 

239 
 

 

VALORIZATION OF TURKISH COFFEE WASTE AS A BIODIESEL FEEDSTOCK  

 

Ayşe Hilal ULUKARDEŞLER
1*

 
 

1* Bursa Uludag University, Vocational School of Technical Sciences, Bursa, ulukardesler@uludag.edu.tr,                         

ORCID: 0000-0001-6563-5785 

 

 

 
Receive Date: 12.06.2023                              Accepted Date: 04.09.2023 

 

 

 

ABSTRACT 

 

Increasing industrialization and population increase demand to fossil fuels. Fossil fuels are limited all 

over the world. This causes the supply of these fuels to deplete and at the same time increase 

greenhouse gas emissions. Biodiesel is a good alternative to fossil fuels. Researchers are looking for 

products with high oil content as a feedstock for biodiesel production. Since the average oil content of 

coffee is 15% by weight and the annual coffee consumption in the world is approximately 1.5-2 

million tons, it is possible to contribute to the economy by producing biodiesel from the waste coffee 

oil. Turkish coffee is a special coffee due to its preparation and cooking methods and has an important 

place in Turkish culture. Its consumption between the other coffee types is above 80% in Turkey, so it 

should be evaluated differently. In this study, the oil amount of Turkish coffee waste was investigated 

and it was discussed as a raw material for biodiesel. 16.8% wt. oil was obtained as a result of soxhlet 

extraction of Turkish coffee waste. This study suggests 8.44 million L of biodiesel production from 

Turkish coffee waste annually.  

 

Keywords: Biodiesel, Coffee, Turkish Coffee, Turkish Coffee Waste, Renewable Energy 

 

1. INTRODUCTION 

 

Energy consumption which is mainly based on fossil fuels increases in parallel with the rapidly 

increasing population around the world. According to the World Energy Statistics the share of fossil 

fuels in the global energy supply in 2020 is 78% [1,2]. In Turkey it was determined that fossil fuels 

had the highest share among the total energy supply sources with a share of 87% and 13% share was 

created by renewable energy sources. In Turkey, main energy sources in power generation are as 

follows: coal 37%, natural gas 30%, hydroelectric 19.7%, wind 6.5%, solar 2.6%, geothermal 2.4%, 

and renewable waste 1.2% in 2018 [3]. Since the dependence on fossil resources in energy continues 

in the global arena, the tendency to renewable energy is on the rise. Today the policies adopted by the 

countries for energy saving are seen as an extremely critical area in ensuring energy supply security, 

reducing foreign dependency, protecting the environment and combating climate change. In particular, 

the Paris Climate Agreement was accepted as a milestone in the fight against climate change, and in 

this direction, the European Union Renewable Energy Directive was updated in 2018. According to 
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this directive, it is aimed to increase the share of renewable energy sources to 32% and to reduce 

greenhouse gas emissions by 40% until 2030 [4].  

 

Biodiesel is an alternative fuel produced from renewable resources such as animal and vegetable oils 

and can be used in diesel engines. It is a sustainable, environmentally friendly, non-toxic alternative 

fuel. Global biodiesel production is estimated to reach 23 billion liters by 2025. Biodiesel can also 

reduce CO2 emissions by 50% which is a valuable incentive given the role of the transport sector in 

increasing greenhouse gases [5-7].  

 

Population growth, urbanization and industrialization led to an increase in the amount of production 

and consumption on one hand, and on the other hand, it caused an increase in the amount of waste 

generated. With this increase, there have been many discussions about managing the wastes. Although 

the removal of wastes from the living area was considered sufficient at first, requirement and finding 

of new areas for the removal of wastes due to the increasing amount became a big problem. The 

constant search for new areas for waste and the existence of reusable materials in the resulting solid 

wastes have caused a radical change in the understanding of waste management. With this change, the 

management of solid waste, which has a large share in the total amount of waste produced, has also 

come to the fore, and it has been determined that solid wastes are not items to be disposed of but 

inputs that can be used in other activities [8-11]. Many environmental and financial benefits can be 

achieved by recycling wastes. Considering this situation, large amounts of waste cooking oil, used 

coffee grounds, food wastes and used tea wastes may be recycled which supplied from restaurants, 

cafes etc. Converting huge amounts of waste into energy and value-added products is one of the 

effective ways to solve the problems of many countries that struggle to cope with these wastes 

generated every day [12,13]. 

 

Coffee is the most popular and most consumed beverage in the world. It is the second product with the 

highest trade volume in the world after oil [14]. Approximately 1.6 billion cups of coffee are 

consumed every day and this large industry produces a large amount of waste with spent coffee 

grounds. Recycling such wastes into fuels and products through biorefineries is a promising way to 

solve the waste problem. Coffee waste or spent coffee grounds are among the hopeful raw materials 

for biodiesel production. It is a high quality raw material with an average oil content of 15% by 

weight, similar to soybean and palm oil, which are among the first generation raw materials [7,12,15-

17]. Different roasting and extraction processes of coffee bring about remarkable biological 

differences in its structure. Turkish coffee is a blend of moderately roasted and finely ground high 

quality Arabian-type coffee beans that originating from Brazil and Central America. The way of its 

making distinguishes Turkish coffee from others. Since new preparation technique was invented by 

the Turks, it was called Turkish coffee and boiled in copper pots. Unlike the filter coffee, it is 

extremely finely ground, is prepared by slowly boiling the coffee in water. Turkish coffee is an 

important part of Turkish culture and is known as one of the traditional drinks. Under this name, it 

spread to the world and became a part of the cultural and social history and lifestyle of the Turks. It 

has been determined that Turkish coffee contains biologically active components and caffeine at a 

higher rate than other coffee types and preparations [18-21]. 
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In this current study, the potential use of the Turkish coffee waste in biodiesel production was 

investigated. Although there are many studies about the spent coffee grounds in the production of 

biodiesel, Turkish coffee waste is not found. Since Turkish coffee plays major role in coffee industry 

in Turkey, it should be evaluated separately. This work is especially about the Turkish coffee waste 

and as a case study for Turkey. 

 
2. COFFEE CONSUMPTION IN WORLD AND TURKEY 

 

2.1. World 

Coffee is the second product with the largest trade share after oil and has a serious consumer base in 

the world [14]. Coffee first began to grow on Arabica coffee trees in the Kaffa region in Ethiopia. 

Although there are various shapes and flavors of coffee beans in the world, there are mainly two 

groups called Robusta and Arabica. World consumption of Robusta coffee bean is 25 percent, while 

Arabica coffee bean is around 75 percent. Generally, Arabica coffee is considered superior to robusta 

due to its delicate aroma, highly acidic nature, and wine like taste [22]. Its acidity is also higher than 

Robusta. Robusta coffee beans, on the other hand, have stronger aromas and intense flavors compared 

to Arabica. Robusta beans have a more intense aroma than Arabica beans. At the same time, the 

caffeine content is twice as high as Arabian. Both varieties have high volatile organic contents. 

Processing different coffees at different stages causes diversity in spent coffee grounds [8].  

 

The latest data showed that more than 9.98 million tons (166.34 million 60 kg bags) of coffee 

products were consumed between 2020 and 2021 worldwide. According to the International Coffee 

Organization (ICO), Europe (33%), Asia and Oceania (22%), and North America (19%) are the main 

coffee consumers. United States (26.98 million 60 kg bags) and Brazil (22.4 million 60 kg bags) are 

the main consumers of coffee [23]. Figure 1 shows the consumption of coffee values for the years 

2020-2021. 

 

 

Figure 1. The consumption of coffee in world [23]. 

 

2.2. Turkey 

Turkish coffee culture started in 1517 and soon after, coffee houses were opened where people came 

together and drank coffee. In the 17th century, the popularity of Turkish coffee spread to different 
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countries. Coffee is not just a consumption item in Turkish cuisine and culture. It has been an 

effective element of national identity that reflects the history, culture, traditions and cuisine and it 

differs from modern coffees with its preparation, drinking, presentation and special equipment 

applied. For Turkish coffee, the highest quality Arabica coffee beans are selected and used. After 

grounding the beans in a coffee mill and getting the thinnest possible form, coffee is cooked as 

Turkish coffee by the method prepared in a small boiling pot with a narrow top developed by the 

Turks [24,25]. Although traditionally "Arabica" type beans are used, different beans can also be used, 

provided that they are of very high quality. Finely ground Turkish coffee is prepared with water by 

boiling the coffee slowly. Roasting degree is between the important factors in the taste of Turkish 

coffee. In order to achieve the characteristic flavor and fine texture of Turkish coffee, the coffee beans 

must be kept moist after roasting and not be completely dried [20,21]. Turkish coffee is the only type 

of coffee served with its grounds. It would be unfair to say that the difference of Turkish coffee from 

other coffees due to its many characteristics is only due to its cooking. Turkish coffee is a value that 

was included in the Intangible Cultural Heritage List of Humanity by UNESCO in 2013 due to its 

many features such as the history it gives to the place where it is drunk, being based on a rich cultural 

foundation, and its place in social life [26,27]. Figure 2 shows the filter coffee and Turkish coffee.       

     

 

 Figure 2.  (a) Filter coffee.   (b) Turkish coffee. 

 

Turkey is one of the most exciting markets in the world. Turkish coffee itself has a long and deep-

rooted tradition. Since 2010, consumption has grown at a steady 15% year-on-year. Coffee 

consumption in Turkey in 2020/2021 was approximately 106 million kg and is increasing every year 

which means 1.2 kg of coffee per person per year [23]. In Turkey, Turkish coffee accounts for 40% of 

outdoor beverage preference whereas this value is around 65% at homes [28]. Table 1 shows the 

coffee consumption values for last four years for the importing countries. Turkey has the maximum 

change between these countries.  

 

Table 1. Coffee consumption* of importing countries [23]. 

Countries 2017/18 2018/19 2019/20 2020/21 Change (%) 

Turkey 1376 1740 1711 1754 8.4 
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Russian Federation 4324 4691 4631 4681 2.7 

Algeria 1911 2150 2110 2131 3.7 

Republic of Korea 2371 2476 2471 2513 2.0 

Switzerland 1013 1079 1060 1074 2.0 

Australia 1854 1961 1939 1962 1.9 

Canada 3829 4020 3929 4011 1.6 

USA 26112 27759 26651 26982 1.1 

Saudi Arabia 1275 1266 1241 1253 -0.6 

Japan 7750 7561 7355 7386 -1.6 

* In thousand 60 kg bags 

 

3. VALORIZATION AND POTENTIAL OF COFFEE WASTE  

 

3.1. Filter Coffee 

Coffee is one of the most common global beverages, with approximately 10 million tons consumed 

annually and it produces more than 99% of coffee waste as a by-product after brewing. If not properly 

managed, high coffee waste production rates cause adverse environmental impacts. Waste coffee 

grounds have attracted a lot of attention in recent years due to its components such as fiber, amino 

acids, polyphenols, and saturated fatty acids. The recovery of these organic compounds could be very 

beneficial. Approximately 650 kg of waste coffee grounds formed from 1 ton of coffee, and this value 

is about 6 million tons yearly [14,29,30]. According to Brand et al. (2000), only 6% by weight of 

harvested fresh coffee reaches the consumer as a beverage. Therefore, considering the water from by-

product or drying of used coffee grounds, it leaves around 94% waste [31]. This makes it the largest 

contributor to coffee biowaste, with around six million tonnes produced annually worldwide [32]. 

 

Coffee grounds contain C (59.5%), H (7.3%), N (2.5%) and O (30.7%). Mussatto (2011) stated that 

the grounds are rich in semi-cellulosic and cellulose polymerized sugar (from hemicelluloses; 

mannose, galactose, arabinose and celluloses; glucose), while galactan and mannan are the main 

sugars in the grounds. Its chemical composition and the minerals in the coffee structure can take the 

values in Table 2 [33,34].  

 

Table 2. Chemical composition and minerals of coffee grounds. 

Components Dry weight (g/100 g) Minerals mg/kg 

Cellulose 8.6 Potassium 3549 

Hemicellulose 36.7 Phosphorus 1475.1 

Arabinan 1.7 Magnesium 1293.3 

Galactan 13.8 Calcium 777.4 

Mannan 21.2 Aluminum 279.3 

Proteins 13.6 Iron 118.7 
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Acetyl groups 2.2 Manganese 40.1 

Ashes 1.6 Copper 32.3 

  Zinc 15.1 

 

There are many studies that have focused on the production of biodiesel from used coffee grounds. 

Visak (2017) investigated the kinetics of oil extraction from used coffee grounds using n-hexane as 

solvent. They found that oil extraction can be carried out in 10 minutes because of the higher diffusion 

coefficients of oils from used coffee grounds. For the first time, successful in situ transesterification of 

spent coffee grounds was demonstrated using sodium hydroxide as catalyst at different methanol/oil 

molar ratios [35]. In addition, Uddin (2019) used waste coffee grounds and the oil was obtained from 

waste coffee grounds using n-hexane in extraction. Since the crude oil has higher acidity, a two-stage 

acid-base catalyst transesterification process was used to produce biodiesel. They produced biodiesel 

within the limit of standards [36]. Nguyen (2020) studied used coffee grounds for biodiesel synthesis 

using 1,8-diazabicyclodec-7-ene as both a green solvent and catalyst. They found optimal reaction 

conditions using the response surface methodology. They found the maximum biodiesel yield 97.18% 

[29]. Rocha (2014) studied the production of biodiesel and ethanol from used coffee grounds. They 

studied ultrasound-assisted extraction of fat from spent coffee ground. They produced biodiesel with a 

yield of 97% into fatty acid methyl esters [37]. The conversion of a binary mixture of waste cooking 

oil and used coffee grounds oil (50/50% by volume) into biodiesel was investigated by Atabani 

(2019). This study reinforces that the blending of waste cooking oil and spent coffee ground oil 

improves biodiesel properties and contributes to its economy. Atabani (2018) studied the recycling of 

used coffee grounds as a potential raw material for alternative fuel production [12,13,38]. 

 

3.2. Turkish Coffee 

In case for Turkey, Turkish coffee is the most consumed coffee type in cafes and homes. Considering 

that Turkish coffee is consumed with its grounds, it can be thought that it is more than enough to be 

evaluated as waste, since it will be for each cup. Considering the average Turkish coffee consumption 

is around 84% of the total coffee consumed in Turkey, Turkish coffee waste generated annually is 

around 57 million kg [39-42].   

 

In order to obtain the potential of Turkish coffee waste potential, spent Turkish coffee waste grounds 

were collected from the cafes. Its brand was Kurukahveci Mehmet Efendi which uses Arabica beans. 

Approximately 1 kg of waste was used as a sample. The grounds were dried at 105°C to remove 

moisture. The oil was then extracted by using a Soxhlet process which brand is Gerhardt Analytical 

Systems. The extraction process was carried out at Tubitak BUTAL (Bursa Test and Analysis 

Laboratory) in Bursa, Turkey. Ether was used as an organic solvent. The Soxhlet temperature was 

maintained at 65-70 °C. Rotary vacuum evaporator was applied to separate oil from the organic 

solvent. The yield was calculated on dry weight basis. The oil amount of coffee grounds is found as 

16.8±0.1% (on a dry weight basis). Table 3 shows the oil percentage amounts of the spent coffee 

grounds found in literature.  
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Table 3. Oil yields on a dry weight basis in literature and this study. 

Study Oil yield (w/w %) Coffee type 

Efthymiopoulos et al., 2019 [43] 13.4-14.8 Spent coffee grounds 

Haile, 2014 [44] 15.6 Spent coffee grounds 

Deligiannis, 2011 [45] 10-15 Spent coffee grounds 

Al-Hamamre, 2013 [46] 15.3 Spent coffee grounds 

Atabani, 2017 [38] 13 Spent coffee grounds 

Ahangari and Sargolzaei, 2013 [47] 16.7 Spent coffee grounds 

This study 16.8 Turkish coffee waste 

 

4. RESULTS AND DISCUSSION 

 

Coffee, which has been an inevitable part of daily life and culture for centuries and consumed heavily 

by all segments of society, has an important place in both commercial and social life. 

 

Every year millions of tonnes of coffee waste are generated in the food and beverage market all over 

the world. The massive amount of coffee waste generated daily could result a significant part of 

biodiesel production. Coffee consumption in the world has been estimated as 9.98 million tonnes in 

2021. Its 65% can be assumed as waste. When the average oil content is assumed as 15% and the 

specific gravity is assumed as 0.92, 1057 million L of coffee oil can be obtained from waste coffee per 

year [44,46,48]. If the biodiesel conversion efficiency is approximately 85%, approximately 900 

million L of waste coffee biodiesel can be produced annually in the world. 

 

In Turkey, increasing the number of branches in the market and facilitating accessibility through the 

creation of new local and boutique coffee brands are one of the real indicators of the growth of the 

coffee sector. While per capita coffee consumption per capita was 200 grams in 2002, it has increased 

to over 1.1 kilogram today. Growth is noticeably higher than other countries on an annual basis. As it 

is previously highlighted, Turkish coffee is the most consumed coffee in Turkey. When coffee 

consumption value in Turkey, which is 106 million kg is taken into account, 84% which means 89 

million kg is used by Turkish coffee yearly. If 65% is assumed as coffee waste, Turkish coffee waste 

value becomes 57 million kg. If the oil content of Turkish coffee waste is taken as 16.8% and specific 

gravity is assumed as 0.92; 10.4 million L of coffee oil may be obtained. As a result, 8.44 million L of 

biodiesel could be produced from Turkish coffee waste annually.  

 

5. CONCLUSION 

 

Global biodiesel production is expected to reach 39.3 billion liters by 2027, an increase of 9% from 

the 2017 level. In particular, it is predicted that the European Union will be the largest biodiesel 

producer. Undoubtedly, the development direction of the biofuels market will be determined by 

macroeconomic indicators, nationally adopted policies and crude oil prices. When an examination was 

made according to the types of raw materials used in the production of the biodiesel sector, it was 

determined that 30% of the waste vegetable oil and 70% of the vegetable oil seeds were used.  
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Using coffee waste as a raw material for biodiesel production seems like a perfect solution. Because 

it's free waste and high quality. Coffee residues contain between 11% and 20% by weight oil as much 

as traditional biodiesel raw materials such as soybean, rapeseed and palm oil. 

 

Although Turkish coffee is not a type of coffee it is a method of a preparation, it should be assessed 

separately from the other coffee types in Turkey. It has been determined that Turkish coffee contains 

caffeine and biologically active components at higher rates than other coffee types and preparation 

methods [49]. As it is seen on Table 3, the oil content of the Turkish coffee waste is also higher than 

the other coffee waste oil results. This shows the importance of the Turkish coffee waste in Turkey. 

The main disadvantage of Turkish coffee waste with respect to filter coffee waste is, it should be taken 

from each cup. It may take time and may be tiring.  

 

When it comes the negative effect of coffee waste on environment, the amount of coffee waste sent to 

landfills can be 43,000 tons per day (15.7 million tons per year). Disposal of one ton of used coffee 

grounds produces 682 kg of CO2 per year, equivalent to 28.64 million tons of CO2. Therefore, the CO2 

from the disposal of used coffee grounds is equal to that from burning 10.7 million L of diesel fuel per 

year. With this viewpoint, 39.42 million kg of CO2 is being generated by Turkish coffee waste.  
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ABSTRACT 

 

A robust and selective liquid chromatography-tandem mass spectrometry (LC-MS/MS) method was 

established for the analysis of 19 illicit drugs and metabolites in whole blood dried blood spots (DBS) 

using FTA cards. Samples prepared using Ahlstrom Munksjö Gensaver™ Colorcards were extracted 

with methanol. Analytical separation of the analytes was maintained using an Agilent Poroshell 

column with mobile phase A (0.1% formic acid in water) and B (methanol). Multiple Reaction 

Monitoring (MRM) with positive ionisation on LC-MS/MS was used to develop the method. The 

method was validated and met the acceptance criteria with acceptable results for carry-over, linearity, 

specificity, sensitivity, accuracy, precision, matrix effect and recovery. The method was applied to 

positively reported whole blood samples from patients suspected of drug abuse. Good quantitative 

agreement was obtained between the DBS and whole blood methods. Application to real DBS 

samples showed that this method is a good alternative and useful technique for the detection of drugs 

of abuse in forensic toxicology and appears to provide a good alternative storage condition. 

 

Keywords: DBS, LC-MS/MS, drug abuse, real samples, illicit drugs  

 

1. INTRODUCTION 

 

DBS is commonly used as a sampling procedure that involves taking a significantly small volume of 

blood from the fingertip or heel [1]. DBS is commonly used to collect, store, transport and analyse a 

variety of human body fluids, and its use has primarily focused on the diagnosis of infections, 

generally used in the systematic screening of diseases in newborns [2]. 

 

DBS provides significant advantages over traditional whole-blood sampling techniques. It is a simple 

sample collection technique using non-specialist personnel, allowing blood samples to be collected at 

the point and time of need, a minimally invasive collection procedure, small sample size and integrity 

of storage and transport. DBS minimizes sample preparation procedures inclusively and simplifies the 

automation of processes. DBS samples from closed cases can be stored for long periods for clinical 

and forensic purposes because of the small sample sizes. DBS can also be useful in monitoring 
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addiction treatment, preventing the risk of infection with chronic diseases and the risk of viruses such 

as hepatitis, HIV and blood-borne viruses. The short stability of drugs in biological samples during 

transport and storage makes interpretation of results difficult. It can also stabilise a wider range of 

analytes than whole blood samples, even when stored in uncontrolled environmental conditions. [3]. 

DBS provides a stabilising effect by reducing the hydrolysis reactions of drugs that have ester groups 

in their chemical structure, such as cocaine and 6-AM [4-5]. Owing to these many benefits, DBS has 

been accepted for toxicokinetic studies, drug detection and monitoring, analysis of illicit drugs and 

their metabolites, doping, and assays of molecules with high weight, such as therapeutic proteins, 

antibodies, biomarkers, and proteomics [1, 5-20]. 

 

Since the 1950s, its benefits have been noticed long before [6], preclinical [7] and clinical trials [8, 9] 

and for drug investigation, drugs or their metabolites abuse [10-31]. Blood is a common biological 

sample for the detection and quantification of abused drugs and their metabolites in forensic 

toxicology. DBS has been applied to tetrahydrocannabinol and its main metabolites [18], natural and 

synthetic cannabinoids [19], cocaine and opiates [21], amphetamines [25] and methadone [28]. 

However, no validated methods have been published for the detection and quantification of these 

illicit drugs and/or their metabolites in DBS using gensaver color cards (FTA) with real samples. FTA 

cards are used to purify and extract nucleic acids for genetic profiling and have never been used in 

forensic toxicology for the investigation of abused drugs. These cards are only used for genetic 

profiling and there is no other application to date. The study aims to provide genetic profiling and 

drug testing in one DBS sample. This is because in some cases it is not possible to take a whole blood 

sample for drug testing. This study presents a robust, rapid and cost-effective liquid chromatography 

method for the quantitative detection of 19 illicit drugs and/or their metabolites in DBS using FTA 

cards. The results were analysed and examined for correlation with those obtained using a validated 

solid phase extraction whole blood method [32], which was also used to quantify positive results. 

 
2. MATERIAL AND METHODS 

 

2.1. Chemicals and Reagents 

ADB-BUTINACA N-butanoic acid, Amphetamine, Methamphetamine, 6-MAM (6-

Monoacetylmorphine), ADB-BUTINACA, ADB-BUTINACA N-(4-hydroxybutyl), Benzoylecgonine, 

Buprenorphine, Cocaine, Codeine, MDMA, MDEA, MDA, MDMB-4en-PINACA, MDMB-4en-

PINACA butanoic acid, Methadone, Morphine, THC and THC-COOH were purchased from Chiron 

(Trondheim, Norway) at concentrations of 1 mg/mL and the internal standard (Diazepam-d5) obtained 

from Cerilliant (Paloma, TX, USA) at concentrations of 1 mg/mL. All reagents, solutions, and 

solvents were ammonium acetate, formic acid, methanol, ethyl acetate, and VWR Chemicals 

(Gibbstown, NJ, USA). Gensaver Color cards were obtained from Ahlstrom Munksjö (Barenstein, 

Germany).  

 

2.2. LC-MS/MS 

The liquid chromatography system included of a Shimadzu liquid chromatography module with a 

combined column oven (Shimadzu, Kyoto, Japan) maintained at 40 °C and an Agilent Poroshell 

column (150×4.6 mm, 2.7 μm). The mobile phase included A (5mM ammonium acetate and 0.1 % v/v 

formic acid in water) and B (methanol). The gradient was set as follows 10% B for 0-0.3 min and then 
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B was increased from 10% to 80% within 3 min; between 3-7 min. B was increased from 80% to 

95%; B was held at 95% for 7-11 min and decreased from 95% to 10% B for 11.1-15 min. The flow 

rate, the injection volume and autosampler temperature were set to 0.6 mL/min, 5 μL and 8 °C, 

respectively. Electrospray ionisation (ESI+) and MRM mode were used for detection. The source 

voltage was set at 1.5 kV. Nebulizing, heating and drying gas flows were set at 3 L/min, 10 L/min and 

10 L/min respectively. The interface, desolvation line, heat block and desolvation temperatures were 

set at 300 °C, 250 °C, 400 °C and 526 °C respectively. CID gas was set at 270 kPa. The pause time 

and polarity switching times were set to 1 ms. ms and 5 ms, respectively, and the dwell time for the 

analytes was set between 5 and 13 ms. The MRM transitions and collision energies were optimized 

for each transition with infusion. The total run time was 15 minutes. 

 

2.3. Preparation of Standard Solutions 

Stock solutions of primary analytes at a concentration of 1 mg/ml were dissolved in methanol and 

stored at -20°C, and other solutions were prepared daily. The IS was prepared in methanol at a 

concentration of 200 ng/mL. 

 

2.4. Human Samples 

Blank blood samples were used to develop and validate the method and were provided by a regional 

blood donation centre. Authentic samples were provided from samples collected for routine drug 

abuse analysis and samples not collected for this study. Thirty samples with 103 positive results for 

the analytes included in this study and stored at -20°C prior to analysis. 

 

2.5. Sample Preparation  

To prepare the samples, 100 µL of sample was applied to Gensaver cards, dried overnight at room 

temperature and the DBS was then analysed. The whole spot was cut out and placed on a glass slide. 

Five millilitres of methanol and 50 µL of each deuterated IS working mixture were added. After 

vortexing for 2 minutes, the tube was gently shaken in a homogeniser for 20 minutes and centrifuged 

at 4000 rpm for 10 minutes. The extract was evaporated gently at 40 °C under a stream of nitrogen. 

The residue was reconstituted in 250 µL of a mixture of A (90) and B (10) mobile phases. The sample 

was vortexed for 2 min, centrifuged at 14,000 rpm for 10 min, transferred to a vial and a 10 µL aliquot 

was injected into the system. 

 

2.6. Method Validation 

The method validation was performed for linearity in terms of selectivity, matrix effect, carryover 

limit of detection (LOD), limit of quantification (LOQ), linearity, inter and intra-assay precision, 

recovery, matrix effects and process efficiency. The method has been validated in accordance with 

international guidelines on forensic toxicology and DBS technique [33, 34]. Six blank blood samples 

were analysed to investigate the selectivity for potential interferences at the expected retention times 

of the analytes and IS. Seven calibration points were analyzed between 0.1-50 ng/mL, with three 

replicates at each concentration. The coefficient of determination (R2) was expected to be greater than 

0.995 and the calibrators were expected to quantify within ±10%. The LOD (S/N ≥3) and LOQ (S/N 

≥10) were estimated with six fortified samples at the lowest concentrations with acceptable precision 

and accuracy of <20%. Intra-assay precision was evaluated with six replicates per level concentration 

at 5 ng/mL (low) and 50 ng/mL (high). Inter-assay precision was assessed over five consecutive days 
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using three replicates for each concentration. Carryover was investigated by injecting extracted blanks 

after five injections of the highest concentration level of the recovery experiment. Recovery, matrix 

effect and process efficiency were investigated at two different concentrations (n=6, 5 ng/mL (low) 

and 50 ng/mL (high)) and calculated according to Matuszewski et al. [35]. 

 

2.7. Real Sample Analysis 

Thirty authentic samples were analysed using the DBS technique and 103 positive results were 

reported for the analytes included in the study and the results of DBS method were compared with 

data obtained using the routine whole blood method. In the routine method, the sample volume was 

500 μL and the solid phase extraction (SPE) used for sample preparation and analysis was set up by 

LC-MS/MS analysis [32]. Linear regression analysis, the paired t-test (with a significance level of 

0.05)  and the Bland-Altman difference plot (with a 95% limit of agreement) were used to investigate 

the agreement between the results [36-38]. The differences between the two methods and the 

acceptability of the suitability of the interval were analysed [37]. 

 

3. RESULT AND DISCUSSION 

 

3.1. Method Validation Results 

The method validation parameters are given in Tables 1 and 2. Selectivity was investigated with six 

samples. No significant interfering peaks were found. The calibration curve was constructed using the 

(1/x; x, concentration) linear regression model with a coefficient of determination (R2) of not less than 

0.995 and was found to be linear between 0.1-50 ng/mL. The intra- and inter- assay precisions of the 

method were found to be 1.2-9.9% and 2.1-10.1%, respectively. The accuracy of the method was 91-

108%. All precision and accuracy were acceptable. The LODs were 0.3-2.9 ng/mL and the LOQs 

were 0.4-3.9 ng/mL. No relevant peaks were observed in the blanks used to investigate carryover. 

Extraction recoveries ranged from 21.1-115.3% at the two concentrations. Matrix effect and process 

efficiency values were in the range of 83.0-116.0% and 78.0-109.0% at the two concentrations, 

respectively. 

 

Table 1. Validation data of the developed method (LOD,  LOQ, Recovery, Linear Range and 

Correlation Coefficient values of analytes). 

Analyte 

LOD 

(ng/

mL) 

LOQ 

(ng/

mL) 

Recovery   

(5   

ng/mL) 

Recovery 

(50 

ng/mL) 

Linear 

Range 

(ng/mL) 

Corr. 

Coeff. 

(R2) 

6-MAM 0.8 1.1 78.3 77.4 0.1-50 0.999 

ADB-BUTINACA 0.3 0.5 102.8 93.8 0.1-50 0.998 

ADB-BUTINACA N-

(4-hydroxybutyl) 

0.3 0.4 98.9 83.7 0.1-50 0.998 

ADB-BUTINACA N-

butanoic acid 

0.3 0.5 97.3 92.2 0.1-50 0.997 

Amphetamine 2.6 3.9 25.9 28.3 0.1-50 0.996 

Benzoylecgonine 0.7 1.1 115.3 109.2 0.1-50 0.999 

Buprenorphine 2.9 3.7 75.8 69.0 0.1-50 0.996 
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Cocaine 0.6 0.8 75.0 67.5 0.1-50 0.999 

Codeine 0.7 0.8 105.5 101.9 0.1-50 0.996 

MDA 1.6 1.9 67.6 62.9 0.1-50 0.996 

MDEA 0.6 0.8 63.6 55.8 0.1-50 0.999 

MDMA 0.7 1.0 67.1 63.0 0.1-50 0.996 

MDMB-4en-PINACA 0.3 0.5 87.0 93.1 0.1-50 0.999 

MDMB-4en-PINACA 

butanoic acid 

0.3 0.5 95.9 98.3 0.1-50 0.998 

Methadone 0.7 1.2 74.6 64.8 0.1-50 0.997 

Methamphetamine 2.0 3.1 24.7 21.1 0.1-50 0.996 

Morphine 0.5 0.7 85.3 84.5 0.1-50 0.996 

THC 2.3 2.9 63.5 52.0 0.1-50 0.996 

THC-COOH 1.0 2.0 91.3 87.3 0.1-50 0.996 

 

Table 1. Validation data of the developed method (recovery and precision values). 

Analyte 

Recove

ry (%) 

(5 

ng/mL)  

Recove

ry (%) 

(50 

ng/mL 

Intra-

assay 

precisio

n (%)(5 

ng/mL) 

Intra-

assay 

precisio

n (%)(50 

ng/mL) 

Inter-

assay 

precisio

n (%) (5 

ng/mL) 

Inter-

assay 

precisio

n (%) 50 

ng/mL) 

6-MAM 78.3 77.4 4.8 2.8 5.6 3.1 

ADB-BUTINACA 102.8 93.8 3.3 1.9 4.8 2.3 

ADB-BUTINACA N-

(4-hydroxybutyl) 

98.9 83.7 3.8 2.1 4.2 2.5 

ADB-BUTINACA N-

butanoic acid 

97.3 92.2 3.2 2.3 4.1 2.6 

Amphetamine 25.9 28.3 5.3 4.5 6.5 5.3 

Benzoylecgonine 115.3 109.2 4.3 2.2 5.8 4.3 

Buprenorphine 75.8 69.0 5.7 3.0 6.5 5.1 

Cocaine 75.0 67.5 4.1 3.0 4.9 3.2 

Codeine 105.5 101.9 3.0 2.6 4.1 2.7 

MDA 67.6 62.9 4.7 3.7 5.5 2.8 

MDEA 63.6 55.8 4.4 2.4 4.9 2.5 

MDMA 67.1 63.0 4.3 1.2 6.0 3.4 

MDMB-4en-PINACA 87.0 93.1 2.6 1.8 3.8 2.3 

MDMB-4en-PINACA 

butanoic acid 

95.9 98.3 2.5 1.7 3.9 2.4 

Methadone 74.6 64.8 2.4 1.8 5.6 4.4 

Methamphetamine 24.7 21.1 4.1 2.3 4.8 2.1 

Morphine 85.3 84.5 3.6 3.3 4.5 3.8 

THC 63.5 52.0 9.9 8.8 10.1 9.2 

THC COOH 91.3 87.3 3.2 2.3 4.5 2.8 
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3.2. Analysis of Real Sample Results 

Thirty authentic real collected as part of the Council of Forensic Medicine's drug abuse screening 

activities, resulting in a total of 103 positive analyte was reported: 6-MAM (n=3), ADB-BUTINACA 

(n=3), ADB-BUTINACA N-(4-hydroxybutyl) (n=4), ADB-BUTINACA N-butanoic acid (n=4), 

Amphetamine (n=12), Benzoylecgonine (n=6), Buprenorphine (n=3), Cocaine (n=3), codeine (n=8), 

MDA (n=5), MDEA (n=3), MDMA (n=5), MDMB-4en-PINACA (n=3), MDMB-4en-PINACA 

butanoic acid (n=3), methadone (n=4), methamphetamine (n=12), morphine (n=3), THC (n=3), THC-

COOH (n=11). The results of DBS and whole blood analyses are shown in Table 3. 

 

Table 2. Concentrations of analytes on DBS and classical whole blood method. 

Compound 

DBS 

Concentration 

(ng/mL) Case  

Classical Whole 

Blood Method  

(ng/mL) Case  

6-MAM 0.9-2.7 3 1.3-3.2 3 

ADB-BUTINACA 0.9-1.2 3 1.1-1.4 3 

ADB-BUTINACA N-

(4-hydroxybutyl) 

2.3-3.9 4 2.8-4.1 4 

ADB-BUTINACA N-

butanoic acid 

8.3-11.2 4 9.1-12.3 4 

Amphetamine 9.5-68.9 12 3.0-75.8 12 

Benzoylecgonine 1.4-101.6 6 2.0-121.3 6 

Buprenorphine 6.3-7.8 3 7.1-9.3 3 

Cocaine 3.2-4.6 3 4.3-5.9 3 

Codeine 0.9-5.1 8 0.8-4.3 8 

MDA 6.4-15.5 5 7.4-14.6 5 

MDEA 2.7-4.3 3 2.3-4.1 3 

MDMA 70.7-107.1 5 65.9-103.4 5 

MDMB-4en-PINACA 0.6-1.8 3 0.7-1.7 3 

MDMB-4en-PINACA 

butanoic acid 

2.8-10.3 3 3.1-9.7 3 

Methadone 6.9-14.8 4 8.3-14.8 4 

Methamphetamine 4.6-195.2 12 3.2-183.6 12 

Morphine 0.7-10.7 8 1.7-8.9 8 

THC 3.1-4.9 3 5.6-7.3 3 

THC COOH 4.5-43.1 11 6.6-39.2 11 

 

All positive analytes were detected by routine methods and DBS. DBS was found to be completely 

reliable when compared with the routine whole blood method and no false negatives or false positives 

were observed. The total ion chromatograms and product ion spectra of DBS and whole blood from 

the same sample are shown in Figure 1. 
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Figure 1. The total ion chromatogram and extracted ion chromatograms of whole blood method (a) 

and DBS method (b) of the same case sample. 

 

The analyte concentrations obtained by the DBS method were found to be compatible with the 

routinely analysed whole blood method and a strong correlation was found between the results 

(Pearson's r = 0.9650). In addition, a significant correlation was found using least squares regression 

analysis (p < 0.05), with r2 = 0.9406. A paired two-tailed t-test with a significance level of 0.05 was 

also used to test for differences between the two methods and no significant difference was found (t 

calculated <t table). Finally, the Bland-Altman analysis was also performed between the two groups (limits 

of agreement of 95%; lower and upper limits, median ±1.96×sd (standard deviation)). The plot shows 

a good agreement between the two methods. The differences between the THC-COOH values were 

examined between two methods using the Bland-Altman difference plot (Figure 2). 
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Figure 2. Bland-Altman difference plots of the differences between DBS and whole blood assays 

against the average obtained by the two assays (Upper Limit Agreement=median+1.96×sd and Lower 

Limit Agreement=median-1.96×sd). 

 

This study confirms and extends the findings of previously published methods [2, 3, 4, 18, 19, 20, 23, 

25, 27, 28, and 29]. In particular, an evaluation of the stability of analytes between the two methods 

showed that the DBS method produced more reliable quantitative results than the classical methods, 

even though the cards were stored at room temperature after sampling [19, 20, 23, 25, 27, 28, and 29]. 

 

DBS samples provide a compatible alternative for the detection of abused drugs. The method is fast, 

reliable and selective.  It can be a good alternative to complex sample preparation methods such as 

solid phase extraction (SPE). Material and solvent consumption can be reduced, and smaller sample 

volumes (100 µL or less) can be easily handled. This study proved that analyses by DBS technique are 

as sensitive and reliable as classical methods and can be a good alternative method. 
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4. CONCLUSION 

 

The LC-MS/MS method developed and validated successfully for the determination and 

quantification of 19 abused drugs in DBS using FTA cards. Method validation results showed 

compliance with the guidelines. This study is the first to investigate classical abused drugs and 

emerging synthetic cannabinoids in authentic whole blood samples of drug abuse suspects collected 

on DBS. This study confirmed that DBS cards are robust and safe sample storage for the analysis of 

most drugs analyzed in whole blood. The results obtained from 30 authentic cases showed a 

promising qualitative and quantitative compliance between the whole blood and the same blood 

samples dried on DBS cards. In this study, the developed method represents a good complementary 

alternative to forensic sample analysis by providing a uncomplicated, inexpensive and easy-to-

maintain method for determination and quantification simultaneously of abused drugs in the field of 

forensic toxicology. According to the literature, the stability of most drugs in DBS, even without the 

addition of preservatives, allows for robust and accurate quantitative results after sample collection 

and storage at room temperature. With these promising technical, sampling, storage and stability 

advantages, new research is needed in relation to different applications such as occupational and 

clinical toxicology and therapeutic monitoring. 
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ABSTRACT  

 

Ten proton transfer salts (9-18) were synthesized from the reaction of 2-aminopyridine (1), 2-amino-

3/4/5/6-methylpyridines (2-5) and 3-aminomethylpyridine (6) with (E)-3-(3/4-

sulfamoylphenylcarbamoyl)acrylic acid (7 and 8), respectively. Bacillus subtilis (wild culture), 

Candida albicans (ATCC 14053) (yeast), Enterococcus faecalis (ATCC 29212) (Gram positive), 

Escherichia coli (ATCC 25922), Listeria monocytogenes (ATCC 7644), Pseudomonas aeruginosa 

(ATCC 27853), Staphylococcus aureus (NRRL B-767) (Gram negative) bacterial microorganisms 

have been tested against the antimicrobial evaluation of compounds (1–18). Vancomycin, Cefepime, 

Levofloxacin and the antifungal substance Fluconazole were used as antibacterial reference 

compounds for comparing the MIC values of 1-18. Compounds 1, 3-6, 8-13, 15, 17 and 18 for E. 

faecalis, 5 for B. subtilis, 1, 3-12, 15, 17 and 18 for S. aureus, 3, 9, 10, 13, 15 and 17 for L. 

monocytogenes, 16 for E. Coli and 4 for P. aeruginosa the best effect are observed. Proton transfer 

salts {9, 14, 15 and 17} were showed higher effect than Fluconazole while other compounds (except 

compounds 2 and 4) had similar effects with Fluconazole. The compounds 2 and 4 showed less 

activity than Fluconazole. 

 

Keywords: 2-Aminopyridine derivatives, 3/4-(Sulfamoylphenylcarbamoyl) acrylic acid, Proton 

transfer salt, Antibacterial and antifungal activity. 

 

1. INTRODUCTION 

 

Proton transfer is one of the most fundamental processes that plays an important role in many 

chemical and biochemical reactions [1-7]. Proton transfer reactions are unique among numerous 

chemical processes in which a proton is transferred from one binding site to another, either 

intermolecular or intramolecular. These only involve the transport of a nucleus without any auxiliary 
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electrons. Such reactions can occur without serious disorder in the bonding electrons and without 

introducing repulsive forces between the non-bonding electrons [8]. Recently, research on proton 

transfer has been mainly focused on crystal engineering [9,10], catalytic reactions [11,12], organic 

ferroelectrics [13,14], energetic materials [15-17], nonlinear optical materials [18,19], hydrogen 

storage [20-23] and pharmaceutical industry [24,25] focused on other related areas. Aromatic/aliphatic 

carboxylic acids and aromatic/aliphatic bases are generally used in the synthesis of proton transfer 

salts. In these reactions, the proton of the acid is transferred by the base to form compounds with (+) 

and (-) charges. These compounds are water-soluble compounds [26]. 

 

The biological activity of acrylic acid derivatives which are the acid compound of this study are 

known such as anti-inflammatory [27], dielectric properties [28], antimicrobial activity [28,29], virus 

type 1 (HIV-1) [30] and antiglaucoma [31,32]. In the literature, 2-amino-3/4/5/6-methylpyridines [34], 

2-aminopyridine [33], 2-aminobenzothiazole and 2-amino-6-ethoxybenzothiazole [35] proton transfer 

salts with (E)-3-(3-sulfamoylphenylcarbamoyl)acrylic acid (7) while 1H-benzimidazole, 2-

aminopyridine [32], 2-amino-3/4/5/6-methylpyridine, 3-aminopyridine [36] proton transfer salts are 

synthesized with (E)-3-(4-sulfamoylphenylcarbamoyl)acrylic acid (8) have been synthesized. The 

antimicrobial properties of metal complexes of 8 are investigated [37]. 

 

2-Aminopyridine derivatives which are the basic components of this study, have known biological 

activities such as antiviral, antiparasitic, antibacterial, anticonvulsant, antihistamine, antifungal, anti-

inflammatory, antidiabetic, analgesic and anti-Alzheimer's. In the literature, abundant salts of 2-

aminopyridine derivatives with other compounds continue to be synthesized. 

 

In this study, salts 9-13 of between 7 and 1-5, and 14-18 of between 8 and 1-6 were synthesized by 

methods found in the literature [32-36]. The antimicrobial activities of the compounds 1-6 and 8 [37] 

and 9-18 were tested against C. albicans (yeast) and E. coli, L. monocytogenes, B. subtilis, P. 

aeruginosa, E. faecalis, and S. aureus bacterial microorganisms. The antimicrobial test results of all 

compound substances (1-18) were compared with the control compounds. 

 

2. EXPERIMENTAL 

 

2. 1. Synthesis of 9-18. 

Proton transfer salts 9-18, which we synthesized and characterized in our previous studies [32-36]. 

The structures of free ligands (1-8) and proton transfer salts (9-18) are given in Figure 1. 

 

The ethanol solution of 10 mmol 7 (50 mL) was added to 10 mmol 1 for 9, 2 for 10, 3 for 11, 4 for 12 

and 5 for 13 (50 mL). The ethanol solution of 10 mmol 8 (50 mL) was added to 10 mmol 1 for 14, 3 

for 15, 4 for 16, 5 for 17 and 6 for 18 (50 mL). The white solids resulting from the reaction mixture 

were filtered and dried (m.p 207 
ο
C for 7, d.p 189 

ο
C for 9, d.p 190 

ο
C for 10, d.p 182 

ο
C for 11, d.p 

200 
ο
C for 12, d.p 180 

ο
C for 13, m.p 209 

ο
C for 8, d.p 191 

ο
C for 14, d.p 210 

ο
C for 15, d.p 180 

ο
C for 

16,  d.p 190 
ο
C for 17 and d.p 145 

ο
C for 18). 
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2. 2. Microbiological Test 

In this study, Eskişehir Osmangazi University, Faculty of Medicine provided the E. faecalis and E. 

coli bacteria utilized and the biology department of Eskişehir Technical University provided the C. 

albicans, B. subtilis, L. monocytogenes, S. aureus and P. aeruginosa microorganisms. All compounds 

(1–18) had their antibacterial activity assessed using a microdilution susceptibility test. In DMSO 

solution, the sample solutions had previously been separated. 

 

The compounds' antibacterial investigation was conducted using a microbroth dilution susceptibility 

test [38]. The samples' stock solutions in DMSO were created. In 4 mL of DMSO solution, antibiotics 

(8 mg) and synthesized substances (8 mg) were dissolved. Using McFarland No. 0.5 standard 

solution, overnight-grown bacterial and yeast suspensions in double-strength Mueller-Hinton broth 

were standardized to 10
8
 Colony Forming Units/mL. The wells then received 100 µL of each microbe 

suspension. As a negative control, the last well chain without a microorganism was employed. The 

medium and sterile distilled water acted as a positive growth control. The first well without turbidity 

was chosen as the MIC following an 18–24 h incubation period at 37 °C [39,40]. 

 

 

Figure 1. Structures of 1-18. 
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3. RESULTS AND DISCUSSION 

 

In this work, antimicrobial activity of 1-18 were tested by microdilution method. MIC values of 1-18 

are given in Table 1. According to MIC values it was observed that the all compounds have 

antibacterial and antifungal activity properties.  

 

It was determined that compound 5 (7.80 µg/mL) had the highest activity against B. subtilis bacteria. 

All compounds found to have higher efficacy against this bacterium than the Vancomycin control 

compound. The compounds 5, 8, 9, 12 and 17 were more effective than Levofloxacin, and Cefepime 

control compounds while the compounds 1-4, 6, 7, 10, 11, 13-15 and 18 were showed similar effects 

with the compounds. The compound 16 showed less activity than Levofloxacin, and Cefepime. 

 

Table 1. Antimicrobial activity values of compounds (µg/mL).  

Compound S. 

aureus 

E. 

faecalis 

E. 

coli 

B. 

subtilis 

P. 

aeruginosa 

L. 

monocytogenes 

C. 

albicans 

Vancomycin 31.25 62.50 31.25 250 62.50 125.00 - 

Levofloxacin 31.25 62.50 31.25 62.50 31.25 31.25 - 

Cefepime 62.50 31.25 62.50 62.50 31.25 31.25 - 

Fluconazole - - - - - - 62.50 

1 62.50 62.50 15.60 62.50 62.50 62.50 62.50 

2 125.00 125.00 125.00 62.50 62.50 62.50 125.00 

3 62.50 62.50 31.25 62.50 62.50 31.25 62.50 

4 62.50 62.50 31.25 62.50 15.60 62.50 125.00 

5 62.50 62.50 62.50 7.80 62.50 62.50 62.50 

6 62.50 62.50 62.50 62.50 125.00 62.50 62.50 

7 62.50 125.00 62.50 62.50 62.50 62.50 62.50 

8 62.50 62.50 31.25 31.25 62.50 62.50 62.50 

9 62.50 62.50 62.50 31.25 31.25 31.25 15.60 

10 62.50 62.50 125.00 62.50 62.50 31.25 62.50 

11 62.50 62.50 31.25 62.50 62.50 62.50 62.50 

12 62.50 62.50 31.25 31.25 62.50 62.50 62.50 

13 125.00 62.50 62.50 62.50 62.50 31.25 62.50 

14* 125.00 125.00 31.25 62.50 125.00 62.50 31.25 

15 62.50 62.50 31.25 62.50 62.50 31.25 31.25 

16 125.00 125.00 7.80 125.00 62.50 62.50 62.50 

17 62.50 62.50 31.25 31.25 62.50 31.25 31.25 

18 62.50 62.50 62.50 62.50 62.50 62.50 62.50 

*[37] 

 

Against E. faecalis bacteria, all compounds (expect compounds 2, 7, 14 and 16) were determined to 

have similar effects (62.50 µg/mL) with Vancomycin and Levofloxacin. The compounds 2, 7, 14 and 
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16 showed less activity (125.00 µg/mL) than Vancomycin and Levofloxacin. The all showed less 

activity (62.50-125.00 µg/mL) than Cefepime. 

 

Against S. aureus bacteria, the compounds 1, 3-12, 15, 17 and 18 were determined to have similar 

effects (62.50 µg/mL) with Cefepime while the compounds 2, 14 and 16 showed less activity (125.00) 

than Cefepime. The all compounds showed less activity (62.50-125.00 µg/mL) than Vancomycin and 

Levofloxacin (31.25 µg/mL). 

 

Against E. coli bacteria, compounds 1 (15.60 µg/mL) and 16 (7.80 µg/mL) had higher activity than all 

control compounds. Compounds 3, 4, 8, 11, 12, 14, 15 and 17 for Vancomycin and Levofloxacin and 

5, 6, 7, 9, 13 and 18 for Cefepime have similar effects with control compounds. 

Against L. monocytogenes, the compounds 3, 9, 10, 13, 15 and 17 showed the same effect as 

Levofloxacin and Cefepime, and all other substances were found to be more effective against this 

bacterium than the Vancomycin control compound.  

 

Against P. aeruginosa bacteria, the compound 4 showed a higher effect (15.60 µg/mL) than the 

control compounds. The compounds 1-3, 5, 7, 8, 10-13 and 15-18 were determined to have similar 

effects (62.50 µg/mL) with Vancomycin while the compound 9 showed similar activity (31.25 

µg/mL) than Levofloxacin and Cefepime. The compounds 6 and 14 showed less activity (125.00 

µg/mL) than all the control compounds. 

 

Against C. albicans yeast species, the compounds 9 (15.60 µg/mL), 14, 15 and 17 (31.25 µg/mL) 

showed a higher effect than Fluconazole (62.50 µg/mL) while other compounds (except compounds 2 

and 4) had similar effects (62.50 µg/mL) with Fluconazole. The compounds 2 and 4 showed less 

activity (125.00 µg/mL) than Fluconazole. 

 

In the antimicrobial activity studies of compounds containing sulphanilamide and maleic acid, only 

studies conducted by our group were found in the literature as salt [37]. In addition, the activities of 

some monomeric or polymeric structures were examined and it was observed that they showed 

activity against bacteria and yeasts [28,29]. When the antimicrobial activities of the synthesized salts 

were compared with similar compounds found in the literature, it was observed that they had similar 

activity [28,29,37].  

 

4. CONCLUSIONS  
 

All compounds showed antimicrobial activity against E. coli, B. subtilis, P. aeruginosa, S. aureus, E. 

faecalis, L. monocytogenes and C. albicans microorganisms. In general, the synthesized compounds 

showed similar properties with the control compounds against bacteria (P. aeruginosa, S. aureus, E. 

coli, L. monocytogenes, B. subtilis and E. faecalis). Compounds 1, 3-6, 8-13, 15, 17 and 18 for E. 

faecalis, 5 for B. subtilis, 1, 3-12, 15, 17 and 18 for S. aureus, 3, 9, 10, 13, 15 and 17 for L. 

monocytogenes, 16 for E. Coli and 4 for P. aeruginosa the best effect are observed. Proton transfer 

salts {9, 14, 15 and 17} were showed higher effect than Fluconazole while other compounds (except 

compounds 2 and 4) had similar effects with Fluconazole. The compounds 2 and 4 showed less 

activity than Fluconazole. 



 
  
 
 

 

 
 
 

İlkimen, et al.,  Journal of Scientific Reports-A, Number 54, 264-272, September 2023 
 

 
 

269 
 

ACKNOWLEDGEMENT 

 

The Kütahya Dumlupnar University Research Foundation provided funding for this investigation 

(Grant Nos. 2013/36 and 2019/12). 

 

 

REFERENCES 

 

[1] Root, M.J. and MacKinnon, R. (1994). Two identical noninteracting sites in an ion channel 

revealed by proton transfer. Science, 265, 1852-1856.  

 

[2] Armentano, D., De Munno, G., Mastropietro, T. F., Julve, M. and Lloret, F. (2005). 

Intermolecular proton transfer in solid phase, a rare example of crystal-to-crystal transformation 

from hydroxo-to oxo-bridged iron (III) molecule-based magnet. Journal of the American 

Chemical Society, 127, 10778-10779.  

 

[3] Chen, K. (2000). Atomically defined mechanism for proton transfer to a buried redox centre in a 

protein. Nature, 405, 814-817. 

 

[4] Chen, K. Y., Lai, C. H., Hsu, C. C., Ho, M. L., Lee, G. H. and Chou, P. T. (2007). Ortho green 

fluorescence protein synthetic chromophore; excited-state intramolecular proton transfer via a 

seven-membered-ring hydrogen-bonding system. Journal of the American Chemical Society, 

129, 4534-4535.  

 

[5] Dellago, C. and Hummer, G. (2006). Kinetics and mechanism of proton transport across 

membrane nanopores. Physical Review Letters, 97, 245901.  

 

[6] Luecke, H., Richter, H.T. and Lanyi, J. K. (1998). Proton transfer pathways in bacteriorhodopsin 

at 2.3 angstrom resolution. Science, 280, 1934-1937.  

 

[7] Heberle, J., Riesle, J., Thiedemann, G., Oesterhelt, D. and Dencher, N. A. (1994). Proton 

migration along the membrane surface and retarded surface to bulk transfer. Nature, 370, 379-

382. 

 

[8] Gupta, S. K. S. (2016). Proton transfer reactions in apolar aprotic solvents. Journal of Physical 

Organic Chemistry, 29, 251-264.  

 

[9] Park, S., Kwon, O. H., Kim, S., Park, S., Choi, M. G., Cha, M., Park, S. Y. and Jang, D. J. 

(2005). Imidazole-based excited-state intramolecular proton-transfer materials, synthesis and 

amplified spontaneous emission from a large single crystal. Journal of the American Chemical 

Society, 127, 10070-10074.  

 

[10] Moghimi, A., Alizadeh, R., Shokrollahi, A., Aghabozorg, H., Shamsipur, M. and Shockravi, A. 

(2005). First anionic 1,10-phenanthroline-2,9-dicarboxylate containing metal complex obtained 



 
  
 
 

 

 
 
 

İlkimen, et al.,  Journal of Scientific Reports-A, Number 54, 264-272, September 2023 
 

 
 

270 
 

from a novel 1:1 proton−transfer compound, Synthesis, characterization, crystal structure, and 

solution studies. Inorganic Chemistry, 42, 1616-1624.  

 

[11] Nichols, D. A., Hargis, J. C., Sanishvili, R., Jaishankar, P., Defrees, K., Smith, E. W., Wang, K. 

K., Prati, F., Renslo, A. R., Woodcock, H. L. and Chen, Y. (2015). Ligand-induced proton 

transfer and low-barrier hydrogen bond revealed by x-ray crystallography. Journal of the 

American Chemical Society, 137, 8086-8095.  

 

[12] Gerlits, O., Wymore, T., Das, A., Shen, C. H., Parks, J. M., Smith, J. C., Weiss, K. L., Keen, D. 

A., Blakeley, M. P., Louis, J. M., Langan, P., Weber, I. T. and Kovalevsky, A. (2016). Long-

range electrostatics-induced two-proton transfercaptured byneutron crystallography in an 

enzymecatalytic site. Angewandte Chemie, 55, 4924-4927.  

 

[13] Horiuchi, S. and Tokura, Y. (2008). Organic ferroelectrics. Nature Materials, 7, 357-366.  

 

[14] Horiuchi, S., Kumai, R. and Tokura, Y. (2007). A supramolecular ferroelectric realized by 

collective proton transfer. Angewandte Chemie, 46, 3497-3501.  

 

[15] Bolton, O. and Matzger, A. J. (2011). Improved stability and smart-material functionality 

realized in an energetic cocrystal. Angewandte Chemie, 50, 8960-8963.  

 

[16] Yoon, M., Suh, K., Natarajan, S. and Kim, K. (2013). Proton conduction in metal-organic 

frameworks and related modularly built porous solids. Angewandte Chemie, 52, 2688-2700.  

 

[17] Shimizu, G. K., Taylor, J. M. and Kim, S. (2013). Proton conduction with metal-organic 

frameworks. Science, 341, 354-355.  

 

[18] Jayanalina, T., Rajarajan, G., Boopathi, K. and Sreevani, K. (2015). Synthesis, growth, 

structural, optical and thermal properties of a new organic nonlinear optical crystal, 2-amino-5-

chloropyridinium-L-tartarate. Journal of Crystal Growth, 426, 9-14.  

 

[19] Asselberghs, I., Zhao, Y., Clays, K., Persoons, A., Comito, A. and Rubin, Y. (2002). Reversible 

switching of molecular second-order nonlinear optical polarizability through proton-transfer. 

Chemical Physics Letters, 364, 279-283.  

 

[20] Adamson, A., Guillemin, J.C. and Burk, P. (2015). Proton transfer reactions of hydrazine-

boranes. Journal of Physical Organic Chemistry, 28, 244-249.  

 

[21] Cochlin, D. (2014). Graphene’s promise for proton transfer in fuel cell membranes. Fuel Cells 

Bulletin, 2014, 12-12.  

 

[22] Lototskyy, M. V., Tolj, I., Davids, M. W., Klochko, Y. V., Parsons, A., Swanepoel, D., Ehlers, 

R., Louw, G., Westhuizen, B., Smith, F., Pollet, B.G., Sita, C. and Linkov, V. (2016). Metal 

hydride hydrogen storage and supply systems for electric forklift with low-temperature proton 



 
  
 
 

 

 
 
 

İlkimen, et al.,  Journal of Scientific Reports-A, Number 54, 264-272, September 2023 
 

 
 

271 
 

exchange membrane fuel cell power module. International Journal of Hydrogen Energy, 41, 

13831-13842.  

 

[23] Spry, D.B. and Fayer, M. D. (2009). Proton transfer and proton concentrations in protonated 

Nafion fuel cell membranes. Journal of Physical Chemistry B, 113, 10210-10221.  

 

[24] Steed, J. W. (2013). The role of co-crystals in pharmaceutical design. Trends in Pharmacological 

Sciences, 34, 185-193.  

 

[25] Bica, K., Shamshina, J.,
 
Hough, W. L., MacFarlane, D. R and Rogers, R. D. (2011). Liquid 

forms of pharmaceutical co-crystals, exploring the boundaries of salt formation. Chemical 

Communications, 47, 2267-2269.  

 

[26] Aghabozorg, H., Sadrkhanlou, E., Shokrollahi, A., Ghaedi, M. and Shamsipur, M. (2009). 

Synthesis, characterization, crystal structures, and solution studies of Ni(II), Cu(II) and Zn(II) 

complexes obtained from pyridine-2,6-dicarboxylic acid and 2,9-dimethyl-1,10-phenanthroline. 

Journal of the Iranian Chemical Society, 6(1), 55-70. 

 

[27] Jan, M. S., Ahmad, S., Hussain, F., Ahmad, A., Mahmood, F., Rashid, U., Abid, O.R., Ullah, F., 

Ayaz, M. and Sadiq, A. (2020). Design, synthesis, in-vitro, in-vivo and in-silico studies of 

pyrrolidine-2,5-dione derivatives as multitarget anti-inflammatory agents. European Journal of 

Medicinal Chemistry, 186, 111863.  

 

[28] Bapna, S., Hiran, B. L. and Jain, S. (2015). Antimicrobial evaluation of maleimide monomers, 

homopolymers and copolymers containing azo, sulfonamide and thiazole groups. Journal of 

Advances in Chemistry, 11(1), 3404-3415.  

 

[29] Erol, I. (2022). Synthesis and characterization of novel sulfonamide functionalized maleimide 

polymers, Conventional kinetic analysis, antimicrobial activity and dielectric properties. Journal 

of Molecular Structure, 1255, 132362.  

 

[30] Nicklaus, M. C., Neamati, N., Hong, H., Mazumder, A., Sunder, S., Chen, J., Milne, G. W. A. 

and Pommier, Y. (1997). HIV-1 integrase pharmacophore, discovery of inhibitors through three-

dimensional database searching. Journal of Medicinal Chemistry, 40(6), 920-929.  

 

[31] Oktay, K., Kose, L. P., Sendil, K., Gultekin, M. S., Gulcin, I. and Supuran, C. T. (2016). The 

synthesis of (Z)-4-oxo-4-(arylamino)but-2-enoic acids derivatives and determination of their 

inhibition properties against human carbonic anhydrase I and II isoenzymes. Journal of Enzyme 

Inhibition and Medicinal Chemistry, 31(6), 939-945.  

 

[32] Yenikaya, C., Ilkimen, H., Demirel, M. M., Ceyhan, B., Bulbul, M. and Tunca, E. (2016). 

Preparation of two maleic acid sulfonamide salts and their copper(II) complexes and 

antiglaucoma activity studies. Journal of the Brazilian Chemical Society, 27(10), 1706-1714.  

 



 
  
 
 

 

 
 
 

İlkimen, et al.,  Journal of Scientific Reports-A, Number 54, 264-272, September 2023 
 

 
 

272 
 

[33] İlkimen, H., Yenikaya, C., İmdat, G., Tunca, E. and Bülbül, M. (2017). Synthesis and 

characterization of proton transfer salts between 2-aminopyridine derivatives and maleamic acid 

derivate containing sulfonamide and their Cu(II) complexes, and investigation of their effects on 

human erythrocyte carbonic anhydrase isoenzymes. Suleyman Demirel University Journal of 

Natural and Applied Sciences, 21(2), 480-494. 

 

[34] İlkimen, H., Yenikaya, C., Bülbül, M. and İmdat, G. (2017). Synthesis and characterization of 

proton transfer salt between maleamicacid derivative including sulfonamide moiety and 2-

aminopyridine and preparation of their Co(II) and Cu(II) complexes and investigation of 

inhibition properties on carbonic anhydrase isoenzymes. Celal Bayar University Journal of 

Science, 13(1), 211-225. 

 

[35] İlkimen, H. and Yenikaya, C. (2022). Synthesis and characterization of proton transfer salts of 2-

aminobenzothiazole derivatives. Bayburt University Journal of Science, 5(1), 52-68.  

 

[36] İlkimen, H. and Yenikaya, C. (2022). Synthesis and characterization of proton salts of 

aminopyridine derivatives and (E)-3-(4-sulfamoylphenylcarbamoyl)acrylic acid. Sinop 

University Journal of Natural Sciences, 7(1), 57-50.  

 

[37] İlkimen, H., Yenikaya, C. and Gülbandılar
 
A. (2023). Antimicrobial activity of (E)-3-(4-

sulfamoylphenylcarbamoyl)acrylic acid derivatives. Journal of Scientific Reports-A, 52, 365-

375. 

 

[38] Koneman, E. W., Allen, S. D. and Winn, W. C. (1997). Colour atlas and textbook of diagnostic 

microbiology (Lippincott Raven Pub, Philadelphia). 

 

[39] Kaplancıklı, Z. A., Zitouni, G. T., Ozdemir, A., Revial, G. and Güven, K. (2007). Synthesis and 

antimicrobial activity of some thiazolyl-pyrazoline derivatives. Phosphorus, Sulfur, and Silicon 

and the Related Elements, 182, 749-764.  

 

[40] Seferoglu, Z., Ertan, N., Yılmaz, E. and Uraz, G. (2008). Synthesis, spectral characterisation and 

antimicrobial activity of new disazo dyes derived from heterocyclic coupling components. 

Coloration Technology, 124, 27-35.  



 
 
 
 
 
 

RESEARCH ARTICLE 

273 
 

 

THE FIRST LIGHT CURVE ANALYSIS OF V1010 CAS USING GROUND-BASED AND 

TESS DATA 

 

Neslihan ALAN
1*

 

 
1Istanbul University, Faculty of Science, Department of Astronomy and Space Sciences, Istanbul, neslihan.alan@gmail.com, 

ORCID: 0000-0001-9809-7493 

 

 

 
Receive Date: 21.08.2023                              Accepted Date: 18.09.2023 

 

 

 

ABSTRACT 

 

Eclipsing binary systems play a pivotal role in quantifying the absolute parameters of stars, such as 

the mass (M), the radius (R), and the luminosity (L), offering invaluable laboratories for astronomical 

research and enhancing our comprehension of stellar evolution as well as galaxy dynamics. These 

systems provide a unique opportunity to precisely ascertain these crucial parameters. The 

simultaneous analyses of high-quality space observations, combined with ground-based photometric 

data, have allowed more sensitive detection of fundamental stellar parameters by multicolour 

photometry. In the paper, the absolute parameters of the component stars for the V1010 Cas binary 

system were sensitively obtained by a simultaneous analysis of the Transiting Exoplanet Survey 

Satellite (TESS) light curve, and new CCD observations in BVRI filters obtained with 60 cm Robotic 

telescope (T60) at the TUBITAK National Observatory. Thereby, the radii and masses of the primary 

and secondary components were determined as R1 = 2.46  0.01 R


, R2 = 1.78  0.03 R


, and M1 = 

2.06  0.05 M


,  M2 = 1.83  0.04 M


, respectively. The distance of V1010 Cas was also calculated as 

444  42 pc. Furthermore, the system's overall age was approximated at about 570 ± 60 Myr. 

 

Keywords: Eclipsing binary stars, photometry, absolute parameters, V1010 Cas 

 

1. INTRODUCTION 

 

Eclipsing binary stars are very significant in astrophysics, as they are the only way to determine 

fundamental stellar parameters from direct observations. These parameters can be obtained more 

precisely, especially by utilizing high-resolution photometric data provided by space telescopes like 

TESS [1]. Increasing the sensitivity of the absolute parameters of stars allows theoretical models to be 

tested and more realistic models to be built by comparing evolutionary models with observational 

findings. Detached eclipsing binary systems are very useful for this aim due to the relatively little 

interaction between the components. With fundamental stellar parameters calculated from 

observations of detached eclipsing binaries, evolutionary models for single stars can be investigated, 

and the agreement of observations to the theoretical evolution models can be tested. In addition, it is 

also important in this context to bring the fundamental stellar parameters to the literature with light 
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curve analyses of detached eclipsing binaries, which have not been investigated in detail before. For 

this reason, the detached eclipsing binary system V1010 Cas with only times of minima reported and 

no light curve analysis performed up to now, was selected in this study. 

 

V1010 Cas is categorized as an Algol-type eclipsing binary system [2]. A detailed study of the system 

has not been performed until now. Thus, the absolute parameters of the V1010 Cas components 

remained elusive. The light curve analysis of the system is essential to reveal its fundamental stellar 

parameters. In this work, the first light curve solution of V1010 Cas was performed utilizing TESS and 

T60 data, and the fundamental stellar parameters of the system were derived. General information 

about V1010 Cas is listed in Table 1. 

 

Table 1. Catalogue information of V1010 Cas. 

RA * 00
h
 57

m
 56

s
.98 

DEC * +60° 06ʹ 14ʺ.98 

Type * EA 

Spectral Type [2] A2 

Magnitude (V) * 9
m
.1 

Period (day) * 2.398 

(*) represents the data taken from SIMBAD (https://simbad.unistra.fr/simbad)  

 

The paper presenting the findings of the first light curve analysis of V1010 Cas is organized as below. 

Observational data and a description of the calculation of the new light elements are presented in 

Section 2. Simultaneous light curve analysis of the TESS and ground-based photometric data are 

explained in Section 3. Findings of the photometric analysis and determination of the astrophysical 

parameters of the V1010 Cas are introduced in Sec. 4. At the end, in Sec. 5, the conclusions and 

discussion of the research are summarized. 

 
2. PHOTOMETRIC DATA 

 

New CCD multicolour observations of V1010 Cas were made at the TUBITAK National Observatory 

(TUG) over 152 nights between July 2018 and October 2019. A 60 cm RC Robotic (T60) telescope is 

controlled by the OCAAS open source software, officially called TALON (see [3]), equipped with 

FLI ProLine 3041-UV CCD until 23 July 2019, and after this date, Andor iKon-L 936 BEX2-DD 

model camera, was used. The FLI ProLine 3041-UV CCD gives an observable field of view (FoV) of 

17.4 and image scales of 0.51 per pixel, while the Andor iKon-L 936 BEX2-DD camera provides 

image scales of 0.456 per pixel and an observable FoV of 15.6. 

 

Observations were performed by means of Bessell BVRI filters (see [4]). For each filter, the exposure 

time was set to 5 seconds. In order to correct for on-chip pixel-to-pixel inconsistencies, calibration 

images including sky flats and bias frames were acquired at intervals throughout the observations.   

TYC 3680-1229-1 was used as the comparison star, while TYC 3680-71-1 was utilized as the check 

https://simbad.unistra.fr/simbad


 
  
 
 

 

 
 
 

Alan, N.,  Journal of Scientific Reports-A, Number 54, 273-284, September 2023 
 

 
 

275 
 

star. In addition, data from the TESS were also used in the light curve solution. With an observing 

time of 27.4 days per sector, TESS is able to observe the majority of the entire sky in sectors. The 

wavelength range of TESS observations is 600-1000 nm [1]. Photometric TESS data of V1010 Cas 

included in the light curve analyses were acquired between October 8th October and 2st November 

2019 with an exposure time of 120 seconds. TESS data of V1010 Cas were retrieved from the 

Mikulski Archive for Space Telescopes (MAST) database. For the analysis, light curves obtained with 

Pre-search Data Conditioning Simple Aperture Photometry [1] were selected. Photometric data had an 

average error of approximately 0.1% ( 9 mmag). 

 

Reduction of the data for the T60 observations includes several steps. First, bias and dark frames were 

removed from the science frames, followed by a flat-fielding correction. Subsequently, these CCD 

images that had undergone reduction were employed to calculate the target stars' differential 

magnitudes. The IRAF aperture photometry GUI tool, MYRaf software [5], was used for this specific 

procedure. No significant light variations were found in the comparison and check stars throughout 

the observation nights. For the comparison minus check stars magnitudes, the external uncertainties 

were quantified to be about 30 mmag in B, 15 mmag in V, 17 mmag in R, and 18 mmag in I filters. 

These values were derived based on the standard deviation of differential magnitude variation 

between the comparison and check stars observed on the same night. The observational data remained 

unconverted to the standard Bessell BVRI system and differential magnitudes were used in light curve 

analyses.   

 

The minima times were determined based on TESS data. The primary times of minima were obtained 

from the first, middle and last parts, and the secondary minima time was procured middle part of TESS 

observations. Totally, four TESS minima times were obtained, and then transformed from BJD to 

HJD. The minima times of V1010 Cas in the literature were also obtained from the O-C Gateway 

(http://var2.astro.cz/ocgate). A total of 18 minima times were used for analysis, and an investigation 

into the system's period changes was conducted. Despite this analysis, no parabolic or cyclical period 

variations were detected. Consequently, new light elements for V1010 Cas were established by 

applying a linear fit to all the times of minima. These new light elements are presented by the equation 

below: 

 

𝐻𝐽𝐷(𝑀𝑖𝑛𝐼) = 2458767.0492(9) + 2d. 397766 (1) × 𝐸                      (1)  

 

The values given inside the parentheses in the equation represent the errors at the last digit for the 

light elements. 

 

3. LIGHT CURVE MODELLING 

 

The normalized BVRI and TESS photometric data were used simultaneously in the light curve 

solution. On the other side, due to the scattering ground-based data before the simultaneous solution, 

the TESS light curve was first analyzed and the corresponding parameters were obtained. This 

prevented the scattered ground-based data from contaminating the analysis results. Subsequently, 

ground-based data was included in the solution to calculate color-dependent flux contributions and to 

increase the accuracy of the temperature, and a simultaneous solution was performed. To accurately 
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estimate uncertainties in the adjusted parameters, the solution done via the Wilson-Devinney [6] (W-

D) code integrated with Monte Carlo simulation [7, 8]. Within the W-D code, certain parameters were 

held constant, based on prior research in the field and theoretical models. Meanwhile, others have 

been adjusted in later iterations. The parameters that were taken as the assumption and held constant 

are as follows. The unreddened colour index of (B-V)0 = 0.088  0.034 mag, determined from the 

Tycho-2 catalogue [9] using with B-V=0
m
.164  0.032 and Ed(B-V)=0

m
.076  0.002 according to the 

[10] calibration for V1010 Cas. The initial temperature of the primary component of the system was 

held constant at      8574 K in accordance with the B-V colour index using the astrophysical 

parameters of main-sequence stars [11]. BVRI filter light curves observed with ground-based T60 

robotic telescope were solved simultaneously with the TESS data. In the analysis, mode 2 for detached 

binary systems was used, taking into account the character of the light variation. Using the square root 

law of limb darkening, limb darkening coefficients were obtained from van Hamme's tables [18], 

considering the temperatures of the V1010 Cas components and filter wavelengths. Due to the 

absence of TESS passband integration within the W-D code, the I-band was adopted in the light curve 

model as the TESS passband is centered at Cousins I-band. The constant coefficients are also selected 

by considering the I-band. According to [19], the bolometric gravity-darkening exponent of each 

component was fixed at 1.0 for radiative atmosphere (Teff > 7200 K). Besides, in accordance with 

[20], the bolometric albedos of the components were held constant at 1.0 for radiative atmospheres. 

Both components were assumed to undergo synchronous rotation (F1=F2=1). At a phase of 0.5, the 

secondary minima of V1010 Cas is situated, and there seems to be an absence of asymmetry in the 

light curve. Moreover, the durations of ascent and descent are equivalent for both the primary and 

secondary minima. Therefore, it was assumed          (e = 0) to be a circular orbit. The remaining 

parameters, including second component's effective temperature (Teff,2), orbital inclination (i), 

dimension-less surface potential of primary and secondary components (1,2), primary component's 

fractional luminosity (L1), phase shift, and mass ratio (q) were considered as adjustable parameters. To 

assess the potential contribution of a third body (l3) to the overall light, l3 was chosen as a free 

parameter in the analysis. In this way, a significant light contribution was detected in the V1010 Cas 

and l3 was taken into account in the final solution. Table 2 lists the parameters derived from the best 

light curve model. It is depicted in Fig. 1 for a comparative comparison of observed and computed 

light curves. It is also illustrated the Roche geometry of the system in Fig. 2. 
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Figure 1. Contrasting the theoretical light curves (red line) and the observational data (black dot) for 

V1010 Cas. 

 

Figure 2. The Roche geometry of V1010 Cas, derived using the parameters of the best light curve 

model. 
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Table 2. The findings for V1010 Cas based on the light curve analysis. 1, 2 and 3 subscripts 

respectively correspond to the primary, secondary, and third components. 

Parameter Value  

T0 (HJD+2400000) 58767.0492 

Porb (days) 2.397766 

i (°) 83.508  0.021 

Teff,1
a
 (K) 8574  150 

Teff,2 (K) 8196  167 

e 0.000 

1 5.737  0.014 

2 6.982  0.050 

Phase shift 0.0002  0.0001 

q 0.889  0.008 

r1* (mean) 0.2074  0.0002 

r2* (mean) 0.1504  0.0005 

L1 / (L1+L2) (TESS) 0.683  0.001 

L1 / (L1+L2) (B) 0.701  0.004 

L1 / (L1+L2) (V) 0.691  0.004 

L1 / (L1+L2) (R) 0.682  0.004 

L1 / (L1+L2) (I) 0.683  0.004 

L2 / (L1+L2) (TESS) 0.317  0.004 

L2 / (L1+L2) (B) 0.299  0.007 

L2 / (L1+L2) (V) 0.309  0.007 

L2 / (L1+L2) (R) 0.318  0.007 

L2 / (L1+L2) (I) 0.317  0.007 

l3 (TESS) 0.096  0.001 

l3 (B) 0.037  0.012 

l3 (V) 0.047  0.012 

l3 (R) 0.058  0.012 

l3 (I) 0.108  0.013 

(
a
) stands for parameters held constant and (*) denotes fractional radii 

 

4. ESTIMATED ABSOLUTE PARAMETERS AND EVOLUTIONARY STATUS  

 

The radial velocity curves for V1010 Cas detached binary system components are currently non-

existent, as no high-resolution spectral observations of the system have been performed. Nonetheless, 

it is possible to roughly estimate the absolute parameters for the component stars using the 

information determined from the photometric analysis. The absolute parameters are presented in detail 

in Table 3. Specifically, the primary component of V1010 Cas is treated as a main sequence star, 

characterized by an assumed Teff = 8574 K, and then the primary component's mass (M1) is designated 

as 2.06 M


, a value obtained through the correlation between Teff and mass for main sequence stars, as 

indicated by [11]. Secondary component mass was calculated from the mass ratio obtained from the 
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photometric analysis. The fractional radii listed in Table 2, along with the semi-major axis derived 

using Kepler's third law, enabled the estimation of component radii. Solar values (Teff,Sun = 5777 K, 

MBol,Sun = 4
m
.74) and bolometric corrections from [11] were used to calculate the component 

luminosities and bolometric magnitudes. For the primary and secondary components, surface gravity 

values were determined as    log g1 = 3.971  0.015 and log g2 = 4.199  0.019 in cgs unit, 

respectively. This finding reveals that each of the components has a different evolutionary status. On 

the basis of the apparent magnitude of V1010 Cas, light ratio of its components, listed in Table 2, 

interstellar extinction (see Table 3), and BC values (BC1= -0.041 and BC2= 0.003 computed via [11]) 

the distance of V1010 Cas was obtained to be            444 ∓ 42 pc. For the error propagation of the 

derived parameters, classical methods were applied by considering both the errors due to the 

assumptions and from the MC simulated light curve analysis in combination. 

 

Table 3. Estimated absolute parameters of V1010 Cas. 

Estimated Stellar Parameter Value  

M1 (M


) 2.06  0.05 

M2 (M


) 1.83  0.04 

R1 (R


) 2.46  0.01 

R2 (R


) 1.78  0.03 

a (R


) 11.84  0.04 

log L1 (L


) 1.47  0.11 

log L2 (L


) 1.11  0.08 

log g1 (cgs) 3.971  0.015 

log g2 (cgs) 4.199  0.019 

MBol,1 (mag) 1.07  0.20 

MBol,2 (mag) 1.96  0.49 

MV,1 (mag) 1.11  0.21 

MV,2 (mag) 1.96  0.50 

AV,d (mag) 0.236  0.006 

Distance (pc) 444  42 

 

Obtaining absolute parameters of the system components has provided us with an understanding of 

the evolutionary status. To delve deeper into the evolutionary context, the MESA Isochrones & Stellar 

Tracks (MIST) framework, as referenced in several relevant studies [12, 13, 14, 15, 16 and 17] was 

employed. By plotting the estimated absolute parameters on the Hertzsprung Russell diagram, it was 

revealed that the best theoretical fit is along the evolutionary track characterized by a metallicity of         

Z = 0.014 ± 0.002, as shown in Figure 3. According to the isochrones, the most representative age of 

the system is 570 ± 60 Myr. 
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Figure 3. In the log L-log T plane, the positions of V1010 Cas components. Evolutionary tracks for a 

metallicity of Z = 0.014 are depicted with blue and red lines corresponding to respectively primary 

and secondary components.  

 

5. RESULTS AND DISCUSSIONS 

 

This paper presents the first light curve solution of ground-based CCD multicolour observational 

datasets in BVRI passbands and high-quality TESS data to estimate the fundamental parameters of the 

V1010 Cas components. Additionally, new light elements for the system were computed by utilizing 

the times of minima calculated from TESS data and those collected from the literature. Consequent to 

the photometric analysis, the mass for the primary component as M1 = 2.06  0.05 M


, and for 

secondary component as M2 = 1.83  0.04 M


 were determined. Regarding the primary and secondary 

components of V1010 Cas, the radii were found as follows: be R1 = 2.46  0.01 R


  and R2 = 1.78  

0.03 R


, respectively. Furthermore, the light curve analysis indicates that the distance of V1010 Cas is 

approximately 444  42 pc, a value in strong agreement with the Gaia-DR3 distance 436  5 pc [21].  

 

In this paper, the primary and secondary component temperatures of V1010 Cas were calculated as   

Teff,1 = 8574 K and Teff,2 = 8196 K, respectively, through photometric analysis of the system. 
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Comparing the obtained temperatures with the temperatures in the table given by [11] for main-

sequence stars, it was found that the spectral types of V1010 Cas primary and secondary components 

are A4 and A5, respectively. Since no detailed photometric or spectral analysis of the system was 

previously available in the literature, the spectral types of the component stars could not be 

determined, but it was identified by [22] that V1010 Cas is a main-sequence star with spectral type 

A2. The mass ratio of V1010 Cas calculated in this study is q = 0.889  0.008, which is in strong 

agreement with the mean mass ratio value q = 0.88 given for detached binary stars ([23]).  

Moreover, the mass values calculated for each component were substituted into the mass-luminosity 

relations given by [24] for main-sequence stars, and the mean luminosity values of the primary and 

secondary components were calculated as                  log L1=1.37 L


 and log L2=1.14 L


, respectively. 

The luminosity values (log L1=1.47  0.11,                    log L2= 1.11  0.08) given in Table 3 for both 

components of V1010 Cas are in good agreement with those calculated from [24] relation within 

statistical uncertainties.  This result supports that the system is still in the main-sequence band. The 

ages of components calculated on the basis of absolute parameters are consistent within statistical 

uncertainties, and the age of the system is estimated as        570  60 Myr.  

 

The absolute stellar parameters were calculated for the components of the V1010 Cas system using 

sensitive photometric data in this research. Detached binary systems like V1010 Cas provide a unique 

opportunity to directly measure stellar masses, radii, and luminosities, which are difficult to accurately 

determine for single stars. Overall, the V1010 Cas binary system provides a valuable laboratory for 

expanding our understanding of stellar evolution, binary interactions, and broader astrophysical 

phenomena. In order to calculate the mass ratios of the components and therefore their fundamental 

stellar parameters more precisely, radial velocity curves of the components are needed. For this 

purpose, it is essential that spectroscopic observations of V1010 Cas are also performed and used 

along with photometric data in the light curve solution. With future spectroscopic observations of the 

system, radial velocity curves of the components can be obtained and the light curve solution could be 

performed simultaneously with spectroscopic and photometric data to provide much more precise 

findings. Until spectral and photometric data for this system are evaluated simultaneously, the 

findings in this research will be the parameters most representative of V1010 Cas.  

 

Author Contribution: Conception/Design of study, Conception/Design of study Data 

Analysis/Interpretation, Drafting Manuscript, Critical Revision of Manuscript, Final Approval and 

Accountability - N.A. 

 

Conflict of Interest: The author declared no conflict of interest. 

 

ACKNOWLEDGEMENT 

 

Sincere thanks to the anonymous referees for their insightful and constructive suggestions that 

significantly improved the paper. This study was funded by the Scientific Research Projects 

Coordination Unit of Istanbul University. Project number: 37903. The author would like to thank 

TÜBİTAK for partial support towards using the T60 telescope via project 18BT60-1324. The author 

also thanks the observers and technical staff at the TÜBİTAK National Observatory for their support 

before and during the observations. A special thanks to Fahri ALİÇAVUŞ and Mehmet ALPSOY for 



 
  
 
 

 

 
 
 

Alan, N.,  Journal of Scientific Reports-A, Number 54, 273-284, September 2023 
 

 
 

282 
 

their valuable suggestions and contributions, and Selçuk BİLİR for the inspiration and helpful 

discussions. 

 

 

REFERENCES 

 

[1] Ricker, G. R., Winn, J. N., Vanderspek, R., et al. (2015). Transiting Exoplanet Survey Satellite 

(TESS). Journal of Astronomical Telescopes, Instruments, and Systems, 1,014003. 

 

[2] Kazarovets, E. V., Samus, N. N., Durlevich, O. V., Kireeva, N. N., Pastukhova, E. N. (2008). 

The 79th Name-List of Variable Stars. Information Bulletin on Variable Stars, 5863, #1. 

 

[3] Parmaksizoglu, M., Dindar, M., Kirbiyik, H., Helhel, S. (2014). Software and electronic 

developments for TUG - T60 robotic telescope. Revista Mexicana de Astronomia y Astrofisica 

Conference Series, 45, 24. 

 

[4] Bessell, M. S. (1990). UBVRI passbands. Publications of the Astronomical Society of the 

Pacific, 102, 1181-1199. 

 

[5] Kilic, Y., Shameoni Niaei, M., Özeren, F. F., Yesilyaprak, C. (2016). MYRaf: A new Approach 

with IRAF for Astronomical Photometric Reduction. Revista Mexicana de Astronomia y 

Astrofisica Conference Series, 48, 38–39. 

 

[6] Wilson, R.E., Devinney, R.J. (1971). Realization of Accurate Close-Binary Light Curves: 

Application to MR Cygni. The Astrophysical Journal, 166, 605. 

 

[7] Zola, S., Rucinski, S.M., Baran, A., et. al. (2004). Physical Parameters of Components in Close 

Binary Systems: III. Acta Astronomica, 54, 299-312. 

 

[8] Zola, S., Gazeas, K., Kreiner, J.M., et. al. (2010). Physical parameters of components in close 

binary systems – VII. Monthly Notices of the Royal Astronomical Society, 408, 464-474. 

 

[9] Høg, E., Fabricius, C., Makarov, V. V., et al. (2000). The Tycho-2 catalogue of the 2.5 million 

brightest stars. Astronomy and Astrophysics, 355, L27–L30. 

 

[10] Schlafly, E. F. and Finkbeiner, D. P. (2011). Measuring Reddening with Sloan Digital Sky 

Survey Stellar Spectra and Recalibrating SFD. The Astrophysical Journal, 737, 103. 

 

[11] Eker, Z., Soydugan, F., Bilir, S., Bakis, V., et al. (2020). Empirical bolometric correction 

coefficients for nearby main-sequence stars in the Gaia era. Monthly Notices of the Royal 

Astronomical Society, 496, 3887–3905. 

 



 
  
 
 

 

 
 
 

Alan, N.,  Journal of Scientific Reports-A, Number 54, 273-284, September 2023 
 

 
 

283 
 

[12] Choi, J., Dotter, A., Conroy, C., Cantiello, M., Paxton, B., Johnson, B. D. (2016). Mesa 

Isochrones and Stellar Tracks (MIST). I. Solar-scaled Models. The Astrophysical Journal, 823, 

102. 

 

[13] Dotter, A. (2016). MESA Isochrones and Stellar Tracks (MIST) 0: Methods for the Construction 

of Stellar Isochrones. The Astrophysical Journal Supplement Series, 222, 8. 

 

[14] Paxton, B., Bildsten, L., Dotter, A., Herwig, F., Lesaffre, P., Timmes, F. (2011). Modules for 

Experiments in Stellar Astrophysics (MESA). The Astrophysical Journal Supplement Series, 

192, 3. 

 

[15] Paxton, B., Cantiello, M., Arras, P., et al. (2013). Modules for Experiments in Stellar 

Astrophysics (MESA): Planets, Oscillations, Rotation, and Massive Stars. The Astrophysical 

Journal Supplement Series, 208, 4. 

 

[16] Paxton, B., Marchant, P., Schwab, J., et al. (2015). Modules for Experiments in Stellar 

Astrophysics (MESA): Binaries, Pulsations, and Explosions. The Astrophysical Journal 

Supplement Series, 220, 15. 

 

[17] Paxton, B., Schwab, J., Bauer, E. B., et al. (2018). Modules for Experiments in Stellar 

Astrophysics (MESA): Convective Boundaries, Element Diffusion, and Massive Star 

Explosions. The Astrophysical Journal Supplement Series, 234. 34. 

 

[18] van Hamme, W. (1993). New Limb-Darkening Coefficients for Modeling Binary Star Light 

Curves. The Astronomical Journal, 106, 2096. 

 

[19] von Zeipel, H. (1924). The radiative equilibrium of a rotating system of gaseous masses. 

Monthly Notices of the Royal Astronomical Society, 84, 665–683. 

 

[20] Rucinski, S. M. (1969). The Proximity Effects in Close Binary Systems. II. The Bolometric 

Reflection Effect for Stars with Deep Convective Envelopes. Acta Astronomica, 19, 245. 

 

[21] Gaia Collaboration, Vallenari, A., Brown, A. G. A., Prusti, T., et al. (2023). Gaia Data Release 3. 

Summary of the content and survey properties. Astronomy and Astrophysics, 674, A1. 

 

[22] Jaschek, C., Conde, H., de Sierra, A. C. (1964). Catalogue of stellar spectra classified in the 

Morgan-Keenan system. Observatory Astronomical La Plata Series Astronomies, 28, 1. 

 

[23] Eker, Z., Demircan, O., Bilir, S., Karataş, Y. (2006).   Dynamical Evolution of Active Detached 

Binaries on the logJo-logM Diagram and Contact Binary Formation. Monthly Notices of the 

Royal Astronomical Society, 373, 1483-1494. 

 

[24] Eker, Z., Bakış, V., Bilir, S., Soydugan, F., Steer, I., Soydugan, E., Bakış, H., Aliçavuş, F., 

Aslan, G., Alpsoy, M. (2018). Interrelated Main-Sequence Mass-Luminosity, Mass-Radius, and 



 
  
 
 

 

 
 
 

Alan, N.,  Journal of Scientific Reports-A, Number 54, 273-284, September 2023 
 

 
 

284 
 

Mass-Effective Temperature Relations. Monthly Notices of the Royal Astronomical Society, 

479, 5491-55111. 



 
 
 
 
 
 

RESEARCH ARTICLE 

285 
 

 

ENRICHMENT OF SİVAS/GEMEREK LIGNITE COAL BY OIL AGGLOMERATION 

USING DIFFERENT VEGETABLE OILS 

 

Özlem KAYA
1,*

, Neriman TAŞDÖĞEN CEBE
2
 

 
 Sivas Cumhuriyet University, Engineering Faculty, Metallurgy and Materials Engineering, Sivas, okaya@cumhuriyet.edu.tr, 

ORCID: 0000-0001-7613-3609 
2Sivas Cumhuriyet University, Engineering Faculty, Mining Engineering, Sivas, tasdogenneriman@gmail.com,  

ORCID: 0000-0002-6555-5950 

 

 

 
Receive Date: 28.07.2023                              Accepted Date: 13.09.2023 

 

 

 

ABSTRACT 

 

The aim of this study was to investigate the use of various vegetable oils (almond oil, hazelnut oil, 

poppy oil, soybean (soya) oil, sunflower oil) for Sivas/Gemerek (in Turkey) lignite coal by oil 

agglomeration. The study examined the effect of bridging liquid type and dosage on oil 

agglomeration. Vegetable oil dosages of 2%, 5%, 10% and 20% were investigated in oil 

agglomeration experiments. The agglomeration of lignite coal with these bridging liquids was 

evaluated based on yield, combustible recovery and ash rejection. The agglomeration performances of 

these vegetable oils were compared. The highest ash rejection (70.30%) was observed by using 

soybean (soya) at 20% of the bridging liquid dosage. The yield and combustible recovery of lignite 

coal were achieved 36.46% yield and 38.05% combustible recovery in this soybean (soya) oil dosage, 

respectively. The lignite coal ash content was reduced from 19.08% to 15.54% under these optimum 

conditions. 

 

Keywords: Ash rejection, Combustible recovery, Lignite coal, Oil agglomeration, Vegetable oil, 

Yield. 

 

1. INTRODUCTION 

 

Coal, petroleum and natural gas are fossil energy raw materials. Generally, rocks containing 50% 

combustible material are described as coal. Coal contains inorganic materials and moisture except 

organic materials. Coal is classified into four ranks by The American Society for Testing and 

Materials (ASTM): lignite, sub-bituminous, bituminous and anthracite. Lignite coal, also known as 

brown coal or low-rank coal, has the following characteristics: low calorific value, high moisture and 

ash content, proneness to spontaneous combustion, low friability.  

 

Impurities in coal, which are important for both the use and cleaning of coal, are divided into three 

groups: moisture, ash and sulfur. The failure to reach the desired yield and ash ratios with classical 
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methods for cleaning fine coals (-500 µm) has led to the emergence of many physicochemical 

methods. Among these methods, oil agglomeration is a method with advantages such as high 

efficiency, low ash concent, simple applicability and high selectivity. Oil agglomeration is a process 

for the enrichment of fine coals (-500 µm) and was developed as an alternative to flotation method. 

Also this method achieves beneficiation of low-quality coals such as lignite effectively [1,2]. 

 

In this method, differences in surface properties (hydrophobic (organic) and hydrophilic (inorganic)) 

between coal and gangue minerals are utilized to remove inorganic impurities. The oil agglomeration 

process involves intense mixing of an immiscible liquid (bridging liquid) and an aqueous suspension 

of fine coal. The hydrophobic (organic) coal particles readily coat with the bridging liquid, leading to 

the formation of agglomerates. On the other hand, hydrophilic (mineral matter) particles do not 

agglomerate upon collision. After the agglomeration process, the slurry is screened to separate the 

coal agglomerates (concentrate) from the non-agglomerated particles (tailings) [3,4]. 

 

Several studies have reported the use of various types of vegetable oils as bridging liquids in oil 

agglomeration. The study conducted by Alonso et al. [5] focused on obtaining high calorific value 

products from coal cleaning wastes. They achieved this by agglomerating the wastes with vegetable 

oils, including crude and refined sunflower and soybean oils. The study conducted by Asad et al. [6] 

focused on the beneficiation of Makarval coal. They investigated the use of soybean oil as an 

agglomerant in this process. The ash content of agglomerates has been reduced from 30% to 7.5% and 

sulfur content was reduced from 5.4% to 2.0%. The study conducted by Chakladar et al [7] found that 

turpentine oil is an effective bridging liquid for the beneficiation of Indian cooking coals by oil 

agglomeration. In the study, two high-ash coals of Indian origin, 26% and 34% ash, were selected. A 

wide range of particle sizes, pH, electrolyte type, agitation conditions and oil dosage were 

investigated. Both coals (-200 mesh) showed approximately 50% reduction in ash content. The study 

by Chary and Dastidar [8] examined the use of various oils as bridging liquids in the oil 

agglomeration of Indian bituminous coal. The oils investigated include: jatropha oil, karanja oil, 

rubber seed oil, cotton seed oil, sunflower oil, soya oil, castor oil, palm oil, sesame oil, coconut oil. 

The study conducted by Garcia et al. [9] found that refined sunflower and soybean oils were suitable 

for coal agglomeration with three Spanish anthracites. The study conducted by Ken and Nandi [10] 

focused on the desulfurization of high sulphur Indian coal by oil agglomeration using linseed oil. 

Experimental results showed that raw coal with 5.52% sulfur, 13.47% ash and GCV of 7038 kcal/kg 

can be beneficiated to produce clean coal with 2.18% sulfur along with 5.32% ash and 7769 kcal/kg 

GCV. The study by Malik et al. [11] investigated the use of edible and non-edible vegetable oils, 

including castor oil, soybean oil (soya oil), linseed oil, and mahua oil, for agglomerating five different 

types of Indian coals. Using different coal-oil combinations, agglomerate yields ranged from 40.0 to 

87.5% and ash rejections from 13.5 to 62.0%. Valdés and Garcia [12] carried out agglomeration of 

coal fines cleaning wastes from two different Spanish coal cleaning plants with waste vegetable oils 

(WVO) from households. They recovered high calorific value and low ash coal with waste sunflower 

oil and olive oil. 

 

The type and nature of the bridging liquid has a very important effect on the performance of the 

agglomeration process. It seems like various types of oils, such as diesel oil, fuel oil, kerosene, engine 

oil, vegetable oils and fish oil, have been effectively utilized as bridging liquids in the agglomeration 
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process. Considered renewable are vegetable oils with negligible sulphur, nitrogen and metal content. 

There are also several environmental benefits to using vegetable oils, too. In this work, different virgin 

vegetable oils (almond oil, hazelnut oil, poppy oil, soybean (soya) oil, sunflower oil) have been tested 

as bridging liquid in oil agglomeration. These vegetable oils have a high density of approximately 0.9 

g/cm
3 

and they are less expensive than compared to hydrocarbons. The usage of vegetable oils for oil 

agglomeration appears to be an attractive bridging liquid that should be considered. In the present 

study, the influence of different vegetable oil types and dosages on oil agglomeration of 

Sivas/Gemerek lignite coal was investigated and the agglomeration performances of these vegetable 

oils were compared. 

 

2. MATERIAL AND METHOD 

 

2.1. Material         

The coal sample from the Sivas/Gemerek region in Turkey was used for the agglomeration 

experiments. The proximate and calorific value analysis of the coal sample has been completed 

(Table 1). The X-ray diffractometer can be used to analyze the composition of lignite coal. In this 

case, it detected the presence of quartz (SiO2) and pyrite (FeS2) in the lignite coal sample. The 

particle size distribution of the lignite coal ground to -500 µm used in the agglomeration experiments 

is given in Table 2. 

 

Table 1. Proximate and calorific value analyses of Sivas/Gemerek lignite coal. 

Proximate Analysis  Calorific Value Analysis  

Parameters (%) Parameters (kcal/kg) 

Moisture in original coal 23.79 Upper calorific value of dry coal 3555 

Moisture in air-dried coal 19.49   

Ash in dry coal 19.08   

 

Table 2. Particle size distribution of Sivas/Gemerek lignite coal. 

Particle size (µm) Weight (%) 

-500 + 425 11.15 

-425 + 300 12.70 

-300 + 250 11.07 

-250 + 180 10.54 

-180 + 125 9.38 

-125 +90 8.92 

-90 +63 7.75 

-63 +45 6.32 

-45 22.17 

Total 100 

 

The study used the following vegetable oils: almond oil, hazelnut oil, poppy oil, soybean (soya) oil 

and sunflower oil. The vegetable oils used in the oil agglomeration experiments were obtained from 
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the local market and used without any chemical or physical modification. The properties and densities 

of the bridging liquids used in this study are given in Table 3, where these are the data provided by 

the manufacturers. 

 

2.2. Method          

The coal sample was grinded using ball mill by closely controlled and sieved the particle size -500 

µm. Heidolph RZR 2051 speed-controlled mechanical stirrer was used for performing the 

agglomeration tests. Agglomeration experiments were undertaken in 1000 mL glass beaker. Three-blade 

metal portable baffles were inserted to beaker as a turbulence generator. 15 g coal-400 mL distilled 

water mixtures were agitated to provide complete wetting of coal particles. Bridging liquid (vegetable 

oil) was then added, and mixture of coal-bridging liquid-water was agitated at 400 rpm for 15 min of 

agglomeration time. The experiments were carried out at the ambient pH of the mixture, which was 

measured to be pH 5.50. After agglomeration, the slurry was transferred to a sieve with an aperture of 

500 µm. This separation process helps to separate the agglomerates from the tailings. The 

agglomerates were washed with distilled water. Then acetone washing was performed to remove the 

bridging liquid and again washed with distilled water. The oil agglomeration process schematic 

representation is shown in Figure 1. 

 

Table 3. Bridging liquids used in this study and their properties. 

Bridging Liquids Properties Density (g/cm
3
) 

Almond oil 

It is a yellowish vegetable oil that contains 

unsaturated oil acids of oleic and linoleic acid, 

saturated oil acids myristic and palmitic acid 

glycerides obtained by pressing Rosaceae seeds 

                    

0.912 

Hazelnut oil 

It is a vegetable oil that contains oil acids such as 

oleic acid and linoleic acid which is not chemically 

processed and is obtained by physical processes and 

extraction from hazelnut fruits 

 

0.914 

Poppy oil 

It is a vegetable oil containing oleic acid, linoleic acid 

and lower amounts of stearic acid and palmitic acid 

glycerides which is obtained from pressing the seeds 

of Papaver somniferum varieties (containing 47-51% 

oil). 

 

 

0.922 

Soybean (soya) oil 

It is a vegetable oil that is obtained by extraction or 

pressing from the seeds of soybean (Glycine max) 

species 

 

0.917 

Sunflower oil 

It is a vegetable oil that contains oleic acid and 

linoleic acid obtained from the seeds of the plant 

Helianthus annuus with an oil content of 39-45%. 

 

0.912 

  

 

The agglomerates were dried at 105 ± 5 °C. At the end of drying, the agglomerates were weighed and 

analyzed for ash content. The standard ASTM-3174 method has been used for ash determination [13]. 
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The yield (%), combustible recovery (%) and ash rejection (%) of the agglomerates were calculated by 

formulas as below: 

 

Y(%) =  
Wta

Wtf
∗ 100              (1) 

                 

CR (%) = (
Wta

Wtf
) ∗  (

100− Aa

100− Af
) ∗ 100          (2)  

                         

AR(%) = [
Af− (Aa∗ 

Wta
Wtf

)

Af
] ∗ 100            (3)        

                                                                                                       
Where, Y= yield (%), Wta= weight of agglomerate (g); Wtf= weigh of feed coal (g); CR= combustible 

recovery (%); Aa= ash of agglomerate (%); Af= ash of feed coal (%); AR = ash rejection (%). 

 

 
Figure 1. The oil agglomeration process schematic representation. 

 

3. RESULTS AND DISCUSSION 

 

The choice of liquids as bridging liquid in oil agglomeration is indeed crucial for the success of the 

process.  It can significantly impact the efficiency and effectiveness of oil agglomeration. The 

bridging liquid acts as a medium to facilitate the agglomeration of coal particles. Bridging liquids 

have different properties, such as density, viscosity, surface tension and functional groups, which can 
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affect the agglomeration process. Therefore, careful consideration should be given to choosing the 

right liquid for successful oil agglomeration. 

 

The study investigated the usage of five different vegetable oils (almond oil, hazelnut oil, poppy oil, 

soybean (soya) oil, and sunflower oil) in agglomeration experiments. The effects of these oils at 

different dosages (2%, 5%, 10%, and 20%) on the oil agglomeration process were examined. 

 

Figure 2 illustrates the agglomeration performance of lignite coal with different almond oil dosages. 

Figure 3 illustrates the agglomeration performance of lignite coal with different sunflower oil dosages. 

Figure 4 illustrates the agglomeration performance of lignite coal with different poppy oil dosages. 

 

As seen in Figures 2 and 3; the lowest yield and combustible recovery values in the examined 

vegetable oils were obtained at very low bridging liquid dosages (2% and 5%) for almond oil and 

sunflower oil. When almond oil and sunflower oil were used at low liquid dosages, an adequate liquid 

bridge could not form between the coal particles, resulting in low yield and combustible recovery. 

Increasing the doses of almond oil and sunflower oil resulted in higher yields and combustible 

recovery values of the agglomerates. Similarly, both yield and combustible recovery values of the 

agglomerates were increased by increasing the dosage of poppy oil. (Figure 4). This can be explained 

by the improved contact of coal pores with bridging liquids and the increased formation of larger 

spherical agglomerates due to an increase in the number of bridging liquid droplets [14]. However, the 

increase in combustible recovery is accompanied by a decrease in ash rejection. This can be explained 

to a reduced in the selectivity of the bridging liquid droplets. Similarly, Shukla and Venugopal [15] 

observed that there was a decrease in ash rejection as the oil dosage increased. 

 

 

Figure 2. Agglomeration performance of lignite 

coal with different almond oil dosages. 

 

 

Figure 3. Agglomeration performance of lignite 

coal with different sunflower oil dosages. 
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Figure 4. Agglomeration performance of lignite coal with different poppy oil dosages. 

 

Figure 5 shows the agglomeration performance of lignite coal with different hazelnut oil dosages. As 

shown in Figure 5, the yield and combustible recovery values of hazelnut oil tended to decrease with 

increasing bridging liquid dosage. At lower dosages of hazelnut oil, i.e. 2% and 5%, this indicates that 

there is enough oil to coat all the coal particles. Increasing the dosage of hazelnut oil makes the 

agglomerates pasty, which in turn makes it difficult for them to agglomerate. This decrease in 

agglomerate formation leads to a lower yield and reduced recovery of combustible materials. 
However, the ash rejection values of hazelnut oil increase with an increasing dosage of bridging 

liquid. The high content of inorganic minerals in the agglomerates has caused a decrease in yield, 

resulting in increased ash rejection. Asad et al. [6] and Ken and Nandi [10] also reported that 

increasing the dosage of oil had a negative effect on ash rejection. 

 

 

Figure 5. Agglomeration performance of lignite 

coal with different hazelnut oil dosages. 

 

Figure 6. Agglomeration performance of lignite 

coal with different soybean (soya) oil dosages. 
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Figure 6 shows the agglomeration performance of lignite coal with different soybean (soya) oil 

dosages. As seen in Figure 6, the values for yield, combustible recovery, and ash rejection did not 

change significantly with increasing dosage of soybean (soya) oil. At all soybean (soya) oil dosages, 

the bridging liquid effectively covers the coal particles. Under these conditions, there is sufficient 

contact between hydrophobic coal particles and agglomerate formation, resulting in higher yield and 

combustible recovery. This also caused high ash rejection. 

 

Figure 7 illustrates the results obtained with vegetable oil type and dosage for yield in oil 

agglomeration. Figure 8 illustrates the results obtained with vegetable oil type and dosage for 

combustible recovery in oil agglomeration. Figure 9 illustrates the results obtained with vegetable oil 

type and dosage for ash rejection in oil agglomeration. 

 

As can be seen in Figure 7 and Figure 8, almond and sunflower oil dosages of 2% had the lowest 

yields and combustible recoveries. For example, using almond oil these values were 27% and 27.99%, 

using sunflower oil these values were 28.46% and 29.75%, respectively. By increasing the dosages of 

these oils, the yield and combustible recovery were improved but ash rejection was decreased. 

Similarly, when poppy oil dosages were increased from 2 to 20%, both the yield and the combustible 

yield increased, but the ash rejection decreased. As can be seen in Figure 9, the maximum ash 

rejection (79.97%) was achieved at a hazelnut oil concentration of 20%. However, as the hazelnut oil 

concentration increased from 2 to 20%, the yield decreased from 50.06% to 24.93% and the 

combustible recovery decreased from 52.03 to 26.08%. 

 

 

 

Figure 7. The results obtained with vegetable oil 

type and dosage for yield in oil agglomeration. 

 

 

Figure 8. The results obtained with vegetable oil 

type and dosage for combustible recovery in oil 

agglomeration. 
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Figure 9. The results obtained with vegetable oil type and dosage for ash rejection in oil 

agglomeration. 

 

As shown in Figure 9, the highest ash rejection of 70.30% was observed at a 20% soybean (soya) oil 

bridging liquid dosage. This bridging liquid achieved a yield of 36.46% and a combustible recovery of 

38.05% (Figure 7 and Figure 8). Oil agglomeration experiments were evaluated together with yield, 

combustible recovery and ash rejection values to select the most suitable bridging liquid. The results 

of the present oil agglomeration study have shown that soybean (soya) oil has better bridging 

properties compared to other vegetable oils investigated. Based on the experimental results, soybean 

(soya) oil was selected as the most effective bridging liquid. 

 

4. CONCLUSIONS 

 

The focus of our present study is the enrichment of Sivas/Gemerek lignite by oil agglomeration using 

different vegetable oils. The following results have been reached: 

i. Almond oil, hazelnut oil, poppy oil, soybean (soya) oil, and sunflower oil were used as 

bridging liquids at different dosages. 

ii. The most effective results were obtained with a 20% dosage of soybean (soya) oil, which 

resulted in an ash rejection of 70.30%. 

iii. Using a 20% dosage of soybean (soya) oil, the agglomeration yield was 36.46% and the 

combustible recovery was 38.05% for lignite coal. 

iv. Under the optimum oil agglomeration conditions achieved, the ash content of the 

Sivas/Gemerek lignite was reduced from 19.08% to 15.54%. 

v. Experimental studies showed that Sivas/Gemerek lignite coal was enriched through the oil 

agglomeration process using soybean (soya) oil. 
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ABSTRACT 

 

This study aims to present a comparative analysis of existing (state-of-the-art) deep learning models to 

identify early detection of brain tumor disease using MRI (Magnetic Resonance Imaging) images. For 

this purpose, GoogleNet, Mobilenetv2, InceptionV3, and Efficientnet-b0 deep learning models were 

coded on the Matlab platform and used to detect and classify brain tumor disease. Classification has 

been carried out on the common Glioma, Meningioma, and Pituitary brain tumors. The dataset 

includes 7022 brain MRI images in four different classes, which are shared publicly on the Kaggle 

platform. The dataset was pre-processed and the models were fine-tuned, and appropriate parameter 

values were used. When the statistical analysis results of the deep learning models we compared were 

evaluated, the results of Efficientnet-b0 (%99.54), InceptionV3 (%99.47), Mobilenetv2 (%98.93), and 

GoogleNet (%98.25) were obtained, in the order of success. The study results are predicted to be 

useful in offering suggestions to medical doctors and researchers in the relevant field in their decision-

making processes. In particular, it offers some advantages regarding early diagnosis of the disease, 

shortening the diagnosis time, and minimizing human-induced errors. 

 

Keywords: Deep Learning, Brain Tumor Detection, Image Classification, MRI processing 

 

1. INTRODUCTION 

 

Artificial neural networks (ANN) are models that can derive and create new information by using 

previously learned or classified information with an artificial network structure and produce outputs 

that can make decisions [1]. The learning process in ANN is similar to the relationship between 

neurons (nerve cells) and neurons, as in the human brain, and certain adjustments are required. The 

first ANN cell model was developed by Warren McCulloch and Walter Pitts in 1943. They modeled a 

simple neural network using electrical circuits to explain how neurons in the brain work [2]. 

 

Deep learning is an artificial intelligence method that uses multi-layer artificial neural networks in the 

fields of image and sound processing [3]. Each layer in deep learning have more than one number of 
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neurons, the hidden layer; is the layer that has the most impact on learning ability [4]. Unlike machine 

learning, it can learn by automatically inferences from the symbols of the data in the image or sound 

without using external user-defined rules. Estimation accuracy rates increase according to the input 

data size and normalization processes [5], [6]. With the development and spread of deep learning 

models, studies have been carried out in many different fields, especially in the field of medicine [7], 

[9]. In the studies, factors such as solving the problems in the diagnosis and treatment process of time-

consuming and complex diseases in the health sector, and determining how genetic variations cause 

disease are aimed. 

 

The main visualization techniques used for the identification of diseases are CT (Computed 

Tomography) and MRI (Magnetic Resonance Imaging) imaging techniques [10]. With the CT 

technique, a clear image is obtained in the images of anatomical structures such as bones, but this 

clarity is lower in soft tissues and organs. The MR imaging technique can clearly reflect anatomical 

structures such as soft tissues, organs, and vessels [11]. For this reason, MRI imaging is used to detect 

brain tumors. In the phase of the regeneration of cells, mass or masses may occur in various parts of 

the body in cases caused by excessive proliferation, defects in the development, growth, and 

proliferation of the cell deviating from its average size, radiation exposure, genetic disorders [12]. 

These masses are called tumors. A brain tumor is a mass that results from the uncontrolled 

development and growth of brain cells within the skull [13]. Brain tumors are basically divided into 

benign and malignant. Benign tumors grow slowly and rarely spread. Their marginal structures can 

distinguish them. Malignant tumors grow and spread very quickly. They often threaten human life. 

Brain tumors with evolving medical imaging techniques and classification of findings in different 

patients are divided into two superclasses, primary and secondary, and 11 subclasses [14]. While 

primary brain tumor types originate from brain cells, secondary brain tumor types originate anywhere 

in the body and then spread to the brain. The 2016 American Association of Neurological Surgeons 

(AANS) classification of brain tumor types based on data from WHO (World Health Organization) is 

as follows [15], [16]: 

 

I.Primary tumors of the brain 

● Gliomas 

● Meningioma 

● Primitive neuroectodermal tumors 

(PNET) 

● Pituitary tumors 

● Pineal tumors 

 

● Choroid plexus tumors 

● Other, more benign primary tumors 

● Tumors of nerves and/or nerve sheaths 

● Cysts 

● Other primary tumors, including skull 

base 

● Primary Central Nervous System 

Lymphoma (PCNSL) 

 

II. Metastatic brain tumors and carcinomatous meningitis 

 

Glioma, Meningioma, and Pituitary brain tumor types commonly seen in this study were classified 

[17]. We also classified Brain MRI images using GoogleNet InceptionV3, MobileNetV2, and 
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Efficientnet-b0 deep learning models and compared the results with performance metrics for accuracy. 

In the study, fine-tuning and problem-oriented adaptation processes were carried out to obtain the best 

accuracy rate depending on parameters such as the number of training rounds and learning rate. 

 

2. RELATED WORKS 

 

Gürkahraman et al. [18] aimed to classify three different brain tumors (glioma, meningioma and 

pituitary gland tumor) using a convolutional neural network (CNN) on T1-weighted MR images and 

to determine the effectiveness of axial, coronal and sagittal MR sections in classification. They 

compared with DVM, k-NN, and Bayesian classifiers. The features existed extracted with the CNN 

model, and then the dataset was classified with SVM, k-NN, and Bayes classifiers. Noreen et al. [19] 

aimed to classify three different brain tumor MR images. In the final applications of pre-trained 

models, features were extracted from substrates that are different from natural images and medical 

images. They propose a multi-level feature extraction and merging method to solve this problem. 

They make changes to the Inception-v3 and DensNet201 model.  

 

Sultan et al. [20] aimed to prove the ability of their new model to classify two different datasets with 

different labels. They performed classification on two separate datasets containing 3064 and 516 brain 

MRI images available to the public. They proposed a deep learning model based on CNN structure to 

classify different types of brain tumors. The second dataset aimed to differentiate between three 

grades of glioma, Stage 2, Stage 3, and Stage 4 tumor classes. Yerukalareddy and Pavlovskiy [21] 

proposed a new deep learning model for brain tumor classification in MRI images. They tested the 

proposed approach on two different MRI datasets and three types of brain tumors; It contains four 

different labels: glioma, meningioma, pituitary, and healthy. Divya et al. [22] used the ResNet50 

model to classify MR brain images of tumor types such as glioma, meningioma, and pituitary. For a 

better result, they changed the layers and increased the number of layers from 174 layers to 181 

layers. In the pieces of training, the Figshare MRI dataset consists of 3064 T1-weighted contrast-

enhanced MR images of 233 patients with three different brain tumor types, including glioma, 

meningiomas, and pituitary tumors, containing 1426, 708, and 930 images, respectively, were utilized. 

Rehman et al. [23] used three convolutional neural network architectures to classify brain tumor types 

such as meningioma, glioma, and pituitary; Three studies were run using AlexNet, GoogLeNet, and 

VGGNet. The proposed studies observed that the fine-tuned VGG16 architecture achieved the highest 

accuracy of classification and detection, up to 98.69%. Deepak and Ameer [24] proposed the 

GoogleNet model to classify brain tumor types such as meningioma, glioma, and pituitary in their 

study. They created a system that followed a five-fold cross-validation process at the patient level on 

the MRI dataset from Figshare. 

 

3. MATERIAL AND METHOD 

 

3.1. Dataset 
The dataset used in this study includes a total of 7022 brain MRI images in 4 different classes, shared 

openly by Masoud Nickparvar on the Kaggle platform. Examples from the dataset we used in the 

study are presented in Figure 1. 
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                       (a)                                 (b)                                (c)                                (d) 

Figure 1. Examples from the data set are labeled as (a) glioma, (b) meningioma, (c) pituitary, and (d) 

no tumor, respectively. 
 

Around 22% of the images were used as model tests and the rest as the training dataset. Data can be 

accessed from https://www.kaggle.com/masoudnickparvar/brain-tumor- MRI-dataset [25], [26]. The 

distribution of the images were Glioma (1645), Meningioma (1621), Pituitary (1757) ve No tumor 

(1600). 

 

3.2. Preprocessing Stages and Fine-Tunning. 
Brain MRI images were preprocessed using the OpenCV library. The endpoints in the image were 

found, and the margins were cropped. To apply the 45-threshold value threshold method to the 

images, grey coloring and blurring were made with the Gaussian Blur method. A series of erode and 

dilate methods were applied to eliminate small noise regions in the images equated with the Threshold 

method, and new images were obtained. Matlab imageDataAugmenter method RandRotation, 

RandXTranslation, and RandXTranslation parameters were applied in the [-20,20] rotation range 

before the models existed trained. Since the models use the RGB pixel color type, the images stand 

converted to RGB type. Unprocessed and preprocessed images in the data set used in the study were 

presented in Figure2. 

(a)                             (b) 

   

Figure 2. (a) Unprocessed image (b) Preprocessed image 
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3.3. Experimental Settings. 
The blue markers in Figure 3 presented in show the space that the models occupy on the disk and the 

memory sizes. As the size of the models increases, the number of layers also increases. According to 

this figure, smaller-sized models were selected and their performances were compared in this study. 

The exact estimation and training iteration times depend on the hardware you use and the mini-batch 

size. Before the training phase the last fully connected layer (Fully Connected Layer) and 

classification (Classification Layer) layers were substituted with new ones to classify brain tumors. 

The training was assumed out in the Matlab R2021a application environment. A computer with 

2.4GHz Intel(R)Core™ i7-3630QM CPU and Nvidia 950M GPU with 16 Ram was utilized for 

hardware. The parameter settings we applied in our model during the training phase are presented in 

Table 1. 

 

Figure 3. The relative training estimation time of models on GPU processor. 

 

Table 1. Parameter Values 

Epochs 30, 50, 100 

Momentum 0.9 

InitialLearnRate 0.1 

Classes 4 

Mini batch 16 

Optimizer ‘sgdm’ 

Verbose False 
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L2Regularization 0.0001 

GradientThresoldMethot L2norm 

GradientThresold 0.1 

Learning rate schedule Piecewise 

Learning rate drop period 10 

Learning rate drop factor 0.1 

 

3.4. Evaluation with Performance Metrics. 
The trained model is tested at the end of the training with different data reserved for the test, and a 

Confusion matrix is created with the results obtained. In this study we use the True Positive(TP), True 

Negative(TN), False Positive(FP), and False Negative(FN) performance metrics [27]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
                                                                                                                         (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                              (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                       (3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                   (4) 

The pieces of training were carried out with 100, 50, and 30 epochs, and the test results of the pieces 
of training were compared. In models trained with 100 epochs, the learn rate decreased by 0.01 every 
10 epochs; in the last ten epochs, training was realized with a 1e-10 learn rate. Models trained with 50 
epochs ended up with a learning rate of 1e-5, with the learn rate decreasing by 0.01 every ten epochs. 
Pieces of training made with 30 epochs started with 0.1 initial learning rate, and again in 10 epochs, 
the learning rate was reduced by 0.01 and ended with a learning rate of 0.0001. The accuracy, recall, 
precision, and f1 score values that change according to the test results of the models are shown in 
Table 2 below. 
 
Table 2. The Test Results According to The Number of Training Epoch 

Model Epoch Accuracy 

(%) 

Recall 

(%) 

Precision 

(%) 

F1 Score 

(%) 

GoogleNet 30 95.12 94.82 94.88 94.85 

GoogleNet 50 98.93 98.84 98.87 98.86 

GoogleNet 100 98.25 98.10 98.14 98.12 

MobileNetV2 30 95.19 94.92 95.07 95 

MobileNetV2 50 98.86 98.76 98.79 98.77 

MobileNetV2 100 98.93 98.87 98.9 98.88 

Efficientnet-b0 30 95.27 94.95 95.22 95.08 
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Efficientnet-b0 50 99.08 99.01 99.07 99.04 

Efficientnet-b0 100 99.54 99.52 99.54 99.53 

InceptionV3 30 96.80 96.56 96.76 96.66 

InceptionV3 50 99.38 99.34 99.36 99.35 

InceptionV3 100 99.47 99.42 99.45 99.43 

 

As seen in Table 2, the training of the models, EfficientNet-b0, with 100 epochs, yielded the most 

successful results in the testing phase. 

 

4. FINDINGS AND DISCUSSION 

 

After Results of this study were presented to prevent overfitting, that is, excessive learning, while 

training epochs with piecewise different learn rate values with the piecewise parameter. However, 

parts trained with a high-value learn rate may not be fully trained. If it is low, the training may have 

slowed down, and the training period may have been prolonged. For this reason, retraining was done 

with different epoch values, and the results were compared. Among the GoogleNet, InceptionV3, 

MobileNetV2, and EfficientNet-b0 models, The best result values were obtained with the Efficientnet-

b0 model, which was trained with 100 epochs. 99.54% accuracy, 99.52% recall, 99.54% precision and 

99.53% f1-score values were obtained. However, results close to these values were obtained with 

other models as well. The Confusion Matrix of the EfficientNet-b0 model was given in Figure 4. 

 

The results obtained from the test data of the model are as follows, respectively. The accuracy value 

for glioma-type tumors was obtained as 99.5%. In the glioma test data, 2 MRI images were incorrectly 

identified as meningioma, and 1 MRI image was defined as healthy (no tumor). The error rate value 

was found to be 1%. The predictive accuracy of meningioma type, which is one of the tumor types, 

was found to be 100%. A predictive accuracy of 99.3% was obtained in another tumor type, the 

pituitary. In the pituitary test results, 2 MRI images were wrong with an error rate of 0.7% and were 

defined as meningioma. As a result, the prediction accuracy for healthy MRI images of the brain is 

99.8%. Among the healthy test data (no-tumor), 1 MRI brain image was misidentified as meningioma, 

and the error rate was 0.2%. 
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Figure 4. The Confusion Matrix of the EfficientNet-b0 model 

 

Noreen et al. made changes in the InceptionV3 and DenseNet201 models in their study and obtained 

new models. These two new CNN models achieved an accuracy rate of 99.34% in the InceptionV3 

model. When this result is compared with the training results made with the InceptionV3 model we 

used in this study, the test accuracy result of the training performed by setting 30 epochs was below 

the value obtained. However, in this study, it was observed that the test results of the pieces of training 

we performed with 50 and 100 epochs were more successful than the 99.34% accuracy rate. Again, 

Noreen et al. obtained an accuracy rate of 99.51% with the DenseNet201 model. In the Efficientnet-b0 

model we suggested in the study, we achieved a test accuracy of 99.54% when 100 epochs were used, 

and it was observed that this ratio was more successful than the accuracy of the DenseNet201 model. 

Deepak and Ameer [24] also achieved an accuracy rate of 98% with GoogleNet in their study. But in 

our study, as a result of the pieces of training carried out with GoogleNet, the accuracy rate of the 

training made by setting 30 epochs remained below this rate. However, it was observed that the test 

accuracy rates of the pieces of training performed by setting 50 and 100 epochs were more successful. 

 

5. CONCLUSIONS AND SUGGESTION 

 

As a result, this study uses deep learning models GoogleNet, InceptionV3, MobileNetV2, and 

Effientnet-b0; It has been observed to be successful in classifying and detecting glioma meningioma 

and pituitary brain tumor types. The images and classes in the data set can be increased in future 

studies. Today, 3D techniques have begun to be used. Since this imaging method will increase in the 

future, it is recommended to work with these 3D images. This study used four deep learning models 

with faster training time. Apart from the four models used in the study, studies can be carried out with 
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other models or by creating a new model. By reusing the deep learning models used in the study, 

Apart from brain tumor types, classification and detection studies can be performed with MRI images 

of different disease type. 
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ABSTRACT 

 

In this study, the changes in the catalase, superoxide dismutase, carbonic anhydrase activities, and the 

levels of malondialdehyde in the muscle, liver, gill, skin, brain, and intestinal tissues of carps 

(Cyprinus carpio), in which 0.1 mg/L and 0.2 mg/L concentrations cyanide were added, were 

investigated. It was determined that the catalase, superoxide dismutase, and carbonic anhydrase 

activities of fish exposed to cyanide were inhibited in some tissues and increased in some tissues. 

Especially in 15-day experiments statistically significant decreases were observed in enzyme 

activities. It was observed that malondialdehyde levels, which are one of the important markers of cell 

damage of tissues generally increased with cyanide exposure. In this study, malondialdehyde levels 

increased statistically significant in the liver and intestinal tissues in the 3-day experiment and the 

muscle tissue in the 15-day experiment. 

 

Keywords: Cyprinus carpio, Cyanide, Enzyme, Lipid Peroxidation. 

 

1. INTRODUCTION 

 

Cyanide is a molecule formed by the triple bond of carbon and nitrogen atom. Cyanide and its 

compounds are used in various areas of industry like metal coating, rubber production, paint industry, 

and drug production. Cyanide is produced commercially to use in industry and it is also produced by 

some plant, insect, and bacteria species naturally. For instance, almond contains 297 mg/kg, wild 

cherry contains 140-370 mg/100g, and cassava contains 104 mg/100g cyanide [1]. Cyanide is released 

into the environment by natural means as well as industrial sources. After cyanide is used in industry, 

it is either chemically decomposed or stored in waste ponds. The discharge of cyanide as waste is also 

increasing day by day. Since cyanide is generally used with metal compounds, it also causes heavy 

metal pollution in the waters where it is discharged. In addition, high-bonding cyanide tends to form 

toxic complexes again [2]. 
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Cyanide can enter the water sources from a variety of sources, such as wastewater from the metal 

plating and iron and steel industries, mining, and pesticides [3]. Efforts are made to reduce these rates 

by passing the wastewater through various processes. Although it is reduced, due to the highly toxic 

nature of cyanide, even low concentrations pose a danger to aquatic life in natural waters. Fish are the 

most sensitive group of aquatic organisms to pollutants. Therefore, even at low concentrations, fish 

are adversely affected by cyanide toxicity, causing permanent problems even if death does not occur. 

It has been reported in the literature that concentrations of 0.01 and 0.1 mg/L may be toxic to fish [4].  

Wild et al. [5] reported that cyanide is in the range of 0.0001 - 0.05 mg/L in natural waters. EPA has 

also set the cyanide limit for freshwater environments as 0.052 mg/L [6]. 

 

Fish are the living species that are maximum affected by cyanide pollution in the aquatic environment. 

Being in the last link of the biological chain makes them so vulnerable. Cyanide causes various 

problems in fish, especially the lethal effect. When fish are exposed to 5-7.2 pg free CN
-
/L cyanide, 

their swimming and reproductive systems are damaged, while they are at risk of death when exposed 

to 20-76 pg free CN-/L cyanide [7]. David and Kartheek [8] found decreases in catalase, superoxide 

dismutase, glutathione peroxidase, and glutathione S-transferase activities in carp fish to which they 

applied sodium cyanide at a concentration of 0.1 mg/L for 10 and 20 days compared to the control 

group. For another freshwater fish species, Labeo rohita, it was reported that ATPase enzyme was 

inhibited in lethal (0,32 mg/L) and sublethal (0,064 mg/L) concentrations [9]; glycogen and pyruvate 

amounts decreased at sublethal (0,106 ve 0,064 mg/L) concentrations [10]; the levels of structural and 

soluble protein decreased at sublethal (0,2 mg/L) concentration [11]. Bonanno et al., found that blood 

thiocyanate levels in Amphiprion clarkii, to which they applied 50 ppm cyanide for 20 and 45 

seconds, reached levels of 301 - 468 ppb [12]. In a previous study, in which we tried to reveal the 

acute toxic effect of 0.5 mg/L cyanide, it was observed that cyanide at this concentration caused 

cellular damage and affected some antioxidant enzyme activities in carp [13]. 

 

In this study, it was aimed to determine the toxic potential of cyanide in aquatic environments and 

aquatic organisms, taking into account its dangerous properties. For this purpose, catalase, superoxide 

dismutase, and carbonic anhydrase activities and changes in malondialdehyde levels in muscle, liver, 

gill, brain, skin, and intestinal tissues of carp were investigated in the presence of cyanide. 

 

2. SUBJECTS AND METHODS 

 

2.1. Test Environment, Fish Nutrition, and Anesthesia 

In this study, sump systems consisting of 30x40x60 cm aquariums were used. Each system consisted 

of 5 aquariums, 4 aquariums, and 1 cleaning tank (Figure 1).  
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Figure 1. Experiment aquarium model (Each blue box means an aquarium). 

 

The aquarium at the bottom of the system was determined as a cleaning tank and no fish were placed 

in this aquarium. A motor was added to the bottom aquarium and the circulation of the water in the 

system was ensured. Thus, aquariums with homogeneous water quality were obtained. Organic wastes 

were kept by the fiber material placed in the bottom aquarium. At the same time, an ultraviolet lamp 

was operated for 2 hours a day to clean the microorganisms in the water. The temperature of the 

waters in the aquariums is set at 22°C. To ensure the oxygenation of the water, an air stone was 

attached to each aquarium and the oxygen content of the aquarium water was not reduced below 6 

mg/L. Aquarium maintenance was followed regularly. The water quality in the aquariums is kept at a 

level that does not adversely affect the health of the fish [14]. No fish died during the experiment. 

 

Fish, whose height and weight were measured, were randomly placed in each aquarium as 4 fish. 

Since each system consisted of 4 aquariums, 16 fish were used in each group. Fish were fed with 

commercial feed at the rate of 1% of live weight. Sodium cyanide (NaCN) was used as the cyanide 

source (0.1 mg/L and 0.2 mg/L). The experiment continued for 3 days and 15 days. 

 

At the end of the experiment, the fish were taken from the aquariums and transferred to the anesthesia 

pool. Clove oil (600 mg/L), which is both healthier and more effective than other chemical 

anesthetics, is used as an anesthetic agent [15, 16]. 
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2.2. Biochemical Analysis 

Fish taken from anesthesia were dissected and muscle, liver, gill, skin, brain, and intestinal tissues 

were removed. They were washed with physiological water and kept at the temperature of -80°C until 

the analysis are made.  Before the biochemical analysis, the tissues were homogenized within 50 μM, 

pH = 7.4 cooled phosphate buffer at 8000 rpm for two minutes. The supernatant obtained after the 

homogenates were centrifuged at 9500 rpm at +4°C for 30 minutes was used for the biochemical 

analysis. 

 

In the experiments, catalase (CAT) activity analysis was carried out according to the method 

determined by Aebi [17]. According to this method, the decrease of hydrogen peroxide in the presence 

of CAT was monitored spectrophotometrically at a wavelength of 240 nm. CAT analysis was carried 

out following the order specified in Table 1. 

 

Table 1. CAT activity measurement procedure. 

 Blind Experiment 
Phosphate buffer 0.01 ml - 

H2O2 solution 3.00ml 3.00ml 

Sample - 0.01 ml 

 

The specific catal activity calculation is as follows: 

 
𝑛𝑘𝑎𝑡

𝑚𝑔 𝑝𝑟𝑜𝑡𝑒𝑖𝑛
= [(

𝛥𝐴𝑐

𝑡
) (

1

𝜀𝐻2𝑂2
) (

1

𝜀
) (

𝑉𝑇

𝑉𝑆
) (

1000L

10L 
)]

𝐷𝐶

𝑃𝑟𝑜𝑡𝑒𝑖𝑛 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
                                                     (1) 

(ΔAC: Absorbance change, ε H2O2 (molar absorption coefficient of H2O2) = 40,98 M
-1

cm
-1

, VT: Total 

volume, VS : Sample volume, DC : Dilution coefficient) 

 

Measurement of superoxide dismutase (SOD) activity is based on spectrophotometric monitoring of 

the effect of SOD enzyme on the autoxidation of 6-hydroxy dopamine at wavelengths of 490 nm. [18, 

19, 20, 21]. SOD analysis was carried out following the order specified in Table 2. 

 

Table 2. SOD activity measurement procedure. 

  Blind Experiment 

0.05 M phosphate buffer (pH 7.4)  740 µl 690 µl 

Sample  - 50 µl 

0.01 M 6-OHDA solution  10 µl 10 µl 

 

The specific SOD activity calculation is as follows: 
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𝐸𝑈

𝑚𝑔 𝑝𝑟𝑜𝑡𝑒𝑖𝑛
=

[(

𝐴𝐵−𝐴𝑆
𝐴𝐾

2
)𝐷𝐶(𝑉𝑇−𝑉𝑆)(

3 𝑚𝐿

𝑉𝑆
)]

𝑃𝑟𝑜𝑡𝑒𝑖𝑛 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
                                                                                                   (2) 

(EU: Enzyme Unit, AB: Blind absorbance, AS: Sample absorbance, DC: Dilution coefficient, VT: Total 

volume, VS: Sample volume) 

 

Carbonic anhydrase (CA) activity depends on the principle of having the ability to hydrolyze ester 

components by this enzyme. CA, p-nitrophenyl acetate, hydrolyzes to p-nitrophenol or p-

nitrophenolate. This product indicates absorbance spectrophotometrically at 348 nm wavelength [22, 

23]. CA analysis was carried out following the order specified in Table 3. 

 

Table 3. CA activity measurement procedure. 

 Blind Experiment 

0.05 M TRIS buffer (pH 7.4) 1.3 mL 1.3 mL 

Sample - 0.1 mL 

Substrate 1 mL 1 mL 

Pure water 0.7 mL 0.6 mL 

 

The specific CA activity calculation is as follows: 

 
𝐸𝑈

𝑚𝑔 𝑝𝑟𝑜𝑡𝑒𝑖𝑛
= (

𝐴𝑙𝑎𝑠𝑡−𝐴𝑓𝑖𝑟𝑠𝑡−𝐴𝑏𝑙𝑖𝑛𝑑

5
) (

𝐷𝐶

𝑃𝑟𝑜𝑡𝑒𝑖𝑛 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
)                                                                       (3) 

Alast: Last absorbance, Afirst: First absorbance, Ablind: Blind absorbance, DC: Dilution coefficient 

 

The molar absorption coefficient of p-nitrophenol and p-nitrophenolate formed as a result of the 

activity of the CA enzyme (ε): 5.4x10
-3

M
-1

cm
-1

, the molar absorption coefficient of p-nitrophenyl 

acetate used as a substrate (ε): 0.4x10
-3

M
-1

cm
-1

. Dividing the absorption difference at 348 nm 

wavelength used in the formula by 5 gives the ion concentrations of p-nitrophenol and p 

nitrophenolate. 

 

Malondialdehyde (MDA), is a product of lipid peroxidation and shows a colorful reaction with 

thiobarbituric acid (TBA).  The reaction of MDA with TBA is read on a spectrophotometer at 532 nm 

wavelength [24]. MDA analysis was carried out following the order specified in Table 4. 

 

Table 4. MDA activity measurement procedure. 

 Blind Experiment 

TCA (10%) 2.5 ml 2.5 ml 

Plasma - 0.5 ml 

Distilled water 0.5 ml - 

It was incubated in a 90°C water bath for 15 minutes. It was kept on ice for 15 minutes. 
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Supernatant 2 ml 2 ml 

TBA (0.675%) 1 ml 1 ml 

It was incubated in a 90°C water bath for 15 minutes. It was kept on ice for 15 minutes. 

 

According to the results obtained, the concentration-absorbance graph was obtained. The 

concentration values of the samples were calculated by considering this graph. Protein determination 

was carried out using the Bradford method which is based on reading the complex at 595 nm 

wavelength [25]. In protein determination, firstly, a standard graph was obtained by using bovine 

serum albumin, which contains 1 mg of protein in 1 mL. In the calculation, the concentrations of the 

samples were determined from the standard graph. For the determination of protein in the tissue, the 

procedures were applied in the order indicated in the table below, and the absorbance was measured at 

595 nm wavelength after a 10-minute waiting period. 

 

Table 5. Protein amount measurement procedure. 

 Blind Experiment 

Protein dye 5 mL 5 mL 

Sample - 0.1 mL 

Pure water 0.1 mL - 

 

2.3. Statistical Analysis 

In this study, SPSS 22 program was used for statistical analysis. Tables were created by calculating 

the mean and standard error values. The statistical difference between the groups which contain 

different concentrations of cyanide (0.1 mg/L and 0.2 mg/L) was determined by the One-Way 

ANOVA test. The statistical difference between the groups in which cyanide was applied at different 

times was determined by using Student's t-test. The results were analyzed at p<0.05 significance level. 

  

3. RESULTS AND DISCUSSION 

 

3.1. Catalase Activities 

Cyanide is a molecule that forms intracellular reactive oxygen species and leads to the accumulation 

of hydrogen peroxide and superoxide anion [26, 27]. CAT is a crucial enzyme that provides the 

defence of cells against oxidative stress. It converts the hydrogen peroxide molecule, which occurs in 

metabolic events such as phagocytosis and mitochondrial electron transport, into water and oxygen 

gas. Also, it tries to eliminate the loss of function that occurs because of various pollutants in the 

metabolism. In such circumstances, CAT activity could be inhibited. In this study, it was observed 

that the CAT activities of C. carpio exposed to cyanide at concentrations of 0.1 and 0.2 mg/L for three 

and fifteen days decreased compared to the control group (Table 6).  
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Table 6. CAT activities of fish used in the study. 

 Catalase (nkat/mg protein) 

3 Days 15 Days 

C 0.1 mg/L 0.2 mg/L C 0.1 mg/L 0.2 mg/L 

Muscle 0.015±0.00 0.009±0.00 0.011±0.00 0.018±0.00
a
 0.011±0.00

b
 0.011±0.00

b
 

Liver 1.303±0.09 0.932±0.11 1.053±0.10 1.354±0.12 1.081±0.07 1.096±0.05 

Gill 0.042±0.00 0.028±0.00 0.036±0.00 0.095±0.03 0.028±0.00 0.033±0.01 

Skin 0.015±0.00 0.010±0.00 0.016±0.00 0.036±0.00 0.140±0.00 0.120±0.00 

Brain 0.009±0.00 0.001±0.00 0.002±0.00 0.002±0.00 0.001±0.00 0.001±0.00 

Intestine 0.192±0.03 0.080±0.01 0.062±0.02 0.092±0.03 0.122±0.04 0.175±0.05 

 (C: Control; Values shown with different letters contain statistical significance) 

 

Only fish exposed to cyanide at concentrations of 0.1 and 0.2 mg/L for fifteen days increased their 

CAT activities in intestinal tissues compared to the control group. When the literature is examined, the 

studies are seen that CAT activities decrease depending on the applied chemical. David et al. [28] 

reported that NaCN decreased CAT activities in various tissues of fish in their study they carried out 

with fingerlings of common carp.  When lethal and sublethal cyanide exposure, it was reported that 

the most significant decrease was seen in liver tissues, and then in gill, muscle, and brain tissues [28]. 

In another study, it was reported that exposure to 0.1 mg/L cyanide concentration for ten and twenty 

days decreased CAT activities in the liver tissues of carp fish compared to the control group [8].  

When the related results in the literature are examined, it is understood that the findings of this study 

are coherent with the findings in the literature. When cyanide enters the living body, it forms a 

complex with the cytochrome c oxidase enzyme and prevents the functioning of enzymes such as 

CAT by blocking the antioxidant enzyme system. If this condition occurs at the acute level in high 

concentration, it is also reported to cause rapid death [28, 29]. 

 

3.2. Superoxide Dismutase Activities 

SOD is another antioxidant enzyme that operates collectively with CAT. SOD catalyzes the free 

oxygen radical that formed in the cell to gaseous oxygen and hydrogen peroxide. In this study, while 

SOD enzyme was inhibited in muscle and skin tissues of C. carpio exposed to cyanide for three days, 

SOD activity increased in the liver, brain, gill, and intestinal tissues. SOD activities of muscle, liver, 

and intestinal tissues of C. carpio exposed to cyanide at concentrations of 0.1 mg/L and 0.2 mg/L for 

fifteen days decreased, and SOD activities of brain and gill tissues increased (Table 7).  

 

Table 7. SOD activities of fish used in the study. 

 Superoxide dismutase (EU/mg protein) 

3 Days 15 Days 

C 0.1 mg/L 0.2 mg/L C 0.1 mg/L 0.2 mg/L 

Muscle 48.92±1.84 45.27±1.18 44.03±1.5 46.84±1.06
a
 46.17±1.02

ab
 41.95±1.48

b
 

Liver 67.28±2.06 76.14±3.46 72.89±4.65 94.36±15.35 72.71±2.62 74.26±3.87 

Gill 12.38±6.15 32.27±7.3 39.43±5.83 24.67±6.23
a
 40.72±5.32

ab
 50.3±3.68

b
 

Skin 79.66±2.66 69.28±5.38 71.26±2.37 89.61±1.30
a
 108.96±3.95

b
 79.11±4.06

a
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Brain 85.57±3.71 91.89±1.84 95.43±1.66 75.13±1.04 80.65±0.91 84.36±6.14 

Intestine 55.22±1.14 66.72±5.05 55.78±8.42 71.31±4.46
a
 51.14±2.25

b
 56.47±3.34

b
 

 (C: Control; Values shown with different letters contain statistical significance) 

 

Generally, SOD is inhibited by the joining of pollutants in the body. When the findings obtained in the 

study were examined, it was observed that the SOD enzyme was inhibited in only two tissues in a 

three-day exposure to cyanide, and more tissues in a fifteen-day exposure to cyanide. Accordingly, it 

can be said that the increase of cyanide exposure time mostly inhibits the SOD activity of C. carpio 

tissues. However, it was also determined that the SOD activities of some tissues of C. carpio 

increased with cyanide exposure. It may well be argued that the tissues that increase their activity do 

this as a reaction to cyanide exposure. David and Kartheek [8] reported that SOD activities were 

inhibited in the liver tissues of the C. carpio exposed to 0,1 mg/L cyanide. They related this condition 

to the deformation caused by reactive oxygen types in tissues after cyanide enters metabolism.  In a 

previous study conducted by us, it was concluded that the SOD enzyme was inhibited in the liver 

tissue of C. carpio exposed to cyanide at a concentration of 0.5 mg/L for three days and increased its 

activity in the brain, muscle and gill tissue [13]. Responses of living things to pollutants vary 

according to many parameters such as exposure duration, temperature,  pH, and metabolic condition. 

As a result, when we considered results derived from fish that were exposed to cyanide for 15 days, it 

could be seen that SOD activities were inhibited in more tissues. This condition shows that SOD 

inhibition can increase with higher concentrations and longer duration. 

 

3.3. Carbonic Anhydrase Activities 

CA is a metalloenzyme that contains zinc in its active site and catalyzes the hydrolysis of carbon 

dioxide and water. CA has particular importance for fish that have gill respiration. CA is responsible 

for the excretion of ammonia, ion regulation, osmoregulation, and acid-base balance in fish gills [30]. 

Besides, it is also known that the CA enzyme has the mission of destructing free oxygen radicals and 

preventing oxidative stress [31]. In this study, it was determined that the CA activities of C. carpio 

exposed to cyanide for three days increased in muscle, intestine, and skin tissues and decreased in 

liver and brain tissue (Table 8).  

 

Table 8. CA activities of fish used in the study. 

 Carbonic anhydrase (EU/mg protein) 

3 Days 15 Days 

C 0.1 mg/L 0.2 mg/L C 0.1 mg/L 0.2 mg/L 

Muscle 0.068±0.00 0.104±0.00 0.102±0.00 0.135±0.02
a
 0.087±0.01

a
 0.075±0.00

b
 

Liver 2.352±0.50 1.145±0.34 1.136±0.11 1.191±0.11 2.778±0.75 2.418±0.35 

Gill 0.244±0.01 0.236±0.02 0.369±0.01 0.233±0.02 0.215±0.01 0.232±0.01 

Skin 0.371±0.03 0.553±0.13 0.453±0.07 0.348±0.03 0.450±0.08 0.419±0.04 

Brain 0.229±0.03 0.228±0.03 0.200±0.02 0.292±0.03 0.279±0.02 0.309±0.04 

Intestine 1.078±0.17 1.088±0.16 1.119±0.29 1.079±0.19
a
 0.716±0.24

ab
 0.475±0.08

b
 

 (C: Control; Values shown with different letters contain statistical significance) 
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In addition, it was determined that the CA activities of the gill tissues of fish exposed to 0.1 mg/L 

cyanide concentration decreased, while the CA activities of gill tissues of the fish exposed to 0.2 mg/L 

cyanide concentration increased. The results derived from the muscle, liver and intestine tissues of 

fish exposed to cyanide for 15 days are opposite of the ones exposed to cyanide for three days. The 

inhibition of CA activities in the muscle and intestine tissues is found to be statistically significant 

(p<0,05) for the fish exposed to cyanide of 0.2 mg/L for 15 days. Alım et al. [32] purified the CA 

enzyme found in the gills of tuna (Thunnus thynnus) and analyzed the inhibition effect of various 

metals for the CA enzyme in vitro. As a result of the study, they determined that the inhibition effects 

of metals were in the form of Ag
+
> Cu

2+
> Pb

2+
> Zn

2+
> Cd

2+
> Co

2+
 and that Ag

+
 metal was a strong 

CA inhibitor. They also mentioned that CA activity can be a good toxicology biomarker. Ceyhun et al. 

[33] investigated the effects of 0.25, 1.0 and 2.5 µg/L concentrations of deltamethrin, a pesticide, on 

CA activity in rainbow trout gill tissue and reported that it significantly inhibited CA activities within 

24 to 48 hours.  

While freshwater fish release ions such as H
+
, NH4

+
 and HCO3 by diffusion, they absorb Na

+
 and Cl

-
  

ions that form salt. This condition is known as osmoregulation and CA activity is vital for the regular 

occurence. Literature findings and data obtained from this study show that various chemicals inhibit 

CA activity in metabolism. This condition can even result in the death of living things. However, in 

the findings obtained in this study, it was observed that the CA enzyme increased its activity in some 

tissues with the presence of cyanide. It could be said that the increase of CA enzyme in various tissues 

is for the reason of tolerating stress conditions resulted from cyanide.    

 

3.4. Malondialdehyde Levels 
Lipid peroxidation can be briefly defined as the degradation of fats as a result of oxidation. This event 

occurs in unsaturated fatty acids of cell membrane phospholipids [34]. Lipid peroxidation is one of the 

most significant indicators of cell injury. MDA that occurs during the lipid peroxidation process is 

frequently used today as a good biomarker of oxidative damage [35, 36]. Oxidative stress caused by 

cyanide in metabolism is primarily responsible for the formation of lipid peroxidation in the cell. In 

this study, C. carpio were exposed to cyanide of 0.1 mg/L and 0.2 mg/L concentrations. When the 

findings were examined, it was observed that MDA levels increased in all tissues except brain and gill 

tissues after exposure to cyanide for three days (Table 9).  

 

Table 9. MDA amounts of fish used in the study. 

 Malondialdehyde (nmol/mL) 

3 Days 15 Days 

C 0.1 mg/L 0.2 mg/L C 0.1 mg/L 0.2 mg/L 

Muscle 168.22±33.63 257.23±31.34 251.38±33.34 152.18±29.64
a
 254.25±28.47

b
 290.52±28.69

b
 

Liver 114.20±16.22
a
 196.55±14.05

b
 162.24±25.59

ab
 83.29±13.39 124.00±4.19 148.47±9.44 

Gill 176.20±9.45 173.56±17.10 168.87±21.12 135.72±15.59 157.24±11.62 167.24±12.03 

Skin 58.94±21.46 94.18±7.42 75.76±17.12 38.00±19.36 70.72±15.78 76.53±16.03 

Brain 99.80±19.34 99.65±21.03 86.12±10.34 100.28±14.32 102.09±16.27 111.86±18.09 

Intestine 101.65±8.24
a
 145.77±10.37

ab
 166.35±18.23

b
 134.82±14.78 179.53±35.75 167.29±19.83 

 (C: Control; Values shown with different letters contain statistical significance) 
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Especially in the liver, which is an organ with a high metabolic rate, MDA levels increased 

statistically significantly. Hermenean et al. [37] determined that the MDA amounts in the liver and 

kidney tissues of Leuciscus cephalus they caught from the parts of the Tur River rich in metals such as 

iron, zinc, copper, cadmium and lead in Romania were quite high. It was determined that MDA levels 

increased significantly in the liver and gill tissues of carp exposed to permethrin as a different toxic 

substance [38]. David and Kartheek [8] reported that 0.1 mg/L NaCN concentration significantly 

increased the amount of lipid peroxidation in carps. Fish contain polyunsaturated fatty acids, which 

have a very important role in the maintenance of cell membrane-bound functions. The high MDA 

ratio and lipid peroxidation obtained in this study may be due to the high content of polyunsaturated 

fatty acids in fish.     

 

4. CONCLUSIONS 

 

When the results obtained from this study were examined, it was seen that the degree of effect of 

cyanide in different tissues of C. carpio was not the same. It was determined that the liver, gill and 

skin tissues of C. carpio exposed to cyanide at concentrations of 0.1 mg/L and 0.2 mg/L were the 

most adversely affected. This condition indicates that even though cyanide does not show a vast 

amount of accumulation in metabolism, it generates tissue damage in the living things it enters.  

 

The reaction of a tissue against a chemical agent may differ from organism to organism. In the same 

organism reaction of different tissues may also differ. In this study, it can be said that the different 

levels of enzyme activities in C. carpio exposed to cyanide at 0.1 mg/L and 0.2 mg/L concentrations 

for three and fifteen days may be due to the different biochemical effects of cyanide in different 

tissues. 

 

Increased lipid peroxidation in the cell is one of the important markers of cell damage. In this study, a 

general inference can be drawn as cyanide can cause cell injury since the MDA level, which is a 

product of lipid peroxidation, is on the rise as a result of cyanide exposure. 
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ABSTRACT 

 

In this survey, we consider the dynamics of a contagious disease spread by employing a nonlinear 

dynamical control system of differential equations. It considers treatment and vaccination as key 

control parameters to discern their influence on disease control. The study, approximate the attainable 

sets of a given control system and presents visual results, while also discussing potential biological 

applications of their findings. 

 

Keywords: Attainable set, nonlinear incidence, SEIR model. 

 

1. INTRODUCTION 

 

One of the core issues in control theory is the determination or estimation of attainable sets. Attainable 

set or reachable set is the set of all possible phase states of a system at different points in time and 

occurs in various applications, e.g in the existence of disturbances of parameters in control problems, 

in terminal point estimations of all solutions of a control problem, optimization, differential inclusions  

and differential games [16], [17]. Also, with this notion, an optimal control problem can be reduced to 

the construction or estimation of the sets in which the phase vector of the system lies. Thus, having 

approximate or exact knowledge about attainable set of a control system allows one to observe the 

limited capabilities of the control system to determine an optimal or suboptimal control.  

 

The approaches developed to estimate the attainable sets of a specific control system depend on 

whether the function representing the system is linear or not, as well as on the limits that are a part of 

the control functions. Geometric constraints and integral constraints are both possible for control 

functions. 

 

While the integral limitation of the controls is explained in such a way that the system is restricted and 

depleted when it is utilized, the control functions of the geometrical constraint of the system mean that 
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the effect of control is a kind of limited but not depleted amount. Thus, control systems with integral 

limitations on the control functions are used to represent the control problems involving finite and 

depleted sources. 

 

Approximate computational techniques and some topological characteristics are present in attainable 

sets of affine control systems with integral limitations for control have been studied in [10], [11],  

[17]. In publications [12–15], these analyses are generalized for the fully nonlinear case, and [15] 

presents an approximation approach for computing the reachable sets in a specified terminal time. 

 

The approximate calculation of attainable sets for control systems describing real physical or 

biological phenomena can be used for the in-depth study of such phenomena. For example, in biology, 

problems such as tumor development, changing populations of struggling species, and the spread of 

epidemics may need to calculate the points at which the state vector of the system can be brought with 

the use of limited resources. 

 

In [18], the attainable sets of the SIR epidemic model with bilinear incidence and integral restriction 

of the control function are calculated approximately and shown graphically. The SIR (Susceptible-

Infectious-Recovered) model is a basic compartmental epidemiological model widely used to 

understand the spread of infectious diseases. It assumes that individuals in a population can be 

classified into three compartments: Individuals who are susceptible to the disease and can become 

infected(S),  individuals who are infected and capable of transmitting the disease to susceptible 

individuals(I), and people who have recovered from the disease and gained immunity, so they cannot 

be infected again(R). 

 

Several infectious diseases can be reasonably modeled using the SIR system, especially those that 

exhibit a relatively straightforward transmission pattern and where immunity is acquired after 

infection. Some examples of diseases can be modeled as an SIR system include: Mumps, rubella, 

chickenpox, ifluenza etc.  

 

The SEIR model is used instead of SIR model in diseases where there is an incubation period before 

the disease is contagious. By introducing the Exposed compartment(E), the SEIR model allows for a 

more detailed representation of disease transmission dynamics, making it more suitable for modeling 

diseases with incubation periods or other delays between infection and infectiousness. The SEIR 

model is particularly useful for diseases that have a significant latent period between exposure and 

becoming infectious. This includes diseases like COVID-19, where an individual may be exposed to 

the virus but may not show symptoms or be infectious immediately. 

 

In this study, we will approximately calculate the points that a non-linear incidence SEIR control 

system can reach under the influence of limited and exhausted vaccination and treatment controls. The 

parameters of the system to be calculated are not produced from the actual data of the epidemics that 

have occurred before. The parameters have been chosen in accordance with the rapid spread of the 

epidemic in order to better show the points that the system can bring with the use of the control effect. 
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The paper is organised as follows: In Section 2, the SEIR system to be examined has been introduced, 

and a control system has been created by adding vaccination and treatment controls to the system. In 

Section 3, the main theorem used in the approximate calculation of attainable sets and the calculation 

algorithm obtained by this theorem are given. Section 4, calculates the reachable set of the 

epidemiological control system for various control stocks and presents the graphical results for 

specified parameters. 

 

2. MODEL FORMULATION 

 

There are numerous mathematical models that explain how infectious diseases spread and these 

models have been used to analyze a variety of diseases [2, 3, 4, 5, 6]. The 1927 publication of the 

Kermack-McKendrick model is one of the early epidemiology models [1]. Following this work, 

various mathematical models were created to study different types of infectious diseases. The basic 

rationale for constructing these models is to divide the population into various compartments and 

characterize the transitions from each compartment to the next over time. Therefore, models are 

named SI,SIS, SIR, SEIR, SEIRS and so on, considering the compartments in which the population is 

divided [2-6, 19,20]. 

 

In this work, we consider epidemic SEIR model  with the nonlinear incidence rate 𝛽𝑆𝐼/(1 + 𝛼𝐼). To 

formulate our model let 𝑆(𝑡), 𝐸(𝑡), 𝐼(𝑡) and 𝑅(𝑡) be the fractions of susceptible, exposed(infected but 

not yet infectious) and recovered individuals at time t.  Also following assumptions are made: 

 

1. Disease is assumed to transit horizontally that can be occurred by direct contact(licking, 

touching etc.) or indirect contact (vectors or fomites). All newborns are included in the 

susceptible class. 

2.  ϵ > 0 is the rate of conversion ofexposed population to infectious, 𝛾>0 is the rate of 

conversion of infectious to recovered, 𝜈>0 represents the birth (and death) rate. 

3. 𝛽 >  0 is the contact rate and  𝛼 ≥  0 represents the half saturation constant. 

 

 

The dynamical transfer of the population is depicted in the following schema: 

 

 

                  𝜈                              
𝛽𝐼𝑆

1+𝛼𝐼
        𝜀𝐸   𝛾𝐼  

 

 

    𝜈𝑆                         𝜈𝐸      𝜈𝐼              𝜈𝑅   

 

Under these assumptions, the model can be expressed as 

S

  

E          I R 
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𝑆
⋅

(𝑡) = 𝜈 − 𝛽
𝐼(𝑡)𝑆(𝑡)

1+𝛼𝐼(𝑡)
− 𝜈𝑆(𝑡),

𝐸
⋅

(𝑡) = 𝛽
𝐼(𝑡)𝑆(𝑡)

1+𝛼𝐼(𝑡)
− (𝜖 + 𝜈) 𝐸(𝑡) ,

𝐼
⋅

(𝑡) = 𝜀𝐸 − (𝛾 + 𝜈)𝐼(𝑡) ,

𝑅
⋅

(𝑡) = 𝛾𝐼(𝑡) − 𝜈𝑅(𝑡)

                                                                                       (2.1)                   

(2.1) 

 

where the derivative 𝑑/𝑑𝑡 is denoted by •(dot). 

 

Additionally, it observes that in the first three equations of (2.1), the compartment 𝑅 = 𝑅(𝑡) is absent. 

The last equation of the system (2.1), 𝑅 =  1 –  𝑆 –  𝐸 –  𝐼 , can be used to determine R. Consequently, 

we can think about the sub-system provided by 

 

𝑆
⋅

(𝑡) = 𝜈 − 𝛽
𝐼(𝑡)𝑆(𝑡)

1+𝛼𝐼(𝑡)
− 𝜈𝑆(𝑡),

𝐸
⋅

(𝑡) = 𝛽
𝐼(𝑡)𝑆(𝑡)

1+𝛼𝐼(𝑡)
− (𝜖 + 𝜈) 𝐸(𝑡) ,

𝐼
⋅

(𝑡) = 𝜀𝐸 − (𝛾 + 𝜈)𝐼(𝑡) .

                                          (2.2) 

We set Ω = {𝒙 = (𝑆, 𝐸, 𝐼) ∈ 𝑅3|0 ≤ 𝑆 + 𝐸 + 𝐼 ≤ 1}. It can be easily corrected that the set  Ω  is 

positively invariant  for the system (2.2).  As a result, the system is well presented from a 

mathematical and epidemiological perspective and we can focus only on the region Ω. 

If high contact frequency (β = 0.2) and low recovery rate (γ = 0.001) is used in the system (2.1) and 

the system is solved numerically, the evaluation of the system with initial condition 𝑆(0) =
0.7, 𝐸(0) = 0.1, 𝐼(0) = 0.2, 𝑅(0) = 0 , is shown in the figure below: 
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Figure 1. Solution of the system (2.1) with parameters β = 0.2, γ = 0.001 and given initial 

conditions. 

 
The graphic above demonstrates how quickly the percentage of infected people is growing. In such 

circumstances some exterior efforts are needed to control the spread of the disease such like isolation, 

quarantine, raising awareness using the media, vaccination, treatment etc. Since all these have an 

economic value, it is aimed to get the best results by using the resources in the best way in case the 

resources are limited. There are various studies in the literature on the control of the spread of 

epidemic diseases. However, these studies generally appear in the form of optimal control problems 

[7, 8, 9].  

 

Unlike optimal control problems, in this study, it is aimed to determine the points where the system 

can be brought at a certain final time by using existing control resources. Let's add two external 

measures that can be used to prevent the spread of disease: 

 

𝜋1(𝑡) : Vaccination of those who are susceptible at time t, 

𝜋2(𝑡): Treatment operations for infected people. 

 

By adding this control variables to the system (2.1), we obtain the control system as follows, 
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𝑆
⋅

(𝑡) = 𝜈 − 𝛽
𝐼(𝑡)𝑆(𝑡)

1+𝛼𝐼(𝑡)
− 𝜈𝑆(𝑡) − 𝑆(𝑡)  𝜋1(𝑡) ,

𝐸
⋅

(𝑡) = 𝛽
𝐼(𝑡)𝑆(𝑡)

1+𝛼𝐼(𝑡)
− (𝜖 + 𝜈) 𝐸(𝑡) ,

𝐼
⋅

(𝑡) = 𝜀𝐸 − (𝛾 + 𝜈)𝐼(𝑡) − 𝐼(𝑡)  𝜋2(𝑡) ,

𝑅
⋅

(𝑡) = 𝛾𝐼(𝑡) − 𝜈𝑅(𝑡) + 𝑆(𝑡)  𝜋1(𝑡) + 𝐼(𝑡)  𝜋2(𝑡).

          (2.3) 

 

It is considered that 𝜋(∙) = (𝜋1(∙), 𝜋2(∙)): [0,1] → 𝑅2 satisfies the integral inequality: 

∫ ||𝜋(𝑡)||
2
𝑑𝑡 = ∫ (𝜋1

2(𝑡) + 𝜋2
2(𝑡))𝑑𝑡

1

0
≤ 𝜇2

1

0
       (2.4) 

 

which means in applications that the total stock for the controls to effect spreading of the disease is µ 

and the stock is depleted by using during the time period.  

 

3. APPROXIMATE CALCULATION OF ATTAINABLE SETS 

 

In this section, at first, attainable sets aspect will be denoted for a general control system whose 

control functions belong the 𝐿𝑝 space and whose 𝐿𝑝 norms bounded with a positive certain number µ. 

Then, we will give the main theorem used in the approximate calculation of attainable sets. This 

method's algorithm and comprehensive information are provided in [12, 13, 14, 15].  

Let us consider the control system whose behaviour is investigated by the differential equations 

system 

𝑦
⋅
(𝑡) = 𝑔(𝑡, 𝑦(𝑡), π(𝑡)),    𝑦(0) = 𝑦0 ∈ ℝ

𝑛                                                                                        (3.1) 

Here, 𝑡 ∈ [0,1] is time, 𝑦 ∈ ℝ𝑛 𝑎𝑛𝑑 𝜋 ∈ ℝ𝑚 are the phase state vectors and control vectors of the 

system respectively.  

Assume that µ > 0 and 𝑝 > 1. For all 𝜋(⋅) ∈ 𝐿𝑝([0,1]; ℝ
𝑚) such that  

(∫  
1

0
‖𝜋(𝑡)‖𝑝𝑑𝑡)

1

𝑝
≤ µ                                                                                                                        (3.2) 

is called an acceptable control function. Here, 𝐿𝑝([0,1]; ℝ
𝑚) denotes measurable 𝜋(⋅): [0,1] → ℝ𝑚 

functions space such that ‖𝜋(⋅)‖𝑝 < +∞, ‖𝜋(⋅)‖𝑝 = (∫  
1

0
‖𝜋(𝑡)‖𝑝𝑑𝑡)

1

𝑝
. 

Ω𝑝, is the symbol to denoting all admissible control functions set i.e. 

Ω𝑝 = {𝜋(⋅) ∈ 𝐿𝑝([0,1]; ℝ
𝑚): ‖𝜋(⋅)‖𝑝 ≤ µ}, 

which is the closed sphere with the radius µ and centered in the origin in 𝐿𝑝([0,1]; ℝ
𝑚). 

We assume that the following conditions hold for the  system (3.1) :  
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i)  𝑔(⋅): [0,1] × ℝ𝑛 × ℝ𝑚 → ℝ𝑛 is continuous;  

ii)  For every finite set 𝐷 ⊂ [0,1] × ℝ𝑛, there are constants 𝐶1 = 𝐶1(𝐷) > 0 , 𝐶2 = 𝐶2(𝐷) > 0 and 

𝐶3 = 𝐶3(𝐷) > 0 such that  

‖𝑔(𝑡, 𝑦1, 𝜋1) − 𝑓(𝑡, 𝑦2, 𝜋2)‖ ≤ [𝐶1 + 𝐶2(‖𝜋1‖ + ‖𝜋2‖)]‖𝑦1 − 𝑦2‖ + 𝐶3‖𝜋1 − 𝜋2‖ 

holds for every (𝑡, 𝑦1) ∈ 𝐷, (𝑡, 𝑦2) ∈ 𝐷, 𝜋1 ∈ ℝ
𝑚 and 𝜋2 ∈ ℝ

𝑚;  

iii)  There exists a constant 𝐾 > 0 such that ‖𝑓(𝑡, 𝑦, 𝜋)‖ ≤ 𝐾(1 + ‖𝑦‖)(1 + ‖𝜋‖) 

for every (𝑡, 𝑦, 𝜋) ∈ [0,1] × ℝ𝑛 × ℝ𝑚.  

Let 𝜋∗(⋅) ∈ Ω𝑝. The trajectory of the system (3.1)  produced by the acceptable function 𝜋∗(⋅)  from the 

initial point 𝑦∗(0) = 𝑦0 ∈ ℝ
𝑛 is the absolutely continuous function 𝑦∗(⋅): [0,1] → ℝ𝑛 that holds the 

equation �̇�∗(𝑡) = 𝑔(𝑡, 𝑦∗(𝑡), 𝜋∗(𝑡)) a.a  𝑡 ∈ [0,1] , is denoted by 𝑦(⋅; 0, 𝑦0, 𝜋∗(⋅)).  

We set 𝑌𝑝(𝑡; 0, 𝑦0) = {𝑦(𝑡; 0, 𝑦0, 𝜋(⋅)): 𝜋(⋅) ∈ 𝑈𝑝} for any given 𝑡 ∈ [0,1]. 

The reachable set of system (3.1) constrained by (3.2) at time t is the set 𝑌𝑝(𝑡; 0, 𝑦0) , which trivially 

consists of all 𝑦 ∈ ℝ𝑛 into which system (3.1) can be brought to the moment of time 𝑡 ∈ [0,1]. 

Hausdorff distance of sets 𝑈 ⊂ ℝ𝑛 and 𝑉 ⊂ ℝ𝑛 is symbolized by ℎ(𝑈, 𝑉) and is defined as  

ℎ(𝑈, 𝑉) = max {sup
𝑢∈𝑈

𝑑(𝑢, 𝑉), sup
𝑣∈𝑉

𝑑(𝑣, 𝑈)}, 

where 𝑑(𝑢, 𝑉) = inf{‖𝑢 − 𝑣‖: 𝑣 ∈ 𝑉}. 

For given ψ> 0, let 𝑁𝜓 = {𝑛0, 𝑛1, 𝑛2, … , 𝑛𝐾}  be a finite 𝜓-net of unit sphere 𝑆 = {𝑣 ∈ ℝ𝑚: ‖𝑣‖ = 1}. 

Assume that 𝜉 = {0 = 𝑡0 < 𝑡1 < ⋯ < 𝑡𝑁 = 1} and 𝜉∗ = {0 = 𝑥0 < 𝑥1 < ⋯ < 𝑥𝑎 = 𝐻} are a uniform 

partition on the intervals [0,1] and [0, 𝐻] with diameters Δ = 𝑡𝑖+1 − 𝑡𝑖, 𝑖 = 0,1, …𝑁 − 1, and Δ∗ =
𝑥𝑗+1 − 𝑥𝑗, 𝑗 = 0,1, … 𝑎 − 1 respectively. 

By setting 

Ω𝑝,Δ,Δ∗,ψ
𝐻 = {𝜋(⋅) ∈ 𝐿𝑝([0,1]; ℝ

𝑚): 𝜋(𝑡) = 𝑥𝑗𝑖𝑛𝑙𝑖 , 𝑡 ∈ [𝑡𝑖 , 𝑡𝑖+1),

𝑥𝑗𝑖 ∈ 𝜉
∗, 𝑛𝑙𝑖 ∈ 𝑁𝜓, 𝑖 = 0,1, … , 𝑁 − 1   𝑎𝑛𝑑   Δ ⋅ ∑  

𝑁−1

𝑖=0

𝑥𝑗𝑖
𝑝
≤ µ𝑝} 

we develop a new set of control functions. It is obvious that Ω𝑝,Δ,Δ∗,𝜓
𝐻 ⊂ Ω𝑝. 

Since the real numbers 𝑥𝑗𝑖 ∈ ξ
∗ can be written as  

𝑥𝑗𝑖 = 𝑗𝑖Δ∗,                                                                                                                            (3.3) 
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on the segment [0, 𝐻] where 0 ≤ 𝑗𝑖 ≤ 𝑎 is an integer, considering the definition  control functions set 

Ω𝑝,Δ,Δ∗,ψ
𝐻 , the inequality  

∑  𝑁−1
𝑖=0 (𝑗𝑖)

𝑝 ≤
µ𝑝

Δ(Δ∗)
𝑝                                   (3.4) 

holds. Taking into account (3.3) and (3.4), for   𝑖 = 0,1, … , 𝑁 − 1, 𝑡 ∈ [𝑡𝑖 , 𝑡𝑖+1), we can rewrite the set 

Ω𝑝,Δ,Δ∗,𝜓
𝐻  as 

Ω𝑝,Δ,Δ∗,𝜓
𝐻 = {𝜋(⋅) ∈ 𝐿𝑝([0,1];ℝ

𝑚): 𝜋(𝑡) = Δ∗𝑗𝑖𝑛𝑙𝑖 , 0 ≤ 𝑗𝑖 ≤ 𝑎, 𝑛𝑙𝑖 ∈ 𝑁𝜓 ,   ∑  

𝑁−1

𝑖=0

𝑗𝑖
𝑝
≤

µ𝑝

Δ(Δ∗)
𝑝
}. 

By 𝑊𝑝,Δ,Δ∗,𝜓
𝐻 (1; 0, 𝑦0), denoting the collection of all points 𝑤(1) = 𝑤(𝑡𝑁) calculated by using the 

recurrence formula  

𝑤(𝑡𝑖+1) = 𝑤(𝑡𝑖) + (𝑡𝑖+1 − 𝑡𝑖)𝑔(𝑡𝑖 , 𝑤(𝑡𝑖), Δ∗𝑗𝑖𝑛𝑙𝑖),    𝑤(𝑡0) = 𝑦0 ,    𝑖 = 0,1, … , 𝑁 − 1,          (3.5) 

where 𝑛𝑙𝑖 ∈ 𝑁𝜓 and the integers 0 ≤ 𝑗𝑖 ≤ 𝑎,  satisfy the inequality (3.4). 

The following theorem describes the Hausdorff distance between the sets 𝑊𝑝,Δ,Δ∗,𝜓
𝐻 (1; 0, 𝑦0) and 

𝑌𝑝(1; 0, 𝑦0). Here, 𝑊𝑝,Δ,Δ∗,𝜓
𝐻 (1; 0, 𝑦0)  is the set of points containing finite elements and calculated 

with the recurrent formula (3.5), while 𝑌𝑝(1; 0, 𝑦0) is the reachable set that satisfies the constraint of 

(3.2) of the system (3.1). 

Theorem 3.1 [14-15] For given any ε > 0, there exists ψ(ε) > 0, H(ε) > 0, Δ∗(ε) > 0, Δ∗(ε) > 0 

such that the inequality  

ℎ (𝑌𝑝(1; 0, 𝑦0),𝑊𝑝,Δ,Δ∗(𝜀),𝜓(𝜀)
𝐻(𝜀) (1; 0, 𝑦0)) < 𝜀                                           (3.6) 

holds for every Δ ≤ Δ∗(𝜀).  

Remark 3.1 Theorem 3.1 allows for the creation of an approximate algorithm for computing the 

reachable set of the system with the restriction (3.2).  For arbitrary ε > 0, the parameters in the 

theorem 3.1 can be predicted beforehand (see [14-15]). After the numbers Δ∗(𝜀), Δ
∗(𝜀), 𝐻(𝜀), 

𝜓(𝜀) > 0 have been determined, approximately calculation of attainable set 𝑌𝑝(1; 0, 𝑦0) can be 

condensed to the computation of the set 𝑊𝑝,Δ,Δ∗,𝜓
𝐻 (1; 0, 𝑦0) containing a finite number of points 

𝑤(1) = 𝑤(𝑡𝑁) determined by the recursive formula (3.5). 

Below, the steps of the algorithm to be used to approximate the set 𝑊𝑝,Δ,Δ∗,𝜓
𝐻 (1; 0, 𝑦0) are summarized:  

1. For given number 𝜓 > 0 , finite 𝜓-net 𝑁𝜓 = {𝑛0, 𝑛1, 𝑛2, … , 𝑛𝐾} of the unit sphere 𝑆 =
{𝑣 ∈ ℝ𝑚: ‖𝑣‖ = 1} is contructed (a method for this can be found in [15]). 

2. Integers 𝑗0, 𝑗1, … , 𝑗𝑁−1 satisfy the inequality (3.4) are selected.  
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3.  The set 𝑊𝑝,Δ,Δ∗,𝜓
𝐻 (1; 0, 𝑦0) is calculated using the formula (3.5) for all elements {𝑛𝑙0 , 𝑛𝑙1 , … , 𝑛𝑙𝑁}  

belonging to the set 𝑁𝜓, and for all integers 0 ≤ 𝑗𝑖 ≤ 𝑎 selected according to inequality (3.4). 

 

4. APPROXIMATE CALCULATION OF THE ATTAINABLE SETS OF SEIR SYSTEM 

 

Take into consideration the SEIR model, whose behavior is given by the system of equations (2.3). 

The r.h.s of the function's Lipschitz continuity makes it simple to confirm that the system complies 

with requirements 3.A, 3.B, and 3.C. 

As we mentioned before that 𝑅 = 𝑅(𝑡) does not appear in the first three equations of  (2.3) and 

𝑆 + 𝐸 + 𝑅 + 𝐼 = 1, we can consider the control system given by 

 

𝑆
⋅

(𝑡) = 𝜈 − 𝛽
𝐼(𝑡)𝑆(𝑡)

1+𝛼𝐼(𝑡)
− 𝜈𝑆(𝑡) − 𝑆(𝑡)  𝜋1(𝑡)  ,

𝐸
⋅

(𝑡) = 𝛽
𝐼(𝑡)𝑆(𝑡)

1+𝛼𝐼(𝑡)
− (𝜀 + 𝜈)  𝐸(𝑡)  ,

𝐼
⋅

(𝑡) = 𝜀𝐸(𝑡) − (𝛾 + 𝜈)𝐼(𝑡) − 𝐼(𝑡)  𝜋2(𝑡) .

                                               (4.1) 

Denote  

Ω̃2 = {𝜋(⋅) ∈ 𝐿2([0,1];ℝ
2): ‖𝜋(⋅)‖2 ≤ µ}  

Lebesgue-measurable functions 𝜋(⋅): [0,1] → ℝ2 included in the set of control functions Ω̃2 that are 

satisfying inequality (2.4). The symbol (𝑆(⋅; 0, 𝑆0, 𝜋∗(⋅)), 𝐸(⋅; 0, 𝐸0, 𝜋∗(⋅)), 𝐼(⋅; 0, 𝐼0, 𝜋∗(⋅))) designates 

the collection of system trajectories (4.1) which are generated by control functions 𝜋∗(⋅) ∈ Ω̃2 and 

satisfy initial condition (𝑆(0), 𝐸(0), 𝐼(0)) = (𝑆0, 𝐸0, 𝐼0). 

Let 

�̃�2(𝑡; 0, (𝑆0, 𝐸0, 𝐼0)) = {(𝑆(𝑡; 0, 𝑆0, 𝜋(⋅)), 𝐸(𝑡; 0, 𝐸0, 𝜋(⋅)), 𝐼(𝑡; 0, 𝐼0, 𝜋(⋅))): 𝜋(⋅) ∈ Ω̃2}. 

Thus, the set �̃�2(𝑡; 0, (𝑆0, 𝐸0, 𝐼0)) is attainable  set of the system (4.1) where control functions fulfill 

(2.4). 

For given positive number 𝜓,  a 𝜓-net in 2-dimensional euclidean space can be defined as  

 𝑁𝜓 = {(sin𝑘𝜃, cos𝑘𝜃): 𝑘 = 0,1, … , 𝑟}                                                                 (4.2)  

 where  

 𝜃 ≤
𝜓2

2
,    𝑟 = [|

2𝜋

𝜃
|].                                                                               (4.3) 

 Since 𝜃 > 0, from (4.3) we have  
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‖(sin(𝑘 + 1)𝜃, cos(𝑘 + 1)𝜃) − (sin𝑘𝜃, cos𝑘𝜃)‖

= √(cos(𝑘 + 1)𝜃 − cos𝑘𝜃)2 + (sin(𝑘 + 1)𝜃 − sin𝑘𝜃)2 = √2(1 − cos𝜃) ≤ √2𝜃
≤ 𝜓. 

Thus, 𝑁𝜓 defined by (4.2) is really a 𝜓-net in 𝑆 = {𝑣 = (𝑣1, 𝑣2) ∈ ℝ
2: ‖𝑣‖ = 1}. 

By �̃�𝑝,Δ,Δ∗,𝜎
𝐻 (1; 0, (𝑆0, 𝐸0, 𝐼0)), we denote the set of all points 

(𝑆(1), 𝐸(1), 𝐼(1)) = (𝑆(𝑡𝑁), 𝐸(𝑡𝑁), 𝐼(𝑡𝑁)) evaluated using the recursive formula  

 

{
 
 

 
 𝑆
⋅

(𝑡𝑖+1) = 𝑆(𝑡𝑖) + Δ [𝜈 − 𝛽
𝐼(𝑡𝑖)𝑆(𝑡𝑖)

1+𝛼𝐼(𝑡𝑖)
− 𝜈𝑆(𝑡𝑖) − Δ∗𝑗𝑖|sin𝑙𝑖𝜃|𝑆(𝑡𝑖)]  ,    𝑆(0) = 𝑆0  ,

𝐸
⋅

(𝑡𝑖+1) = 𝐸(𝑡𝑖) + Δ [𝛽
𝐼(𝑡𝑖)𝑆(𝑡𝑖)

1+𝛼𝐼(𝑡𝑖)
− (𝜀 + 𝜈) 𝐸(𝑡𝑖)]  ,    𝐸(0) = 𝐸0  ,

𝐼
⋅

(𝑡𝑖+1) = 𝐼(𝑡𝑖) + Δ[𝜀𝐸(𝑡𝑖) − (𝛾 + 𝜈)𝐼(𝑡𝑖) − Δ∗𝑗𝑖|cos𝑙𝑖𝜃|𝐼(𝑡𝑖)]  , 𝐼(0) = 𝐼0  ,

 

 where for every 𝑖 = 0,1, … , 𝑁 − 1, the integers 0 ≤ 𝑙𝑖 ≤ 𝑟, 0 ≤ 𝑗𝑖 ≤ 𝑎.  Here the integers 𝑗𝑖 satisfy 

the inequality (3.4) and r is defined by (4.3).  

The following theorem is true in accordance with Theorem 3.1. 

Theorem 4.1  For arbitrariliy given > 0 there exist numbers H(ε) > 0, Δ∗(ε) > 0, Δ∗(ε) > 0 and 

ψ(ε) > 0 such that the inequality 

ℎ (�̃�𝑝(1; 0, (𝑆0, 𝐸0, 𝐼0)), �̃�𝑝,Δ,Δ∗(𝜀),𝜓(𝜀)
𝐻(𝜀) (1; 0, (𝑆0, 𝐸0, 𝐼0))) < 𝜀 

holds for every Δ ≤ Δ∗(𝜀).  
 

5. NUMERICAL SIMULATIONS  

 

In this section, the possible impact of the use of available resources (vaccination and treatment) on the 

epidemic in a scenario where the epidemic spreads rapidly will be simulated. Vaccination and 

treatment resources are limited and also depleted as they are spent. 

 

The model presented here is suitable for any disease model, such as Covid-19, H1N1 (influenza), 

measles etc. Using the algorithm outlined in [15], we determine the set �̃�2,Δ,Δ∗,𝜎
𝐻 (1; 0, (𝑆0, 𝐸0, 𝐼0)), 

which approximates the set �̃�2(1; 0, (𝑆0, 𝐸0, 𝐼0)) that is reachable for the system (2.3) at time t = 1.  

It is assumed that the acceptable control functions are belong to the space 𝐿2([0,1]; ℝ
2) and their 𝐿2-

norms limited by the positive number 𝜇0. For various values of the control stock parameter 𝜇0, the set 

�̃�2,Δ,Δ∗,𝜎
𝐻 (1; 0, (𝑆0, 𝐸0, 𝐼0)) is approximatively calculated. The full resource for vaccination and 

treatment in this case is 𝜇0, which can be used either continuously or intermittently. 

As mentioned in the previous sections, 𝑅(𝑡)  =  1 −  𝑆(𝑡) –  𝐸(𝑡) −  𝐼(𝑡)  can be used to calculate the 

percentage of recovered people at any point in time t. 
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In the model examined in the second section (Model 2.1) , an epidemic scenario was created in 

societies with high contact rate and low natural recovery immunity. As seen in the figure 2.1, in a 

short period of time, the proportion of individuals exposed to the virus and subsequently infected 

individuals increased rapidly in the population. The parameters and initial conditions used in the 

calculations here are as follows: 

Table1. Parameters and initial conditions for the system. 

𝑺𝟎 𝑬𝟎 𝑰𝟎 𝜷 𝜺 𝜸 𝝂 𝜶 

0.7 0.1 0,2 0.2 0.06 0.0001 0.0002 0.004 

 

Therefore, in the designed scenario, it is clearly seen that there must be an external influence in order 

to control the epidemic, since almost the entire society becomes infected in a short time. 

The figures below (Figure1, Figure 2, Figure 3) show the sections of approximated attainable sets of 

system (2.3) for various values of the control stocks 𝜇0. Let us interpret how the system is affected 

under the influence of control. 
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Figure 2. Sections of Infectious-Recovered and Exposed-Recovered Individuals with respect to 

Susceptible fractions and control stock 𝜇0 = 0.1. 
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If 𝜇0 = 0.1 and (𝑆0, 𝐸0, 𝐼0) = (0.7,0.1,0.2) , then according to the Figure 2, we get the conclusion that 

with this control stock, the proportion of infected individuals remains between 40 and 50 percent, 

while the proportion of those exposed to the virus varies little from the baseline value. So, this control 

stock is insufficient to produce a positive outcome. The number of persons who develop a permanent 

immunity to infection is insufficient, and infection rates are still high. 

 

Figure 3. Sections of Exposed-Recovered Individuals with respect to Susceptible fractions and control 

stocks 𝜇0 = 0.5, 𝜇0 = 1. 

 

For 𝜇0 = 0.5 and 𝜇0 = 1,  in Figure 3, the proportions of individuals exposed to the virus and 

individuals immunized as treatment are shown in the population. As seen in the graphics, while the 

rate of individuals exposed to the virus has decreased by half, the rate of individuals who have 
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acquired permanent immunity exceeds 60 percent. This shows that the controls implemented were 

successful in bringing the epidemic to the desired level.  

Finally, in Figure 4 below, graphs are given for 𝜇0 = 0.5 and 𝜇0 = 1, at which points the fraction of 

infected individuals and individuals who have acquired permanent immunity as treatment in the 

population can reach under vaccination and treatment controls. 

 

Figure 4. Sections of Infectious-Recovered Individuals with respect to Susceptible fractions and 

control stocks 𝜇0 = 0.5, 𝜇0 = 1. 
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6. CONCLUSION 

 

In this study, the spread of a disease suitable for the SEIR model in a population with certain 

demographic conditions was simulated. It has been seen in the approximate calculations that the 

resources to be used for the control of the spread of the epidemic can stop the spread of the epidemic 

and bring it to the desired levels. Of course, the use of resources will have an economic cost for a 

society. However, the study carried out here only aims to determine where the system can reach with 

the use of existing resources, in other words, how the capacity of the system will be. In this way, 

resource allocation planning for the measures to be taken can be made in advance. 
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ABSTRACT 

 

The objective of this investigation was to assess the total phenolic and flavonoid content within 

acetone and water extracts derived from Erica manipuliflora, Ferula communis, and Stevia 

rebaudiana plants. Additionally, the in vitro antioxidant and cytotoxic effects of these extracts were 

evaluated using the human cervical cancer (HeLa) cell line as a model. Among the three plant species 

examined, the highest concentrations of total phenols and flavonoids were found in the acetone extract 

of E. manipuliflora, measuring 365.29 mg GAE/g DW and 105.42 mg QE/g DW, respectively. 

Acetone and water extracts of E. manipuliflora showed higher DPPH scavenging activities (IC50: 

37.57 and 33.27 µg/mL, respectively) compared to other plants. furthermore, E. manipuliflora acetone 

extract (IC50: 97.35 µg/mL) exhibited the highest inhibition in the HeLa cell line treated with the 

extracts, thus being the most effective extract on this cell line. As a result of the analyzes, it has been 

shown that F. communis and S. rebaudiana and especially E. manipuliflora are important natural 

antioxidant sources with their strong radical scavenging effects, as well as the anticancer potential of 

these plants. 

 

Keywords: Erica manipuliflora, Ferula communis, Stevia rebaudiana, Antioxidant, Cytotoxic 

Activities, Phenolic Content. 

 

1. INTRODUCTION 

 

Medicinal plants, employed both in traditional and contemporary medical practices, harbor an array of 

phytochemicals within their tissues and organs, showcasing diverse potential benefits such as 

antimicrobial, antioxidant, anticancer, and antifungal properties [1]. Due to the natural and synthetic 

therapeutic properties used today, interest in medicinal and aromatic plants is increasing both in 

different industrial areas such as medicine, cosmetics, agriculture and in academic research. In recent 

times, there has been a growing emphasis on conducting in vitro and in vivo research involving plant 

extracts, driven by the recognition of their multifaceted health benefits. Phytochemicals, found 

mailto:fulusu@kmu.edu.tr
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abundantly in these extracts, exhibit a spectrum of therapeutic properties, including but not limited to 

antioxidants, anticancer agents, and anti-inflammatory agents [2]. 

 

Reactive oxygen species (ROS) that occur in plant tissues under biotic and abiotic environmental 

stress conditions and cause DNA and cell damage are scavenged by many enzymatic [PPO 

(Polyphenol oxidase), CAT (catalase), APX (ascorbate peroxidase), POD (peroxidase)] and non-

enzymatic (ascorbic acid, phenolic compounds, carotenoid, glutathione etc.) antioxidants [3]. 

Antioxidants are acknowledged for their capacity to promote well-being and mitigate the likelihood of 

numerous conditions, including various forms of cancer, hypertension, diabetes, asthma, and heart 

disease [4, 5]. Numerous investigations have demonstrated the utility of plant polyphenols, which 

encompass essential biological properties such as antioxidant activity, in combatting a variety of 

oxidative stress-related ailments [6, 7]. Although synthetic antioxidants increase the shelf life of 

foods, some studies have mentioned their disadvantages for human health. For this reason, many 

researchers have focused on the development of easily accessible naturally sourced antioxidants [8]. 

 

Erica manipuliflora Salisb. (Ericaceae) is a plant species in the form of an upright bush that can reach 

a height of about 4 m and is known as "broom grass" or "puren" in Turkey. E. manipuliflora is 

commonly found in parts of the Eastern Mediterranean (Turkey, Cyprus, Lebanon, Syria, Greece), 

Albania, Bosnia and Herzegovina, Croatia, Italy, North Macedonia, Serbia, Montenegro, and 

Slovenia. The aerial parts (leaf and flower) of E. manipuliflora have been used in the treatment of 

many diseases for ages due to their many medicinal benefits (antioxidant, anticholinesterase, diuretic, 

astringent) [9]. The main compound of monoterpenoids, which are abundant in the aerial parts of the 

plant, is germacrene D (13.58%-15.55%) [10]. Although it has been used for therapeutic purposes in 

traditional medicine in Turkey for many years, there is not enough data on both its phytochemicals 

and biological activities in the literature. In this context, E. manipuliflora, which is accepted as a 

medicinal plant with various pharmacological effects, is a species worth examining in terms of its 

biological activities. 

 

Ferula communis L. (Apiaceae) is a tall (1.5-3 m), herbaceous and perennial plant species known as 

"Caksır otu" or "Atkasnagi" in Turkey. F. communis is distributed in the forests and bushes of the 

Mediterranean, East Africa and Central Asia. In the phytochemical analysis of F. communis fruit 

flower root parts, bioactive compounds such as tannic acid, ferulic acid, catechin, syringic acid, gallic 

acid, coumarin were determined in varying proportions of each part [11]. Although the mainly roots 

(β-farnesene, β-cubene, caryophyllene) of this plant, which is rich in especially sesquiterpenes, are 

used for therapeutic purposes, it has been stated in previous studies that leaf (β-eudesmol, α-eudesmol, 

hedycariol), flower (α-pinene, γ-terpinene, hedycariol), and fruit (α-pinene, β-pinene, myrcene) 

extracts also contain different bioactive compounds [12]. F. communis, a plant historically employed 

in traditional pharmacopoeia for treating diverse conditions like fever, skin infections and dysentery, 

has been the subject of research revealing its multifaceted properties, including anti-inflammatory, 

antineoplastic, anticoagulant, antiproliferative, cytotoxic, antimicrobial and herbicidal activities [13-

15]. In another study, it was reported that this plant has toxic effects for humans and animals [16]. 

 

Stevia rebaudiana Bert. (Asteraceae) is a perennial herbaceous plant species that reaches 30-60 cm in 

length, known as "sugar grass" in Turkey and its natural habitat is subtropical regions (such as 
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Paraguay and Brazil). The stevioside found in the leaves of S. rebaudiana adds sweetness to this plant 

and is known to be 100-300 times sweeter than table sugar. Therefore, it is a natural sweet source 

worldwide, especially as an alternative to sucrose and synthetic sweeteners [17]. As a result of GC-

MS analysis of leaves, major phytochemicals (1-heptatriacotanol-antihypercholesterolemia; 

dihydroxanthin-antitumor; β-amyrin and lupenone-anti-inflammatory; phytol-antidiabetic) responsible 

for different and multiple biological activities were obtained [18]. This plant not only serves as a rich 

source of numerous antioxidant compounds but is also harnessed for its therapeutic potential in 

managing neurodegenerative diseases such as Parkinson's and Alzheimer's disease [19]. These 

therapeutic attributes have propelled it into the spotlight of numerous scientific investigations, 

including in vitro studies involving cell cultures, callus cultures, as well as tissue and organ cultures 

[20,21]. 

 

The common features of these three species used in the current study are that they belong to the class 

of medicinal and aromatic plants that contain extremely important compounds in the pharmacopeia 

and are suitable for the geography of Turkey. In this context, some biochemical contents of E. 

manipuliflora, F. communis, S. rebaudiana plants were investigated, and antioxidant potentials and 

cytotoxic activities of these plant extracts were determined and compared with each other. 

 

2. MATERIALS and METHOD 

 

2.1. Plant Material and Preparation of the Extracts 

The plant specimens used in this study were sourced from the Zeytinburnu Medicinal Plant Botanic 

Gardens located in Istanbul, Turkey. Plant samples [E. manipuliflora-aerial (leaf and flower), F. 

communis-root, S. rebaudiana-leaf] were dried at room conditions and ground into powder in a 

grinder. To obtain the extracts, 20 g of finely ground plant samples were subjected to extraction in 250 

mL of both acetone and water separately using a Soxhlet apparatus for a duration of 12 h. Following 

extraction, the resulting extracts were subsequently filtered through Whatman No.1 filter paper. The 

acetone extract was evaporated under vacuum at 40°C with a rotary evaporator, the water extract was 

lyophilized. All samples were stored in a closed container at -20°C until analysis. The data presented 

in Table 1 showcases the yield rates of extracts derived from plant samples, specifically those 

obtained through the use of acetone and water. 

 

Table 1. Yield (%) of obtained the plant extracts. 

Samples Abbreviation of the extracts Yield (%) 

Acetone extract obtained from 

E. manipuliflora 

EEA 6.14 ± 0.47 

Water extract obtained from E. 

manipuliflora 

EEW 18.21 ± 1.31 

Acetone extract obtained from 

F. communis 

FEA 8.6 ± 0.54 

Water extract obtained from  

F. communis 

FEW 22.34 ± 1.14 
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Acetone extract obtained from 

S. rebaudiana 

SEA 3.47 ± 0.67 

Water extract obtained from S. 

rebaudiana 

SEW 26.52 ± 1.23 

 
2.2. Quantitative Determination of Secondary Metabolites in Plant Extracts 

2.2.1. Determination of total phenolic content (TPC) 

The quantification of total phenolic contents (TPC) in the extracts followed the method outlined by 

Ulusu and Şahin [22], employing the Folin-Ciocalteu colorimetric assay. A standard calibration curve 

using gallic acid was used as a reference. 100 µl of extracts (10 mg/mL), 9 mL dH2O, 200 µl of Folin-

Ciocalteu reagent and 600 µl of Na2CO3 (2%, w/v) were added, after mixing, the total volume was 

adjusted to 10 mL with dH2O. After the samples were incubated for 2 h under dark room conditions, 

the absorbances of the samples were measured at 750 nm in the Shimadzu UV-1800 

spectrophotometer. The total phenolic content was calculated as the mean ± standard error from the 

calibration curve obtained as gallic acid equivalent (GAE). All experiments were performed in 

triplicate. 

 

2.2.2. Determination of total flavonoid content (TFC) 

The quantification of total flavonoid contents (TFC) in the extracts followed a slightly modified 

protocol based on the method originally described by Bouasla [23], utilizing quercetin as the standard. 

In this procedure, 250 μl of extracts at a concentration of 10 mg/mL were combined with 1.25 mL of 

dH2O, 75 μl of NaNO3 (5%, w/v), 150 μl of AlNO3 (10%, w/v), and 0.5 mL of NaOH (1M). The total 

volume was adjusted to 2.5 mL using dH2O to complete the assay. Following thorough mixing, the 

solution was allowed to incubate at ambient room temperature for a duration of 40 min. Subsequently, 

the absorbance values were recorded at a wavelength of 415 nm using a spectrophotometer. The 

quantification in quercetin equivalent (QE) was carried out by applying the standard calibration curve 

established with quercetin. 

 

2.3. DPPH (1-1-diphenyl 2-picryl hydrazyl) Radical Scavenging Assay 

In measuring the DPPH scavenging activity of plant extracts, each extract and DPPH were dissolved 

in methanol. 0.2 mL of each extract at different concentrations (10, 25, 50, 100, 200, 400 μg/mL) and 

1.8 mL of DPPH (0.06 mM) solution was added to it. The solutions were kept in dark room conditions 

for 30 min (incubation time). Absorbance values were determined at 517 nm following incubation. In 

this experimental setup, ascorbic acid served as the designated positive control. In addition, all 

experiments were performed in triplicate. The following equation was used to compute the extracts' 

percent inhibition of DPPH radical scavenging:  

 

 

 

 

𝐴0 = The absorbance of the control 
𝐴𝑠 = The absorbance of the extract 
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2.4. Cell Culture 

In this study, the human cervical cancer (HeLa) cell line was cultured in a medium comprising 

DMEM (Dulbecco's Modified Eagle Medium) supplemented with 10% fetal bovine serum (FBS), 1% 

penicillin-streptomycin, and 0.01% gentamicin. The culture plates were maintained in a sterile 

microculture environment within an incubator set at 37°C, with a controlled humidified atmosphere 

containing 5% CO2. Subsequent to the incubation period, confluent cells were dislodged from the 

culture surface employing the standard trypsinization procedure. The cytotoxicity assays were 

conducted in triplicate for each sample during in vitro testing. 

 

2.4.1. Cell viability assay 

The evaluation of cytotoxicity on the HeLa cell line was conducted using the Alamar Blue® assay. To 

facilitate testing, all plant extracts were initially dissolved in a 1 mg/mL DMSO (dimethyl sulfoxide) 

stock solution. Importantly, the DMSO concentration in the culture medium did not exceed 0.1%. 

Subsequently, we prepared a series of dilutions to achieve various sample concentrations, including 

10, 25, 50, 100, 200, and 400 µg/mL. Cells were introduced to 96-well microculture plates, with each 

well receiving a seeding of 2x10
4
 cells. They were then incubated for 24 h at 37°C to facilitate proper 

adhesion to the plate surface. After incubation, fresh medium containing different concentrations of 

plant extracts (10, 25, 50, 100, 200, 400 μg/mL) was added. The negative control group was culture 

medium containing 0.1% DMSO. The HeLa cell line was exposed to plant extracts in triplicate for 24 

h at 37°C. After incubation, Alamar Blue® reagent (1:10, v/v) was added to each microplate well. 

Subsequently, the plates underwent a 4 h incubation period at 37°C, during which measurements were 

taken at wavelengths of 570 nm and 600 nm using a spectrophotometric microplate reader (Multiscan 

Go, Thermo Fisher Scientific, USA). Cell viability was then determined as a percentage of the initial 

cell count. 

 

3. RESULTS AND DISCUSSION 

 

3.1. The Yield of Crude Extracts 

Phytochemical extraction from plant material is the focus of research. Secondary metabolites with 

different polarities can be included in the solution depending on the polarity of the solvents used in the 

extraction [24]. In this study, extractions of E. manipuliflora, F. communis and S. rebaudiana were 

carried out using polar (water) and apolar (acetone) solvents. From the plant materials used, the 

highest yield was obtained from SEW (26.52%), while the lowest yield was obtained from SEA (Table 

1). The water extract was effective in obtaining the highest yield of all plant extracts. This result 

shows that increasing solvent polarity significantly increases the plant extraction yield. Zaidan [18] 

emphasized that water was the best solvent compared to methanol, ethanol and acetone solvents in S. 

rebaudiana extraction and obtained the highest yield from the water extract. Again, among the 

compounds extracted in water, the inclusion of not only secondary metabolites but also high-soluble 

primary metabolites (such as protein and carbohydrates) in the extract contributes to increasing the 

yield [25]. 

 

3.2. TPC and TFC of the Plant Extracts 

TPC and TFC of acetone and water extracts obtained from E. manipuliflora, F. communis and S. 

rebaudiana were investigated. The recovery amount of TPC and TFC from E. manipuliflora and F. 
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communis water extracts is significantly higher than from acetone extracts. Also, according to the 

data, the highest phenol content belongs to EEW (365.29 mg GAE/g DW), followed by FEW (132.82 

mg GAE/g DW). Similarly, the highest total flavonoid content was found to be EEW (105.42 mg QE/g 

DW), while the lowest SEW (6.53 mg QE/g DW) (Table 2).  

 

It is stated that polar solvents are generally more suitable for revealing the polyphenols in the plant 

cell, while alcohol-derived solvents are more effective in the degradation of the cell wall and testa. 

Again, polar solvents such as water and methanol are more efficient than apolar solvents in terms of 

extraction of phenolic compounds [26, 27]. The dielectric constant of the organic solvents utilized in 

the extraction process can influence TPC and TFC found in plant extracts [28]. Therefore, this study 

proves once again that polarity differences of plant phytochemicals and solvents affect phenolic and 

flavonoid recovery. Prior research has identified the presence of numerous phenolic and flavonoid 

compounds within the specific plant species under investigation. In these studies, unlike us, methanol 

and ethanol extracts were used in S. rebaudiana plant, and while the highest TPC was obtained from 

polar solvents (methanol-6.96 and water-6.65 mg GAE/g), the highest TFC was obtained from ethanol 

extract (10.91 mg QE/g) [18]. Again, TPC in ethanol extracts of four S. rebaudiana lines ranged from 

55.64 to 58.35 mg GAE/g DW [29]. E. manipuliflora, this situation varied in extraction by different 

solvents (water, methanol, chloroform, ethyl acetate, n-butanol) and the highest TFC was determined 

with ethyl acetate (735.5 mg GAE/g) [30]. In another study, the TPC of E. manipuliflora methanol 

extract was 260 mg QE/g [31]. TPC and TFC of F. communis (stem) methanol extract were obtained 

as 129.86 mg GAE/g DW and 13.37 mg QE/g DW, respectively [11]. Among the extracts of F. 

communis (aerial part) made by different solvents, the highest TPC (0.031 mg GAE/mg extract) was 

in the ethanol:water (50:50) mixture [32]. 

 

Table 2. Total phenolic content (TPC) and total flavonoid content (TFC) of the plant extracts. 

Plant extracts TPC (mg GAE/g DW)
a
 TFC (mg QE/g DW)

b
 

EEA 103.32 ± 5.71 27.43 ± 0.53 

EEW 365.29 ± 1.52 105.42 ± 1.41 

FEA 114.75 ± 2.23 15.21 ± 0.44 

FEW 132.82 ± 2.81 18.43 ± 0.56 

SEA 63.78 ± 0.86 7.87 ± 0.25 

SEW 55.46 ± 0.72 6.53 ± 0.16 

Each value is represented as the mean ± standard deviation, based on a sample size of n = 3. 
a
mg gallic acid equivalent per gram of dry weight. 

b
mg quercetin equivalent per gram of dry weight. 

 

3.3. DPPH Scavenging Activities of the Plant Extracts 

One of the oldest and most commonly employed in vitro techniques for assessing the antioxidant 

properties of research materials relies on DPPH radical analysis. A dose-dependent increase in DPPH 

scavenging activities was observed across various concentrations (10, 25, 50, 100, 200, and 400 
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μg/mL) of the plant extracts. Among the extracts, the treatment of EEW and EEA at concentrations of 

200 and 400 μg/mL resulted in the highest antioxidant activity with over 85% inhibition, and the 

results of these two concentration treatments were statistically different (p<0.05) (Figure 1.). In 

addition, the lowest IC50 value (33.27 µg/mL) was belonged to EEW, while the highest IC50 value 

(101.11 µg/mL) was found in SEA (Table 3.). While both water and acetone extracts of E. 

manipuliflora had the highest DPPH scavenging activity, the lowest activity was determined in 

acetone extracts of S. rebaudiana. Antioxidant compounds in water and acetone extracts of the studied 

plant species showed good rate antioxidant activity. In addition, there are many antioxidant studies 

conducted in these plant species. In the literature, DPPH activity of E. manipuliflora was determined 

as IC50: 255.9 mg/mL in methanol extract [31], IC50: 0.021 µg/mL in water extract [30]. The DPPH 

activity of S. rebaudiana (leaf) was found to be IC50: 83.45 µg/mL in aqueous extract [33], IC50: 93.46 

µg/mL in ethanol extract [34], IC50: 752.6 and 904.4 mg/mL in water and methanolic extract, 

respectively [35]. F. communis (stem) methanol extract has an IC50 value of 168 μg/mL in the DPPH 

activity [11], in another study, the best antioxidant activity was determined with a parallel effect to the 

ethanol:water extract, from which the highest antioxidant compounds were obtained [32]. Our results 

show that water and acetone extracts of E. manipuliflora, F. communis and S. rebaudiana are potent 

antioxidants. Oxidizing enzymes (such as peroxidase) contribute to the reduction of oxidative damage 

in cells by being inhibited by some plant-derived molecules (phenols). In this study, it was determined 

that F. communis and S. rebaudiana, and especially E. manipuliflora, contain high levels of phenolic 

compounds, and thus, it can be thought that they show high antioxidant capacity due to these 

phytochemicals. 

Figure. 1. DPPH scavenging activities of different plants extracts. 

 

3.4. Cytotoxicity activities 

The Alamar Blue® assay was employed to assess the viability of HeLa cells following exposure to 
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extracts from E. manipuliflora, F. communis, and S. rebaudiana. Across all tested plant extracts, a 

concentration-dependent cytotoxic effect on HeLa cells was observed. Particularly noteworthy was the 

significant reduction in cell viability, which reached 22.26% when exposed to EEA at a concentration 

of 400 µg/mL. Furthermore, HeLa cells subjected to the highest concentrations of EEA, EEW, FEA, and 

FEW exhibited viabilities below 35%, as illustrated in Figure 2. These percentages were also supported 

by the IC50 values, and the lowest IC50 value (97.35 µg/mL) belonged to the EEA. The extract with the 

lowest effect in this cancer cell line was SEW (IC50: 341.96 µg/mL) (Table 3). Many different species 

of Erica genus exhibited different biological activities such as cytotoxic [36], antibacterial, 

antioxidant [37, 38], diuretic [39], anti-inflammatory [40]. These studies indicate Erica's potential for 

alternative and complementary therapy. In this study, acetone and water extracts of E. manipuliflora, 

which has limited literature, showed cytotoxic activity on HeLa cell line. In the literature, the 

cytotoxic activities of different species of Erica genus on different cell lines (E. carnea - MCF-7 [41]: 

E. multiflora - B-16 melonoma [42]) have been investigated and the data obtained support our results. 

In addition, the fact that E. manipuliflora contains more phonolic compounds compared to other 

species in our study may suggest that these plant extracts support more cytotoxic potential on HeLa 

cell line. 

 

F. communis and S. rebaudiana are important medicinal and aromatic plants grown in the geography 

of Turkey. The inclusion of both species in the category of medicinal plants has been supported by 

many biological activity studies. In the researches, besides the antioxidant activities of these plant 

species, the antimicrobial [43], cytotoxic [15], anti-neuroinflammatory [44] activities of F. communis, 

and the antidiabetic [45], antimicrobial [46], anticancer [47], anti-hyperuricemic [48] activities of S. 

rebaudiana are remarkable. Studies involving various Ferula species have consistently reported a 

range of bioactivities, including cytotoxic, antioxidant, anticholinesterase, and anti-tyrosinase effects, 

which are often attributed to the presence of phenolic compounds in these plants [49, 50]. On the other 

hand, the genus Stevia has garnered attention due to the substantial inhibitory effects displayed by its 

metabolites, such as stevioside, steviolbioside, and isosteviol derivatives, on several cancer cell lines, 

including MDA-MB-231, Hep3B, BxPC-3 [51], HER2+ SKBR-3 [52] and MCF-7 [53]. These 

findings underscore the potential significance of Stevia in alternative and complementary therapies for 

cancer. Notably, our study aligns with these observations, as we have observed remarkable cytotoxic 

potential in the HeLa cell line for both F. communis and S. rebaudiana species. Future investigations 

into the gene expression and related aspects in other cancer cell lines exposed to E. manipuliflora, a 

plant with limited anticancer information, hold promise for expanding our understanding of its 

effectiveness in modulating cancer metabolism. 
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Figure 2. % Cell viability rates on HeLa cells treated with different plant extracts. 

 

Table 3. IC50 values (µg/mL) resulting from DPPH scavenging activities and cytotoxic activities of 

different plant extracts. 

Treatment DPPH scavenging activities 

IC50 (µg/mL) 

Cytotoxic activities 

IC50 (µg/mL) 

EEA 37.57± 0.52 97.35 ± 0.58 

EEW 33.27 ± 0.18 165.44 ± 1.74 

FEA 40.29 ± 0.70 207.13 ± 9.02 

FEW 37.42 ± 0.29 213.35 ± 0.95 

SEA 101.11 ± 1.87 262.31 ± 6.47 

SEW 88.82 ± 1.44 341.96 ± 3.05 

 

4. CONCLUSION 

 
Total phenol and flavonoid contents, antioxidant activities and cytotoxic properties on human cervical 

cancer (HeLa) cell line of E. manipuliflora, F. communis and S. rebaudiana acetone and water 

extracts were determined. Among these three species, E. manipuliflora species stood out in terms of 

both phenolic compound content and antioxidant and cytotoxic activity. This study highlights that the 

plants under investigation serve as readily available natural sources of antioxidants, demonstrating 

substantial cytotoxic activity. These findings emphasize the potential utility of these plants in 

pharmacology, owing to their rich reservoir of valuable phytochemicals, for the management and 

treatment of various diseases. 
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ABSTRACT 

 

Snake venom is a complex biological fluid consisting mainly of proteins and peptides possessing 

diverse biological activities. Snake venoms draw attention due to their bioactive proteins/peptides 

with therapeutic and diagnostic potential. Testing the stability of snake venom proteins under different 

conditions including temperature provides useful data for venom research. Macrovipera lebetinus, 

blunt-nosed viper, is the biggest viper species of Türkiye distributed mainly in eastern and 

southeastern Anatolia. Although its venom components were investigated before, there is limited data 

regarding the effect of temperature on its venom proteins. The present study aimed to investigate the 

effect of temperature on the venom proteins of M. lebetinus. For this purpose, venom samples were 

incubated at 25, 37, and 50°C. Thereafter, venom proteins were separated by two-dimensional gel 

electrophoresis (2D-PAGE) method. Some qualitative and quantitative differences in the protein 

profile indicating structural changes and degradation were observed especially after 50°C treatment. It 

has been found that the protein spots most affected by temperature will most likely contain 

metalloproteinase, phospholipase A2 and ʟ-amino acid oxidase enzymes, by comparing the 

experimental molecular weight and pI values with those in the literature. Detailed studies including 

enzyme activities and toxicity assays will provide more data on the stability of M. lebetinus venom 

under different conditions.  

 

Keywords: 2D-PAGE, Macrovipera lebetinus obtusa, Phospholipase A2, Protease, Snake venom. 

 

1. INTRODUCTION 

 

Snake venom is a proteinaceous secretion of the cells in the venom gland. Viperid venoms, rich in 

proteases, interfere with the hemostatic system and cause tissue damage [1]. Snakebite is one of the 

important health problems especially in Africa and Asia [2]. But snake venom is also a source for the 

discovery of new bioactive proteins and peptides that can be used for therapeutic and diagnostic 

purposes [3]. Proteins and peptides found in snake venoms can be grouped into major protein families, 

however, the composition of snake venom shows intra- and inter-specific variation at different degrees 

[4]. 
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Macrovipera lebetinus (Linnaeus, 1758) (= Macrovipera lebetina, Vipera lebetina), blunt-nosed viper, 

is the biggest viper species distributed in Türkiye and Cyprus. The range of this medicinally important 

viper reaches to Kashmir region towards the east and Kazakhstan and Dagestan (southwest of Russia) 

to the north [5]. Its bite affects blood coagulation, and causes symptoms like hemorrhage, tissue 

damage, and swelling [6]. The following protein families have been identified in the venom of M. 

lebetinus up to date: snake venom metalloproteinase (SVMP), snake venom serine proteinase (SVSP), 

phospholipase A2 (PLA2), ʟ-amino acid oxidase (LAAO), hyaluronidase, 5´-nucleotidase, 

phosphodiesterase (PDE), C-type lectin-like protein (CLP), cysteine-rich secretory protein (CRISP), 

vascular endothelial growth factor (VEGF), nerve growth factor (NGF), disintegrin, Kunitz-type 

serine protease inhibitor, bradykinin-potentiating peptide (BPP), and natriuretic peptide [7,8]. These 

proteins are responsible for the biological activities of M. lebetinus venom such as cytotoxic, 

antimicrobial, antiaggregant, anticancer, anti/procoagulant, necrotic and hemorrhagic activities [9-12]. 

 

Effects of the temperature on the biological activities and proteomic profiles of some snake venoms 

were investigated before. Some of these studies reported the presence of the heat-resistant toxins 

(even after incubation at 100°C). However, activity losses were also reported in some venoms after 

heat treatment. These studies have indicated that changes in the activities and structures of snake 

venom proteins may vary between different protein classes and should be studied for each venom 

separately [13]. 

 

Snake venom is an important natural source for the discovery of peptides and proteins with 

therapeutic and diagnostic value [3]. Many proteins and peptides were purified and characterized from 

snake venoms up to date, including M. lebetinus venom [7]. Investigating the stability and activity of 

the venom proteins under different conditions (eg. temperature, pH) is important for venom research, 

biotechnological product development, antiserum production processes, and treatment of snakebite. In 

the present study, it was aimed to investigate the effect of temperature on the venom proteins of M. 

lebetinus, a medicinally important viper that causes snakebite cases resulting in hospital care [6,14], 

by using two-dimensional polyacrylamide gel electrophoresis (2D-PAGE). 

 
2. MATERIAL AND METHODS 

 

2.1. Venom and Reagents 

Pooled venom extracted from two adult M. lebetinus obtusa (Figure 1) collected from Diyarbakır and 

Şanlıurfa provinces (southeastern Türkiye) was lyophilized as described before [8,9]. Ethical 

permission was obtained from Ege University Animal Ethics Committee when the study was 

conducted (permission no. 2010-43). All the reagents were molecular biology grade and deionized 

water was obtained from the Milli-Q system (Millipore, Billerica, USA). Agarose was purchased from 

Sigma-Aldrich (St. Louis, USA), ampholyte and dithiothreitol (DTT) from Fluka (St. Gallen, 

Switzerland); 3-[(3-cholamidopropyl)dimethylammonio]-1-propane sulfonate (CHAPS) and bovine 

serum albumin (BSA) were from Amresco (OH, USA), protein ladder was from Fermentas (Vilnius, 

Lithuania). All the other reagents (e.g., acrylamide/bis 30% solution, bromophenol blue, 

iodoacetamide, Bradford reagent, urea, tris, sodium dodecyl sulfate) were purchased from Bio-Rad 

(CA, USA). 
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Figure 1. In situ photograph of Macrovipera lebetinus 355btuse from Şanlıurfa province. 

 

2.2. Treatments 

After reconstitution of the venom sample by deionized water, the sample was then aliquoted into three 

tubes (100 µL) and incubated at 25, 37, and 50°C for one hour (one tube for each temperature). After 

the treatment, the samples were immediately mixed with 2D-PAGE rehydration buffer (7 M urea, 2 M 

thiourea, 4% CHAPS, 1% ampholytes) and prepared for isoelectric focusing. 

 

2.3. Determination of the Protein Concentration 

The protein amount of the reconstituted venom was determined using Bradford’s method modified for 

a 96-well microplate as described before [8,9]. BSA was used as a calibration standard. All the 

measurements were carried out in triplicate and the mean values were used for calculations. 

 

2.4. 2-Dimensional Polyacrylamide Gel Electrophoresis (2D-PAGE) 

After treatments, venom samples were immediately mixed with 2D-PAGE rehydration buffer to a 

total volume of 300 µL and pipetted into isoelectric focusing wells for active rehydration at 50 V 

constant voltage overnight. The 2D-PAGE protocol was applied as described in detail before [8]. 

Protein amount was determined using the reconstituted venom sample and the same volume (175 µg 

protein) of each treatment was loaded. 

 

3. RESULTS 

 

Venom proteins of M. lebetinus were separated between pH 4-8 isoelectric points and approximately 

10-150 kDa molecular weights (Figure 2). Chains of spots were observed, possibly due to the 

presence of protein isoforms. The profiles of 25 and 37°C samples were similar in general. But some 

qualitative and quantitative differences were observed after incubation at 50°C (Figure 2). Intense 

protein spots at around 100-120 kDa and pI 5,8 pH disappeared, or the intensity decreased 

significantly in the 50°C sample, whereas four spots became visible at ~ 40 kDa and 6.3 pI. Spots at 
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around 13-14 kDa and 4,4 pI were significantly changed in the 50°C sample with a decrease in the 

intensities of two spots while the intensities of two lower spots were increased (Figure 2C). The 

intensity of one spot below the 15 kDa marker and at pH 7 was also altered between samples. 

 

 

Figure 2. Protein profiles of Macrovipera lebetinus venom obtained by 2D-PAGE after incubation at 

25 (A), 37 (B), and 50°C (C). Arrows indicate the prominent differences in protein spot patterns. 

Representative density graphics obtained from the gel analysis software PDQuest were demonstrated 

for two regions indicated with blue boxes. 

 

4. DISCUSSION 

 

The results of the present study showed that treating venom at 50°C temperature causes some changes 

in the protein structure, while 25 and 37°C temperatures did not differ significantly. As the main prey 

of blunt-nosed vipers are mammals and birds, a 25-37°C temperature can be considered within the 

optimal activity range of the venom [15]. Hence, bioactivity studies using snake venoms are generally 

carried out at these degrees. But of course, maximum activity temperatures of purified enzymes may 

change. For example, optimum working temperature can be high up to 75°C for PLA2s in Daboia 

russelli [16], whereas it can be around 25°C for PLA2s from Vipera ammodytes [17]. A dimeric 

metalloproteinase in the venom of Cerastes vipera was reported to have optimum of 60°C [18]. 

 

The effect of temperature on the overall activity and protein profiles of different snake venoms was 

also investigated by various researchers. The stability of hemorrhagic toxins in different viper species 

belonging to the genera Agkistrodon, Bothrops, Crotalus, and Sistrurus was investigated under 
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different temperature conditions [19]. Even with incubation at 100°C for 5 min, in vitro proteolytic 

activity and in vivo hemorrhagic activity of some species were retained. However, activity loss was 

observed for some of the species tested. Heat treatment resulted in the denaturation of some proteins 

but most of the bands remained similar In many species, as assessed by SDS-PAGE. The effect of 

temperature and different storage conditions on the protein profile, enzyme activity and toxicity of 

Crotalus molossus molossus (a rattlesnake) crude venom was investigated and it was found that 

Incubating the venom sample at 37°C even for a week had little effect on the protein profile and 

activities while LAAO activity showed greater variation [13]. In another study, effect of the 

temperature on a new LAAO purifed from Crotalus durissus collilineatus venom was investigated and 

significant activity loss was observed after treatment at 37 and 100°C temperatures [20]. Changes in 

PLA2 and protease activities were reported in historical venom samples of Bothrops asper and B. 

atrox that had been stored by dessication at room temperature, indicating the effects of the storage 

conditions on the venom bioactivity [21]. These previous reports show that some proteins are more 

prone to show variation in their activities dependent to the storage conditions such as temperature 

change while some of them are more stable. 

 

Effect of the temperature on Macrovipera lebetinus venom was assessed by 2D-PAGE method in the 

present study. Venoms of the two subspecies of M. lebetinus (M. l. obtusa and M. l. lebetina) were 

compared by 2D-PAGE and protein identification from M. l. obtusa venom was achieved using 

MALDI-TOF mass spectrometry-based bottom-up proteomic analysis in a previous study [8]. 

Additionally, some other proteomic investigations were carried out on M. lebetinus venom from 

different subspecies using the venomics approach [22-24] and many of its major venom proteins were 

purified [7]. The aim of the present study was to investigate the effect of temperature on the venom 

proteome of M. lebetinus. Therefore, mass spectrometry-based protein identification was not 

performed again in this study, rather the previous studies were referenced to have a clue on the protein 

classes. SDS-PAGE was used commonly to compare protein profiles in studies investigating the effect 

of temperature on snake venoms [19,13]. But 2D-PAGE is a more powerful technique that separates 

more proteoforms allowing to make more detailed comparisons [25,26]. The protein profile of M. 

lebetinus venom as obtained by 2D-PAGE in the present study is consistent with a previous study by 

Igci and Demiralp [8]. Earlier studies have shown that the most abundant proteins classes found in M. 

lebetinus venom are SVMP, SVSP, PLA2, CLP, LAAO, and disintegrin [8,22-24], which are 

responsible for Its pathogenesis and biological activities [9-12]. 

 

According to the results, one of the altered protein spot regions is around 100-120 kDa and 5.8 pI, in 

which the intensity of two spots was decreased significantly. Based on the previous studies, it can be 

concluded that SVMP, LAAO, PDE, and 5´-nucleotidase can be found between this molecular weight 

in M. lebetinus venom and SVMP is more abundant than the others [7,15]. SVMP and LAAO can be 

found at the same molecular weight and pI in M. lebetinus venom [27]. Therefore, it is difficult to 

separate these proteins by 2D-PAGE. Although reducing conditions were used for 2D-PAGE, 

subunits, monomeric forms, and/or native multimeric proteins that remained unreduced may present 

in these spots. Earlier studies have shown that high-molecular-weight snake venom proteins are more 

affected by heat than low-MW proteins and peptides [28-30]. LAAO isolated from Macrovipera 

lebetinus venom was also found to be stable from 4 to 25°C while heating at 70°C inactivated the 

enzyme in 15 min [27]. Hence, heat-resistant low-mw toxins/proteins, rather than high-mw ones were 
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detected and identified in various viperid and elapid venoms [19,26-28].  This conclusion in the 

literature is also valid for M. lebetinus venom, as the results revealed that structural 

changes/degradation occurred especially in high-MW proteins. 

 

Another group of altered spots was observed at ~ 13 kDa and 4.4 pI. Acidic PLA2 type II enzymes 

with aggregation inhibiting and anti-cancer activities were purified from M. lebetinus venom, having 

molecular weights between 13-14 kDa and pI between 4,0-4,6 pH [31,32]. M. lebetinus venom also 

contains heterodimeric disintegrins with a similar molecular weight as PLA2 enzymes have [7]. 

Although experimentally determined pI is not available in the literature, theoretical pI calculation 

(performed through UniProt) of a disintegrin lebein-2-alpha (UniProt: Q3BK13) gives the result as 

7,5, which is not consistent with the experimentally observed pI value of the spot of interest. There is 

another spot that matches these values (~ 12 kDa, 7,8 pI) on 2D-PAGE gels. Moreover, PLA2 was 

identified from the same 2D-PAGE spot in a previous study [8]. Although exact identification can be 

achieved using mass spectrometry or N-terminal sequencing, results of the earlier studies indicate that 

these protein spots in 2D-PAGE gel possibly contain PLA2 enzymes. Decreasing PLA2 activity was 

also reported for Crotalus durissus terrificus venom after heat treatment at 56°C [29]. In the 

aforementioned study, it was found that heating Crotalus durissus terrificus rattlesnake venom at 56, 

70, and 100°C gradually decreased the toxic activity (LD50) and PLA2 activity, which indicated 

possible changes in protein structures. The results of the present study also indicated a structural 

change in PLA2 of M. lebetinus venom. Four spots appeared after 50°C heat treatment may originate 

from the degradation of proteins with higher molecular weight, which was visible on 2D-PAGE 

images. Altered protein spots below 15 kDa and at pI 7 may contain other types of PLA2 enzymes or 

disintegrin. 

 

In conclusion, the present preliminary study showed that 50°C heat treatment led to the structural 

changes and degradation of some proteins in M. lebetinus venom, while most of the protein spots were 

not affected. Although similar studies were carried out with the venoms of different studies, there is 

limited data available in the literature about M. lebetinus crude venom in this regard. Venom proteins 

of M. lebetinus affected by heat are among the most abundant proteins based on the spot intensities on 

2D-PAGE gel. These proteins are possibly PLA2, SVMP, and LAAO, which play important roles in 

the pathology of M. lebetinus venom [7,9]. Moreover, these proteins have the potential for therapeutic 

and diagnostic use. For example, metalloproteinases purified from M. lebetinus venom interfere with 

the coagulation cascade by having factor X activating and fibrin(ogen)olytic activities [7]. Snake 

venom samples are routinely stored in the freezer (preferably –80°C) and freeze-dried. However, 

investigations on the thermal stability and storage conditions of venom proteins could provide useful 

data for venom research, antivenom production, and the evaluation of possible treatment methods for 

snakebites. The study should be extended to include higher temperatures, enzyme activities, in vivo 

and in vitro toxicity assays, and protein identification. 
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[6] Göçmen, B., Arıkan, H., Özbel, Y., Mermer, A., and Çiçek, K., (2006), Clinical, Physiological 
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ABSTRACT 

 

Applications that employ medical data are directly impacted by the classification of imbalanced data.  

It is vital due to the nature of classification and solutions about medical data. The purpose of this 

article is to identify a machine learning model that may be successfully applied in the medical field to 

reduce the number of mortality and optimize the efficiency of hospital resources. For this reason, it is 

thought that the better the performance of the ML model, the more a different perspective will be 

gained on the problems in today's medicine. Therefore, in the study, Weighted Random Forest (WRF) 

and Balanced Random Forest (BRF) which are ensemble machine learning (ML) methods for 

imbalanced data were implemented to identify the performance of the algorithms for mortality 

determination from open-source MIMIC-III dataset by using vital signs, comorbidities, and laboratory 

variables with demographic characteristic information. To evaluate the performance of WRF and 

BRF, a Random Forest Classifier (RFC) was also implemented to investigate the power of developed 

models for imbalanced data. In addition, the features used in the ML methods were separated into 

three groups to explore the impact of the vital signs, comorbidities, and laboratory variables with 

demographic characteristics separately on mortality identification. In addition to previous applications 

on UCI datasets, the present study revealed that the BRF method for imbalanced medical data 

provides high performance in determining the majority and minority classes of the data by using vital 

signs and laboratory variables with demographic characteristics. 

 

Keywords: MIMIC-III, Random Forest, Weighted Random Forest, Balanced Random Forest, 

Ensemble Learning. 

 

1. INTRODUCTION 

 

Many different data analysis techniques can now be used on massive amounts of data as a result of 

recent technical advancements. Applying these ideas to the critical care unit is a much more crucial 

issue because of the intensive care unit's data-rich nature. Decision support systems have made it 

possible to observe a well-defined set of criteria for rare diseases or unexplained diseases with 

thorough medical imaging data when they are integrated into ordinary clinical functions [1]. Selection, 
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analysis, and diagnostic interpretation of radiological imaging have been done using the knowledge 

acquired in this manner. As a result, healthcare personnel are able to treat more patients securely, 

operate more productively, and make fewer mistakes than ever before because of data-based decision 

support systems, recently [1]. 

 

Also, artificial intelligence and the integration of automated information systems have greatly 

enhanced medical practices. The open-source MIMIC-II, MIMIC-III, and MIMIC-IV dataset has 

recently been the subject of studies examining its performance in forecasting hospital mortality in 

intensive care patients and comparing its performance with that of different algorithms. It is necessary 

to estimate mortality among intensive care unit (ICU) inpatients in order to assess the severity of a 

patient's condition and weigh the advantages of cutting-edge therapies, interventions, and healthcare 

initiatives [2]. In a number of these research, the ability to forecast hospital mortality in intensive care 

patients using nonparametric methods based on artificial neural networks was assessed. [3, 4]. These 

studies came to the conclusion that nonparametric methods may be at least as good at predicting ICU 

mortality as traditional logistic regression [108]. In a related other study, Karun et al. employed the 

sandwich regression method to determine the characteristics that increase the risk of pneumonia in 

patients receiving intensive care. The study found that BMI, kidney disease, hypertension, diabetes, 

and asthma are some of the major risk factors for pneumonia in the elderly. According to the Poisson 

regression findings, he also discovered that the middle-aged group had a larger probability of 

acquiring pneumonia in the elderly [ 5]. Pirracchio's [6] study examined if an ensemble machine 

learning technique called Super Learner would improve hospital mortality prediction for critically ill 

intensive care patients using data from the Medical Information Mart for Intensive Care II (MIMIC-

II). The prediction score generated based on Super Learner was demonstrated to provide better results 

in terms of both discrimination and calibration when compared with mortality scoring outcomes such 

as SAPS II (Simplified Acute Physiology Score), APACHE II (Acute Physiologic Assessment and 

Chronic Health Evaluation), and SOFA (Sequential Organ Failure Assessment) [6, 7]. Support Vector 

Machine (SVM), Logistic Regression (LR), and XGBoost classification algorithms were employed in 

the study by Ergul Aydn & Kamişli Ozturk, [8] one of the comparable studies in this field, to assess 

whether the patients' stays in critical care were longer than 3 days. The study found that, similarly to 

earlier prediction articles, the XGBoost classifier outperformed Support Vector Machine (SVM) and 

Logistic Regression (LR) [9, 10, 11, 12]. Poucke's study was to compare the predictive performance 

of Decision Tree, Naïve Bayes, Logistic and Regression methods, and ensemble learning methods 

(Random Forest, Boosting, and Bagging) when assessing the predictive power of laboratory tests for 

hospital mortality in patients admitted to the intensive care unit. In this study using ensemble methods, 

Random Forests provided the best prediction accuracy for mortality risk prediction, consistent with 

previous research [13, 14]. According to a study by Yang et al., c-med GAN (conditional medical 

generative adversarial network) offers a strong classification for predicting mortality in critical care 

patients when compared to the SAPS II score, SVM (support vector machine), and MLP (multilayer 

perceptron). When the dataset size was reduced, C-med GAN outperformed MLP in terms of death 

prediction [2]. Xia et al.'s study, which discovered that over 40% of elderly patients were hospitalized 

to the intensive care unit, observed that longer hospital stays were associated with higher short- and 

long-term risks of death [15]. In order to predict ICU mortality, Dybowski et al. and Kim et al. [16, 

17] show that nonparametric methods may operate better than conventional logistic regression 

models. 
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An important alternative for diagnosing and beginning treatments in the healthcare sector is based on 

supervised machine learning, recently [18]. Ensemble learning, which takes into consideration themes 

and attributes, is one of the finest supervised machine learning (ML) approaches to categorizing data. 

The categorization can be difficult by using basic classification algorithms for the complex data 

structure including many features [18]. At this point, implementation of innovative techniques such as 

Balanced Random Forest (BRF) [19] and Weighted Random Forest (WRF) [19] can be a solution 

since these advanced ensemble learning methods has specific strategies for the datasets that are 

unbalanced ensuring that each class is given the appropriate level of consideration during model 

training. Unbalanced data, also known as imbalanced data, means the situation in which the number of 

instances for each class in the dataset is unequal. In other words, a class has significantly more 

samples than another class or classes. 

 

In this study, BRF and WRF models, which are the improved versions of one of the successful 

ensemble model Random Forest Classifier (RFC), were implemented to investigate the feature 

importance for mortality prediction by using MIMIC-III dataset [20] that can be considered a new 

approach for identification of the mortality by random forest-based algorithms for imbalanced 

medicine data. With the presented study authorities can plan preparedness, and allocation of financial 

resources based on how long patients remain in intensive care units with the help of random forest-

based machine learning models. Additionally, it offers suggestions for how to allocate resources 

effectively, enhance the caliber of healthcare services, and prioritize macro policies in the health 

sectors of nations by using machine learning methods. Since in medical science, the datasets may have 

imbalanced structure and limited size, the presented work can be an indicator for the usage of an 

improved version of random forest-based algorithms for unbalanced data by also considering the 

feature selection effect on model performances. For this purpose, the features in the data were 

separated into three groups such as comorbidities, laboratory variables with vital signs, and both to 

understand the impact of the corresponding properties on mortality of the patients with demographic 

characteristics. To compare the model performances RFC was also applied to the dataset in the similar 

way.  

 

2. LİTERATURE REVİEW 

 

In today's evolving technology, the significance of artificial intelligence-based machine learning (ML) 

approaches is on the rise across diverse domains, including natural sciences [19,21], anomaly 

detection [22,23], healthcare [24,25], object recognition [26,27], and business [18] since it has a huge 

impact by radically changing the way of solving sophisticated problems. As a result of the 

advancement of machine learning algorithms in the field of health, modeling methodologies have 

increased in variety [24,25]. Predictive models are useful tools to comprehend the underlying causes 

of diseases and to expand clinical knowledge, the collection and analysis of massive amounts of 

critical care data is crucial. Large-scale Critical Care databases are valuable tools for learning about 

individuals' risk factors, regular critical illness history, and the efficacy of various treatment 

approaches. Because, patients in the critical care unit are more likely than other patients to experience 

many problems today, and mortality is also higher [28]. Innovations in disease therapeutics and 

survival rates are essential in this setting because cancer and comorbidity are more closely associated 

with aging populations in industrialized countries. Various data sources, including clinical records and 
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laboratory findings, are used to get this data [29]. Incorrect or missing data during the data collection 

phase, although unsynchronized time-referenced data, difficulty processing different data formats, and 

restrictions on digital storage capacity are the difficulties encountered, the MIMIC-III database, which 

is easily accessible by the researcher, provides the advantage of not having an access fee, unlike other 

databases [20,30]. 

 

All adult patients admitted to Beth Israel Deaconess Medical Center's intensive care units between 

2001 and 2007 are included in this database's first version, MIMIC-II. Clinical data and physiological 

data make up MIMIC-II's two main parts. Physiological data are digital data produced by electronic 

device signals recorded for vital signs during the patient's stay in intensive care. Clinical data in the 

database are organized to include data such as the patient's demographic information, intravenous 

drug administration rates, and laboratory test results [31]. The MIMIC III dataset includes Beth Israel 

Deaconess Hospital intensive care unit patients from 2001 to 2012 [20].  The extensive MIMIC III 

database contains details on individuals older than 16 who are admitted to intensive care units. The 

data comprises vital signs, medications, lab findings, observations and remarks made by medical 

personnel, fluid balance, procedure and diagnosis codes, imaging reports, length of hospital stay, 

survival rates, and demographic information. For specialists doing various studies on intensive care 

research, from the creation of clinical decision support algorithms to a better comprehension of 

retrospective clinical investigations, the MIMIC-II and MIMIC-III databases are crucial sources of 

data. 

Despite advances in disease identification and treatment, the rate of mechanical ventilation, sepsis 

infection and mortality in intensive care units have been growing recently [12,29,32,33]. Globally, 

deaths in intensive care units are seen as a severe health concern. The onset of disease symptoms in 

intensive care units of patients at high risk of death, diagnosis with methods with low predictive 

accuracy, and time-consuming access to laboratory data cause the risk of death to reach its highest 

level. For this reason, various machine learning models have been developed using data obtained from 

physicians' risk indicators in intensive care patients. Therefore, earlier disease detection and prediction 

lead to quicker recovery and better results [34].  

 
3. METHOD 

 

Ensemble learning [18] is one of the most effective techniques for a successful ML model. In 

ensemble learning, multiple learner objects are created and trained to solve the problem. Basic 

learners can be decision trees from training data. Ensemble learning, which consists of decision trees, 

can be performed in the form of bagging. In bagging ensemble learning [35], the ML model is trained 

with a randomly selected subset of the data. In this approach, the classification is made by voting the 

outputs of the basic learners. RFC, RFC-based WRF and BRF are the bagging ensemble learning-

based models that were used in the study.  

 

3.1. Random Forest Classifier (RFC) 

One of the decision tree-based bagging models is the RFC model [36]. RFC is made up of decision 

trees that act as a community, making judgments based on a variety of sub-decisions and defending 

one another from individual mistakes. Each decision tree has nodes representing the features in the 

dataset and leaves representing the algorithm's decisions [19]. Nodes are decided by selecting from the 
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dataset the features to be applied to train the current tree. The model makes sure that the attributes to 

be used in the nodes for each tree are randomly chosen in order to maintain diversity while 

minimizing the correlation between trees. The quality of the node separation for each attribute can be 

evaluated using either the entropy gain or the Gini index, but doing so can entail the risk of 

misclassification [37]. 

 

The RFC method consists of two steps: creating the trees and selecting the decision tree. The initial 

step is to create decision trees using any randomly chosen model component from the training dataset. 

After receiving votes from the numerous decision trees in the test set, the final choice is determined in 

the last phase. The RFC algorithm is shown schematically in Figure 1 [38]. As represented in the 

figure, the dataset is separated into training and test sets. The RFC model generates the decision trees 

with the instances in the training set by using the features as random nodes which allows the model to 

learn the classes with patterns. The algorithm evaluates the test data by the constructed decision trees 

during training. It categorizes test data according to the most votes from the decision trees.  

The pseudo code of the algorithm is represented below in which  ‘X’, ‘y’ and, ‘n_estimators’ represent 

the input features, the corresponding target labels, and the number of trees (number of iterations), 

respectively. 

 
Algorithm 1: Random Forest Classifier 

    Initialize with a number of trees (n_estimators) 

 

    Train the model: 

    for each tree in n_estimators: 

        Create a decision tree using some data (X, y) 

        Add the tree to the ensemble 

 

    Make predictions: 

    for each tree in the ensemble: 

        Get predictions from the tree 

    Combine the tree predictions to make a final prediction 

 
The RFC model has many advantages over other ML techniques. One of the main problems in the 

application of ML models is that the model, which is defined as overfitting, cannot correctly classify 

data outside the training set. The RFC method is resistant to over-learning because it has a forest of 

decision trees. Since the importance of each feature in the decision-making process can be calculated, 

the model can be interpreted and the relationship between the features used and the decisions can be 

recognized more clearly. The application of the RFC model has the potential to produce successful 

results for particle identification and event selection [37,38]. 
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Figure 1. Schematic representation of the RFC classification model [38]. The dataset is 

divided into training and testing. The algorithm constructs the decision trees with the 

examples in the training set by using the features in the data as random nodes. It is ensured 

that the model learns about classes with patterns. Evaluates the completed RFC test dataset 

according to the created decision trees. It classifies the model test data according to the 

category with the most votes from the decision trees. 

 

3.2. Weighted Random Forest (WRF) 

The WRF model is a class-weighted RFC model adapted to manage groups of different sizes in the 

dataset. The ARO method was developed to increase the success of the RFC algorithm on skewed 

datasets [39]. In this model, in order to reduce the effect of majority samples in the dataset on learning 

and to increase the learning of the minority group, a weight inversely proportional to the size of the 

classes in the dataset is used in the nodes and predictions of the decision trees in the model [39]. The 

pseudo code of the WRF is shown in the following where  ‘X’, ‘y’ and, ‘n_estimators’ represent the 

input features, the corresponding target labels, and the number of trees (number of iterations), 

respectively. 

 
Algorithm 2: Weighted Random Forest 

Initialize with a number of trees (n_estimators) 

 

    Train the model: 

    for each tree in n_estimators: 

        Create a decision tree using some data (X, y) and consider sample weights 

        Add the tree to the ensemble 

 

    Make predictions: 

    for each tree in the ensemble: 

        Get predictions from the tree 

    Combine the tree predictions to make a final prediction 
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This method has attracted great interest for the classification of data, which often has data imbalances. 

Unlike the current random forest method, class weights are based on the assignment of separate 

weights for each class, rather than a single weight. With high accuracy in categorizing majority and 

minority classes, this recommended approach provides a solution to the problem of classifying 

between majority and minority classes for unbalanced medical data. It also shows that it improves the 

overall performance of the classifier. 

 

3.3. Balanced Random Forest (BRF) 

The BRF technique is another version of the RFC model developed for skewed datasets. BRF applies 

a subsampling technique for each decision tree generation process in the RFC algorithm. This is why 

it is known as the Balanced Random Forest because it combines the sampling technique with the idea 

of an ensemble where unbalanced data processing becomes an algorithmic process. In the BRF 

algorithm, the size of the majority group in the dataset is determined randomly and in accordance with 

the minority group size. The classifier tackles imbalanced data by creating decision trees that are 

sensitive to both majority and minority classes. For the majority class, it employs balanced sampling, 

ensuring a representative subset of majority class instances in each tree. For the minority class, it 

ensures that all minority class instances are included. This approach leads to decision trees that can 

capture relevant patterns in the minority class while maintaining a fair balance with the majority class, 

ultimately resulting in a more equitable and accurate classification of both classes when combined in 

the forest. The pseudo code of the BRF is illustrated below where  ‘X’, ‘y’ and, ‘n_estimators’ 

represent the input features, the corresponding target labels, and the number of trees (number of 

iterations), respectively. 

 

Algorithm 3: Balanced Random Forest 

Initialize with a number of trees (n_estimators) 

 

    Train the model: 

    for each tree in n_estimators: 

        Create a balanced training sample from the data (X, y) 

        Create a decision tree using the balanced sample 

        Add the tree to the ensemble 

 

    Make predictions: 

    for each tree in the ensemble: 

        Get predictions from the tree 

    Combine the tree predictions to make a final prediction 

 

There are studies in the literature comparing the recall or sensitivity of its performance which revealed 

that BRF performed better than the Random Forest algorithm [40,41]. Although there are studies in 

which RF's ensemble learning algorithm is applied to unbalanced data for classification [42], it is 

known that BRF offers a better approach to the classification problem in these unbalanced data with 
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multiple classification problems [40]. The computational efficiency of BRF over WRF for skewed 

data was also demonstrated by Chen et al. [39]. 

 

4. ANALYSİS 

 

In the analysis, MIMIC-III dataset were studied to investigate the impact of the features on mortality 

prediction of RFC based ML models. In addition, different groups of features were used in each 

method application to understand the effect of various categorical properties on decisions of the 

machine learning algorithms. 

 

4.1. Dataset 

MIMIC-III, a substantial and openly accessible database, contains health-related data devoid of 

personal identification for over 40,000 patients who received care within critical care units at the Beth 

Israel Deaconess Medical Center from 2001 to 2012 [20]. The following information was included as 

a feature in the analysis by taking into account prior studies [43,44,45,46], clinical relevance, and 

available data: comorbidities (hypertension, atrial fibrillation, ischemic heart disease, diabetes 

mellitus, depression, hypoferric anemia, hyperlipidemia, chronic kidney disease (CKD), and chronic 

obstructive pulmonary disease [COPD]); and laboratory variables (hematocrit, red blood cells, mean 

corpuscular hemoglobin [MCH], mean corpuscular hemoglobin concentration [MCHC], mean 

corpuscular volume [MCV], red blood cell distribution width [RDW], platelet count, white blood 

cells, neutrophils, basophils, lymphocytes, prothrombin time [PT], international normalized ratio 

[INR], NT-proBNP, creatine kinase, creatinine, blood urea nitrogen [BUN] glucose, potassium, 

sodium, calcium, chloride, magnesium, the anion gap, bicarbonate, lactate, hydrogen ion 

concentration [pH], partial pressure of CO2 in arterial blood, and LVEF) [47]. The dataset includes 

demographic information like age, gender, and body mass index (BMI) at admission, as well as vital 

indicators including heart rate (HR) systolic blood pressure [SBP], diastolic blood pressure [DBP] 

respiration rate, body temperature, saturation pulse oxygen [SPO2], and urine output in the first 24 

hours [47]. The description of each feature is represented in Table 1 [48].  

 

Table 1. The description of each feature used in the analysis [48]. 

Name Description Unit Min Max 

age Patient age years 0 100 

basos basophils % 0 50 

bicar bicarbonate mEq/L 5 50 

bmı body mass index kg/m
2
 18.5 24.9 

bun Blood urea nitrogen mg/dL 0 200 

ca calcium mg/dL 4 20 

ck Creatine kinase IU/L 0 - 

cl chloride mEq/L 80 130 

crea creatinine mg/dL 0 15 

dbp Diastolic blood pressure mmHg 0 200 

gender/

sex 

patient sex - - - 
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glu glucose mg/dL 0 1000 

hct hematocrit % 15 60 

hgb hemoglobin g/dL 4 18 

hr Heart rate bpm 0 300 

ınr international normalized ratio prothrombin 

time/international 

normalized ratio 

- - 

k potassium mEq/L 0 10 

lact lactate Mmol/L 0 50 

mg magnesium mg/dL 0.5 5 

lvef left ventricular ejection fraction % 52 72 

mch mean corpuscular hemoglobin pg 0 - 

mchc mean corpuscular hemoglobin 

concentration 

% 20 50 

mcv mean corpuscular volume fL 50 150 

na sodium mEq/L 110 165 

neut neutrophils % 0 100 

NT-

proBN

P 

N-terminal pro–B-type natriuretic peptide pg/mL 0 100 

spo2 Oxygen saturation % 50 100 

pco2 partial pressure of CO2 in arterial blood mmHg 10 150 

pH hydrogen ion concentration - 6.8 8 

plt platelet count K/uL 5 1200 

pt prothrombin time sec 0 - 

rbc red blood cells m/uL 0 20 

rdw red blood cell distribution width % 0 100 

resp respiration rate insp/min 0 120 

sbp systolic blood pressure mmHG 0 300 

temp temperature C 32 42 

urine urine output mL 0 2000 

wbc white blood cells K/uL 0 - 

hp hypertension mmHg 90/60 120/

80 

A-Fib atrial fibrillation dk 60 100 

ihd ischemic heart disease mmol/L 1.20 1.62 

iddm diabetes mellitus mg/dL 0 100 

bdı Depression (Beck Depression Inventory ) - - - 

hwa hypoferric anemia ng/mL 11 - 

hdl hyperlipidemia  mg/dL 0 200 

ckd chronic kidney disease (CKD mL/min 60 - 

copd chronic obstructive pulmonary disease 

[COPD] 

% 88 92 
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For the analysis, the information of the patients having missing value was removed from the dataset. 

In the study, 428 records including information of 65 dead (15% of the dataset) and 363 (85% of the 

dataset) alive patients were analysed with 48 features and outcome information which represents 

mortality conditions. Table 2 explains the number of instances for each class in total, train and test 

dataset which indicates that each group has 15% mortality samples. 

 

Table 2. Mortality and alive class sizes for total, train, and test datasets.  

Dataset Total Train Test 

Alive Class 363 292 71 

Mortality Class 65 50 15 

 

4.2. Application of Ensemble Learning 

In the analysis, WRF, and BRF algorithms were used to analyze the mortality condition of the patients 

by using three different feature group. In addition, RFC algorithm was also implemented to compare 

its performance with its improved versions for imbalanced data. In group 1 all features given in the 

dataset were utilized by the algorithms as properties to predict the condition of the patient. In group 2 

only comorbidities were considered as features by the models. In group 3 laboratory variables with 

vital signs were used as features by the methods. In all feature groups, demographic characteristics 

were included. In all models 100 trees (number of iteration) were used [49], and the quality of the 

node separation was preferred “Gini” for all algorithms. In WRF, the parameter used for setting the 

class weights was set to ‘balanced’ which modifies the weights inversely proportional to class 

instances in the input data [50]. Due to the structure of the data 80% of the data was selected for 

training and the rest for the test. 

 

Figures 2, 3, and 4 represent the significance of features in RFC, WRF, and BRF across three distinct 

groups. Analyzing the outcomes of models used group 1 features, it is evident that apart from age, 

vital attributes exert minimal influence on the algorithms. Additionally, the relevance of comorbidity 

information in group 1 is below 2%. The comparison of feature importance within group 1 leads to the 

observation that similar attributes wield a shared impact on algorithmic decisions. Plot illustrations 

concerning group 2 reveal that ‘age’ and ‘bmi’ emerge as dominant features across all algorithms. 

Interestingly, comorbidity features exerted a modest influence on models, accounting for less than 

10%. Analysis of feature importance plots within group 3 suggests that 'urine output' is the pivotal 

feature in BRF and WRF algorithms, while 'bmi' and 'age' consistently affect decision mechanisms in 

all models. Notably, gender information held negligible importance in the decision algorithms across 

all group analyses. 

 

5. RESULTS AND DISCUSSIONS 

 

In the study, sensitivity or recall, precision, and F1 score, performance metrics of the ML, were used 

for the comparison of model performances by considering the class sizes in which the mortality and 

alive information were labeled as positive class (signal class) and negative class, respectively. In 

addition, AUC ROC [51] values were also determined to assess the discrimination power of the 

algorithms for unbalanced datasets [52,53].  
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5.1. Performance Metrics 

Sensitivity (recall), precision, and F1 score values will be determined using parameters found in the 

confusion matrix, a table of the real class information in the dataset against the ML model predictions, 

obtained as a result of the ML model application [54,55]. Recall or sensitivity is used to calculate the 

percentage of fatalities that may have been accurately predicted, by Equation (1). 

 

   Sensitivity = TP / (TP + FN)                                 (1)  

 

In Equation (1), The values for TP and FN correspond to the proportion of information that was 

mistakenly categorized as alive and correctly classified as mortality, respectively. The expression 

"precision" is used to describe the accuracy of the predictions made by the model using Equation (2) 

in which FP represents misclassified mortality samples.      

 

                                             Precision = TP / (TP + FP)                                                                       (2)   

 

The harmonic mean of sensitivity and precision, known as the F1 score, allows for a comprehensive 

two-sided evaluation of the model represented in Equation (3). 

 

 F1 score = (2 * Precision * Recall) / (Precision + Recall)                                                      (3) 

 

 
(a) Feature Group 1 
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(b) Feature Group 2 

 
(c) Feature Group 3 

Figure 2. The feature importance in RFC for three feature groups. 
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(a) Feature Group 1 

 
(b) Feature Group 2 

 
(c) Feature Group 3 

Figure 3. The feature importance in WRF for three feature groups. 
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(a) Feature Group 1 

 
(b) Feature Group 2 

 
(c) Feature Group 3 

Figure 4. The feature importance in BRF for three feature groups. 
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The Receiver Operating Characteristic Curve (ROC) curve, one of the most important metrics in 

machine learning, illustrates the relationship between the rate of misclassified positive classes and the 

rate of mortality instances. The method includes several criteria to identify model performance. The 

ROC curve is based on determining (iii) two-dimensional graphs of (i) sensitivity or recall and (ii) 

“false positive rate (FPR=FP/(FP+TN) where TN is correctly categorized alive class.)” criteria and 

(iv) calculating the area under the curve (AUC ROC). An indicator of how well a metric can 

discriminate between two diagnostic classes is the area under the ROC curve (AUC ROC). AUC ROC 

is a measure of how well two classes can be distinguished by the model. A high AUC ROC value 

signifies an improvement in the model's ability to differentiate between mortality and alive classes 

[52,53]. If the values of F1 score, and AUC ROC close to 1, that means the model is a perfect 

classifier [54]. Accuracy, another performance evaluation metric of the ML model, was not used in the 

analysis since it might not provide sufficient information about the success of models applied to 

datasets with imbalanced classes [39,40,41].  

 

5.2. Evaluation of Model Performances  

Table 2 represents RFC, WRF, and BRF weighted performances by implementing three different 

features in the algorithms to find the mortality from MIMIC-III dataset with AUC ROC values. The 

model performances can be comprehended by closeness of each metric to the value 1. For an ideal 

case, perfect classifier exhibits the maximum performance scores, 1. For performance comparison of 

machine learning models, the algorithm is outperformed if the scores are higher than the rest. The 

AUC ROC score implies the success of the algorithm and precision score represents how well the 

model categorizes the classes. According to the table, 88.095% of BRFs that used group 3 attributes 

were able to accurately identify mortality at 90.814%. A higher F1 score indicates better model 

performance which is BRF model using Group 3 features. The table illustrates how all algorithms 

have low success rates when comorbidities are taken into account as features. The results exhibited 

that even if RFC is not modified for the dataset its achievement is very close to the improved versions 

when the discriminative features were used. In general usage of Group 3 features enables all the 

algorithms to find each class with high precision. The results confirm that BRF handles imbalanced 

data by training its decision trees in a way that gives equal importance to both the majority and 

minority classes, ensuring a fair and accurate classification for both. 

 

Table 2. Table of RFC, WRF, and BRF model performances. The performance metrics' top scores are 

shown in bold. 

Model Feature 

Group 

Precision Recall F-1 score AUC ROC 

 

RFC 

Group 1 0.86773 0.87209 0.84850 0.65962 

Group 2 0.80349 0.83721 0.80894 0.58631 

Group 3 0.88064 0.86047 0.81939 0.60000 

WRF 

 

Group 1 0.78904 0.83721 0.78242 0.52877 

Group 2 0.77829 0.82558 0.78940 0.55060 

Group 3 0.89756 0.88372 0.84587 0.58333 

BRF Group 1 0.86893 0.73256 0.77716 0.71842 

Group 2 0.77054 0.65116 0.69279 0.59028 
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Group 3 0.90814 0.84884 0.86390 0.88095 

 

6. CONCLUSIONS 

 

In recent years, digital health record system data has become a valuable research area for data analysis 

with ML approach. It is thought that machine learning (ML) approaches will provide solutions to the 

issues brought on by a lack of evidence in their application domains by improving the accessibility of 

large-scale medical datasets. In addition, potential patients who can be treated are given the 

opportunity to better predict events such as heart attacks and death in intensive care using machine 

learning methods. Thanks to mortality estimates, hospitals can now more accurately anticipate 

resource needs, properly identify illnesses, and decide whether a patient needs additional care before 

it's too late. [55,56]. 

In the present study, compared to RFC and WRF models, the results of BRF algorithm in which the 

laboratory variables with vital signs were used showed the highest performance for the morality 

determination. RFC approach in general provides the best prediction performance in previous studies, 

however, due to the data structure BRF, the improved version of RFC for imbalanced data, 

demonstrated higher success than it. WRF model, another version of RFC in which the class weights 

were arranged, did not show better discrimination power compared to the other models. From the 

results of models using different features, it can be concluded that comorbidities and gender 

information did not affect the morality determination. Class imbalance in the classification of medical 

data is a problem that is currently being studied and has to be solved. In the study, an algorithm (BRF) 

is proposed to be used in handling imbalanced and limited medical data. BRF, an improved version of 

one of the successful ensemble learning algorithms RFC, addresses class imbalance by constructing 

decision trees in a way that ensures balanced representation of minority and majority classes in each 

tree's training subset. Considering the values of BRF assessment metrics such as AUC ROC and F-1 

score, the model is promising to be used in unbalanced medical data analysis.   
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