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Anahtar Kelimeler
Akalli sayaclar

Glig sistemleri

Kagak elektrik

Karar agaglart

Makine 6grenmesi
Teknik olmayan kayiplar

Oz: Elektrik enerjisinin iletimi ve dagitminda meydana gelen teknik olmayan
kayiplardan baslicasi olan kagak elektrik kullanimi, tiim diinyada karsilasilan ciddi
bir sorundur. Kacak elektrik kullanimi, toplumun tiim kesimlerine ekonomik ve
sosyal zararlar verdigi gibi elektrik arz gilivenligini de tehdit etmektedir. Son
zamanlarda diinya genelinde kullanimi giderek artan akilli saya¢ teknolojisi, kagak
elektrik kullaniminin veri giidiimlii tespiti icin yeni olanaklar saglamaktadir. Bu
calismada, tiiketicilerde gerceklesen kacak elektrik kullaniminin akilli sayag verileri
lizerinden tespiti amaciyla, gradyan artirmali karar agaci tabanh ii¢ makine
o0grenmesi modeli ele alinmistir. Bu anlamda, LightGBM, XGBoost ve CatBoost
modelleri kullanilmis ve modeller, akilli saya¢lardan okunan tarihsel giinliik elektrik
tiiketim verileri lizerinden ilgili tiketicinin elektrik kullanimini “yasal kullanim”
veya “kacak kullanim” olarak simiflandirmasi amaciyla egitilmistir. Calismada, Cin
Devlet Elektrik Sirketi'nin yayimladigy, eksik ve dengesiz veriler iceren gercek akill
saya¢ veri kiimesi kullanilmistir. Basarim denetleme c¢alismalari, CatBoost
modelinin dogruluk ve AUC olcevlerinde sirasiyla %78,10 ve %74,17, LightGBM
modelinin ise duyarlilik 6lcevinde %72,48 degeri ile diger modellere kiyasla daha
yliksek basarimli olugunu géstermistir.

Detection of Electricity Theft in Consumers through Gradient Boosting Decision Tree-
based Machine Learning Methods using Smart Meter Data

Keywords

Smart meters
Power systems
Electricity theft
Decision trees
Machine learning
Non-technical losses

Abstract: Electricity theft, which is one of the major non-technical losses in the
transmission and distribution of electricity, is a serious problem encountered
worldwide. Electricity theft causes economic and social losses to all segments of
society and also threatens the security of electricity supply. Recently, increasing use
of smart meter technology worldwide provides new opportunities for data-driven
detection of electricity theft. In this work, three machine learning models based on
gradient boosting decision trees, LightGBM, XGBoost, and CatBoost, are adopted for
the detection of electricity theft in consumers through smart meter data. The models
are trained to classify the consumer's electricity usage as "legal usage" or "theft

1 Coziimevi Yonetim Danismanlig1 ve Bilgisayar Yazilim Ticaret A.S, Orta Mah. Ordu Sok. izpark Plaza No: 23 /A i¢ Kapi No: 13, 34880 Kartal

istanbul/Tiirkiye

Sorumlu yazar ve e-posta adresi: Ayse Aksu / rnd@cozumevi.com


https://orcid.org/0009-0008-1958-900X
https://orcid.org/0009-0004-6299-1003

Y. Kara vd. / Tiiketicilerde Kagak Elektrik Kullaniminin Akill Sayag Verisi Uzerinden Gradyan Artirmali Karar Agaci Tabanh Makine Ogrenmesi Yontemleriyle Tespiti

usage" using historical daily electricity consumption data obtained from smart
meters. In the study, a real smart meter dataset published by the State Grid
Corporation of China, which contains missing and unbalanced data, is used. The
performance evaluation studies reveal that the CatBoost model achieved higher
accuracy and AUC of 78.10% and 74.17%, respectively, while the LightGBM model
achieved higher recall value of 72.48%, compared to the other models.

1. Giris

Elektrik enerjisinin iiretiminden baslayarak son kullaniciya ulastirilmasina kadar gergeklesen tiim siireclerde
meydana gelen enerji kayiplari, tamamen bertaraf edilmesi miimkiin olmayan bir olgudur. Elektrik enerjisi
kayiplari, teknik ve teknik olmayan kayiplar olarak iki sinifta incelenebilir. Teknik kayiplar temel olarak, iletim
hatty, kablo, transformator ve sayag gibi elektriksel elemanlarin direnci nedeniyle agiga ¢ikan 1s1 enerjisinden ileri
gelmektedir. Teknik kayiplar, verimli eleman se¢imi ve uygun planlama ile en aza indirilebilse de tamamen
sifirlanmasi miimkiin olmayan fiziksel bir fenomendir.

Teknik olmayan kayiplar ise, elektrik hirsizhig1 (kagak elektrik kullanimi), sayaglarin hatali ¢alismasi ya da
okunmasi veya eksik faturalama gibi durumlarin sonucudur [1]. Ulkemizde yiiriirliikte olan 6446 numarah
Elektrik Piyasasi Kanunu, teknik ve teknik olmayan kayiplari,

“Dagitim sistemine giren enerji ile dagitim sisteminde tiiketicilere tahakkuk ettirilen enerji miktari
arasindaki farki olusturan ve maliyeti etkileyen; teknik kayip ve/veya kacak kullanim gibi sebeplerden
kaynaklanan ve teknik bir sebebe dayanmayan kayip”

olarak tanimlamistir [2]. Teknik olmayan kayiplarin, teknik kayiplarin aksine, sifira indirilmesi kuramsal olarak
miumkiindiir [3].

Teknik olmayan kayiplardan baslicasi olan kagak elektrik kullanimi, tiim diinyada, 6zellikle de gelismekte olan
tilkelerde karsilasilan ciddi bir sorundur. Yapilan arastirmalar, diinya genelinde kagak elektrik kullaniminin yilda
yaklasik 90 milyar $ maddi zarar meydana getirdigini ortaya koymaktadir [4]. TEDAS verilerine gore Tiirkiye
genelinde 2019 yilinda elektrik enerjisi kayiplar1 oram1 %12,7 olarak gerceklesmistir [5]. Teknik olmayan
kayiplarin bu yiizde i¢cindeki agirlig belirtilmemis olsa da kagak elektrik kullaniminin 6zellikle kimi illerde %60
mertebelerine ulastigi bilinmektedir [6].

Kacak elektrik kullanimi bir yandan toplam elektrik iiretim yiikiinii, bir yandan da mesru (yasal) elektrik
tliketicilerinin enerji giderlerini (kayip/kacak bedeli benzeri kalemler iizerinden) arttirdigindan, toplumun hemen
her kesimine ekonomik zararlar vermektedir [7]. Bunlarin 6tesinde, kagak kullanim ic¢in elektrik tesisati lizerinde
yapilan saya¢ baypasi ve kacak hat ¢ekilmesi gibi yetkisiz miidahaleler, elektrik tiiketicileri icin hayati tehlike
olusturmaktadir [8,9]. Ayrica lilkemizde yapilan bir calismada, kagak elektrik kullaniminin enterkonnekte sistem
genelinde gerilim cokmesi gibi enerji kalitesi problemlerine yol acabildigi gosterilmistir [10]. Bu bilgilerden
hareketle, kacak elektrik kullaniminin dnlenmesinin, ekonomik ve toplumsal yitimlerin dnlenmesi a¢isindan
biiyiik 6nem arz ettigi goriilmektedir. Kacak kullanimlarin en aza indirilebilmesi icin atilacak adimlarin basinda,
stiregelen bir kacak elektrik kullaniminin tespit edilmesi gelmektedir.

Diinyada kullanimi giderek artan akilli saya¢ (smart meter) teknolojisi, tiiketici-sebeke isletmecisi arasi iki yonli
haberlesme ile yiiksek dogruluk ve siklikta veri aktarimina imkan saglamaktadir [11,12]. Boylelikle, sebeke
isletmecileri tarafindan temin edilen tiiketim verileri, veri glidimlii yontemlerle islenerek, tiiketici tarafinda var
olan cesitli anomalilerin tespiti icin kullanilabilmektedir [13]. Bu anlamda, son yillarda basarimlari giderek artan
ve hemen her alanda yaygin kullanim alani bulunan makine 6grenmesi yaklasimlari, tiiketici tarafinda meydana
gelen kagak elektrik kullanimlarinin akilli sayag verisine dayali olarak tespiti i¢in uygun bir aday haline gelmistir.
Makine 6grenmesi modelleri, akilli sayaclardan elde edilen tiiketim verileri ile egitilerek, kacak ve yasal kullanim
ortintiilerini 6grenebilir [14]. Egitilen makine 6grenmesi modeli, egitim kiimesinde bulunmayan tiiketim verileri
tizerinde tahmin yaparak kacak elektrik kullanimini tespit amaciyla kullanilabilir.

Kacgak elektrik kullaniminin makine 6grenmesi modelleri ile tespiti problemi, 6zellikle son yillarda literatiirde
genis capli olarak irdelenmistir. Bu anlamda, gozetimli (supervised), yari-gozetimli (semi-supervised) ve
gozetimsiz (unsupervised) 6grenme problemleri kurgulanmis ve ¢esitli makine 6grenmesi modelleri ele alinmistir
[15].

Kullanilan gézetimli 6grenme modelleri arasinda, yapay sinir agi tabanli uzun kisa-dénem hafizal sinir aglari [15],
cok katmanl derin sinir aglar1 [16], evrisimli sinir aglar1 [17] ve yinelemeli sinir aglari [18] bulunmaktadir. Ote
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yandan, karar agaclari [19], rastsal ormanlar [20] ve destek vektor makineleri [21] gibi modeller de ele alinmistir.
Yar1 gozetimli problemler icin RDAE-AG-TripleGAN [22] ve derin O6grenme [23] tabanli hibrid modeller
Onerilmistir. Kurgulanan gozetimsiz 6grenme problemlerinin ¢ozlimiinde ise hiyerarsik kiimeleme [24] ve k-
ortalamalar [25] gibi kiimeleme yontemleri kullanilmistir.

Bu calismada, tiiketicilerde gerceklesen kacak elektrik kullanimlarinin akilli sayag verileri lizerinden tespiti
amaciyla, gradyan artirmali karar agaci (gradient boosting decision trees) tabanli ii¢ ayr1 makine 6grenmesi
modeli 6nerilmistir. Bu anlamda, LightGBM, XGBoost ve CatBoost modelleri ele alinmistir. Modeller, akilli
sayag¢lardan okunan tarihsel giinliik elektrik tiiketim verileri {izerinden, ilgili tiiketicinin elektrik kullanimini “yasal
kullanim” veya “kagak kullanim” olarak siniflandirmasi amaciyla egitilmistir. Calismada, Cin Devlet Elektrik
Sirketi'nin yayimladig1 gercek akilli sayag verileri kullanilmistir.

Makalenin geri kalan kisimlar su sekilde diizenlenmistir: Kisim 2’de ¢alismada kullanilan veri kiimesi tanitilmas,
ele alinan makine 6grenmesi modelleri ile bu modellerin egitimi, listparametre optimizasyonu, sinanmasi ve
basarim degerlendirmesi siiregleri detaylandirilmistir. Kisim 3’te listparametre optimizasyonu ve sinama kiimesi
tizerindeki bulgular paylasilmistir. Son olarak Kisim 4’te tartisma ve sonuglara yer verilmistir.

2. Materyal ve Metot

2.1. Veri kiimesi

Calismaya konu olan kacak elektrik kullaniminin akilli sayag verisi iizerinden tespiti problemi, bir siniflandirma
problemi olarak kurgulanmistir. Bir gozetimli 6grenme problemi olan siniflandirma problemlerinde, makine
6grenmesi modelinin egitimi icin etiketlenmis bir veri kiimesine ihtiya¢ vardir. Bu amagcla, [26]'da sunulan veri
kiimesinden faydalamilmistir. Veri kiimesi, Cin Devlet Elektrik Sirketi'nin [27] yayimladig1 gercek akilli sayag
verilerini icermektedir. Veri kiimesine, ilgili GitHub ¢evrimic¢i deposundan [28] erisilebilmektedir.

Bu veri kiimesinde, 42.374 elektrik tiiketicisinden 2014 - 2016 yillar1 arasinda 1.034 giin boyunca alinan giinliik
elektrik enerjisi tiiketimi verileri yer almaktadir. Dolayisiyla her bir tiiketici bir 6rnek, her bir giinlik tiikketim
verisi ise bir 6znitelik olarak alinmistir. Veri kiimesinde ayrica, her bir tiiketiciye iliskin “yasal kullanim” (sinif 0)
ve “kacak kullanim” (sinif 1) etiketi yer almaktadir. Veri kiimesine iliskin cesitli istatistikler, Tablo 1'de
sunulmustur. Yasal ve kacak kullanimlara iliskin 100’er adet veri drnegi, sirasiyla Sekil 1 ve 2’de gosterilmistir.

Tablo 1. Kullanilan veri kiimesine iliskin istatistikler

. . Kacak/yasal
Ornek sayis1  Oznitelik Sayis1 Siif say1s1 Eksik veri kullanim
(etiketler) orani .
dérnek orani
42.374 1.034 2 (kacak/yasal) 1/3,90 1/10,72

Tablo 1'de goriildiigi lizere veri kiimesinde pek cok eksik veri (missing data) bulunmaktadir, yaklasik her dort
veri hiicresinden biri eksiktir. Ayrica, beklenecegi tizere, kagak kullanima iliskin érnekler, yasal kullanima iliskin
orneklerden ¢ok daha azdir. Bu durum, veri dengesizligi (imbalanced data) durumunu dogurmaktadir. Eksik veri
ve veri dengesizligi kosullarinda makine 6grenmesi modellerinin egitiminin giiclestigi ve basarimlarinin distigi
bilinmektedir [29,30]. Dahasi, kimi makine 6grenmesi modellerinin (6rnegin lojistik regresyon, yapay sinir aglari,
destek vektor makineleri) egitimi, eksik verinin bulundugu veri kiimeleri ile gerceklestirilememekte ve eksik veri
doldurma (imputation) yontemlerine ihtiya¢ duyulmaktadir.
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2.2. Ele alinan makine 6grenmesi modelleri

Eldeki veri kiimesinin 6zellikleri (eksik ve dengesiz veri kosullar1) géz 6niine alindiginda, gradyan artirmal karar
agaci (gradient boosting decision trees - GBDT) tabanlh makine 6grenmesi modellerinin, problemin ¢6ziimiinde
etkin olacag diistiniilmiistiir. GBDT tabanli modeller, eksik veri varliginda dahi egitilebilmekte ve veri doldurma
yontemlerine gerek duymamaktadir [31]. Ayrica yapilan deneysel ¢alismalar, GBDT tabanli modellerin dengesiz
veri kosullarinda ytliksek basarim sagladigini gostermistir [32].

GBDT tabanl yontemler, birer topluluk 6grenme (ensemble learning) modelidir [33]. Bu modellerde, karar agaci
tabanli pek cok “zayif 6grenici” egitilir. Egitim algoritmasinin temel mantigi, 6grenicilerin hatalarina odaklanilarak
topluluga yeni karar agaclarinin eklenmesine dayamr. Ozellikle, topluluktaki her yeni agac, onceki agaclarin
artiklari (yani, tahmin edilen ve gercek degerler arasindaki farklar) iizerinde egitilir. Egitim sonunda elde edilen
GBDT tabanli modelin nihai tahmini, topluluktaki tiim agag¢larin tahminlerinin bir kombinasyonu olur.



Y. Kara vd. / Tiiketicilerde Kagak Elektrik Kullaniminin Akill Sayag Verisi Uzerinden Gradyan Artirmali Karar Agaci Tabanh Makine Ogrenmesi Yontemleriyle Tespiti

Literatiirde pek ¢ok farkli GBDT tabanli makine 6grenmesi modeli 6nerilmistir. Bu ¢alismada, bu modellerden ii¢
tanesi ele alinmistir. Bunlar, Microsoft tarafindan gelistirilen LightGBM [34], Chen ve Guestrin tarafindan 6nerilen
XGBoost [35] ve Yandex tarafindan gelistirilen CatBoost [36] modelleridir.

2.3. Model egitimi ve listparametre optimizasyonu

Makine 6grenmesi modellerinin egitimi icin, eldeki veri kiimesinin %80’i egitim kiimesi olarak alinmis, geri kalan
%?20’lik boliimi sinama kiimesi olarak ayrilmistir. Model egitimine gecilmeden 6nce, model basarimini 6nemli
Olciide etkileyen iistparametre (hyperparameter) degerlerine karar verilmesi gerekmektedir. Bu amacla, her bir
model i¢in ii¢ ayn ilistparametre ele alinmis ve bunlar i¢in ayrik ve sonlu bir iistparametre uzayi olusturulmustur
(bkz. Tablo 2).

Tablo 2. Ele alinan iistparametreler ve istparametre uzaylari.

Ustparametre  Ustparametre Ustparametre  Ustparametre Ustparametre  Ustparametre
Model
1 1 uzay 2 2 uzay1 3 3 uzay1
LightGB .
M max_depth {4, 8, 16} num_leaves {8, 16, 32} class_weight {1,5, 10, 15}
XGBoost max_depth (4,8,16) eta {0,1,0,3,0,5) waﬁfﬂmgh (1,5,10, 15}
CatBoost max_depth {4, 6, 8} learning_rate {0,03, 0,05, 0,1} scale_pots_welgh {1,5, 10, 15}

Tablo 2’'de verilen “max_depth”, karar agaci derinligi icin, “num_leaves” ise agaglardaki yaprak sayisi i¢in bir iist
siir belirler. Bu degerler model karmasikhigim diizenler. Ote yandan, “eta” ve “learning rate”, 6grenme hizinmi
belirlemektedir. Yiiksek 6grenim hizi, egitim siirecini hizlandirabilir ancak basarimi diistirebilir. Son olarak
LightGBM ic¢in “class_weight” ve XGBoost ile CatBoost i¢in “scale_pos_weight” listparametreleri, az sayida 6rnek
iceren sinifa (yani, kagak kullanim sinifina) bir agirlik degeri atayarak, var olan veri dengesizligi durumunun
yarattig1 basarim disiimiini bertaraf etme amaciyla kullanilmaktadir.

Olusturulan tstparametre uzayinda, egitim kimesinin %20’si kullanilmis ve ayirma gecerlemesi (hold-out
validation) ile 1zgara arama (grid search) yontemi kullanilarak optimizasyon gerceklestirilmistir. Tablo 2’de
gorildiigi tizere, her bir makine 6grenmesi modeli i¢in, her biri farkl Gistparametre kombinasyonu iceren 36’sar
adet aday model s6z konusudur. Bu aday modeller, farkli basarim 6l¢evleri kullanilarak sinanmis ve en iyi 6lcev
degerlerini veren aday modeller “nihai model” olarak alinmistir. Bu amagla ele alinan basarim 6lgevleri, Kisim
2.4’te ifade edilmistir.

2.4. Basarim denetleme élgevleri
Bu ¢alismada, siiflandiricilarin basarimlarinin denetlenmesi icin ti¢ ayr1 basarim 6lcevi ele alinmistir. Bunlar,
dogruluk (accuracy), duyarlilik (recall) ve AUC (ROC egrisi altinda kalan alan - Area Under the ROC Curve) olarak

belirlenmistir. Her ¢ 6lcev de 0 ile 1 arasi deger alir ve daha yiiksek degerler daha iyi basarimi gosterir.

Dogruluk ve duyarlilik degerleri, sirasiyla (1) ve (2) ‘de verilen ifadeler ile hesaplanabilir:

I DY + DK W
OB = Yy Y DK + YY + YK

__bK 2

Duyarlilik DR T TV (2)

Burada DY ve DK, sirasiyla dogru olarak tahmin edilmis yasal ve kagak kullanimlari; YY ve YK ise sirasiyla yanlis
olarak tahmin edilmis yasal ve kagak kullanimlar: ifade etmektedir. AUC 6lcevi ise, ROC (Receiver Operating
Characteristic - alic1 isletim karakteristigi) egrisi altinda kalan alani ifade eder. ROC egrisi, dogru pozitif orani ve
yanlis pozitif orani arasindaki iliskiyi tarifleyen bir egridir. AUC ise, ROC egrisi ¢izildikten sonra sayisal integrasyon
yontemleri ile hesaplanir.

Calisma kapsaminda model gelistirme ve sinama siire¢lerinde izlenen metodoloji, Sekil 3’te verilen akis semasi ile
Ozetlenmistir.



Y. Kara vd. / Tiiketicilerde Kagak Elektrik Kullaniminin Akill Sayag Verisi Uzerinden Gradyan Artirmali Karar Agaci Tabanh Makine Ogrenmesi Yontemleriyle Tespiti
BASLA

Veri kiimesini yiikle —>

Aday modelleri, egitim kiimesinin

%80’ini kullanarak egit

| |

Egitilmis aday modelleri, gegerleme kiimesi
iizerinde sma ve bagarmm o6lcevlerini
(dogruluk, duyarlilik ve AUC) hesapla

| |

Her bir smiflandirict modeli igin en
iyi bagarim 6lgevlerini veren aday
modeli “nihai model” olarak seg

| |

Siuflandiricr modelleri (LightGBM,
XGBoost ve CatBoost) i¢in
ustparametre uzaylarmi belirle

| |

Veri kiimesini, %80 egitim kiimesi
ve %20 smama kiimesi olarak ayir

Egitim kiimesinin %20’sini
gegerleme kiimesi olarak ayir

Nihai modelleri, tiim egitim
kiimesini kullanarak egit

Ustparametre uzaylarim kullanarak zgara L Egitilmig nihai modelleri, sinama kiimesi
arama, yontemiyle aday modelleri belirle tizerinde sma ve bagarim 6lgevlerini hesapla
SON

Sekil 3. Model gelistirme ve sitnama metodolojisine iliskin akis semasi.
3. Bulgular

Bu kisimda, iistparametre optimizasyonu stireci ile edinilen aday model basarim degerleri, secilen nihai modeller
ve bu nihai modellerin sinama kiimesi iizerindeki basarimlar1 gésterilmistir. Model gelistirme stirecleri Python
ortaminda pandas, numpy, scikit-learn, lightgbm, xgboost ve catboost kiitiiphaneleri kullanilarak
gerceklestirilmistir.

3.1. Ustparametre optimizasyonu bulgular
LightGBM, XGBoost ve CatBoost i¢in farkl st parametre degerleri iizerinden olusturulan 36’sar adet aday

modelin, 6nceki kisimda ifade edilen basarim 6lcevleri kullanilarak elde edilen gecerleme sonuglari, sirasiyla Sekil
4, 5 ve 6’da verilmistir. Aday modeller, duyarlilik 6l¢evine gore azalan sekilde siralanmistir.
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Sekil 4. LightGBM aday modelleri i¢in gecerleme sonuglari.
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Sekil 5. XGBoost aday modelleri icin gecerleme sonuglart.
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Sekil 6. CatBoost aday modelleri i¢in gecerleme sonuglari.
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Verilen grafiklere bakildiginda, ayn1 model i¢in farkl tistparametrelerin kullanilmasi, basarim degerlerini %70’e
varan mertebelerde degistirmektedir. Bu da Ustparametre optimizasyonunun 6nemini goéstermektedir. S6z
konusu veriler incelendiginde, LightGBM, XGBoost ve CatBoost i¢cin 1 numarali aday modellerin, her ii¢ basari
Olcevi de diistintildiigiinde, uygun ve dengeli basarim degerlerini verdigi sonucuna varilmis ve bu aday modellerin
nihai model olarak alinmasina karar verilmistir. Secilen nihai modeller i¢in gecerleme sonuclari ile ilgili ¢esitli
detaylar, Tablo 3’te sunulmustur.

Tablo 3. Secilen nihai modeller icin gecerleme sonuglari
(en iyi degerler, kalin italik olarak verilmistir).

Model UStfzreag‘:reitre Usg’i‘l?g‘:reitre U“g;?;;:;tre Dogruluk  Duyarlihik AUC
LightGBM 4 8 15 9%74,65 %7526 %7492
XGBoost 4 01 15 979,26 %72,66 %7627
CatBoost 4 0,03 15 9%79,48 9%71,45 975,84

Tablo 3’teki veriler incelendiginde, dogruluk 6lcevinde CatBoost, duyarlilik 6lcevinde LightGBM ve AUC 6lgevinde
ise XGBoost modelinin en yliksek basarim degerini verdigi goriilebilir. Bununla beraber, nihai modellerin
basarimlari, modellerin tiim egitim kiimesinde egitilmesi sonrasi sinama kiimesi {izerinde sinanmasi ile bir
sonraki kisimda verilmistir.

3.2. Sinama kiimesi lizerinde basarim denetleme

Elde edilen nihai modeller, iistparametre optimizasyonu ve egitim siireglerinde kullanilmayan %20°’lik sinama
kiimesi iizerinde sinanmis ve basarimlar1 denetlenmistir. G6zlemlenen basarim 6lgevi degerleri ve modellerin
egitim stireleri, Tablo 4’te sunulmustur.

Tablo 4. Nihai modeller icin sinama kiimesi lizerinde elde edilen degerler
(en iyi degerler, kalin italik olarak verilmistir)

Model Dogruluk Duyarhhk AUC Egitim siiresi (sn.)
LightGBM %73,49 %72,48 %73,02 4,38
XGBoost %77,71 %©68,88 %73,70 37,79
CatBoost %78,10 %69,43 %74,17 66,20

Verilere bakildiginda, CatBoost tabanli siniflandirici modelinin dogruluk ve AUC dl¢evinde de diger iki modelden
daha ytiksek degerler elde ettigi gorilebilir. CatBoost diger modellere, dogruluk él¢cevinde 4,61 puan ve AUC
6lcevinde 1,15 puana varan bir iistlinlik saglamistir. Duyarlilik 6lcevinde ise en iyi degere LightGBM modeli

ulagmustir.

Ele alinan 6l¢cevlerde CatBoost modelinin basarimi 6ne ¢ciksa da bu model uzun egitim siiresi ile goze carpmaktadir.
LightGBM'in yaklasik 15 kati bir islem stiresi yiikii olan CatBoost egitiminin, milyonlarca 6rnek iceren bir veri
kiimesi varliginda giinler stirebilecegi tahmin edilebilir. Bu durumda GPU tabanl egitim yapilabilir veya daha az
islem yiiki olan LightGBM modeli tercih edilebilir. Son olarak, her ii¢c model i¢in de elde edilen dogruluk matrisleri
Sekil 7’de, ROC egrileri ise Sekil 8’de verilmistir.

LightGBM XGBoost CatBoost
yasal 2048 yasal 1664 yasal 1635
= = =
< < <
a a a
- = ]
[} [} [}
e & e
& & t
kacak 199 524 kacak 225 498 kacak 221 502
yasal kacak yasal kagak yasal kacak
Tahmin edilen simif Tahmin edilen simif Tahmin edilen simf

Sekil 7. Nihai modeler icin sinama kiimesi tizerinde elde edilen dogruluk matrisleri.
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Sekil 8. Nihai modeler i¢cin sinama kiimesi lizerinde elde edilen ROC egrileri.

Elde edilen bulgulardan hareketle, her iic model kullanilarak elde edilen basarim degerlerinin, 6zellikle veri
kiimesinde yaklasik 1/4 degerindeki eksik veri ve 1/10 degerindeki veri dengesizligi oranlari da diistiniildiigiinde,
kacak elektrik kullanimlarinin tespiti i¢in uygun nitelikte oldugu degerlendirilebilir. Enerji dagitim sirketleri, bu
modelleri kullanarak kagak elektrik kullanim siiphesi bulunan tiiketicileri tespit edebilir, daha sonra saya¢ ve
tesisat incelemesi gibi islemleri baslatip kacak elektrik kullaniminin var olup olmadigi konusunda nihai karara
varabilir. Bu sayede, hem milyonlarca tiiketiciden elde edilen yiiksek boyutlu verilerin analizi otomatiklestirilerek
insan giicii kaynagi etkin kullanilmis, hem de kacak elektrik kullanimindan dogan ekonomik ve sosyal kayiplar en
aza indirilmis olur.

4. Tartisma ve Sonug¢

Bu ¢alismada, tiiketicilerde kagak elektrik kullaniminin akill sayaglardan alinan tarihsel giinliik elektrik tiiketimi
verilerine dayali olarak tespiti i¢in ii¢ farkli gradyan artirmali karar agaci tabanli makine 6grenmesi siniflandirici
modeli dnerilmistir. Ele alinan modeller olan LightGBM, XGBoost ve CatBoost siniflandiricilarinin iistparametreleri
optimize edilmis, bu siirecte hesaplanan ii¢ farkli basarim dl¢evi degerleri géz dniine alinarak birer nihai model
elde edilmistir.

Nihai modeler kullanilarak sinama kiimesinde yapilan basarim denetleme c¢alismalarinda, CatBoost tabanli
siniflandirict modelinin dogruluk ve AUC o6lgevlerinde sirasiyla %78,10 ve %74,17 degerleri ile, LightGBM
modelinin ise duyarllik él¢cevinde %72,48 degeri ve 4,38 saniyelik egitim siiresi ile diger modellere kiyasla daha
ylksek basariml oldugu sonucuna varilmistir. Elde edilen bulgular, akilli saya¢lardan alinan verilerin makine
O6grenmesi yontemleri kullanilarak islenmesiyle kacak elektrik kullaniminin yiiksek dogrulukla tespit
edilebilecegini gosterir niteliktedir. Bu tespit islemi, eksik ve dengesiz veri kosullarinda dahi basariyla
gerceklestirilebilmektedir.

Gelecekte yapilacak calismalarda, siniflandirma basariminin daha da artirilmasina odaklanilarak, isaret isleme
tabanli veri 6nisleme yontemleri, dengesiz veri durumunun iistesinden gelmek i¢in asir1 6rnekleme yontemleri ve
birden fazla makine 6grenmesi modelinin bir araya getirilmesiyle olusturulacak topluluk modelleri gibi
yaklasimlar kullamlacaktir. Diinya genelinde kullamimi giderek artan akilli saya¢ teknolojisinin tilkemizde de
yayginlasmasiyla beraber, toplumun her kesimini maddi manevi kayba ugratan kacak elektrik kullaniminin
diisiirilmesinde 6nemli rol oynayacagina inaniyoruz.

Tesekkiir

Bu ¢alisma T.C. Sanayi ve Teknoloji Bakanlgi tarafindan AGTMPR94340 no'lu proje ile desteklenmistir. Calisma
boyunca desteklerini esirgemeyen Coziimevi Ar-Ge Merkezi Direktort Sn. Hakan Colak, Coziimevi Ar-Ge Merkezi
Arastirmacilar1 Sn. Siikran Batur, Sn. Mustafa Ozkan ve Sn. Burak Miiderrisoglu’na ve tiim Céziimevi Yénetim
Danismanligi ve Bilgisayar Yazilim Ticaret A.S. ailesine tesekkiirlerimizi sunariz.
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%g;‘g{;ﬁ;?;ﬁdes of enriched heat generation/absorption through the application of the Standard
Ordinary Differential series approximation technique. The significance of the study includes but is not
Equations limited to drug targeting, food processing industries, manufacturing firms, solar

Series Approximation Scheme

! power technology and nuclear mechanizations etc. The mathematical models
Wolfram Mathematica

governing the fluid flow was modelled through the Navier-Stokes equations.
Thus, such partial differential expressions (PDE) were transformed into coupled
ordinary differential models (CODM) through the application of adequate
similarity transformation variables. Thereafter, the resulting equations were
solved by the use of the aforementioned technique with appropriate boundary
conditions. However, the Wolfram Mathematica package has been applied for
the numerical solutions. Thus, the results showed that the presence of
nanoparticles and thermal source/sink significantly affects the velocity,
temperature and mass concentration. It was found that an increase in the
Hartman number leads to a decline in the velocity of the flow whereas the
velocity distribution surges as radiation and Grashof parameters appreciate in
values. Similarly, a rise in the thermo-migration factor breeds an upsurge in
temperature and nanoparticle concentration respectively. The results also
showed that an improvement in the values of Prandtl and Schmidt numbers led
to a reduction in the thermal and mass boundary layer thicknesses. Therefore,
this study provides an insight into the heat transfer characteristics of
nanofluidic flow and can be used in various engineering applications such as
cooling of electronic devices and nuclear reactors.

1. Introduction

Magnetohydrodynamics is the study of the motion of electrically conducting fluids in the presence of magnetic
fields. Recently, the studies of heat transfer in nanofluidics have attracted the interest of many scholars due to its
significance in the area of technological advancement. However, this type of fluids consist of colloidal
immersions of finely divided nanoparticles of metals and their oxides, and etc. in a base fluid such as water,
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engine oil, etc. and have appeared as a capable alternative to conventional coolants due to their unique
properties that make them suitable for many industrial applications and in the radiator of an automobile system.
Often, a surface-active agent like a ‘surfactant’ is being added in order to maintain the composition’s stability and
reduces surface tension, thereby improving its thermal conductivity. Meanwhile, their application in such system
has the prospective of reducing the negative environmental impacts. This is because the traditional coolants such
as ethylene glycol (EG) and propylene glycol usually comprise harmful chemicals, which can pose dangers to
human health and the environment. Conversely, nanofluids tend to be environmentally friendly by decreasing
the negative effects linked with coolant discarding and leakage. Thus, scientifically nanofluids remain the best for
refining the performance and sustainability of automobile cooling systems. Hence, the thermal conductivity of
the nanofluid is enhanced

Sharma et al,, [1] investigated MHD slip flow and temperature transference along an exponentially extending
leaky piece fixed in a spongy material. Mahdi et al. [2] reviewed nanofluid flow and heat transfer passing through
porous media. They laid emphasis on thermo-physical properties of the nanofluid and the form of the convective
heat transfer. Rashidi et al. [3] analyzed the buoyancy effect on MHD flow of Nanofluid over a stretching sheet in
the presence of thermal radiation. Mustafa et al. [4] investigated stagnation spot flow of nanofluids along an
extending sheet while an analysis involving exploration of thermal transmission developments with viscous fluid
flow over enlarging sheet in the presence of power law velocity distribution and nonlinear expanding proportion
is conducted [5]. Miklavcic and Wang [6] reported the viscous flow over a shrinking sheet with suction effect at
the boundary. They opined that the vorticity of the lessening sheet is unrestricted within a boundary layer.
However, Uka et al. [7] explored chemical reaction and radiation impact on MHD Nanofluid flow over an
exponentially widening sheet. From the results of their work inferred that a rise in the stretching and radiation
parameters lead to an enhancement of the velocity. The analyses of heat and mass transfer with applications
have been investigated by many researchers [8, 9]. Furthermore, Mansour et al. [10] affirmed the applications of
heat and mass transport on magneto-hydrodynamic stream. They found out that the micro polar fluids exhibited
a reduction in strain with heat transfer rate in comparison with Newtonian fluids. The first investigation of
improving thermal conductivity of fluids containing nanoadditives was done by Choi and Eastman [11]. Hence,
due to the overall scientific significance of nanofluid in terms of heat transmission on MHD flow, various theories
have been propounded. Thus, Boungiorno [12] analyzed different theories surrounding the transferal of heat and
mass in nanofluids. He considered some mechanisms that can produce a relative velocity between the
nanoparticles and base fluid by testing the validity of the assumptions in his study. Similarly, the analysis of a
convective nanofluid over a vertical sheet was conducted by Kuznetsov and Nield [13]. From their result, it was
noted that Schmidt number wielded an obvious effect on the heat and fluid flow machinery around the exterior
sphere involving velocity, temperature, and concentration distributions. The study of boundary layer flow past a
continuous rigid surface with stable speed due to the fluid’s movement in the surrounding area was facilitated by
Sakiadios [14]. The effect of free and forced convection with Jeffery fluid in the presence of a non-isothermal
segment was studied by Gaffar et al. [15]. The investigation of heat transmission in a fluid flow surrounded by a
penetrable medium was carried out by Tamayol et al. [16]. According to Khani et al. [17] the examination of fluid
flow in a soaking non-Darcy porous media under thermal transportation is determined. Consequently, Hayat et
al. [18] presented unsteady 3-D movement of combined pressure fluid over a stretching surface with chemical
reaction impact. They noted that the concentration field is a decreasing function of Schmidt number and shows
opposite results for destructive (y = 0) and generative () < 0) chemical reactions. Similarly, Awucha and

Okechukwu [19] maintained that the rate at which energy flows is of paramount concern and importance due to
its numerous industrial applications in the areas of cooling of nuclear reactors, power generating gadgets as well
as its mechanisms. The examination of nonlinear unsteady MHD viscous, incompressible fluid distribution over
an upright permeable medium due to thermal radiation and chemical reaction [20] was undertaken. The dual
term perturbation approach was deployed in the solution of the problem. It was found that velocity shrinks as
chemical reaction number rises. The hall current impact on the MHD stream of Newtonian fluid over a spongy
channel was considered [21]. It was observed that the resultant velocity enhances as the Reynolds number
improves. The influence of thermal source on mixed convection stream in nanofluids past a horizontal spherical
cylinder [22] was discussed. The solutions were achieved by applying the Keller-box technique. The result
showed that velocity distribution enhances and temperature distribution declines with the enhancement of the
mixed convection factor.

It is important to mention that the importance of the current study applies to nuclear power machines, earth
(soil) sciences, cooling of electronics, industrial metal processing, coating of cables and fibers, aerodynamic
extrusion of plastic sheets, repeated casting, rolling, annealing as well as the tinning of copper cables. This study
gives a direction into the behavior of MHD nanofluids flow and thermal transmission with improved thermal
source/sink and thermo-migration effects. Similarly, its findings have prospective applications in designing of
microfluidic devices and in the optimization of industrial processes which involve the stream of electrically
conducting fluids. It is also viable in contributing to the growing body of knowledge in the field of fluid
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mechanics and MHD nanofluidic drifts and provides a better understanding of the complex physics involved in
these systems which can serve as a basis for further research in this area.

2. Formulation of the Problem, Materials and Method of Solution

A magneto-hydrodynamic nanofluid flow past an expanding exponentially plate in two dimensions x Ay is
considered. While ¥ — axis, is normal to the plate x — axis is horizontal to it as depicted in Figure 1.

i

Boundary layer

Mt

B(x) Stretched plate

Fig. 1 Physical flow representation

The fluid flow is along the horizontal direction in such a way that the wall is expanded as the origin remains
unchanged. We assume that the surface of the plate is stretched towards x — axis with velocity,

x e )
U = U, (x) = cel . The application of a magnetic field of strength By is also in path of x — axis in such a way
that the induced magnetic Reynolds factor M << 1, is of negligible value. Hence, the applied magnetic field and
non-uniform heat source are considered. Therefore, the boundary layer equations are:

Continuity equation

du dv
st =0 (1)

Momentum equation

du Bu_ . dup 13 pduy 0B . ghr(T-Ty)
uﬂ.r+ gy dy = e dx pﬂ_}'{' E'_}'} u+ v (2)
Energy conservation equation

ar ar k aﬂr (pelp 1 dgqr

— = Dg(C—C NT—T., +— Tr—T.)— -— -

dx E'_} |p5}fﬂ_}- |pc}f[ B{ }{ } { }] (pchf dy (3)
E (T—T.)
Mass conservation equation

ac ac a" Dr T- rx .
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With the boundary conditions as

W=U,(), v=—ky T=T, C=C. vy =0 ;
u=v—=0 T—=T.,C—=C. as ¥ = (5)
with,

£¢ =base fluid density, & = electrical conductivity parameter, § = volumetric heat enlargement coefficient of

the base fluid, g = acceleration under gravity, k = heat conduction, & = fluid viscosity, )+ = thermophoresis

diffusion coefficient, g, = radiative heat flux, I}, = Brownian motion coefficient, Temperature, T at the
. . . T - . .
boundary (y = 0) is T;,, and far from the plate is T.; local nanoparticle Concentration is , g is ratio of heat

oy

i

capacity of the nanofluid to nanoparticle; {7 is heat number, and the additive inverse sign in the boundary
condition above indicates that the occurrence of suction takes the same path as the plate.

We shall introduce the following variables in order to convert equations (2) - (4) into ODEs.

-L, — + w C_C*:
Let n = f%e -, Q= g(r])m-ﬂe" , 6= T —_T @ = C -C (6]

w o

e, 22 (7)
v=——, U =—

dx ' By
Substituting equation (7) into equation (1), we obtain

3% b _
dxdy  Bxdy -

This shows that equation (1) is satisfied.

In using equations (6) and (7) to transform equations (2) - (4), we realize the following equations:

g +gmg"(n)—Hg'(n) +].6(n) =0 ®
(1+ 206" () + Prg()6’ (n) + Nb&(mD (1) + Nt () + Q.6(1) = 0

0" (1) + - 6(n) + g(0)@' (m)Sc ~ R Scd(n) = 0 9)

The converted form of equation (5) follows as:

9(0) = go.g'(0)=1,g"(2)=0,6(0) = 1,8() = 0,0(0) =1, 0(e) =0 (10)
A-ply (Tyr—Ta )12
With, Hartman number H = o8 L, local Grashof number [, = w,
.
" [ — ] a.
Prandtl number Pr = %, thermo-migration parameter N, = rDr:,—,FTx, radiation term 5 = 4:: Ek , Brownian
Do

e 0BGy Lo . v e ) . ILkr
diffusion parameter Ny = ——W=8 Schmidt number St = P modified rate of chemical reaction R, = LH_'
1A m v
Ev!pf_f@_s X Eyr ) . c s
heat number 3, = BT parameter for suction gy = N and the primes relates to differentiation, fo = 0
v v

implies suction at the surface of the plate while fa <0 is indicative of injection or blowing. The series

approximation method [23] has been proved to be reliable and efficient. The method is simple in terms of its
application just as its convergent rate is faster. Meanwhile, this method is a mathematical technique used to
approximate the solution to a problem that involves a small parameter. It is mainly beneficial when faced with
coupled and complex equations that cannot be solved directly. The methodology involves expanding the solution
as a series in powers of the small parameter and iteratively solving the resulting equations to obtain successive
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approximations. The presence of a small parameter given by @, quantifies the magnitude of the method. Then,
the solution to the problem is assumed and can be expressed as a power series in the small parameter @7. i.e,,
Solution = Solution, + @ Solution, + @ 2 Solution, +

Where Solutiony is the zeroth-order approximation, Solution; entails the first-order approximation, etc.
Thereafter, substitutions of the expansions into the original equation(s) are carried out. Thus, expansion of the
equations and grouping of terms with similar powers of the term @ follow. Then, the coefficients of the same

power of @r are equated on both sides of the expanded equations and each equation is solved separately with its

transformed physical boundary constraints to obtain the solution at each order. Finally, the solutions obtained
are simulated with the Wolfram Mathematica package for the realization of the numerical solutions.

In order to apply the aforementioned procedure of solution, we need to make the following definitions:
Let 1 = 9go, g(n) = 90G(m),6(n) = (), 8(n) = (M), @ = (11)

Such that differentiating equation (11) accordingly yields

gn' — {.gl}jfgn" gn'n' — {EQ}HG”, gn'n'n' — {:gl}jd-gn'h" gn'n'n' — {:gl}jd-gn'h" En’ — gl}ﬂf’

= (90)%0",0'(n) = 909/ (1), @ (n) = (g0)*0" (1) (2
By substituting equations (11) and (12) into equations (7) - (9), we have
6" ()(go)* + GNE" (M(go)* — HG' (0)(go)* +]:0(n) = 0 (13)
(1+2)0" ()(go)* + PrG(n)6' (n)(go)* + Nb6(m)0(n) + Nto(y) + Q.0(y) =0 (14)
0" (n)(go)" +5260' () (50)* ~ ScG0(n) 90)* + ‘”*am} R.SeB(n) =0 (15)
Then, multiplying equations (13) by — }4, (14) and (15) by — } , we obtain equations (16) - (18).
G"' () + GG" (m) —@HG' (n) + J.0()w* = 0 (16)
(1+3)0" (1) +Pr6(n)0'(n) + NbOm)O(n)w + NtO(n)w + Qs0(n)w = 0 (17)
0" (n) + ScGO' () — Sc6' (NO(n) + 1~ OM)w — ReScO(n)w = 0 (18)

However, due to large suction i.e. @@ <= 1, the series approximation solution is defined as:

G=1+o6 +@°6, +
0 =6y +wh + - (19)
'Ej:'fj[:.+i'ﬂ"®l+

Taking the first, second and third derivatives of equation (19) with respect to 1} produces

G'(n) = w6 + w36, +

G"(n) =w6' + w26 +

G"(n) = z::r("”' + @t (Fi”

8'=6,+wb] +- (20)
8" =8, + mﬂf + -

0 =0, + w0 +

@'" = oy + @y, +
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By putting equations (19) and (20) into equations (16) - (18), we simplify and equate corresponding powers of
or to have the following:

(1+35)85 () +Proj(n) = 0;  6,(0) =1, Bp(ee) =0 (21)
@5 (n) + Sedy () = 0; Dp(0) =1, Bgle0) =0 (22)
G +G' (M =0 6(0)=0G(0)=1 G/()=0 (23)

(1+35)6/"(n) + Pré; (n) + PrG,(n)83(n) + Nb8,(n)D(n) + Nt6o() + Q.80(1) = 0

. . (24)
8,(0) = 0,8, (=) =0
0] (n) + Sc@|(n) + ScGy (7)B(n) — SeG} (1)Bo () + 1 o () — RSey(n) =0 25)
0,(0)=0, @4(0)=0
G, () + Gy' () + G (MG, () — HG[(n) +]:8p(n) =0 G2(0) =0, G,(0) =0, Gy(x)=0 (26)

However, equations (21) - (26) have been solved numerically and the results have been obtained.

After solving equations (21) - (26) analytically, the following solutions for velocity f'(1), heat #{(n) and
nanoparticle concentration @{1) are obtained:

- - =1 _o - - 1 _ -
fii)=e+w(e ™ —Hpe™m — e MM+ -e™T+—"e™") (27)
. _ . _ M ING —r 3Nt _
'5":7]’} = g~Mn E‘E.F{—MJ‘}E Mn _ e (1+Mim _ _ . e (Sc+Mm +— ne My 4
: : M+1 Se(+45)(M+5c) M(3+45) 28)
3%s ’TE_M” + M- E—M:l;l 3B E—M:l;l)
M(3+45) M+1 Se(+45)(M+5c)
) _ ) _ (53 _p, e _;. Nt _ -
@(n} = g—%en 4 EIF{—SC?‘}E Sen _ e (1+%cin + e (1+5c)n _ — g—Mn _ che Sen 4
: : 145¢ 145¢ MNB(M—5c)
(5c)? -5 Sc Nt _ (29)
v g=5en — e Ec:l;l_|_ e 5:::;1}
145¢ 14+5¢ MNB(M—5c)
where
3Pr
m=01LM=—
3+45 (30)
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3. Results and Discussion

§=0.1,], = 05,Pr = 0.71
| H=00
“er H=05
— H=10
— H=15

(& Iy =
X

n

Fig 2. Influence of Hartmann factor on velocity

The effect of the Hartmann parameter on velocity is shown in Figure 2. Meanwhile, increase in its values leads to
a decrease in the velocity. This is as a result of the fact that an opposing force drags the rate of the fluid flow
backward thereby retarding the velocity. Thus, the Lorentz force is responsible for this phenomenon. Figure 3
illustrates the impact of the modified thermal Grashof number ], on the fluid velocity near the stretching plate.
This number [, involves the influence of buoyancy force to viscous force and its enhancement entails an

increasing trend in velocity distribution which breeds cooling at the surface of the plate.

S=0L,H=01Pr=071

— J:=00
Je =05
Jr=10

1 =15

Fig. 3. Influence of Grashof number on velocity
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8(n)
1 §5=00
0.6 Qs=0-1:Nb=Nt=o.5,
Sc=1.0,Pr =071 §$=05
04 —{ s=10
-1 §=15

n

Fig. 4. Influence of radiation parameter on temperature

The evolution of radiation parameter 5 on temperature and concentration is displayed in Figures 4 and 5.
Appreciating values of 5 causes an improvement of thermal boundary layers. This is due to the fact that the

surface of the plate which is already heated releases more energy in form of heat. Thus, this leads to the
augmentation of the temperature. Similarly, radiation transfers energy to the molecules immersed in a solution,
leading to the generation of free radicals. These free radicals react with the dissolved metal ions to lessen them
to their metallic status, resulting in the formation of nanoparticles and leading to an increase in their
concentration.

1.0
o(n)
0.8
08 R, =0.1,Nb = Nt = 05, — 5=00
Sc = 1.0, Pr = 0.71 §=02
s | s=04
— s=06

n

Fig. 5. Influence of radiation parameter on concentration
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(=]

8(n)

$=0.1,Nb=Nt=05, Q.= 0.0
Sc=1.0,Pr=071

o
(s )

! Qs =05
0.4} Qs =10
—1 Q=15

o
18 ]

Fig 6. Influence of heat parameter on temperature

Figure 6 is indicative of the impact of heat source (@, > () parameter on temperature. Heat is a type of energy
which passes from a hotter body to a cooler one. Physically, the influx of heat (7, = 0) to a system makes the
kinetic energy of its molecules to increase, causing them to move quicker and hit with each other more
frequently. As a result of this, the average kinetic energy of the particles increases and thus leads to a rise in
temperature. The effect of Prandtl number Pr is depicted in Figure 7. As a dimensionless number which is
expressed as the ratio of momentum diffusivity to thermal diffusivity of a fluid, it aids in the rate of cooling in
conducting fluids. However, a surge in the Prandtl number implies that the fluid has higher momentum
diffusivity relative to its thermal diffusivity. Thus, the fluid is more effective at transferring momentum, i.e.
velocity, than it is at transporting heat, thereby resulting in a lower thermal transmission coefficient and smaller
amount of heat removed from the surface. Therefore, heightening the Prandtl number leads to a fall in the
thermal boundary layer which causes a decline in temperature of the fluid.

"
v

8(n)

—| Pr =107

L S=0.1,Nb=Nt=0.5,
Sc=1.0,Q,=01 Pr=08
0.4f —{ Pr=209
~| Pr=10

o
r

n

Fig 7. Influence of Prandtl factor on temperature
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o

8(n) |

A
v

o«

$=0.1,Nt = 05,Pr = 0.1,
Sc=1.0,Q,=0.1.

(=]

(=]

[=]
&
T

[=]

s
(=]

n

o«

Nb=10.0
Nb=0.2
Nb=04
Nb=0.6

Fig 8. Influence of Brownian motion parameter on temperature

The impartation of Brownian motion, Vb, on temperature and nanoparticle concentration is shown in Figures 8

and 9, respectively. As the temperature of a fluid increases, the kinetic energy of its particles also rises, making
them to travel faster and collide more often. Thus, this phenomenon between the particles brings about a growth
in Brownian motion with an indirect impact of temperature increment. Conversely, an upsurge in this motion
begets a decline in nanoparticle concentration. This is because Brownian motion causes nanoparticles to migrate
haphazardly, striking each other in the fluid. As its value rises, the probability of nanoparticle hitting each other
and accumulating also increases, thus breeding a decrease in the number of individual nanoparticles and an

increase in the number of larger masses.

o

0.8

S=R,=0.1,Nt=05
el Sc=10,Pr=071
0.2}

Nb=10.2
Nb=0.3
Nb=04
Nb=05

L=

Fig 9. Influence of Brownian motion parameter on concentration
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1.0 [
6(n)
§=01,Nb=05Pr=071, [ ne=00
08} Sc=1.0,0,=0.1.

% Nt=05
04l —| Nt=10
- Nt=15

02k

Figure. 10. Influence of thermomigration number on temperature

The impact of the thermo-migration parameter Nt on temperature and concentration is shown in Figures 10

and 11. Thermo-migration is the movement of particles in a fluid owing to temperature differences. When there
is a change of temperature in a fluid with nanoparticles, such particles will possess a force that moves them
toward areas of higher temperature. Hence, an augmentation in the value of this parameter produces the
thickening of the thermal and mass boundary layers, which leads to a rise in the temperature and concentration.

0.8
S=R,=0.1,Nb=05 —| Nt=00
0e Sc=1.0,Pr=0.71
Nt=05
. | Nt=10
—| Nt=15

Figure. 11. Influence of thermomigration number on concentration
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o

o(n)

08\
—{ R,=10
oer S=0.1,Nb=Nt=0.5, ]
Sc=1.0Pr=071 R.=20
04 R.=3.0
-~ R.=40

-
]

2 r’.

Figure. 12, Influence of chemical reaction parameter on concentration

The influence of chemical reaction R, on concentration is depicted in Figure 12. However, a growth in
temperature can quicken the reaction rate, which implies that the lessening of metal ions to nanoparticles
happens quicker. Meanwhile, with a faster reaction, the nanoparticles may not possess sufficient time to develop
to their required mass and may turn out to be unstable, thus leading to a reduction in concentration. Figure 13
portrays the effect of Schmidt factor 5S¢ on concentration. Due to the weaker nature of molecular diffusivity of

the nano-particles caused by increasing values of the number, the diffusion rate reduces, hence there occurs a
decrease in concentration.

— Sc=05

S=R,=0.1,Nb=Nt=05, Sc=06
‘ Pr =071 Sc=0.7
—| Sc=08

n

Figure. 13. Influence of Schmidt factor on concentration

Conclusion

The analysis of MHD nanofluid stream in the presence of enriched heat generation/absorption and thermo-
migration have been examined. Thus, the conclusions regarding the scientific significance of the current study
are stated below:

1. Improvement in the Hartman number H begets a fall in the fluid velocity while an increase in the local
thermal Grashof number leads to the enhancement of rate of fluid flow.

2. Increasing the thermomigration parameters Nt causes a thicker, thinner thermal and mass boundary
layer thickness with a corresponding rise in the temperature and concentration distribution.
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3. As the heat {J;, Brownian motion Vb and radiation 5 parameters surge, the thermal wall layer thickens
followed by an upsurge in the temperature. Similarly, an increase in the radiation 5 parameter produces

an enhancement in the concentration.
4. Itis also observed that the concentration is decreased with rising chemical reaction R . parameter.

5. Improved understanding of MHD nanofluidic flow: The research paper explores the flow behavior of
a magnetohydrodynamic (MHD) nanofluid over a nonlinear exponentially stretched plate. This study
contributes to the understanding of the behavior of nanofluids in the presence of a magnetic field and
their reactivity to thermal source/sink and thermo-migration influences.

6. Applications in energy engineering: The results of this study can be applied in energy engineering,
especially in the designing and optimization of MHD nanofluidic systems for heat transfer applications.
Thus, the findings could aid to advance the proficiency of heat exchangers, boilers, and other energy
systems that use nanofluids.

7. Implications for materials science: This study has significant implications for materials science since
the application of nanoparticles into fluids can lead to improved thermal properties, making them useful
for usage in heat transfer, energy storage, etc.

8. Potential for biomedical applications: The enriched thermal properties of nanofluids can also have
implications for biomedical applications, such as hyperthermia treatments for cancer. The findings of
this research paper could help in developing new and more effective hyperthermia treatment methods.

9. Contribution to the development of numerical methods: The numerical scheme used in this research
paper can be applied to other fields of study such as computational fluid dynamics (CFD), and can aid the
advancement of more accurate and efficient numerical methods for modelling fluid flow.
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Keywords Abstract: In computer science, optimization can be defined as maximizing or
Blurred Images minimizing the result. Heuristic algorithms have been developed inspired by nature
7&” ’Sgc“ltlgort’_thms and to solve different optimization problems. In this study, Artificial Bee Colony
mage restoration . . . . . .

Artificial Bee Colony Algorithm (ABC) Algorithm and Firefly Algorithm (FA) have been explained in detail and a

comparison between these two algorithms has been implemented. The comparison
between these two algorithms is made for image restoration by using a dataset.
Image restoration is the process of reducing or eliminating data loss or deterioration
that may occur during the creation of an image. The loss of efficiency in the image
(reducing the visual appearance of the image) is caused by noise. It is the process of
obtaining the original image from the distorted image, given the knowledge of
distorting factors. There are many methods applied in the literature for image
restoration. In this study, two of the evolutionary algorithms have been used for this
purpose and analyzed. The data set used in the study was taken from the Kaggle
website. The comparison metrics are PSNR (Peak Signal-to-Noise Ratio) and MSE
(Mean Squared Error). This study shows that ABC Algorithm has better results than
FA on the selected 20 images dataset used for blurred image restoration. According
to the results obtained, it was seen that the ABC algorithm performed % 85 better
than FA.

Firefly Algorithm

1. Introduction

Optimization can be defined as using the smallest amount of data optimally. The aim of optimization is
maximization in some studies and minimization in some studies. For any problem, it is to obtain the best solution
among all solutions under the given conditions. This concept has emerged, inspired by the behaviors of living
things to survive in their daily lives. For example, the reaction of one of the individuals in the herd to the danger
may turn into a joint action by affecting the other individuals. Inspired by creatures living in swarms, scientists
developed swarm-based optimization algorithms. With these developed algorithms, real-world problems and
computer problems can be solved. It has been seen that creative solutions can be obtained by adapting the survival
behaviors of living things to problems [1, 2].

ABC algorithm and FA were used in this study. For image restoration, a comparison was made using a dataset of
text photos (book titles and readings) with and without the motion blur effect from the Kaggle website. This
dataset was used to analyze the performance difference between the ABC algorithm and FA in blurry image
restoration. 20 randomly selected images from the data set were used.
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Some studies in the literature are shown in the literature review section in the form of a table. The data set and
evaluation criteria used in the study are mentioned in the material and method section. In the section on
algorithms, there is information about the ABC algorithm and FA. In the conclusion part, the findings obtained
from the study are presented comparatively.

Literature Review

In this section, several studies with image restoration using the ABC algorithm and FA are introduced. These
studies are from 2011 to 2023. The number, authors, purpose, used algorithms, and evaluation metrics of these
studies are given in Table 1.

Table 1. The studies on image restoration using the ABC algorithm and FA

Number  Authors Purpose Used Algorithms Evalua.tlon
Metrics
Kumar et Using the histogram of low contrast images and PSNR, RMSE,
epth images aimed to increase contrast an , an
[3] a1, (2022) depth i imed to i d FA UQI, MAE and
) remove unwanted noise MSE
Banharns It is aimed to find the most suitable filter
[4] e . . ABC -
akun coefficient to remove image noise
(2022)
In this study, the aim is to develop a hybrid
Gao etal. . o : FA and
[5] (2023) algorlthm to optimize BPNN for image Genetic Algorithm PSNR and MSE
restoration
Standard
Aimed to solve problems of poor image quality, Deviation,
unetal. loss of detail information, and excessive verage
[6] S L 1 f detail inf i d i ABC A
(2022) brightness gain during image enhancement in Gradient,
low-light environments Information
Entropy
Yang et . .
By using ABC algorithm, suggests a new
[7] al. : . . ABC PSNR
(2016) technique for image restoration
Li & Chan A complex-fuzzy approach is used and complex
uzzy sets is proposed to deal with the problem
8 (2011) f i d to deal with th bl ABC PSNR
of adaptive image noise cancelling
ockanat o0 design igital filters for the noise
Kock To design 2D FIR digital filters for the noi Mean Value,
L e o Standard
[9] etal elimination on the noisy images, the ABC ABC -
. : Deviation and
(2012) algorithm has been applied PSNR
Sanchez- . .
. To forecast the model parameters by using bio- . .
Ferreira . . L . . ABC and Differential
[10] otal ;gzggsgszgtlmlzatlon, a restoration algorithm Evolution (DE) NR-IQA
(2019)
Kumar et Proposes an object restoration approach in Modified Firefly
[11] al which images are affected by the salt & pepper Optimization Algorithm SDME and
(202'0) noise modified by a median filter based on (MFOA) and Richardson- PSNR
fuzzy logic Lucy Algorithm
Savithri & . . FA and Bandlet Transform MSE, ENL, SSI,
Aim of the paper is to carry out Bandelet 1 o
[12] Kousalya transform with FA on SAR imases with Firefly SMP], ESI and
(2016) g Algorithm (BFA) PSNR
Csamet  Offers the distinctive hybrid methods which Root Mean
Squared Error
[13] al. evacuate the mixed type of noise from the FA 4
(2017) images (RMSE) and
PSNR
[14] Sametal. Uses a blend of filters to determine the noise FA RMSE, PSNR
(2019) from the images and SSIM
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Looking at the studies in the literature, it is seen that the ABC algorithm and FA are used. However, no performance
comparison has been made by using these two algorithms together in any study. So, it is not known which
algorithm is more performant for image restoration. For this reason, in this study, it was investigated which one
was more effective for image restoration using the ABC algorithm and FA.

3. Material and Method

Swarm intelligence is decentralized control, the collective behavior of natural or artificial self-organizing systems.
Especially, it is focused on the collective behavior and environments of animals or beings. Animals do not have any
control mechanism by themselves but, interestingly, they can find foods easily, feel environmental attacks, and
they can respond to foes. They have simple communication and this time they spend less cost they create a flexible
and robust swarm structure and they act intelligently to solve their problems when they encounter any problems.
Some scientists and engineers are interested in interesting techniques of animals because in many areas these
kinds of swarm intelligence algorithms are used to resolve difficult problems [15].

All of the experimental work was implemented in MATLAB® R2015a and performed on an Intel(R) Core™ i7-
10870H CPU @ 4.80 GHz, 32 GB RAM and an x64 based processor.

3.1. Data set

In this study, the dataset which is photos of text (book titles and readings) with and without the motion blur effect
is selected from Kaggle to present the performance differences between ABC Algorithm and FA. This dataset
provides motion blur-affected and unaffected images. This dataset includes 184 images of various book titles and
texts both motion-blurred and normal. For this study, 20 blurred images are selected from these 184 images [16].

3.2.Image quality

In digital imaging, the image is captured by the camera and converted into digital signals. This image may not be
the same as the original image, subject to various distortions when shown to the user. These distortions are caused
by different factors such as Gaussian noise, compression, and transmission disturbances. Control of the image
quality is important for the digital imaging system to evaluate the image quality optimally.

The image can be checked with metrics of image quality. Quality of image metrics can be used to compare
algorithms such as compression, restoration, and restoration techniques in images. Full reference quality metrics
can be used to directly compare the target image and the reference image [17].

In this study, MSE and PSNR are used to make a comparison between ABC Algorithm and FA by using the blurred
image dataset.

3.2.1 Mean squared error (MSE)

The MSE measures the average square difference between real and ideal pixel values. The calculation of this metric
is basic but it does not correspond to human quality perception. The smaller the mean square error, the closer it
is to the original. It can be calculated by using Eq. 1 [18].

n
1 ~
MSE = ;Z(n A% 1)
i=1

Where Y is the actual values, ¥ is the predicted values, and n is the number of data.

3.2.2 Peak signal to noise ratio (PSNR)

PSNR is a metric that indicates the rate of the maximum possible power of a signal to the power of noise on the
signal. The signal represents the original data and the noise represents the compression-related error. When
comparing compression codes, PSNR can be considered an approach to human quality perception. PSNR value can
be calculated by using Eq. 2 [19].

(2)

MAX?
PSNR = 10.log,,

MSE

Where, MAX; is the maximum possible pixel value of the image. MSE is mean squared error.
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3.2.3.Image restoration

Image restoration is a basic method of obtaining the original state of a blurred image. To be able to find the optimal
solution u € R™m based on the following model:

f=Au+ ¢ (3)

where A € Rm<m is a blurring operator, € € R™ is an unknown Gaussian white noise with variance o2, f and u denote
the indicate degraded image and the original image, respectively [20].

4. Algorithms

Detailed information about the ABC algorithm and FA are included in this section under subsections.

4.1. Artificial Bee Colony (ABC) Algorithm

ABC algorithm is the algorithm developed by the modeling foraging attitude of bees. In a natural bee colony, there
is task sharing between bees according to the work to be done and bees do this work by themselves without a
central unit. Job sharing and self-organization are the two important features of swarm intelligence. Bees go to
food sources to find honey, pollen, or nectar. The factors such as proximity of the food resource to the nest, type,
density of nectar, and facilitate of extracting the nectar determine the value of the food source. Addressing a single
factor rather than simultaneously evaluating many such factors may simplify the situation in problem-solving. It
is the responsibility of the worker bee to bring the nectar from the previously discovered sources to the hive. They
also share information about the quality and location of the resource they visit with other bees in the hive. Non-
tasked worker bees are looking for new food sources where nectar can be collected. There are two types of bee
groups that are ambiguous; the first one is explorer bees, who seek indiscriminate resources with the help of
instinct or external factors. The second one is the lookout bee group. These are bees waiting in the hive and
watching the beesin charge and using the information shared by these bees, they turn to a new source. Information
sharing is an important factor among bees. The location and quality of the food source are shared with other bees
thanks to the dancing ability of the bees. The bee, who is familiar with the food source, starts to dance, and the
other bees touch it and get information about the food source. ABC algorithm tries to find the place of the food
resource with the most nectar and tries to find the solution that gives the minimum or maximum of the problem
in space solutions [21].

Algorithm 1. Pseudocode of ABC Algorithm [22]

1. By using x;, initialize the population of solutions
2. Appraise the population
3. period=1
4. Repetition
5. For the working bees by evaluating solutions, Generate new solutions vi.
6. Implement the greedy choosing process between x; and vi
7. If the fitness value of vi is worse than xi failurei=failurei.s, if the solution is improved failurei=0
8. For the solutions xi compute the probability values Pi
9. Generate the new solutions v; for the onlookers from the solutions x; chosen depending on P: and appreciate them.
10. Between xi and v;, implement the greedy choosing process
11. Define the abandoned solution for the rover bee, if it exists, and modify it with a new randomly produced solution
Xi
12. Memorize the best solution reached so far
13. period=period+1
14. Until period=maximum period number of failure; =limit

4.2. Firefly Algorithm (FA)

Fireflies are small winged insects that can produce cold and flashing lights to attract other insects of their kind.
Female fireflies try to attract men by mimicking the light signals of different species. Their energies emerge in the
form of light and repeat in a cyclic manner [23]. The FA is one of the optimizing swarm intelligence approaches
developed by Yang. It is inspired by the attenuation of light relative to distance and the attractiveness of insects.
Three assumptions are adopted in the FA.

1. All fireflies are considered sexless. So all fireflies can affect the rest of the other fireflies.
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2. The firefly with less light moves towards the firefly with bright light. The brightness changes depending on the
distance. If the brightness level is equal, random motion occurs.

3. The fitness function determines the brightness. According to the result of this function, the best one is the
brightest [24].

N firefly flock is used in the FA. C: refers to the solution of the ith firefly. f(C:) indicates the cost of the solution, ie
the distance to the best. For all fireflies, C: has as many elements as the problem size and is initialized with random
values. Each candidate solution to be optimized represents the glow/light intensity (I) of the firefly (Eq. 4).

I = le " (4)
Iy: Starting light density
y: Light absorption coefficient

r: Distance between two fireflies

Algorithm 2. Pseudocode of Firefly Algorithm [25]

Objective function f(c), ¢ = (c1, ..., cd)T
Create an initial population of fireflies ci (i=1, 2, ..., n)
Light density I at ci is decided by f(ci)
Define light absorption coefficient y
while (t<MaxGeneration)
fori=1:n all n fireflies
for j=1n all n fireflies
if (I;> I:), Move firefly i towards j in d-dimensions;
end if Attractiveness varies with distance r via exp [-y7]
Appraise new solutions and update light density
end forj
end fori
Sort the fireflies and find the current best
end while
Postprocess results and visualization

The attraction of the firefly depends on its brightness and distance (Eq. 5)

B =Poe™" (5)
B: Firefly attractiveness.
Po: The attraction value when r is 0, indicating the distance between two fireflies (It can take values between 0

and 1).

Depending on the value in 8 expression, the ith firefly, which is less attractive, moves towards the jth firefly, which
is more attractive than itself. This movement is determined by Eq. 6.

xE = x; + Boe V(g — %) + aef (6)
xi: Applicant solution of ith firefly
x;j: Applicant solution of jth firefly

&i: [tis determined by the Gaussian distribution

The distance between the two fireflies is examined by the Cartesian distance formula (Eq. 7) [26].

ri]' = |xi - x}' (7)
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5. Results

PSNR and MSE values were used to compare the performance of the ABC Algorithm and FA in image restoration.
A high PSNR value indicates high image quality and low noise level. There is an inversely proportional relationship
between PSNR and MSE. Therefore, a lower MSE value means fewer errors and higher image quality [18, 19].

The dataset consists of 20 images. As an example, some of these images are shown in Figure 1, Figure 2, and Figure
3. Here, a) shows the original image, b) shows a state after the ABC algorithm application, and c) shows a state
after the FA application.

Lake Superio
to Manitoba
by Canoce

Hap Wilson

(@) (b) (©)

Figure 1. a) Original image b) After applying ABC algorithm c) After applying FA

() (b) (©)

Figure 2. a) Original image b) After applying ABC algorithm c) After applying FA

(a) (b) (©)

Figure 3. a) Original image b) After applying ABC algorithm c) After applying FA

PSNR and MSE values of the images are given in Table 1. It is desired to obtain images with high PSNR value and
low MSE value. According to Table 1, when PSNR and MSE values of the first 17 images are examined, it is seen
that ABC algorithm gives better results than FA. In 17 of the 20 images, the ABC algorithm prevailed over FA. In
other words, it is 85% more successful in comparison with FA. In addition, the arithmetic mean of PSNR and MSE
values obtained by these two algorithms for 20 images is given in the last column of Table 1. The average PSNR of
the ABC algorithm is 27.74, while that of the FA is 26.14. In other words, the PSNR value of the ABC algorithm is
higher. The average MSE of the ABC algorithm is 114.89. The average MSE of the FA is 162.07. On the other hand,
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the MSE value of the ABC algorithm is lower. As a result, it was seen that it would better result to use the ABC
algorithm instead of FA in image restoration studies.

Table 1. PSNR and MSE values of images with ABC algorithm and FA

PSNR MSE
Original Image  Value of PSNR Value of PSNR  Value of MSE  Value of MSE
(ABC) (FA) (ABC) (FA)

Image 1 28.16 26.77 99.10 136.67
Image 2 26.30 25.80 152.29 170.99
Image 3 28.92 24.74 83.24 218.23
Image 4 27.37 25.97 118.88 164.26
Image 5 27.50 25.48 115.45 183.99
Image 6 29.56 25.84 71.88 169.26
Image 7 30.52 25.90 57.62 166.87
Image 8 25.99 25.34 163.40 189.75
Image 9 27.97 24.88 103.54 211.21
Image 10 30.02 27.26 64.57 122.08
Image 11 29.07 24.92 80.47 209.18
Image 12 27.02 26.06 129.03 160.83
Image 13 29.53 25.27 72.38 193.21
Image 14 26.00 25.43 163.30 185.95
Image 15 27.76 27.47 108.79 116.42
Image 16 25.78 25.61 171.51 178.29
Image 17 27.61 27.51 112.59 115.20
Image 18 26.19 26.64 156.06 140.92
Image 19 27.12 27.34 125.94 119.73
Image 20 26.42 28.66 147.95 88.49

Arithmetic Mean 27.74 26.14 114.89 162.07

6. Conclusions

This study, it is aimed to compare the performances of the ABC algorithm and FA for image restoration. First of all,
a summary of the existing studies in the literature is given. Then, information about the ABC algorithm and FA
used in the study is given. The experimental study is shown in the conclusion section. The performance of the
algorithms was compared according to PSNR and MSE values. A dataset (book titles and readings) from Kaggle's
text photos with and without the motion blur effect was used. 20 random images with motion blur effects were
taken from this dataset. The application was made in MATLAB R2015a. As a result of the study, it was seen that
the ABC algorithm performed better than FA. The ABC algorithm outperformed 17 of 20 images. This performance
is also seen when the average PSNR and MSE values are examined. As a result, it is recommended to use the ABC
algorithm in image restoration studies. The ABC algorithm had higher PSNR and lower MSE values on 17 of 20
images compared to FA. The average PSNR of the ABC algorithm for 20 images is 6.12% higher than that of FA.
The average MSE value of the ABC algorithm is 29.11% lower than that of FA. As a result, the use of the ABC
algorithm in image restoration studies gives better results than FA.
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Keywords Abstract: Solar pumping system is among the renewable energy techniques
Efficiency developed over the decades, and this system is used to solve the problem of water
Electric Motor and food scarcity since the amount of rainfall is consistently decreasing especially
Flow rate in the northern part of Nigeria. This research tends to design the solar pumping
Pump . . . o

Solar PV system with automatic tracking of the solar PV to optimize the amount of solar

irradiance extracted by the solar PV under the climatic conditions of Kano State,
Nigeria, and it compares the results obtained with the system without tracking
technique. It was found that the total average amounts of water pumped by the
tracked and fixed systems were 1370 m3/day and 804 m3/day for sunny days. And
for cloudy days they were 750 m3/day and 714 m3/day. It was recommended to
develop an energy storage battery with very sensitive material to store the solar
energy extracted to cover the gap between sunny and cloudy days.

1. Introduction

Food and water are among the necessities in the life of both animals and plants, but food scarcity is the major
challenge of mankind in most developing countries like Nigeria. This food scarcity is due to the low rainfall rate
especially in the Northern part of Nigeria and lack of the irrigation channels in the areas. Local farmers are
suffering from these issues, and solar pumping systems will solve these problems.

A solar pumping system is a system that pumps water with electricity generated by photovoltaic modules. The
operation of this system is simple in operation with its low cost of maintenance and it's friendly to the
environmental impact. Solar pumping systems are useful where there is no grid electricity [1].

The solar photovoltaic arrays are connected directly to the controller which tracks the solar beams falling on the
arrays in order to optimize the solar irradiances harnessed by the solar photovoltaic arrays, and converts the DC
energy extracted by solar PV to AC energy, and the AC motor shaft is connected to the pump [2].
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The quantity of water pumped by a solar pumping system depends on the total amount of solar irradiances
harnessed in a specific time. The flow rate of the water pumped is determined by both the amount of solar energy
available and the size of the PV array used to convert that solar energy into electricity [3].

Many works have been done relevant to the solar pumping system among which there are some conducted with
hybrid solar PV systems and some others carried out using tracking control systems. According to Ahmad et al.
[4], the larger pumping systems with a capacity of 150,000 litres/day of water were achieved from an overall head
of 10 meters. Manfrida and Secchi [5] designed a solar hybrid system for pumping water and generating electricity.
The analysis was performed on two different types of motors: one with variable speed and another with constant
speed. It was concluded that at a constant speed of pump with 7000 m3 of storage capacity and at 42.8% of the
energy generated by the PV capacity of 600 KWp can be stored. Whereas the analysis with the variable speed of
the pump with 9000 m3 of storage capacity, at 48.6% of the energy generated by the PV capacity of 600 KWp can
be stored. Munir et al. [6] designed and constructed a water pump system in a remote area of the Iraqi-Syrian
border location for drinking purposes with a capacity of 130 m3. Alajlan and Smiai [7] designed and constructed
two main PV systems, one for the pumping of water and another for the desalination of water by reverse osmosis
method and the desalination produces 600 litres/hour.

Solar pumps for irrigation are under-utilized for most of the year because the irrigation farming system is a
seasonal farming system, but this system can also be utilized for domestic uses and the rearing of livestock animals.

2. System Description

The study was conducted in Garko Local Government, Kano State. Garko is located in the East of Kano City with
coordinates of 11°39’N, 8054’E and a total population of 162,500 during the 2006 census [8]. The local government
occupies a total of 450 square kilometers.

This system consists of solar arrays where the solar irradiance is harnessed as direct current (DC), and these arrays
are connected with Maximum Power Point Tracking (MPPT) control which is used to make the solar arrays at an
optimum solar trajectory to harness maximum solar irradiances. Solar inverter is used to convert direct current
harnessed by solar arrays into alternating current (AC) and it is linked with the MPPT control and finally to the
electric motor which is used to run the water pump. Then the water pump actions take water from the well, dam,
river or any water source to the overhead tank as shown in Figure 1 below.

Pump Controller

Electric motor
& Pump

Inverter

Solar array
g MPPT <

Control systems
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TRACKING

TEMPERATURE GEOGRAPHICAL
LOCATION

Figure 1: Solar Pumping System Configuration [11]

NON TRACKING

This system typically uses a surface pump system whereby a shallow well (Tube Well) is used as a source of water.
The solar water pump is located above the water level and a suction pipe is used for drawing the water from the
water source.

3. Design of the System’s Components

To design any pumping system, the quantity of water required per day of the location for the summer and winter
seasons must be obtained from the literature.

3.1. Design and Selection of the Water Pump

To select a water pump, the static head, drawdown head, pressure head and losses head were added together to
give the total dynamic head as given in equation (1):

th=HSt+Hd+Hl+Hp (1)

Where:
Hta is the total dynamic head (m); Hst is the static head (m); Ha is the drawdown head (m); Hp is the pressure head
(m) and Hi is the losses head which is the sum of frictional loss head and fitting loss head as in equation (2):

Where:
Hris the frictional loss and this can be calculated using the Darcy formula as expressed in the equation (3) as given

by [9]:

_ 321Q°K;

f— 7T2D4g 3)

And Hpr is the fitting loss head and it can also be found using the expression given in equation (4):
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8Q2Kﬁ
pf = 1T2D4g (4)

Where:

l is the length of the pipe (m); Q is the flow rate (m?/s); Kris the empirical factor which depends on Reynolds
number; D is the diameter of the pipe (m); g is the acceleration due to gravity (m/s?); and Ky is the fitting loss
factor.

The quantity of water the system can pump could be obtained using the expression given in equation (5):

By lpNmpF

Quantity of water pumped V =
PIHea

(5)

Where:
Ppv is the power of the solar PV array (W); I, is the average daily solar irradiance (kWh/m?/day); nmp is the
efficiency of the motor-pump system; and F is the mismatch array factor.

The hydraulic power exerted on the water pump could be found using the formula given in equation (6) as:

pgH4Q
3600

(6)

Hydraulic Power P, =

3.2. Design of Control System
When the solar PV array harnesses the solar irradiant, the solar irradiance is in DC form and the controller is used
to convert the DC form of solar irradiance into AC form. This solar irradiance can be optimized to extract the peak

DC load using the Maximum Power Point Technique (MPPT). The voltage across the AC circuit of the load can be
calculated using equation (7) as:

Vac == (7)

Where:
Ve is the DC voltage of the controller (V)

The power output exerted on the AC circuit of the controller can be found using the equation (8):
AC Power Output Py = Li:VyeV3 (8)

The efficiency of the controller is the ratio of the power output of the AC circuit to the power given out by the DC
circuit as given in equation (9):

PAC
e =7p - (9)
3.3. Design of the Electric Motor

The electric motor is used to run the water pump due to its less maintenance cost and it’s being cheap in the market
[2]- The torque used to rotate the shaft of the pump could be obtained using the equation (10):

T=KW? (10)
The power liberated to the shaft of the motor is given in equation (11) as:
B, =TW (11)

The efficiency of the motor can be found by dividing the power liberated to the motor shaft with the AC circuit
power output as given in equation (12):
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P

=P (12)

Mm

3.4. Design and Selection of Solar Photovoltaic Arrays

For the solar PV array to pump water from the tube well, the solar modules must be connected in series and
parallel.

The number of Solar PV modules connected in series is given in equation (13):

Pump's Motor Voltage V,m,

N PV in Series C tion Npy_series =
0 of PV in Series Connection Npyseries Operational Voltage of PV Module V,,_py (13)
And equation (14) is given to find the number of PV modules connected in parallel as:
No of PV in Parallel C tion N Pump's Peak PV Voltage (14)
00 in Parallel Connection Npy,_ =
Pv-parallel Vop—PV X NPV—series X IPV X FDe—rating
The total power output for the solar PV array can be found using the expression given in equation (15) as:
PV P P P 15
ower =—
PV IpnmpF ( ]
The efficiency of the solar PV array is given in expression (16) as:
_ Ppy
Npy = —— %X 100% (16)
Acly

The efficiency of the overall system is the product of the efficiency of the solar PV array and the efficiency of the
motor pump as expressed in the equation (17) as:

Ntotal = Mpv X Nmp (17)
4. Performance Assessment of the System

The amount of solar irradiance harnessed by the solar PV, the flow rate of the water pumped by the system per
hour and the efficiency of the system are parameters measured to ensure that the solar pumping system is working
efficiently. In this study, the above parameters were measured for tracking PV and fixed PV of the system for 30
days on both cloudy and sunny days. The average of each measured parameter was used to plot the charts.

Figure 2 presents the performance of the solar pumping system with tracking PV during a sunny day. The test
started when the sun started to rise and ended when the sunset at an interval of 30mins for each day. The average
amount of solar irradiance, flow rate and efficiency of the system was at maximum values of 1125 W/m?, 95 m3/hr
and 81 % respectively within the time frame of 12:30 to 13:00 of the day. At 9:30 and 15:30 there was a rapid
increase and decrease in the amount of solar irradiance respectively, and this is due to cloud cover during these
hours. This result agreed with the research done by Singh and Kumar [12].

Figure 3 shows the performance of the solar pumping system with fixed PV on a sunny day. The test started when
the sun started to rise and ended when the sunset at an interval of 30mins for each day. The average amount of
solar irradiance, flow rate and efficiency of the system was at maximum values of 867 W/m?, 54 m3/hr and 77 %
respectively within the time frame of 12:00 to 13:00 of the day. This concurred with the result obtained by
Narayana et al, [13].

Figure 4 presents the performance of the solar pumping system with tracking PV during a cloudy day. The test
started when the sun started to rise and ended when the sunset at an interval of 30mins for each day. The average
amount of solar irradiance, flow rate and efficiency of the system was at maximum values of 836 W/m?, 52 m3/hr
and 79 % respectively within the time frame of 12:30 to 13:00 of the day. Bouselham et al., [14] obtained similar
results to this one.

40



Muhammad et al. / Comparative Study Between the Track Solar PV and Fixed Solar PV in Water Pumping System

Figure 5 presents the performance of the solar pumping system with fixed PV during a cloudy day. The test started
when the sun started to rise and ended when the sunset at an interval of 30mins for each day. The average amount
of solar irradiance, flow rate and efficiency of the system was at maximum values of 826 W/mz2, 50 m3/hr and 76
% respectively within the time frame of 12:30 to 13:00 of the day. The result obtained is similar to the one obtained
by Katan et al, [15].

Finally, it was observed that as the sun rose the amount of water flow rate for both tracked and fixed solar PV was
increasing whereas it was decreasing when the sun got to set. Hence, it was found a high variation of the water
flow rate simultaneously with the changes in the amount of solar irradiance harnessed by the solar PV, and this
concurred with the result obtained by [10]. The total average amounts of water pumped by the tracked and fixed
systems were 1370 m3/day and 804 m3/day for sunny days. And for cloudy days they were 750 m3/day and 714
m3/day. Helmy and Gad [16], Shabaan et al.,, [17], Jamil [18] and Pande et al., [19] obtained similar results to the
results obtained in the present study.
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Figure 2: Performance of Tracking Solar Pumping System for Sunny Day
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Figure 4: Performance of Tracking Solar Pumping System for Cloudy Day
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Figure 5: Performance of Fixed Solar Pumping System for Cloudy Day

5. Conclusion and Recommendation

5.1.Conclusion
This study designed the solar pumping system for agricultural use in Kano State Nigeria using maximum power
point techniques with a consideration of design factors such as technical, environmental and economic factors.
The designed system compared the results obtained by the tracking techniques with the fixed solar PV of the solar

pumping system. It was finally observed that the amount of water pumped by the tracking system per day was
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much higher than that of fixed solar PV systems, and so were their efficiencies. Although there are some
fluctuations in the results of both cloudy days, this is due to the fact that there are cloud covers and heavy rainfall
during the time readings are taken from the system and there is little effect of cloud cover on tracking PV solar

pump.

5.2.Recommendation

It was recommended in future research to have a higher energy storage battery that can store the solar energy
extracted so that the system can overcome the wide gap between the amount of water pump on sunny and cloudy
days.
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