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RESEARCH ARTICLE

Analysis of the Young Open Cluster Trumpler 2 Using Gaia DR3 Data

S. Taşdemir1* , and T. Yontan2

1Istanbul University, Institute of Graduate Studies in Science, Programme of Astronomy and Space Sciences, 34116, Beyazit, Istanbul, Turkiye
2Istanbul University, Faculty of Science, Department of Astronomy and Space Sciences, 34119, Beyazit, Istanbul, Turkiye

ABSTRACT
We present an investigation of the open cluster Trumpler 2 using Gaia DR3 photometric, astrometric and spectroscopic data. 92
stars were identified as likely members of the cluster, with membership probabilities greater than 0.5. The mean proper-motion
components of the cluster are derived as (𝜇𝛼 cos 𝛿, 𝜇𝛿)=(1.494 ± 0.004, −5.386 ± 0.005) mas yr−1. By comparing the Gaia
based colour-magnitude diagram with the PARSEC isochrones scaled to 𝑧 = 0.0088, age, distance modulus and reddening are
simultaneously estimated as 𝑡 = 110±10 Myr, 𝜇 = 10.027±0.149 mag and 𝐸 (𝐺BP−𝐺RP) = 0.452±0.019 mag, respectively. The
total mass of the cluster is estimated as 162 𝑀/𝑀⊙ based on the stars with membership probabilities 𝑃 > 0. The mass function
slope is derived to be Γ = 1.33 ± 0.13 for Trumpler 2. This value is in a good agreement with that of Salpeter. Galactic orbit
analyses show that the Trumpler 2 orbits in a boxy pattern outside the solar circle and belongs to the young thin-disc component
of the Galaxy.

Keywords: Galaxy: open clusters and associations; individual: Trumpler 2, Galaxy: Stellar kinematics, stars: Hertzsprung Russell
(HR) diagram

1. INTRODUCTION

Open Clusters (OCs) are celestial objects consisting of stars
bound to each under via mutual gravitational attraction. OCs
are formed when a molecular cloud collapses. This means that
the member stars of an OC formed under similar physical con-
ditions and at a similar time. Hence, the stars that belong to
the OCs have similar properties such as distance to Sun, metal-
licity and age. However stellar masses vary, leading to a range
of stellar luminosities being observed in such clusters. These
features make OCs valuable and interesting laboratories for un-
derstanding the formation and evolution of our Galaxy (Lada
& Lada 2003).

The available information in the literature for the Trumpler 2
is as follows: Trumpler 2 (𝛼 = 02h36m55s.7, 𝛿 = +55◦54′18′′ ;
𝑙 = 137◦.3863, 𝑏 = −03◦.9778, J2000) is located at the Perseus
Constellation. Since the cluster has low central concentration, it
is classified in the Trumpler catalogue as II 2p (Trumpler 1930).
Frolov et al. (2006) determined proper motion components
of Trumpler 2 on 6 plates with a maximal epoch difference
of 63 years by considering the positions of about 3,000 stars
within the 𝐵 ∼< 16.25 magnitude. By taking into account 148
stars assessed as the most probable cluster members, based
on astrometric and photometric criteria, Frolov et al. (2006)
obtained the colour-excess, distance modulus, distance and age

as 0.40 ± 0.06 mag, 10.50 ± 0.35 mag, 725 pc and 89 Myr,
respectively. Zejda et al. (2012) determined the mean proper-
motion components of 879 open clusters including Trumpler
2, based on 4 member stars in that cluster, as (𝜇𝛼 cos 𝛿, 𝜇𝛿) =
(1.0 ± 0.3,−4.6 ± 0.3) mas yr−1. Dias et al. (2014) obtained
the mean proper-motion components by using the U.S. Naval
Observatory CCD Astrograph Catalogue (UCAC4; Zacharias
et al. 2013) as (𝜇𝛼 cos 𝛿, 𝜇𝛿) = (0.11±1.48,−3.49±2.23) mas
yr−1. They also identified 346 stars as members of Trumpler 2.
Paunzen et al. (2014) studied chemically peculiar stars inside 10
open clusters including Trumpler 2. Moreover, it is confirmed
that HD 16080 and BD+55 664 are members of Trumpler 2.
As part of a survey of 1241 OCs, Joshi et al. (2016) derived
the colour-excess, distance, age and total mass of Trumpler 2
as 𝐸 (𝐵 − 𝑉) = 0.321 mag, 𝑑 = 670 pc, log 𝑡 = 7.925 yr, and
𝑀/𝑀⊙ = 72.63 ± 0.19, respectively.

With the beginning of the Gaia era (Gaia Collaboration et al.
2016), the quality and accuracy of photometric, astrometric,
and spectroscopic data have considerably taken a turn for the
better. Cantat-Gaudin et al. (2018) investigated 1229 open clus-
ters using the second data release of Gaia (Gaia DR2; Gaia
Collaboration et al. 2018) and listed the mean astrometric pa-
rameters and membership probabilities of open clusters to char-
acterize them. Cantat-Gaudin et al. (2018) identified 179 likely
member stars (𝑃 ≥ 0.5) in the direction of Trumpler 2, resulting
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Table 1. Astrophysical parameters for Trumpler 2 compiled from the literature: Colour excesses (𝐸 (𝐵−𝑉)), distance moduli (𝜇V), distances (𝑑), iron abundances
([Fe/H]), age (𝑡), proper-motion components (⟨𝜇𝛼 cos 𝛿⟩, ⟨𝜇𝛿 ⟩), radial velocities (𝑉𝛾) and references (Ref).

𝐸 (𝐵 −𝑉) 𝜇V 𝑑 [Fe/H] 𝑡 ⟨𝜇𝛼 cos 𝛿⟩ ⟨𝜇𝛿⟩ 𝑉𝛾 Ref
(mag) (mag) (pc) (dex) (Myr) (mas yr−1) (mas yr−1) (km s−1)

0.40±0.06 10.50±0.35 725 0.00 89 − − − (01)
− − − − − 1.0±0.3 -4.6±0.3 − (02)
− − − − − 0.11±1.48 -3.49±2.23 − (03)

0.321 − 670 − 84 − − − (04)
− − 685+50

−44 − − 1.583±0.018 -5.352 ±0.015 − (05)
− − 685+50

−44 − − 1.583±0.018 -5.352 ±0.015 -4.12±0.09 (06)
0.308+0.007

−0.006 10.289±0.021 736±7 0.00 91+14
−7 − − − (07)

− − 694±23 − 81±5 1.574±0.273 -5.323±0.242 − (08)
0.277 10.12 710 − 112 1.583±0.192 -5.352 ±0.167 − (09)
0.307 − 685 -0.088±0.07 92 1.583±0.192 -5.352±0.167 -6.045±12.32 (10)

0.355±0.041 10.25±0.029 677±9 0.140±0.149 238±132 1.581±0.236 -5.343±0.193 -3.990±0.746 (11)
0.316 − 710 -0.262±0.106 110 1.58±0.19 -5.35±0.17 -4.16±0.02 (12)

(01) Frolov et al. (2006), (02) Zejda et al. (2012), (03) Dias et al. (2014), (04) Joshi et al. (2016), (05) Cantat-Gaudin et al. (2018),
(06) Soubiran et al. (2018), (07) Bossini et al. (2019), (08) Liu & Pang (2019), (9) Cantat-Gaudin et al. (2020), (10) Zhong et al.
(2020), (11) Dias et al. (2021), (12) Carrera et al. (2022)

is the proper-motion components being estimated as (𝜇𝛼 cos 𝛿,
𝜇𝛿) = (1.583 ± 0.018, -5.352 ± 0.015) mas yr−1 and distance
𝑑 = 685+50

−14 pc. Soubiran et al. (2018) performed kinematic
analyses for 861 open clusters using Gaia DR2 data, estimating
the radial velocity𝑉𝛾 = -4.12 ± 0.09 km s−1, and space velocity
components (𝑈,𝑉,𝑊) = (-4.12 ± 0.08, -11.98 ± 0.08, -13.60
± 0.06) km s−1 for Trumpler 2. Calculating the age, distance,
distance modulus, and extinction values of 269 open clusters
with the data obtained from the Gaia DR2 catalogue using the
Bayesian statistical method, Bossini et al. (2019) determined
the age of Trumpler 2 cluster as 91+14

−7 Myr. Liu & Pang (2019)
used 86 member stars to calculate the mean proper-motion
components, trigonometric parallaxes, and age. Accordingly,
the values of the parameters as given as (⟨𝜇𝛼 cos 𝛿, 𝜇𝛿⟩) =
(1.574 ± 0.273, -5.323 ± 0.242) mas yr−1, ⟨𝜛⟩ = 1.441±0.048
mas, and 𝑡 = 81 ± 5 Myr. Cantat-Gaudin et al. (2020) obtained
the astrometric and astrophysical parameters belonging to 2017
open clusters based on Gaia DR2 data. According to this study,
the mean proper-motion components and parallaxes are calcu-
lated from 154 member stars as (⟨𝜇𝛼 cos 𝛿, 𝜇𝛿⟩) = (1.583 ±
0.192, -5.352± 0.167) mas yr−1 and ⟨𝜛⟩ = 1.431± 0.058 mas,
respectively. The recent study on the Trumpler 2 was carried
out by Carrera et al. (2022). They performed high-resolution
spectroscopic analyses and obtained metallicities for 41 stars
with high membership probabilities in 20 open clusters includ-
ing Trumpler 2. They determined metallicity value of Trumpler
2 as -0.262 ± 0.106 dex. Furthermore, analysing Gaia EDR3
astrometric data, Carrera et al. (2022) obtained the birth radius
as 8.08 ± 0.05 kpc as well as the kinematic and dynamic or-
bital parameters of the cluster. The literature results are listed
in Table 1 for ease of comparison.

2. DATA

2.1. Astrometric and Photometric Data

By using the high-quality data of the third data release of Gaia
(Gaia DR3, Gaia Collaboration et al. 2022), we constructed the
astrometric and photometric catalogue of the cluster. For this,
we used the equatorial coordinates calculated by Cantat-Gaudin
& Anders (2020) (⟨𝛼, 𝛿⟩) = (02h36m55s.7, 𝛿 = +55◦54′18′′ )
and take into account all stars located throughout the field
of Trumpler 2 within the 50 arcmin region around the centre.
Therefore it has been found that there are 121,569 stars with the
stellar magnitudes between 7 < 𝐺 ≤ 23 mag. The identification
chart of stars (50′ × 50′) located in regions of Trumpler 2 is
shown in Figure 1.

2.2. Photometric Completeness Limit and Photometric
Errors

To calculate reliable structural and astrophysical parameters of
open clusters, it is important to obtain the photometric com-
pleteness limit of the data. To determine the accurate parameter
estimates for Trumpler 2, the photometric completeness limit
of the stars is established by counting the stars corresponding
to the 𝐺 magnitudes. In Figure 2, the histogram shows the
completeness limit as 𝐺 = 20.50 mag which is indicative of
an increase in the star count relative to the magnitude until this
value and then decreases after it. In the following analyses, stars
fainter than this value were excluded statistically and were not
taken into account. The uncertainties in the Gaia DR3 data were
accepted as interval errors and calculated mean 𝐺 magnitudes
with 𝐺BP − 𝐺RP colour indices of stars in the cluster region as
a function of 𝐺 magnitude intervals. Considering 𝐺 = 20.50
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Figure 1. Identification chart of Trumpler 2. The field of view of the chart is
50′ × 50′. North and East correspond with the up and left directions, respec-
tively.

Figure 2. Histogram of number of stars with respect to 𝐺 magnitude intervals
for Trumpler 2. The red dashed-line indicates the faint limit magnitude of the
cluster.

mag, the mean internal 𝐺 magnitude and 𝐺BP − 𝐺RP colour
index were calculated as 0.007 and 0.142 mag at this limit, re-
spectively. Mean errors of photometric data are listed in Table 2
as a function of 𝐺 apparent magnitude. Also, Figure 3 presents
the mean internal errors of𝐺 magnitudes and𝐺BP−𝐺RP colour
indices.

3. RESULTS

3.1. Structural Parameters of Trumpler 2

In order to investigate the extent of Trumpler 2 and determine
its structural parameters, we performed Radial Density Profile
(RDP) analysis. By using Gaia DR3 data within 50 arcmin, we
divided the cluster area into many concentric rings from the
central coordinates given by Cantat-Gaudin et al. (2020). For
the calculation of the stellar density (𝜌(𝑟)), we used the stars
within the 𝐺 ≤ 20.5 mag completeness limit and utilized the

Figure 3. Mean photometric errors calculated for 𝐺 apparent magnitude (a)
and 𝐺BP − 𝐺RP colour index for Trumpler 2.

Table 2. Mean internal photometric errors per magnitude bin in 𝐺 apparent
magnitude and 𝐺BP − 𝐺RP colour index for Trumpler 2.

𝐺 𝑁 𝜎G 𝜎𝐺BP−𝐺RP

(mag) (mag) (mag)

(06, 14] 1839 0.003 0.006
(14, 15] 2056 0.003 0.006
(15, 16] 3930 0.003 0.006
(16, 17] 7566 0.003 0.009
(17, 18] 14083 0.003 0.017
(18, 19] 21699 0.003 0.038
(19, 20] 29495 0.005 0.081
(20, 21] 37454 0.010 0.208
(21, 23] 3447 0.027 0.430

equation of 𝑅𝑖 = 𝑁𝑖/𝐴𝑖 for each ith ring, where 𝑁𝑖 and 𝐴𝑖 are
the number of stars falling into a given ring and the area of
that ring, respectively. Uncertainties in the stellar density were
calculated using the Poisson statistical measure 1/√𝑁 , where
𝑁 is the number of stars. Then, to plot the radial density profile
we used the stellar density and fitted the RDP with the empirical
King (1962) model defined by the following formula:

𝜌(𝑟) = 𝑓bg + 𝑓0
1 + (𝑟/𝑟c)2 (1)

In the equation, 𝑟 denotes the radius of the cluster. The terms
𝑓bg, 𝑓0, 𝑟c represent the background stellar density, the central
stellar density and the core radius of Trumpler 2, respectively.
Minimum 𝜒2 estimation was used in the RDP fitting process to
estimate the 𝑓bg, 𝑓0 and 𝑟c parameters which are listed in Table
3. The best-fit solution to the radial density profile is illustrated
with a solid black line in Figure 4. The correlation coefficient of
the King model (King 1962) with the best-fit model parameters
to the data is 𝑅2 = 0.971, which implies that the estimated
structural parameters are well estimated.
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Table 3. The structural parameters of the Trumpler 2 according to the King (1962) model analyses: (𝛼, 𝛿 ) , 𝑓0, 𝑓bg, 𝑟c, 𝑟obs
lim , 𝑟cal

lim and 𝑅2 are equatorial coordinates,
central stellar density, the background stellar density, the core radius, observational limiting radius, calculated limiting radius and correlation coefficient, respectively.

Cluster 𝛼J2000 𝛿J2000 𝑓0 𝑓bg 𝑟c 𝑟obs
lim 𝑟cal

lim 𝑅2

(hh:mm:ss.s) (dd:mm:ss) (stars arcmin−2) (stars arcmin−2) (arcmin) (arcmin) (arcmin)

Trumpler 2 02:36:55.7 +55:54:18 1.55±0.33 12.59±0.02 2.48±1.09 12 11.7 0.971

Taking into account the visualisation of RDP, we determine
the limiting radii (𝑟obs

lim ) of cluster as 12. The structural param-
eters were derived as 𝑓bg = 12.59 ± 0.02, 𝑓0 = 1.55 ± 0.33
stars arcmin−2 and 𝑟c = 2.48 ± 1.09 arcmin (see also Table 3).
To validate the precision of the observed limiting radii (𝑟obs

lim ),
equation given by Bukowiecki et al. (2011) is used as follow:

𝑟lim = 𝑟c

√︄
𝑓0

3𝜎bg
− 1. (2)

From the equation, we calculated the theoretical limiting ra-
dius as 11.7 arcmin. It is obvious that theoretical and observed
limiting radii values are in good agreement with each other.

Figure 4. The stellar density distribution of Trumpler 2. The fitted black curve
shows the RDP profile of King (1962), whereas the horizontal grey band rep-
resents the background stellar density. The 1𝜎 King fit uncertainty is pictured
by the red-shaded area.

3.2. Membership Probabilities of Stars

As open clusters are located within the Galactic plane, they are
highly contaminated by foreground and background stars. This
situation makes it necessary to separate cluster members from
field stars for determining reliable astrophysical parameters of
the studied cluster. As the member stars of an OC form under
similar physical conditions, they have similar vectorial move-
ments in space. These properties make proper-motion com-
ponents functional information to distinguish cluster members

Figure 5. VPD of Trumpler 2 based on Gaia DR3 astrometry. The membership
probabilities of the stars are identified with the colour scale shown on the right
for the cluster. The zoomed-in panel inset represents the region of condensation
for the cluster in the VPD. The mean proper-motion value of Trumpler 2 is
shown by the intersection of the dashed blue lines.

from the field stars (Bisht et al. 2020). The high accuracy of
Gaia DR3 data (Gaia Collaboration et al. 2022) leads to reliable
results for membership analyses. To determine the membership
probabilities (𝑃) of stars in the direction of Trumpler 2, we
used the membership determination method known as Photo-
metric Membership Assignment in Stellar Clusters (UPMASK,
Krone-Martins & Moitinho 2014) on the Gaia DR3 astromet-
ric data. Many researchers have previously utilized this method
(Cantat-Gaudin et al. 2018, 2020; Castro-Ginard et al. 2018,
2019, 2020; Banks et al. 2020; Akbulut et al. 2021; Wang et al.
2022; Yontan 2023). upmask is a clustering method which is
defined as 𝑘-means. The method allows the detection of similar
groups of stars according to their proper-motion components
and trigonometric parallax, providing statistical probability val-
ues for membership of these groups. We used each detected
stars’ astrometric measurements (𝛼, 𝛿, 𝜇𝛼 cos 𝛿, 𝜇𝛿 , 𝜛) as well
as their uncertainties by running 100 iterations of upmask to
set their membership probability values. Hence, we identified
92 stars for Trumpler 2 as the most probable member stars with
membership probabilities 𝑃 ≥ 0.5, brighter than the photomet-
ric completeness limits and located within the limited radius
(𝑟obs

lim ) described above.
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Figure 6. Histogram of mean trigonometric parallax estimation of Trumpler 2
from the most probable members (𝑃 ≥ 0.50). Red dashed line shows the fitted
Gaussian function.

We constructed the Vector-Point Diagram (VPD), which con-
sists of proper-motion components of the stars, to investigate
the most probable cluster member stars, as shown in Figure 5.
It can be seen from the figure that Trumpler 2 is clearly dis-
tinguished from the foreground and background stars. In Fig-
ure 5, the intersection of the blue dashed lines represents the
mean proper-motion values obtained from the most probable
member stars (𝑃 ≥ 0.5). The mean proper-motion components
of Trumpler 2 are found as (𝜇𝛼 cos 𝛿, 𝜇𝛿)=(1.494 ± 0.004,
−5.386 ± 0.005) mas yr−1. Also, using these member stars
we plotted the trigonometric parallax histogram and calculated
the mean value by fitting the Gaussian functions to the distri-
butions as shown in Figure 6. Thus, we estimated the mean
trigonometric parallax value as 𝜛=1.455±0.059 mas for the
cluster. We transformed the mean trigonometric parallax to
the trigonometric parallax distance (𝑑𝜛) by using the linear
equation of 𝑑 (pc) = 1000/𝜛 (mas) and estimated the value as
𝑑𝜛 = 687 ± 27 pc. This result is in a good agreement with the
results determined in the Gaia era by different researchers (for
a detailed comparison see Table 1).

3.3. Astrophysical Parameters of Trumpler 2

Colour-magnitude diagrams (CMDs) are essential tools to ob-
tain basic astrophysical parameters such as age, distance mod-
ulus, reddening and metallicity of open clusters. These dia-
grams allow identification of a cluster’s main sequence, turn-
off point, and giant members as well as the determination of
reliable cluster parameters. In the current study, considering the
morphology of the most probable (𝑃 ≥ 0.5) cluster members
on the Gaia based CMD, we estimated age, distance moduli

and reddening simultaneously, whereas the metallicity [Fe/H]
was adopted with the value of [Fe/H]=−0.262 ± 0.106 dex as
given by Carrera et al. (2022). To derive the age, distance mod-
uli and reddening of Trumpler 2, we applied PARSEC stellar
isochrones (Bressan et al. 2012) to the observed CMD and
obtained the best fit. We used the PARSEC1 isochrones corre-
sponding to Gaia Early Data Release 3 (EDR3) photometric
passbands (Riello et al. 2021).

We transformed the adopted metallicity [Fe/H]=−0.262 ±
0.106 dex) to the mass fraction 𝑧 for the selection of isochrones
as well as for determination of astrophysical parameters. For the
transformation, we applied the analytic expressions of Bovy2

suitable for parsec isochrones (Bressan et al. 2012). The ex-
pressions are given as follow:

𝑧x = 10[Fe/H]+log
(

𝑧⊙
1−0.248−2.78×𝑧⊙

)
, (3)

and

𝑧 =
(𝑧x − 0.2485 × 𝑧x)
(2.78 × 𝑧x + 1) . (4)

where 𝑧x and 𝑧⊙ indicate intermediate values where solar metal-
licity 𝑧⊙ was accepted as 0.0152 (Bressan et al. 2012). We
derived 𝑧 = 0.0088 for Trumpler 2.

To determine the age, distance moduli and reddening of the
cluster, we constructed a 𝐺 × (𝐺BP − 𝐺RP) CMD and fitted
selected isochrones by visual inspection, according to the most
probable (𝑃 ≥ 0.5) main sequence, turn-off, and giant member
stars. Before the selection of isochrones, we scaled them to the
mass fraction 𝑧, as determined above. This procedure indicated
that the Gaia-based colour excess for Trumpler 2 is 𝐸 (𝐺BP −
𝐺RP)= 0.452 ± 0.019 mag. To compare with literature studies
more accurately, we transformed this value to the 𝑈𝐵𝑉-based
colour excess 𝐸 (𝐵 − 𝑉) by employing the equation 𝐸 (𝐺BP −
𝐺RP) = 1.41 × 𝐸 (𝐵 −𝑉) as given by Sun et al. (2021). Hence,
we find the value as 𝐸 (𝐵 − 𝑉)=0.320 ± 0.013 mag which is
compatible with the results given by Joshi et al. (2016), Bossini
et al. (2019), Zhong et al. (2020) and Carrera et al. (2022)
within the errors (see Table 1).

The PARSEC isochrones with different ages of log(age) =
8.00, 8.04 and 8.08 with 𝑧 = 0.0088 were superimposed to the
observed 𝐺 × (𝐺BP − 𝐺RP) CMD as shown in Figure 7. The
overall fit is acceptable for log(age) = 8.04 to the most proba-
ble members (𝑃 ≥ 0.5), corresponding to the age of Trumpler
2 being 𝑡 = 110 ± 10 Myr. The derived age value is com-
patible with the values given by Bossini et al. (2019), Zhong
et al. (2020) and Cantat-Gaudin et al. (2020) within the for-
mally stated errors (Table 1). The estimated distance modulus
𝜇 = 10.027 ± 0.149 mag corresponds to an isochrone distance

1 http://stev.oapd.inaf.it/cgi-bin/cmd
2 https://github.com/jobovy/isodist/blob/master/isodist/Isochrone.py
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Figure 7. Colour-magnitude diagram for the studied cluster Trumpler 2. Dif-
ferent colour scales show the membership probabilities of the most probable
cluster members. The scales of memberships are represented on colourbars to
the right. Grey-coloured dots identify the stars with probabilities 𝑃 < 0.5.
The best fitting parsec isochrones and their errors are shown as the blue and
green lines, respectively. Superimposed isochrone ages match to 110 Myr for
Trumpler 2

from Sun as 𝑑iso = 686 ± 49 pc. The errors in distance mod-
ulus and isochrone distance were calculated from the relations
presented in Carraro et al. (2017). These relations take into ac-
count the photometric magnitude and colour excess with their
uncertainties. The estimated isochrone distance is in a good
agreement with the values given by different researchers (see
Table 1) as well as with the value of trigonometric parallax
distance 𝑑𝜛 = 687 ± 27 pc calculated in this study.

Moreover, we derived Galactocentric coordinates (𝑋,𝑌, 𝑍)⊙
of Trumpler 2, where 𝑋 , 𝑌 , and 𝑍 are directions toward the
Galactic centre in the Galactic disc, the Galactic rotation and
the Galactic north pole, respectively. We used isochrone dis-
tance, Galactic longitude and latitude of the cluster and calcu-
lated these values as (𝑋,𝑌, 𝑍)⊙ = (−504, 464,−48) pc. These
findings are in fair agreement with the results of Cantat-Gaudin
et al. (2020) (see also Table 4).

4. SPACE VELOCITIES AND GALACTIC ORBITAL
PARAMETERS

Kinematic and dynamical orbit analyses of open clusters are im-
portant to understand the birth radii and Galactic populations of
these objects (Yontan 2023). In this study we performed orbital
integration analyses and obtained the Galactic orbital parame-
ters for Trumpler 2. To do this, we used MWPotential2014 in
the Galactic dynamics library galpy3 package of Bovy (2015)
which is written in Python. The MWPotential2014 model
represents the sum of three-component potentials: the spher-
ical bulge as described in Bovy (2015), the Galactic disc as
defined by Miyamoto & Nagai (1975) and the massive, spher-
ical dark-matter halo as defined by Navarro et al. (1996). The
Galactocentric distance and orbital velocity of Sun were taken
as 𝑅gc = 8 kpc and𝑉rot = 220 km s−1, respectively (Bovy 2015;
Bovy & Tremaine 2012). The distance from the Galactic plane
of the Sun was accepted as 25 ± 5 pc (Jurić et al. 2008).

For the complete integration of the orbit, radial velocity in-
formation is one of the necessary parameters to be known. We
used the available Gaia DR3 radial velocities of the stars to
determine mean radial velocity and its uncertainty for Trum-
pler 2. To do this, we took into account the most probable
member stars with membership probabilities 𝑃 ≥ 0.9, and the
number of these stars are 33. The calculation was based on
the weighted average of stars’ radial velocities (for equations
see Soubiran et al. 2018). Thus, the mean radial velocity was
obtained as 𝑉𝛾 = −4.48 ± 1.11 km s−1. The literature mean
radial velocity findings for Trumpler 2 (see also Table 1) are
−4.12 ± 0.09 (Soubiran et al. 2018), −6.045 ± 12.32 (Zhong
et al. 2020), −3.990 ± 0.746 km s−1 (Dias et al. 2021) and
−4.16± 0.02 km s−1 (Carrera et al. 2022). The mean radial ve-
locity obtained in this study for Trumpler 2 is within 1 km s−1

of the values are presented in these literature studies. To carry
out the orbit integration, we provide the following parameters
as input: the central equatorial coordinates (𝛼 = 02h36m55s.7,
𝛿 = +55o54′18′′ ) taken from Cantat-Gaudin et al. (2020), the
mean proper-motion components (𝜇𝛼 cos 𝛿 = 1.494 ± 0.004,
𝜇𝛿 = −5.386 ± 0.005 mas yr−1) estimated in Section 3.2, the
isochrone distance (𝑑iso = 686 ± 49 pc) from Section 3.3, and
the radial velocity (𝑉𝛾 = −4.48 ± 1.11 km s−1) calculated in
the study (see also Table 4).

We integrated the cluster orbit forward with an integration
step of 1 Myr up to 2.5 Gyr in order to derive the cluster’s
possible current location. Figure 8a shows the 'side view'of the
cluster on 𝑍 × 𝑅gc plane, which indicates the distance from
the Galactic plane and the Galactic centre. To estimate the
possible birth radius of the Trumpler 2, we performed orbit
analyses in the past epoch across a time period equal to its
age (110 Myr). The integration procedure was limited to the
cluster’s age as the potential based uncertainties in time, as

3 See also https://galpy.readthedocs.io/en/v1.5.0/
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well as the additional errors in the distance, proper-motion
components and radial velocity influence the reliability of the
results (Gaia Collaboration et al. 2018; Sariya et al. 2021).
Figure 8b indicates the distance of the cluster on the and 𝑅gc× 𝑡
plane with time. In the figure, the effect of uncertainties in the
input parameters on the orbit of Trumpler 2 is represented. The
results show that Trumpler 2 has an uncertainty of about 0.08
kpc for its possible birth-radius. These results also indicated
that the cluster was formed outside the solar vicinity with a
birth radius of 8.71 kpc.

Orbit integration resulted in the following derivation for
Trumpler 2: apogalactic (𝑅a = 8752 ± 107 pc) and peri-
galactic (𝑅p = 8438 ± 10 pc) distances, eccentricity (𝑒 =
0.018 ± 0.007), the maximum vertical distance from Galac-
tic plane (𝑍max = 101 ± 17 pc), space velocity components
(𝑈,𝑉,𝑊 = −3.71 ± 1.32, −12.08 ± 0.10, −13.81 ± 1.07 km
s−1), and orbital period (𝑃orb = 242 ± 1 Myr). Taking into
account the space velocity component values (𝑈,𝑉,𝑊)⊙ =
(8.83± 0.24, 14.19± 0.34, 6.57± 0.21) km s−1 of Coşkunoǧlu
et al. (2011), we applied a Local Standard of Rest (LSR) cor-
rection to the (𝑈,𝑉,𝑊) components of Trumpler 2. Hence,
we derived the LSR corrected space velocity components as
(𝑈,𝑉,𝑊)LSR = (5.12 ± 1.34, 2.11 ± 0.35, −7.24 ± 1.09) km
s−1. Using these LSR results, we estimated the total space ve-
locity as 𝑆LSR = 9.12 ± 1.76 km s−1, which is compatible
with the velocity value given for young thin-disc stars (Leggett
1992). Perigalactic and apogalactic distances show that orbit of
Trumpler 2 is completely outside the solar circle (Figure 8a).
The cluster rises a maximum distance above the Galactic plane

Figure 8. The Galactic orbits and birth radii of Trumpler 2 in the 𝑍 × 𝑅gc
(a) and 𝑅gc × 𝑡 (b) planes. The filled yellow circle and triangles show the
present-day and birth positions, respectively. Red arrow is the motion vector
of Trumpler 2. The green and pink dotted lines show the orbit when errors
in input parameters are considered, while the green and pink filled triangles
represent the birth locations of the open cluster based on the lower and upper
error estimates.

at 𝑍max = 101 ± 17 pc, indicating that Trumpler 2 belongs to
the thin-disc component of the Milky Way (Bilir et al. 2006a,b,
2008).

5. LUMINOSITY AND MASS FUNCTIONS

The distribution of stellar brightness in an open cluster is known
as its Luminosity Function (LF). The luminosity function and
mass function (MF) are related by well-known mass-luminosity
relationships. The correlation between the absolute magnitude
and mass of the main-sequence stars can be estimated by a high-
degree polynomial equation from the best-fitted age isochrone
of the cluster. We used main-sequence stars with probabilities
𝑃 > 0, located inside the limiting radius obtained in the study
(𝑟obs

lim = 12 arcmin) and within the magnitude range 10 ≤ 𝐺 ≤
19.5 magnitudes to investigate the LF of Trumpler 2. With these
selection criteria, LF analyses were performed from 153 stars.
We transformed apparent 𝐺 magnitudes of the selected stars
into the absolute 𝑀G magnitudes using the distance modulus
equation 𝑀G = 𝐺 − 5× log 𝑑 + 1.8626×𝐸 (𝐺BP −𝐺RP), where
𝐺, 𝑑 and 𝐸 (𝐺BP − 𝐺RP) are apparent magnitude, isochrone
distance, and colour excess that estimated for Trumpler 2 (see
also Table 4). We plot as Figure 9 the LF histogram, with a
bin width of 1 magnitude. It can be seen from the figure that
the absolute magnitude ranges of the used stars lie within the
−2 < 𝑀G < 11 magnitude.

The MF was estimated from the LF through the mass-
luminosity relation derived from the model isochrones (Bressan
et al. 2012) based on the derived age and the previously adopted
metallicity fraction (𝑧) of the cluster. MF is described by the
following expression:

log(dN/dM) = −(1 + Γ) × log 𝑀 + 𝐶. (5)

where 𝑑𝑁 denotes the number of stars per unit mass 𝑑𝑀 , 𝑀
states the central mass, 𝐶 is the constant for the equation, and
Γ is the slope of the MF.

We created a high-degree polynomial equation between the

Figure 9. The luminosity function based on selected stars (𝑃 > 0) for Trumpler
2.
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𝐺-band absolute magnitudes and masses. Using this equation
we transformed the observational absolute magnitudes 𝑀G of
the selected 153 stars (𝑃 > 0) into masses. With this process,
we determined that the mass range of the 153 stars was inside
0.5 ≤ 𝑀/𝑀⊙ ≤ 3.25. Applying equation 5, we derived the
MF slope value as Γ = 1.33 ± 0.13 for the cluster, as shown in
Figure 10.

In the study, the total mass of the cluster is also examined
as a function of the membership probabilities of the stars, as
shown in Figure 11. Figure 11a shows the total stellar mass
with a bin width of 0.1 membership probabilities (Δ𝑃 = 0.1),
whereas Figure 11b represents the cumulative values of this
distribution. Stars with probabilities 𝑃 > 0.9 have a total mass
of 106𝑀⊙ , while stars with probabilities 𝑃 > 0 have a total
mass of 162𝑀⊙ . Also, when considering the total mass of the
stars with probabilities 𝑃 > 0.5, the total mass of the cluster is

Figure 10. Mass function of Trumpler 2. Blue line indicates the calculated mass
function of the cluster, whereas black dashed lines present the ±1𝜎 standard
deviations. Black solid line shows the slope of Salpeter (1955).

Figure 11. Total mass of Trumpler 2 based on membership probabilities (a)
and their cumulative masses (b). The numbers above the bins represent the total
mass of each bin in the histogram.

117 𝑀/𝑀⊙ , corresponding to 72 per cent of the total mass of
stars in all membership probabilities.

6. CONCLUSION

We presented photometric, astrometric, and kinematic analyses
of open cluster Trumpler 2 using Gaia DR3 data. We identified
92 members as the most probable members with probabili-
ties 𝑃 ≥ 0.5 in the direction of the cluster. These stars were
used to estimate fundamental astrophysical and Galactic orbit
parameters. We obtained age, distance modulus and reddening
simultaneously from a Gaia-based CMD, whereas the metallic-
ity is taken from the literature Carrera et al. (2022). The results
are listed in Table 4. The main outcomes of current study are
summarized as follows:

1. We derived structural parameters from the RDP analyses.
Analyses concluded that the background stellar density, central
stellar density and the core radius values of the cluster are 𝑓bg =
12.59±0.02 stars arcmin−2, 𝑓0 = 1.55±0.33 stars arcmin−2 and
𝑟c = 2.48±1.09 (arcmin), respectively. The limiting radius was
determined by the visual eye from RDP fitting. It was adopted
as the point where the RDP model matches with the background
density level. Accordingly, the value of the limiting radius was
concluded to be 𝑟obs

lim = 12 arcmin.
2. On the basis of the VPD, we estimated mean

proper-motion components as (𝜇𝛼 cos 𝛿, 𝜇𝛿) = (1.494 ±
0.004,−5.386 ± 0.005) mas yr−1.

3. The metallicity value ([Fe/H] = −0.262 ± 0.106 dex) of
the cluster was taken from the study of Carrera et al. (2022)
and transformed to the mass fraction 𝑧 = 0.0088 to estimate
age and distance modulus.

4. The Gaia based colour excess was estimated as 𝐸 (𝐺BP −
𝐺RP) = 0.452 ± 0.019 mag by comparing the cluster CMD to
the theoretical PARSEC isochrone (Bressan et al. 2012) with
𝑧 = 0.0088. This value corresponds to a 𝑈𝐵𝑉-based colour
excess to be 𝐸 (𝐵 − 𝑉) = 0.320 ± 0.013 mag via the use of
expression 𝐸 (𝐺BP −𝐺RP) = 1.41 × 𝐸 (𝐵 −𝑉) as given by Sun
et al. (2021).

5. The isochrone fitting distance to the open cluster Trumpler
2 was derived as 𝑑iso = 686±49 pc. This value is matched well
by the distance obtained from the mean trigonometric parallax
𝑑𝜛= 687±27 pc. The age was evaluated as 𝑡 = 110±10 Myr by
fitting the isochrone with 𝑧 = 0.0088 scaled given by Bressan
et al. (2012) to the observable CMD.

6. The mass function slope of Trumpler 2 was obtained as
Γ = 1.33±0.13. This slope is in good agreement with the value
of 1.35 given by Salpeter (1955). The total mass of Trumpler 2
is about 162 𝑀/𝑀⊙ .

7. Galactic orbit analyses showed that Trumpler 2 is orbiting
in a boxy pattern outside the solar circle and belongs to the
young thin-disc component of the Milky Way. Moreover, the
birth-radius (8.71 ± 0.08 kpc) indicated that the cluster was
formed outside the solar circle.
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Table 4. Fundamental parameters of Trumpler 2.

Parameter Value

(𝛼, 𝛿)J2000 (Sexagesimal) 02:36:55.7, +55:54:18
(𝑙, 𝑏)J2000 (Decimal) 137.3863, −03.9778
𝑓0 (stars arcmin−2) 1.55±0.33
𝑓bg (stars arcmin−2) 12.59±0.02
𝑟c (arcmin) 2.48±1.09
𝑟lim (arcmin) 12
𝑟 (pc) 2.39
Cluster members (𝑃 ≥ 0.5) 92
𝜇𝛼 cos 𝛿 (mas yr−1) 1.494 ± 0.004
𝜇𝛿 (mas yr−1) −5.386 ± 0.005
𝜛 (mas) 1.455 ± 0.059
𝑑𝜛 (pc) 687 ± 27
𝐸 (𝐵 −𝑉) (mag) 0.320 ± 0.013
𝐸 (𝐺BP − 𝐺RP) (mag) 0.452 ± 0.019
𝐴G (mag) 0.842 ± 0.035
[Fe/H] (dex) −0.262 ± 0.106∗

Age (Myr) 110 ± 10
Distance modulus (mag) 10.027 ± 0.149
Isochrone distance (pc) 686 ± 49
(𝑋,𝑌, 𝑍)⊙ (pc) (−504, 464, -48)
𝑅gc (kpc) 8.52
MF slope 1.33 ± 0.13
Total mass (𝑀/𝑀⊙) 162
𝑉𝛾 (km s−1) −4.48 ± 1.11
𝑈LSR (km s−1) 5.12 ± 1.34
𝑉LSR (kms−1) 2.11 ± 0.35
𝑊LSR (kms−1) −7.24 ± 1.09
𝑆LSR (kms−1) 9.12 ± 1.76
𝑅a (pc) 8752 ± 107
𝑅p (pc) 8438 ± 10
𝑧max (pc) 101 ± 17
𝑒 0.018 ± 0.007
𝑃orb (Myr) 242 ± 1
Birthplace (kpc) 8.71 ± 0.08
∗Carrera et al. (2022)
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ABSTRACT
Age-metallicity relation for the Galactic disc is a crucial tool and is used to constrain the Galactic chemical evolution models.
We investigated the age-metallicity relation of the Galactic disc using the red giant branch stars in the Solar neighbourhood.
The data cover the Galactocentric radius of 7 ≤ 𝑅gc (kpc) ≤ 9.5, but extends up to 4 kpc in height from the Galactic plane.
We used kinematic age derived from highly precise astrometric data of Gaia Data Release 2 and element abundance ratios from
high-resolution spectroscopic data of APOGEE-2 catalogues. We applied a two-component Gaussian mixture model to chemically
separate the programme stars into thin and thick disc populations. The stars in each population are grouped into different distance
intervals from the Galactic plane. The mean metal abundances and velocity dispersions of the stars in the groups were calculated and
the kinematic ages were determined from their kinematic parameters. We found a steep relation for the thin disc with -0.057±0.007
dex Gyr−1, and even a steeper value of -0.103±0.009 dex Gyr−1 for the thick disc. These age-metallicity relations along with the
prominent differences in age, metallicity, and kinematic behaviours seen from the data, clearly show that it is important to consider
the distinct formation scenarios of the Galactic disc components in modelling the Milky Way.

Keywords: Galaxy: solar neighbourhood – disc – structure – stars: red giant branch

1. INTRODUCTION

Galactic archaeology is built upon dependable features of stars,
and interstellar medium to reconstruct the formation history by
considering certain evolutionary scenarios. Features like kine-
matics, age and chemistry help track the past events of the
Galactic formation. It is known that kinematics of a star can
change over time due to large scale perturbations and tendence
to adapt the surrounding environment. Age of a star can be es-
timated from the atmosphere model properties using statistical
methods or it can be inferred from the kinematic properties
once the basic observational parameters are determined pre-
cisely. Chemistry of a star changes as a function of time during
the Galactic evolution. From the first concrete formation sce-
narios of ELS (Eggen et al. 1962) and SZ (Searle & Zinn 1978)
to sophisticated chemo-dynamic models (i.e. Minchev et al.
2013), our understanding of the Milky Way has evolved with
the aid of precise photometric, spectroscopic and astrometric
data of hundreds of millions of stars where most lie within the
extended Solar neighbourhood (< 2 kpc). This knowledge has
enabled us to get a rough idea of the chemical and kinematic be-
haviours of the stars as we move away from the Galactic centre
in all directions within the Milky Way. Accordingly, the stars
in the central bulge region are old and their metallicity tends
to increase radially away from the Galactic centre and decrease

perpendicularly from the Galactic plane. This suggests that the
outer and central parts of the Milky Way were formed earlier
than the disk objects (Eggen et al. 1962). This general age trend
is followed by inversely related iron and alpha-element abun-
dance ratios, such that older stars have lower iron and higher
alpha abundances, as a result of Type II supernova activity, than
younger ones. On the other hand, atmospheric abundances of
younger stars indicate that iron and alpha element abundance
ratios are reversed, as a result of increasing Type Ia supernova
activity in our Galaxy. This shows that there is a way to track
the evolution of the Milky Way using chemical element abun-
dances, which is the basis of the chemical evolution models.

Chemical evolution has been one of the ways to understand
the evolution of the Milky Way disc since its formation. Pri-
mordial gas trapped in stars changes with stellar evolution. The
gas in the Galaxy becomes a subject to recycled chemical en-
richment over time. The formation mass of a star determines
the chemical element production yield and the method of re-
cycling of the gas. On one end, if the star is a low-mass the
gas trapped inside the star will retain initial chemical diver-
sity for a long time. On the other hand, if the star is massive,
then star will produce a variety of chemical elements via nu-
clear reactions and return the gas with significant change in it’s
chemistry. The overall impact of the recycling process can be
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resolved through an accurate determination of the history of
star formation. This mechanism is also responsible for the in-
crease in metallicity in stars, and as such, serves as a measure of
time evolution. Elements leave detectable imprints on starlight
that can be measured through spectral analysis. This interpre-
tation has already been made by several authors as chemical
tagging (Freeman & Bland-Hawthorn 2002) or the chemical
clock approach (Chiappini, Matteucci & Gratton 1997). Since
the distribution of metallicity has a tendency to evolve in time
due to differences of initial mass function across the Galaxy
and due to spatial velocities of stars. This provides a unique
way to infer the star formation rate, metallicity distribution,
amount of gas accretion and supernova activity. Within the last
decade, chemical evolution models have been combined with
dynamic models to form chemo-dynamic ones, giving greater
insight into the Galaxy formation (Minchev et al. 2016).

The last two decades have witnessed major developments in
observational astronomy that enlarge our understanding of the
Milky Way. The first decade of 2000’s were dominated by pho-
tometric all sky surveys that prepared the necessary grounds
to initiate spectroscopic sky surveys such as GCS (Nordström
et al. 2004), RAVE (Steinmetz et al. 2006), BRAVA (Rich et al.
2007), APOGEE (Allende Prieto et al. 2008), SEGUE (Yanny
et al. 2009), GES (Gilmore et al. 2012), LAMOST (Zhao et al.
2012), GALAH (De Silva et al. 2015), and GSP-Spec (Recio-
Blanco et al. 2022). These surveys made it possible to study
the structure, formation and evolution of the Milky Way in
depth. Galactic disc formation and evolution studies rely on
the observations and theoretical models by means of chem-
istry, kinematic properties and ages of its main ingredients, i.e.
stars, gas and dust. Among these properties the chemical con-
tent of up to 20+ elements in the atmospheres of stars in the
Solar neighbourhood is obtained more reliably with the aid of
high resolution and high signal-to-noise spectroscopic all sky
surveys. Kinematic properties of stars can be derived by five
astrometric parameters and one spectroscopic parameter, i.e.
radial velocity, in which the astrometric ones are now provided
by the Gaia (Gaia Collaboration et al. 2018).

The first age-metallicity relation (AMR) studies used the
Hipparcos data of F-G spectral type main-sequence stars. Us-
ing these data, Twarog (1980) speculated for the first time that
there might be a relation between age and metallicity. Edvards-
son et al. (1993) suggested that there exists a wide spread be-
tween age and metallicity that implies there may not be such
a relation between these parameters. Carraro, Ng & Portinari
(1998) analysed the AMR for four different data types, i.e.
F-G main-sequence stars, open clusters, synthetic populations
and chemical evolution models, then compared the resulting
AMRs. In the study, ages were calculated with the synthetic
colour-magnitude diagram method using the metallicity, colour
excess and distance modulus, while metallicities were deter-
mined via spectroscopic and/or photometric methods, which
the data regarding were compiled from independent sources in

the literature. They pointed out that AMRs found are unable to
explain the existence of old and relatively metal-rich stars and
clusters. They found that there is a large spread in metallicity
at any age. In another study, Ng & Bertelli (1998) determined
a gradient of the AMR as -0.07 dex Gyr−1. In studies that use
combined astrometry with Strömgren photometry data of Solar
neighbourhood stars (Olsen 1983, 1993), Feltzing, Holmberg
& Hurley (2001) found a prominent AMR for a sample of early
spectral type stars while no AMR for late-type stars by asserting
these stars which have longer lifetime. Nordström et al. (2004)
have used the data consisting of around 14,000 main-sequence
stars, but despite the sensitivity of their data they claimed that
their calculated AMR was dispersed because of the uncertain-
ties. Soubiran et al. (2008) showed no relation between age
and metallicity for red giant branch (RGB) stars older than
5 Gyr. Using RAVE DR3 spectroscopic data of F-G spectral
type main-sequence stars, Duran et al. (2013) investigated the
age and metallicity relation. They have shown that the AMR
is related to the spectral type, but not to the population type.
Haywood et al. (2013) have studied the AMR in the Galactic
disc and found -0.025 dex Gyr−1 for the thin disc and -0.15 dex
Gyr−1 for thick disc sample. Bergemann et al. (2014) used the
high-resolution UVES spectra of GES survey to investigate the
relationship between age, metallicity and 𝛼-enhancements in
F-G main-sequence stars. They claimed a nearly flat AMR for
stars younger than 8 Gyr, while no AMR for stars older than 8
Gyr due to the spread in metallicity in the Solar neighbourhood.

Lin et al. (2018) have examined the AMR using 4,000 stars
selected from Gaia DR1 TGAS catalogue. They have found
-0.032 dex Gyr−1 of AMR gradient for stars older than 10 Gyr.
Wojno et al. (2018) have analyzed 25,000 FGK spectral type
main-sequence stars in 7 < 𝑅gc (kpc) < 9 selected from RAVE
and TGAS catalogues by separating their sample into low- and
high-𝛼 sub-samples. This study claims the existence of AMR
in both chemical discs. Feuillet et al. (2019) also supports this
result. In their study, they have investigated the AMR for iron
and 𝛼-element abundance ratios using the RGB stars selected
from APOGEE catalogue and Gaia DR2 astrometry. They have
claimed that there is a significant variation between age and
metallicity as a function of current Galactocentric radial and
vertical distances from the Galactic centre and Galactic plane,
respectively, for the first time. They have suggested that AMR
supports the radial migration of stars on the disc plane.

In recent studies, AMR investigations have become more
intricate than before due to the contribution of additional ele-
ment abundance ratios, i.e. iron-peak, alpha-, neutron-capture
and s-process elements, from HRS spectra. Casali et al. (2020)
have studied relations between [X/Fe] and stellar age for 560
solar-like stars in the Solar neighbourhood using their HARPS
spectra. They have shown that there are strong correlations be-
tween [X/Fe] and stellar age with negative slope for s-process
elements, a positive slope for 𝛼-elements and nearly flat relation
for iron-peak elements. Nissen et al. (2020) have analysed the
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relations between 13 element abundance ratios and model ages
of 72 solar-like stars with HARPS spectra. They found two se-
quences in the age-metallicity distribution and have interpreted
these as an evidence of gas accretion in two episodes onto the
disc. However, they have concluded that there is a need for a
deeper study that eliminates the systematic errors in abundance
derivation.

An important issue in AMR studies is the estimation of
accurate stellar age, which is not a directly measured prop-
erty. There are various methods to obtain this information.
The most popular one depends on the isochrone matching
based on the application of Bayes statistics to the observa-
tional priors defined from the stellar spectra. This application
gives a probability density function (Pont & Eyer 2004; Jør-
gensen & Lindegren 2005) which helps to define the most
likely age. This method provides relatively precise ages (±1
Gyr; Edvardsson et al. 1993; Casagrande et al. 2011; Bensby
et al. 2014) for stars in middle spectral types (FGK), be-
cause it depends on the precision of stellar evolution tracks
and only iron abundance ratios, so far. Theoretical tracks, even
though they improve over time, give better results for rela-
tively metal-rich stars. At the upper, and lower limits of the
metallicity range −2.2 ≤ [Fe/H] (dex) ≤ 0.50 for PARSEC;
−4 ≤ [Fe/H] (dex) ≤ 0.45 for MIST for the Galactic studies,
probability density functions are impaired so that stellar age
cannot be determined, especially for stars with [Fe/H]≤ -2.2
dex. Another age determination method uses astroseismology.
However, this method is not applicable to all stars. As a star
evolves, its chemical composition changes, affecting the aver-
age mass of a particle in a gas, leading to an increase in pressure
at a given temperature. This results in a change in the speed
of sound. This method measures the speed of sound inside a
star by finding the characteristic oscillation frequencies, which
gives the age of the star.

Old AMR studies have used early and late spectral type main-
sequence stars. The stars spend 90% of their lifetimes in the
main sequence stage. Especially, atmospheres of FGK main-
sequence stars reflect the chemical properties of their proto-
stellar cloud, so the most reliable metallicity can be inferred
from these objects. These objects are fairly common stars in the
Solar neighbourhood, since they were targeted in most of the
spectroscopic sky surveys. However, these stars cannot provide
information from great distances due to their relatively low
luminosity. Nevertheless, AMR can be probed in great distances
using red giant branch (RGB) stars as stellar tracers instead of
main-sequence stars. RGBs are bright objects that reside on
the red, metal-rich part of the observational colour-magnitude
diagram. An RGB star has an isothermal non-burning helium
core with degenerate electrons (Chiosi 1998) and produces core
energy from the surrounding shell of it’s core and there is a large
convective envelope beyond this shell. Red giants are evolved
stars which "burn" hydrogen in a shell around an inert helium
core (see, Iben 1968). If the mass of the star is sufficiently large,

then this core grows massive enough to initiate helium fusion
(Schwarzschild & Selberg 1962). The helium mass in the core
continuously increases as it is fed by freshly synthesized helium
in the shell, resulting in the star shining brighter over time and
the effective temperature continuously decreasing. RGB stars
lose mass from their convective envelopes and this causes dust
shells to form around them (Origlia et al. 2002; Boyer et al.
2008). This means that age estimation using stellar isochrones
with spectroscopic priors becomes an impossible task for RGB
stars. On the other hand, HRS spectroscopic data of APOGEE-
2 and highly precise Gaia astrometric data helps to find other
solutions for RGB stars. Spectroscopic and astrometric data
can be used to determine the space velocity components and
especially their dispersions, which will help to determine stellar
ages kinematically (Wielen 1977).

In this study, we present the results on the AMR derived from
the RGB stars in the Solar neighbourhood that belong to differ-
ent chemical Galactic disc components. Section 2 explains the
data selection, distance and space velocity estimation. Section
3 describes the chemical separation of RGB stars into disc com-
ponents and kinematic age derivation. Section 4 deliberates the
results for calculated AMRs of chemical discs and Section 5
gives the summary and discussion of the results by comparing
with the literature.

2. DATA

The AMR for the Milky Way disc is investigated using the Sloan
Digital Sky Survey’s (SDSS) sixteenth data release (DR16)
(Blanton et al. 2017; Ahumada et al. 2020) taken as part of
the second, dual hemisphere phase of APOGEE (APOGEE-2)
(Majewski et al. 2017). The APOGEE/DR16 dataset includes
about 473,307 stars using the two 300-fibre APOGEE spec-
trographs (Wilson et al. 2019) and the APOGEE survey has
near-complete coverage in Galactic longitude, due to the first re-
lease of data from Las Campanas Observatory in Chile (Bowen
& Vaughan 1973). The APOGEE spectroscopic data reduction
pipeline (cf Holtzman et al. 2015; Nidever et al. 2015) supply ra-
dial velocity (𝛾) and atmospheric model parameters (𝑇eff , log 𝑔,
[Fe/H]), while more than 20 different elemental abundances
are provided from the APOGEE Stellar Parameters and Chem-
ical Abundances Pipeline (ASPCAP; Holtzman et al. 2018;
García Pérez et al. 2016). APOGEE/DR16 data is extracted
from high resolution (𝑅 ∼ 22, 500) and high signal-to-noise
(𝑆/𝑁 > 100) spectra and complemented with the second data
release of Gaia (Gaia DR2; Gaia Collaboration et al. 2018) as-
trometric and photometric data. So, no additional cross-match
is performed between APOGEE-2 and Gaia DR2 catalogues.
There are 407,266 stars out of 473,307 have all atmospheric
model parameters (𝑇eff , log 𝑔, [Fe/H], [𝛼/Fe]) and trigonomet-
ric parallaxes (𝜛) in the APOGEE-2 catalogue. These stars
cover 3000 < 𝑇eff (K) < 9000 and 1 < log 𝑔 (cgs) < 6 inter-
vals on the log 𝑔×𝑇eff plane. Stars with negative parallax values
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Figure 1. Kiel diagrams of the RGB stars colour coded for the stellar number density (a) and the metallicity (b), respectively. 𝑇eff and log 𝑔 histograms are plotted
parallel to apses and ordinate axes in both HR diagrams.

are also eliminated from the sample. In this study, AMR is in-
vestigated using RGB stars, which are selected by constraining
the data on the effective temperature and the surface gravity
plane, i.e. 3500 < 𝑇eff (K) < 6500 and 0.5 < log 𝑔 (cgs) < 3.5.
RGB stars are colour coded by the logarithmic number den-
sity (left panel) and the metallicity (right panel) as shown in
the Figure 1. In this sample, there are 233,568 objects with
[Fe/H] ≥ −2.5 dex and 𝜛 > 0.1 mas. PARSEC isochrones
(Bressan et al. 2012) are also plotted on the log 𝑔 × 𝑇eff plane
by assuming constant stellar age of 7 Gyr and the PARSEC
isochrones are chosen for −2.25 < [Fe/H] (dex) < 0.5 metal-
licity range with 0.25 dex steps. These isochrones are plotted
on the Kiel diagram with black-solid lines and it can be seen
that these calibrated theoretical models are in good-agreement
with observational data. Also in the figure, the 𝑇eff and log 𝑔
histograms are presented parallel to apses and ordinate axes in
both Kiel diagrams. RGB stars in the APOGEE-2 survey have
high 𝑆/𝑁 , so the 𝑆/𝑁 median values at 50%, 68% and 95% of
the RGB samples are 175, 125, 75, respectively. The precision
in APOGEE-2 radial velocities of RGB stars is around ≤ 2 km
s−1, so there is no need to put constraints on both 𝑆/𝑁 and
radial velocity.

Our RGB sample intersects with relatively metal-rich red
clump stars, which are easily spotted on the Figure 1’s panel (a)
as a dark red dense elipsoidal region. This region is a mixture of
ascending red giants, descending red giants after helium flash
and stable helium burning red clump stars. We used the tech-
nique of of Plevne et al. (2020) to determine the contamination
of this region by red giant at different level of stellar evolution.
In this technique RC stars were determined using the width
of half maximum and the standard deviation of the Gaussian
distributions on the log 𝑔 × 𝑇eff plane. Based on this analysis it
is found that RGB sample is contaminated only 22% with RC
stars according to the 1𝜎 of the distribution of stars within the
ellipsoid.

The position of 233,568 RGB stars in equatorial and Galactic
coordinates are shown in Figure 2. Most of the sources are
found on the northern hemisphere. In the southern hemisphere
there are relatively small number of sources observed within
the APOGEE-2 campaign. Many of the APOGEE-2 stars are
observed on the Galactic plane which is the main difference
from the other spectroscopic sky surveys. Unlike the position of
stars in equatorial coordinates, there are more stars in northern
Galactic hemisphere in Galactic coordinates, which is caused
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Figure 2. The positions of 233,568 RGB stars in Equatorial (left panel) and Galactic (right panel) coordinate systems.

by the 63◦ difference between two coordinate systems. It shows
the regions where |𝑏 | > 20◦ are surveyed more systematically.
There are 142,178 stars in the northern and 91,390 stars in
the southern hemisphere. Distance histograms of APOGEE-2
RGB stars are shown for various relative parallax error limits
in Figure 3. The sub-samples are obtained for 𝜎𝜛/𝜛 ≤ 0.20,
0.15, 0.10, 0.05, 0.02, 0.01 and the number of stars is given in
the figure. Percentage of the RGB stars corresponding to above
relative parallax error limits are 67%, 58%, 45%, 20%, 3%
and 0.4%, respectively. So it is preferred to limit the relative
parallax errors to 0.1 in order to minimize the errors in distance
estimation, which reduces the sample size to 104,241 stars.
The RGB sample is further divided into the discrete relative
parallax error intervals at 0.05, 0.08 and 0.10, but this time
to investigate the dispersed effect and the level of necessity
of applying the Lutz & Kelker (1973, LK) bias correction to
the Gaia DR2 parallaxes. These intervals include 45%, 37%
and 18% of the APOGEE-2 RGB samples, respectively. For
these discrete sub-samples, the LK corrections, to be applied
to the Gaia DR2 trigonometric parallaxes that are calculated
using Eq. 12 of Smith (1987), are found as ≤ 1%, 1-2.6% and
2.6-4.3% respectively (see also, Çelebi et al. 2019). Based on
these results no LK correction is applied to the trigonometric
parallaxes of 104,241 RGB stars.

Figure 3. Distance histograms of RGB stars based on different relative parallax
errors.

2.1. Stellar Distances

Stellar distances are obtained using the Gaia DR2 trigonomet-
ric parallaxes of the RGB stars with two methods; the inverse of
trigonometric parallaxes (1/𝜛) and Bayesian statistics based on
the probability analysis (Bailer-Jones 2015; Bailer-Jones et al.
2018, BJ18). Comparison between stellar distances with 1/𝜛
and BJ18 methods and their residuals are shown in Figure 4.
Data points are coloured based on the relative parallax errors.
The increase in percentages of the RGB stars with the distance
is given with the histograms in the upper panel. It is seen that
RGB stars reach up to 8 kpc and 87% of the samples lie within
3 kpc distances in the Figure 4. Distances start to deviate from
each other at 1 kpc and this becomes apparent at 2 kpc. Similar
comparison was performed at Plevne et al. (2020) for their RC
sample. The distance difference becomes larger with increasing

Figure 4. Distance comparison between 1/𝜛 and BJ18 methods for RGB stars
(upper panel). Individual relative parallax errors of RGB stars are represented
with colours. Also, on the right y-axis, and on the background the increment
of the sample with increasing distances is shown with green step function. The
residual distances are shown with ⟨Δ⟩=-0.08 kpc and 𝜎⟨Δ⟩=0.13 kpc. Red
dashed line represents the zero line (lower panel).
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distance and reaches to 1 kpc at 6 kpc distance in 1/𝜛 scale.
The mean residual distance is -0.08 kpc and it’s dispersion is
0.13 kpc. This implies the distance estimation method is not
a critical ingredient up to 2 kpc. In order to see the spatial
distribution of 104,241 RGB stars, the Heliocentric coordi-
nate components (𝑋 , 𝑌 , 𝑍) are calculated using their Galactic
coordinates (𝑙, 𝑏) and distances (𝑑). Heliocentric distance dis-
tributions of RC stars on𝑌 ×𝑋 (a) and 𝑍 ×𝑋 (b) planes for 1/𝜛
methods are given in Figure 5. Figure is colour-coded with the
logarithmic number density. Median distance to the Sun and
median heliocentric distance components with their respective

Figure 5. Spatial distribution of RGB stars on heliocentric𝑌 ×𝑋 (a) and 𝑍 ×𝑋
(b) planes.

Figure 6. Variations of 𝑑𝑈 (a) and 𝑑𝑉 (b) differential rotation corrections
with Galactic longitude.

standard errors are 3.24 kpc and (𝑋 , 𝑌 , 𝑍)=(−0.660 ± 0.004,
+0.440 ± 0.004, +0.360 ± 0.003) kpc, respectively.

2.2. Space Velocity Components

This study is based on the kinematic properties of RGB stars.
The accuracy of the kinematic properties is increased with the
quality of astrometric data and with the high resolution and 𝑆/𝑁
spectroscopic data compiled from known sky surveys. Space
velocity components (𝑈,𝑉,𝑊) and their respective uncertain-
ties (𝑈err,𝑉err,𝑊err) of the RGB sample are calculated using the
algorithm and matrices of Johnson & Soderblom (1987) for the
J2000 epoch for the right-handed Galactic reference system.
This means that 𝑈 is positive towards the Galactic centre, 𝑉 is
in the direction of Galactic rotation, and 𝑊 is positive towards
the North Galactic Pole. The total space velocity (𝑆) for each
star is calculated as 𝑆 =

√
𝑈2 +𝑉2 +𝑊2.

Two out of three space velocity components (𝑈 and 𝑉) are
directed parallel to the Galactic plane. Since the Galactic disc
rotates differentially starting from around 2 kpc to the outer lay-
ers, then𝑈 and𝑉 should be corrected to compensate for the im-
pact on the orbital speeds with these distances from the Galac-
tic centre by applying Mihalas & Binney (1981)’s differential
rotation correction formulae. Variations of 𝑑𝑈 and 𝑑𝑉 with
respect to the Galactic longitudes are shown in Figure 6. Cal-
culation shows the differential rotation correction vary between
−120 < 𝑑𝑈 (kms−1) < +150 and −10 < 𝑑𝑉 (kms−1) < +10.
The median distance of the RGB sample shows that this cor-
rection is significant. After the correction 𝑈, 𝑉 and 𝑊 com-
ponents are reduced for the local standard of rest by using the
(𝑈,𝑉,𝑊)⊙ = (8.83 ± 0.24, 14.19 ± 0.34, 6.57 ± 0.21) km s−1

values of Cos, kunoǧlu et al. (2011).
Propagating the uncertainties in radial velocity, trigonomet-

ric parallax and proper motion components of RGB stars using
Johnson & Soderblom (1987)’s algorithm gives the uncertainty
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Figure 7. 𝑆err histogram of 104,241 RGB stars and cumulative change of stellar
number (a). Red solid line represents the 2𝜎 limit on 𝑆err axis, while red dashed
line represents the corresponding number of stars to 2𝜎. Error histograms of
space velocity components, i.e.𝑈err (b), 𝑉err (c), and 𝑊err (d), before (purple)
and after (red) the 𝑆err=10.68 km s−1 cut-off.

on each space velocity component. Then, the total space veloc-
ity error (𝑆err) is obtained from these uncertainties for each star
from 𝑆err =

√︁
𝑈2

err +𝑉2
err +𝑊2

err relation. 𝑆err distribution and
the cumulative variation of the percentile number of stars and
the error histograms of RGB sample are shown in Figure 7.
In panel (a), the blue histogram shows the raw distribution of
the total space velocity, which reaches up to 𝑆err = 60 km s−1,
while the red line represents the 2𝜎 value. Step function shows
the number of RGB stars with the cumulative increase of RGB
stars with 𝑆err.

Accuracy of the kinematic parameters is enhanced by apply-
ing a final constraint on the 𝑆err distribution. Based on the 2𝜎
value of the distribution a cut-off point is defined as 10.68 km
s−1. Eliminating the stars beyond this cut-off point provides the
most sensitive kinematic RGB sample, which is composed of
99,029 stars. Median space velocity errors of this sample are
(𝑈err, 𝑉err,𝑊err) = (1.06 ± 0.003, 1.06 ± 0.003, 0.90 ± 0.003)
km s−1. In panels of Figure 7, distributions of the individual

space velocity component errors (𝑈err, 𝑉err, 𝑊err) are shown
before (light-blue histograms) and after (red histograms) the
cut-off.

After correcting the space velocity components for the differ-
ential rotation and LSR, and constraining the RGB sample for
𝑆err, the distribution of the space velocity components of 99,029
RGB stars on the𝑈LSR×𝑉LSR and𝑊LSR×𝑉LSR planes are shown
in Figure 8. The figure is colour coded for logarithmic number
density of RGB stars where space velocity components vary
−200 ≤ 𝑈LSR (km s−1) ≤ 200, −240 ≤ 𝑉LSR (km s−1) ≤ 70,
and −120 ≤ 𝑊LSR (km s−1) ≤ 120 intervals. According to the
positions of RGB stars on these planes, stars with small space
velocity errors are moving at Solar like velocities. By doing so
the velocity dispersion calculations are precise enough to use in
age calculations for an AMR investigation. Dispersion of space

Figure 8. Distribution of velocity components of RGB stars on to the Galactic
planes:𝑈LSR×𝑉LSR (a) and𝑊LSR×𝑉LSR (b). RGB stars are colour coded with
logarithmic stellar number density. Black dashed-lines in both panels show the
centroid of the LSR as 0 km s−1.
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velocity components (𝜎U, 𝜎V, 𝜎W) are calculated using Eq. 1
below:

𝜎U =

√√√√ 𝑁∑︁
𝑖=1
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𝑁
.

(1)

here𝑈i,𝑉i, and𝑊i and 𝑁 , represent space velocity components
for each star and total number of stars in the stellar sub-sample,
respectively.

AMR is investigated on the current Galactocentric radial
distance (𝑅gc) from the Galactic centre and current vertical
distance (𝑍) from the Galactic plane. 𝑅gc values of RGB stars
are calculated using the formula derived from the geometry
(see Tunçel Güçtekin et al. 2019). The distribution of our RGB
sample on 𝑍 × 𝑅gc plane is shown in Figure 9, where the stars
are colour coded according to their metallicity. Galactic plane
(at 𝑍 = 0) and the Solar cylinder (7 ≤ 𝑅gc (kpc) ≤ 9) borders
are presented with the black dashed lines in Figure 9. In this
study, the AMR investigations are focused on the Solar cylinder,
where 43,592 RGB stars lie inside these borders. This is the final
sample used in AMR analysis. It is noticed that there are three
times more stars lie at 𝑍 > 0 kpc (32,187 stars) than 𝑍 ≤ 0 kpc
(11,405 stars).

Figure 9. Distribution of RGB stars coloured by metallicity on the 𝑍 × 𝑅gc
plane. Vertical dashed lines represent the borders of the solar cylinder (7 ≤
𝑅gc (kpc) ≤ 9) and horizontal dashed lines shows Galactic plane.

3. METHODS

This study aims to examine the age and metallicity trends within
the Galactic disc. There are strong evidences that the Milky
Way disc is composed of overlapping but distinct in nature
(age, chemistry and kinematics) sub-components, i.e., thin and
thick discs discussed by earlier studies such as Gilmore & Wyse
(1985); Gratton et al. (1996); Fuhrmann (1998); Chiba & Beers
(2000); Navarro et al. (2011); Karaali et al. (2019); Plevne
et al. (2020). In the thin and thick discs, iron and 𝛼-element
abundance ratios change towards the radial direction from the
Galactic centre or in the vertical direction from the Galactic
plane (Bilir et al. 2006, 2008, 2012; Ak et al. 2007a,b; Cabrera-
Lavers et al. 2007; Yaz & Karaali 2010). Distribution of stars on
the [𝛼/Fe]×[Fe/H] plane is a reflection of the chemical evolution
of the Milky Way. Investigations of the chemical evolution of
the Galactic disc have shown that the disc has undergone at
least two different periods of the formation according to the
renowned two infall model of Chiappini et al. (1997). The
stars born during these formation periods can be separated
on [𝛼/Fe]×[Fe/H] plane. It is also known that the chemical
abundances plotted on this plane can be used to disentangle
the components of the Galactic disc in age (Wyse & Gilmore
1988).

3.1. Classification of Galactic Populations

To determine Galactic populations, this study made use of
Gaussian Mixture Model (GMM), an unsupervised machine
learning algorithm which classifies the data by fitting pre-
ferred number of Gaussian planes. We applied GMMs to the
[𝛼/Fe]×[Fe/H] plane of RGB stars. Then, it calculates the
probabilities of each Gaussian plane. GMM is applied us-
ing sklearn version 0.19.1 (Pedregosa et al. 2011). For more
details about the procedure applied in this study, see Plevne
et al. (2020). The GMM procedure is applied to 43,592 RGB
stars that have [𝛼/Fe] and [Fe/H] abundance ratios. Iron abun-
dances range −2 ≤ [Fe/H] (dex) ≤ 0.5, while 𝛼 abundances
range −0.2 ≤ [𝛼/Fe] (dex) ≤ 0.5. Results of GMM on the
[𝛼/Fe]×[Fe/H] plane is shown in Figure 10. The figure is colour-
coded for logarithmic number density, and the black dashed line
is the decision boundary line that allows categorising RGB stars
to chemical Galactic populations such as low-[𝛼/Fe] or high-
[𝛼/Fe] population objects (hereafter low-𝛼 and high-𝛼, respec-
tively). GMM classification is based on the decision boundary
line. According to this, 36,204 stars are classiefied as low-𝛼, i.e.
chemical thin disc, while 7,388 stars are classified as high-𝛼,
i.e. chemical thick disc.

3.2. Kinematic Age

Space velocities of stars change systematically causing a de-
parture behaviour from the Galactic plane as a function of their
age and radial distance from the Galactic centre. If these stars
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Figure 10. Logarithmic number density distribution of 43,592 RGB stars on
[𝛼/Fe]×[Fe/H] plane. Black dashed line presents the decision boundary ob-
tained with Gaussian mixture model.

are involved with any stellar group, this also increases the total
space velocity dispersion and the mean value of the group age.
This fact is provided as a base for a new method to obtain the
stellar age. As the stars move away from the Galactic plane
they also move to a less dense medium, meanwhile, their in-
teraction with surrounding objects increases space velocity 𝑣
and decreases the diffusion coefficent (Spitzer & Schwarzschild
1953; Chandrasekhar 1960; Wielen 1977).

Kinematic age estimation is based on the dispersion of true
space motions and requires a complete set of space velocity
components. Age is calculated from the velocity dispersion of
a statistically significant RGB sample using the equation given
in Cox (2000), which is the improved version of Wielen (1977)’s
study.

𝜎3
𝜈 (𝜏) = 𝜎3

𝜈,𝜏=0 +
3
2
𝛼𝑉𝛿2𝑇𝛿

[
exp

(
𝜏

𝑇𝛿

)
−1

]
, (2)

where, 𝜎𝜈,𝜏=0 is the velocity dispersion at zero age, which
is usually taken as 10 km s−1 (Cox 2000), 𝑇𝛿 is a time scale
(5×109 yr), 𝛿2 is a diffusion coefficient (3.7×10−6 (km s−1)3 yr),
and 𝛼𝑉 is a parameter describing the rotation curve (≈ 2.95).
𝜎𝜈 (𝜏) is the total velocity dispersion of the group of RGB. 𝜏
is the kinematic age of the group. The total dispersion of space
velocity vectors is connected to the dispersion of the velocity
components as

𝜎𝜈 =
√︃
𝜎2
𝑈LSR

+ 𝜎2
𝑉LSR

+ 𝜎2
𝑊LSR

. (3)

After computing 𝜎𝜈 from the dispersion of velocity compo-
nents, it is used in Eq. (2) for computing kinematic age (𝜏).

4. RESULTS AND DISCUSSION

First of all, our sample stars lie within the Solar cylinder (7 ≤
𝑅gc (kpc) ≤ 9) that extends up to |𝑍 | = 4 kpc. RGB stars are
examined by their kinematics and their chemical properties.
GMM model divides the sample into chemical populations
which are called low-𝛼 (thin disc) high-𝛼 (thick disc/halo). Each
of the chemical disks separated into the 𝑍 distance intervals. For

each 𝑍 interval the following parameters were calculated: (i)the
space velocity components and their respective dispersions,
(ii) total space velocity dispersions, (iii) kinematic age and
(iv) metallicities. Total velocity dispersions are calculated with
Eq. (3), while kinematic ages are calculated with Eq. (2). The
space velocity components and the metallicities are determined
by the histograms and mean values calculated from the fitted
Gaussians. The kinematic and chemical results of the low-𝛼
(upper panel) and high-𝛼 (lower panel) populations in different
𝑍 distance intervals are listed in Table 1.

4.1. AMR for the Low-𝛼 Population

The RGB stars are separated into different 𝑍 intervals to probe
the variation of the kinematic age with metallicity. Low-𝛼 RGB
stars are separated with 0.2 kpc steps up to 1 kpc. Also, there
are two more distance intervals that are 1 ≤ |𝑍 | ≤ 1.5 and
|𝑍 | > 1.5 kpc.𝑈,𝑉 and𝑊 space velocity components and their
dispersions are calculated for stars in these distance intervals.
Metallicity and space velocity component distributions for each
distance intervals and plotted in Figure 11 and Figure 12, re-
spectively. These distributions are presented with blue bars and
red solid lines are the Gaussians fitted to the histograms. Mean
values (𝜇) and standard deviations (𝜎) are given in each panel.
Metallicity follow a Gaussian trend in all panels. It decreases
from -0.010±0.002 dex to -0.120±0.004 dex as a function of in-
creasing |𝑍 | distances. According to Table 1, kinematic age and
total space velocity dispersion increase, while metallicity and
𝑉LSR velocity decrease with |𝑍 |. Kinematic age of RGB stars
vary between 4.37±0.28 to 6.57±0.26 Gyr. There is therefore
a ∼ 2.2 Gyr age difference among the low-𝛼 RGB popula-
tion. Each space velocity component varies in a narrow range
when all |𝑍 | intervals are considered in low-𝛼 sub-samples.
The mean value of 𝑉LSR is about -9.12 km s−1, which is in
agreement with the mean 𝑉=-8 km s−1 value of the Gaia DR1
TGAS APOGEE sample of Allende Prieto et al. (2016). More-
over, the mean value of 𝑊LSR=-1.51 km s−1 is also closer to
the 𝑊 = 0 km s−1 velocity of the same study. However, there
is a prominent difference between mean 𝑈LSR value of the two
samples. In Allende Prieto et al. (2016)’s study, the space ve-
locity dispersions of each velocity have been investigated for
the stars within the Solar cylinder (i.e. 7.5 ≤ 𝑅gc (kpc) ≤ 9.5).
They found velocity dispersions of low-𝛼 stars at |𝑍 | < 0.5
kpc as (𝜎U, 𝜎V, 𝜎W) = (28, 22, 18) km s−1, In our study, the
mean velocity dispersions of each space velocity component
found as (𝜎U, 𝜎V, 𝜎W) = (38, 24, 21) km s−1. Both studies are
in agreement.

4.2. AMR for the High-𝛼 Population

The same analysis routine is applied to the high-𝛼 population
for seven subsequent different distance intervals according to
Table 1. These intervals increase with 0.25 kpc steps up to 1
kpc, then there are two more additional distance intervals, i.e.
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Figure 11. Metallicity histograms for low-𝛼 population for different 𝑍 distance intervals. Blue bars are the metallicity distributions and red solid lines are the
Gaussian fits to distributions in each distance interval.

1.5 < 𝑍 (kpc) ≤ 2, and 2 < 𝑍 (kpc) ≤ 5 (see Figure 13).
According to the table, kinematic age and total space velocity
dispersion increase, while metallicity and 𝑉LSR velocity de-
crease with 𝑍 as these are the expected trends for the Galactic
disc (i.e Boeche et al. 2013). Kinematic age of the RGB stars
is 6.62±0.18 Gyr for the high-𝛼 stars that are embedded in the
Galactic plane (|𝑍 | ≤ 0.2 kpc), and age increases to 8.73±0.29
Gyr for stars with |𝑍 | > 2 kpc. There is a ∼ 2.1 Gyr age dif-
ference among the high-𝛼 RGB population. Iron abundance
ratios are in agreement with the relatively metal-rich part of
the metallicity distribution of the Galactic high-𝛼 population,
which vary between -0.29±0.010 to -0.49±0.006 dex (Figure
13).

For the high-𝛼 sample, all of the space velocity components
vary in a larger range with respect to the low-𝛼 analogues.𝑉LSR
values fit to the thin disc kinematics up to 1 kpc, then they start
to obey the thick disc kinematics (i.e. Chiba & Beers 2000)
and 𝑉LSR reaches to -42.33 km s−1 at 2 < |𝑍 | (kpc) < 5 (i.e.
Soubiran et al. 2003; Allende Prieto et al. 2016). Distribution
of each velocity component for APOGEE-2 RGB stars in each
distance interval is given in Figure 14. Based on the figure, ve-
locity distribution in 𝑈LSR fits to the Gaussian distribution up
to 1 kpc, where classical thick disc kinematics become dom-
inant, i.e. 0.75 < |𝑍 | (kpc) < 1 and 1 < |𝑍 | (kpc) < 1.5
intervals. Then, the wings of the distribution start to spread
after the 1 < |𝑍 | (kpc) < 1.5 interval. A midly apparent pop-
ulation of stars at −200 < 𝑈LSR (km s−1) < −100 become
prominent in the 2 < |𝑍 | (kpc) < 5 interval. 𝑉LSR distribu-
tion is generally right-skewed and at 1 < |𝑍 | (kpc) < 1.5
interval the left wing of the distribution starts to fill by a

population with −200 < 𝑉LSR (km s−1) < −100. Dispersions
of each space velocity component for the high-𝛼 population,
(𝜎U, 𝜎V, 𝜎W) = (42, 28, 39) km s−1, are in good agreement
with the values for the high-𝛼 component in the Solar cylinder
of Allende Prieto et al. (2016), (𝜎𝑅, 𝜎𝜙 , 𝜎𝑍 ) = (40, 34, 39)
km s−1. Difference between 𝜎𝑅 and 𝜎𝑈 or 𝜎𝑉 and 𝜎𝜙 values
might be caused either by the difference of the definition of
the coordinates in heliocentric and Galactic coordinate system
or the differential rotation corrections. Metallicity and space
velocity component distributions of RGB stars in high-𝛼 pop-
ulation are shown for each distance interval in Figure 13 and
Figure 14. Distributions of [Fe/H] in 0 < |𝑍 | (kpc) < 0.25
and 0.25 < |𝑍 | (kpc) < 0.5 intervals slightly do not fit to the
Gaussian curve. Also, it can be seen from the figure there are
contributions to the metal-rich and metal-poor wings in distri-
butions. Metallicity distribution follows the normal distribution
at 0.5 < |𝑍 | (kpc) < 0.75 interval. This normal distribution is
accompanied with the small contributions to the metal-poor
tail of the distribution in the remaining distance intervals up to
|𝑍 | > 2 kpc.

Although Galactic disc components have distinct properties
in kinematics, chemistry and age, they appear as spatially in-
tertwined structures on 𝑍 × 𝑅gc plane, which can be seen from
Figure 9. This implies the existence of certain stars with thick
disk chemistry and thin disk kinematics, as well as other stars
with the opposite characteristics. Some of these are old thin
disc stars and some are not. Table 1 indicates that regardless
of their superposed appearance on the spatial plane, RGB stars
have distinct chemistry and age distribution. Also, based on
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Figure 12. Velocity histograms for low-𝛼 population for different 𝑍 distance intervals. Blue bars are the velocity distributions and red solid lines are the Gaussian
fits to distributions in each distance interval.
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Table 1. Kinematic properties for the low and high-𝛼 populations. Perpendicular distance intervals from the Galactic plane ( |𝑍1 − 𝑍2 |), number of stars (𝑁 ) in
each distance interval, LSR corrected space velocity components (𝑈LSR, 𝑉LSR, 𝑊LSR) and their dispersions (𝜎U, 𝜎V, 𝜎W), total space velocity dispersion (𝜎tot),
kinematic age (𝜏) and the metallicity ([Fe/H]) are given in columns, respectively.

low-[𝛼/Fe] population

|𝑍1 − 𝑍2 | 𝑁 𝑈LSR 𝑉LSR 𝑊LSR 𝜎U 𝜎V 𝜎W 𝜎tot 𝜏 [Fe/H]

(kpc) (stars) (km s−1) (km s−1) (km s−1) (km s−1) (km s−1) (km s−1) (km s−1) (Gyr) (dex)

0.00-0.20 6691 −0.93 ± 1.06 −6.35 ± 0.50 −0.41 ± 0.64 30.25 ± 1.47 19.54 ± 0.60 16.60 ± 0.58 39.65 ± 1.69 4.37 ± 0.28 −0.01 ± 0.002

0.20-0.40 9687 +0.47 ± 1.37 −6.38 ± 0.58 −1.54 ± 0.72 34.93 ± 1.60 22.13 ± 0.63 18.89 ± 0.63 45.46 ± 1.83 5.28 ± 0.26 −0.01 ± 0.002

0.40-0.60 8401 +0.20 ± 1.83 −8.44 ± 0.72 −2.96 ± 0.84 37.96 ± 2.00 23.92 ± 0.66 21.23 ± 0.75 49.64 ± 2.23 5.85 ± 0.30 −0.05 ± 0.002

0.60-0.80 5341 −0.63 ± 2.08 −9.71 ± 0.82 −2.30 ± 0.84 40.48 ± 2.15 25.67 ± 0.72 21.90 ± 0.78 52.70 ± 2.40 6.25 ± 0.30 −0.07 ± 0.003

0.80-1.00 2785 −1.99 ± 2.00 −10.41 ± 0.98 −1.52 ± 0.83 41.87 ± 2.02 26.05 ± 0.84 23.39 ± 0.76 54.58 ± 2.31 6.48 ± 0.28 −0.10 ± 0.005

1.00-1.50 2505 −3.24 ± 2.04 −13.42 ± 1.19 −0.34 ± 0.80 42.80 ± 1.88 27.01 ± 0.94 22.52 ± 0.71 55.39 ± 2.22 6.57 ± 0.26 −0.12 ± 0.004

> 1.50 794 — — — — — — — — —

high-[𝛼/Fe] population

0.00-0.25 294 +0.74 ± 0.92 −13.90 ± 0.54 −2.08 ± 0.84 34.93 ± 1.21 23.86 ± 0.63 36.42 ± 0.74 55.82 ± 1.55 6.62 ± 0.18 −0.29 ± 0.010

0.25-0.50 839 −2.24 ± 1.58 −19.06 ± 0.72 −3.17 ± 0.98 38.34 ± 1.78 24.54 ± 0.67 36.40 ± 0.89 58.28 ± 2.09 6.91 ± 0.24 −0.30 ± 0.007

0.50-0.75 1093 +1.47 ± 1.91 −22.32 ± 0.92 −1.57 ± 1.04 39.82 ± 2.02 27.71 ± 0.79 37.27 ± 0.99 61.18 ± 2.38 7.22 ± 0.25 −0.31 ± 0.006

0.75-1.00 1086 +0.09 ± 1.97 −25.92 ± 1.19 −0.73 ± 0.97 43.09 ± 1.98 28.01 ± 0.98 36.57 ± 0.91 63.08 ± 2.39 7.42 ± 0.25 −0.34 ± 0.006

1.00-1.50 1952 −3.03 ± 2.21 −33.31 ± 1.68 −0.85 ± 1.09 44.18 ± 1.90 28.83 ± 1.28 38.09 ± 1.05 65.07 ± 2.52 7.63 ± 0.25 −0.37 ± 0.005

1.50-2.00 1078 +1.83 ± 2.80 −39.99 ± 2.38 −3.46 ± 1.26 44.53 ± 2.19 28.00 ± 1.61 41.96 ± 1.18 67.29 ± 2.97 7.85 ± 0.29 −0.42 ± 0.006

> 2.00 1046 −7.31 ± 3.62 −42.33 ± 2.99 −6.06 ± 1.48 51.46 ± 2.45 33.49 ± 2.02 46.48 ± 1.28 77.01 ± 3.43 8.73 ± 0.29 −0.49 ± 0.006

Figure 13. Metallicity histograms for high-𝛼 population for different 𝑍 distance intervals. Blue bars are the metallicity distributions and red solid lines are the
Gaussian fits to distributions in each distance interval.
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Figure 14. Velocity histograms for high-𝛼 population for different 𝑍 distance intervals. Blue bars are the velocity distributions and red solid lines are the Gaussian
fits to distributions in each distance interval.
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the total space velocity dispersions, both components also have
distinct characteristics.

Overall results show both Galactic disc components have
AMR relations (see Figure 15). AMR are calculated via loci
points that represent the |𝑍 | distance intervals for each Galac-
tic disc component. Each locus point is determined from the
age and metallicity parameters of stars in the respective dis-
tance interval. Then the linear fits are applied on all of loci
points for the thin and thick discs, separately. Blue and red
solid lines represent the low- and high-𝛼 populations, respec-
tively. The calculated AMR slopes are-0.057±0.007 dex Gyr−1

for the low-𝛼 population, while it is -0.103±0.009 dex Gyr−1

for the high-𝛼 population. This study deviates from the litera-
ture of AMR derivations a group age from the kinematic data
instead of assigning an isochrone-based statistical age from
derived observational parameters (e.g. Haywood et al. 2013;
Feuillet et al. 2019). Nonetheless our results can be compared
with some studies. In one study Haywood et al. (2013) have
determined the AMR for thin and thick discs using the HARPS
spectroscopy, re-reduced Hipparcos parallaxes (van Leeuwen
2007) and isochrone based ages of 1,111 FGK stars. Their re-
sult for the thin disc is -0.025 dex Gyr−1 and for the thick disc is
-0.15 dex Gyr−1. Haywood et al. (2013) calculated the enrich-
ment rate for the thick disc as around 5-6 times the thin disc.
Even though our results seem to be similar in trend to Haywood
et al. (2013), the calculated enrichment rates reflects a differ-
ence. We found the high-𝛼 enrichment rate as ∼1.8 times that
of the low-𝛼. Vertical velocity dispersions of low- and high-𝛼
populations correlate with kinematic age. In Figure 15, the first
locus of the low-𝛼 sample is around the same spot as the Sun,
which is [Fe/H]=0 dex and 𝜏 = 4.6 Gyr. So, we cannot provide
kinematic age of the stellar group more rich in metallicity based
on this analysis even though our sample reaches to +0.5 dex at
the metal-rich tail of the metallicity distribution.

The oldest star group in the low-𝛼 population has a mean age
of 6.57 Gyr and a mean metallicity of -0.12 dex with rotational
velocities -13.42 km s−1. On the other hand for the high-𝛼
population, the youngest group have a mean age of 6.62 Gyr,

Figure 15. Age-metallicity relation for thin (blue line) and thick (red line) disc
populations.

metallicity of -0.29 dex and the rotational velocity of -13.90
km s−1. Both samples are around the same age and similar in
kinematics, but the metallicity differs by 0.15 dex. Difference
in chemistry implies that these samples presumably have dif-
ferent origin, and their rotational velocities are almost same.
It’s because kinematic properties of stars have a tendency adapt
to the orbital angular momentum distribution that is shaped by
the large scale perturbation sources.

Therefore, there is a kinematic continuum within Galactic
disks and a discontinuity between chemical populations, re-
gardless of chemical sub-populations. However, each chemical
group has their own chemical continuities from metal rich to
metal poor as the vertical distances increase from the Galactic
plane. It can be inferred from this result to chemical discs have
different origins related to the gas accretion.

5. SUMMARY AND CONCLUSION

We have investigated the age-metallicity relation for the Galac-
tic disc using the kinematic properties calculated from the pre-
cise astrometric and spectroscopic data of 43,592 RGB stars
within the Solar cylinder. Red giant sample is selected us-
ing PARSEC stellar evolution tracks. Relative parallax errors
are limited to 0.1 and Lutz-Kelker bias is not applied on the
trigonometric parallaxes of the sample. Stellar distances are
determined via inverse parallax relation. Based on the dif-
ference between inverse parallax method and BJ18 methods
compared and we have shown that the estimation method is
not a crucial tool up to 2 kpc distances. Precise input param-
eter in kinematic calculations allowed more dependable ages
than the ones obtained with the former kinematics data. In the
study, Galactic populations are defined using a GMM applied
to the [𝛼/Fe]×[Fe/H] plane, see Section 3.1. As a result of this
method, chemical disk sub-components emerged as low-𝛼 and
high-𝛼 populations, which are akin to the classical thin disc
and thick disc/halo, respectively. Each chemical disc compo-
nent was divided into |𝑍 | intervals, and they became the loci
for AMR calculation.

This study shows there are AMRs for both disc components.
Past studies usually found an AMR for the thick disc and no
relation for the thin disc due to spread in metallicity. As both
the quality and the quantity of the photometric, spectroscopic
and the astrometric data are enhanced within the last decade,
relations between stellar age-metallicity and stellar age-various
elemental ratios immensely investigated with similar, but dif-
ferent methodologies. Moreover, individual stellar age plays
the key role on the modelling efforts. We hope the PLAnetary
Transits and Oscillation of Stars mission (PLATO) (Miglio
et al. 2017) shall remove most of the fuzzy parts of the Galac-
tic formation and evolution models by providing excellent age
determinations. From the Galactic archaeology point of view,
PLATO survey is expected to derive astroseismic ages for red
giant stars with a 10% precision.
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ABSTRACT
In this study, we examined the dispersion profiles and surface acoustic wave attenuation properties of polygonal cavity-type
phononic crystals in relation to changes in the number of vertices. Both band analysis and transmission spectrum calculations are
performed using finite element method simulations. The findings indicate an increase in the number of vertices of phononic crystal
results in an increase in local resonance bandgap frequencies and corresponding transmission peaks. Furthermore, the phononic
crystal bandgap widens from 7.3 MHz to 11.1 MHz as the number of vertices increases from 3 to 14, as demonstrated by the
obtained dispersion profiles. Comparable features are observed in the transmission spectra for alternating polygonal cavity-type
phononic crystal periodic grooves. Additionally, the ability of the surface acoustic wave attenuation is affected by the phononic
crystal shape, and the resonance frequency of the phononic crystals can be adjusted by changing the number of vertices.

Keywords: Surface acoustic wave – phononic crystal – metasurface – Finite element method – phononic bandgap

1. INTRODUCTION

The ability to manipulate biological or inorganic objects
without physical contact has long been a desired goal.
Electromagnetic and acoustic waves have emerged as the
most effective means to achieve this aim (Collins et al.
2016). Surface acoustic waves (SAWs) have gained significant
attention in various research and application areas, including
delay lines (Topaltzikis et al. 2021), filters (Su et al. 2021b,a),
microfluidics (Xie et al. 2020; Qian et al. 2020; Agostini et al.
2019), gas-detection (Kumar & Prajesh 2022; Hekiem et al.
2021), mass detection (Wang et al. 2019), and bio-detection
(Zhang et al. 2015; Kidakova et al. 2020) applications. The
widespread use of SAW devices arises from their versatility
across different fields of research and application. Phononic
crystals (PnCs) are structures that offer acoustic bandgaps
based on the material’s periodicity and geometry, similar
to photonic crystal slabs (Kushwaha et al. 1994; Sigalas &
Economou 1993; Mead 1996; Kushwaha et al. 1993; Guo
et al. 2023; Li et al. 2020). Pillar arrays have emerged as the
most prominent geometry for PnCs, with a broad range of
application areas (Achaoui et al. 2011, 2013; Jin et al. 2021).
Piezoelectric phononic crystals (PPnCs) have also gained
attention due to their physical properties and applications in
waveguiding (Oh et al. 2011; Vasseur et al. 2007; Zhang et al.
2020; Korozlu et al. 2022), bio and mass sensing (Gharibi et al.

2019; Gharibi & Mehaney 2021; Schmidt et al. 2016), energy
harvesting (Cao et al. 2019), and microfluidics Bourquin et al.
(2011). The geometric parameters of PPnCs, such as locally
resonance and/or Bragg bandgap, determine their performance
and versatility.

Recent studies have shown that using cavity-shaped metama-
terials as piezoelectric phononic crystals can lead to broader
SAW bandgaps (Ash et al. 2017; Pouya & Nash 2021). The
geometrical parameters, including cavity radius, pillar height,
and groove depth, play a crucial role in determining the
frequency range where the phononic crystal will be effective
(Kuruoğlu 2022). Therefore, obtaining the proper geometrical
parameters and understanding their effects on the acoustic
bandgap is crucial for superior phononic device applications.

In this paper, we introduce the band profile and the SAW at-
tenuation characteristics of the PPnCs, which have been mod-
elled with the various number of vertices from 𝑛=3 to 𝑛=14.
A series of Finite Element Method (FEM) simulations were
conducted to analyze and correlate the acoustic field behaviour
based on the number of pillar vertices of the PPnCs by using
the COMSOL Multiphysics Software.
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Figure 1. a) 3D unit cell used for the simulation of the band profile, b) Cross-sectional view of the unit cell and the wavevector path for the square arrayed PPnCs
and c) the 3D FEM model that simulated the SAW attenuation characteristics of the PPnC array.

2. METHODS

To examine the band structures of polygonal cavity-type PP-
nCs and SAW transmission spectra with different numbers of
PPnC vertices, FEM simulations were conducted. These simu-
lations utilized COMSOL Multiphysics 6.1, which incorporates
the piezoelectricity module to couple the elastic wave equation
and Maxwell’s related equation (Gauss’ law). This allows the
determination of stresses and electrical potential distributions
over piezoelectric materials.

To facilitate a comparison with the research conducted by
Ash et al. (2017), a two-dimensional (2D) PPnC in the form
of a square lattice was utilized. As depicted in Figure 1a, the
square arrayed PPnCs were modelled by fixing the groove depth
(ℎgrv) to 6𝜇𝑚, groove top radius (𝑟o) to 5𝜇𝑚, pillar bottom ra-
dius (𝑟i) to 3𝜇𝑚, and lattice constant (a) to 12𝜇𝑚. The pillar
height (ℎpillar) was defined as the same as the groove depth. The
wall inclination angle (𝜃) was set to 10◦.2, which has been ex-
perimentally reported for 128◦ Y-cut X-propagating (YX-128◦)
lithium niobate (LiNbO3) (Yavuzcetin et al. 2011). This cut was
defined in COMSOL using Euler angles (𝛼, 𝛽, 𝛾)=(0,38◦,0). The
use of Euler angles is more convenient than the transformation
of elasticity and coupling matrices of Z-cut LiNbO3.

To determine the eigenfrequencies of the polygonal cavity-
type PPnCs and their corresponding transmission spectra as
a function of the number of vertices, FEM simulations were
conducted on the irreducible Brillouin zone (BZ) in the first BZ,
with the wavevector k being swept along the Γ → 𝑋 → 𝑀 → Γ
path for the square array. A 3D schematic of the modelled PPnC
unit cell is depicted in Figure 1b, where Bloch-Floquet periodic
boundary condition (PBC) was defined for both opposing sides
of the unit cell, and the bottom side of the unit cell was defined
as a fixed constraint surface. The piezoelectric slab height was
set to ℎslb = 200𝜇𝑚, and the local resonance bandgap (LRBG)
resulting from the resonance vibrations of the core column
was found to be below the expected Bragg bandgap [19]. The

LRBG edge frequencies and width can be adjusted by varying
the number of vertices of the PPnCs.

To obtain the transmission spectra for each number of ver-
tices, frequency domain FEM simulations were conducted to
generate Rayleigh-type SAWs using interdigitated transducers
(IDTs) as the standard means of radio frequency (RF) SAW gen-
eration. The SAW transmission spectra were simulated for two
facing identical IDTs and a PPnC array in between, as shown
in Figure 1c. To work in a broad frequency range, chirped IDTs
were modelled with a finger width range of 7.5 𝜇𝑚 to 12.5 𝜇𝑚,
with a step increase of Δ𝜔 = 0.5𝜇𝑚, and the number of finger
pairs in each IDT set to 𝑁IDT =11. The PPnC array consisted
of 15 periodic units equally spaced from the IDT fingers, ly-
ing along the [10] direction. The IDT on the left was defined
as the source to propagate SAW, while the right-side IDT was
used to probe the transmitted signal through the floating po-
tential (𝑉probe). SAW transmittance (𝑆21) was calculated using
the 𝑆21 = 20×log10(𝑉probe/𝑉applied) where 𝑉applied=50 V was
the RF amplitude (Ulug et al. 2022). To minimize unwanted re-
flections, low-reflecting boundaries (LRB) were placed on the
bottom side of the model, and perfectly matched layers (PML)
were placed at the edges of the model in the direction of SAW
propagation. Periodic boundary conditions (PBC) were used
for the sides parallel to the SAW propagation direction, allow-
ing only one row of the PPnC to be modelled while the rest
were replicated infinitely through the PBC.

3. RESULTS

The band profiles of triangular (n=3) and tetradecagonal cavity-
shaped PPnCs, which represent the two external investigated
cases in the present work, were plotted as can be seen in Fig-
ure 2a and b, respectively. The red dashed lines represent the
Rayleigh SAW modes of the bulk slab without perturbation,
while the dispersion lines of other leaky SAW modes are omit-
ted. The shaded regions in red and green indicate the excluded
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ranges of these leaky modes. The two lowest bands are associ-
ated with the bending and expansion modes of the core pillar,
and hence, they are flat as stated in Jin et al. (2021). In contrast,
the third band consists of the anti-resonant modes of the outer
grooves. So all these modes are labelled as A, B and C, respec-
tively and the corresponding displacements were given as inset
in Figure 2.
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Figure 2. Band profile of a) triangular (𝑛=3) cavity type and b) tetradecagon
(𝑛=14) type PPnC and corresponding displacements in the resonance frequen-
cies.

The horizontal hatched highlighted stripes in Figure 2a and b
represent the local resonance bandgap region of the PPnC unit
cell. As the number of vertices increases, the LRBG broadens
and its central frequency 𝑓c is shifted to higher values.

In order to obtain an explicit knowledge of the effect of the
number of vertices in the band profile, a series of band profiles
were studied from 𝑛=3 to 𝑛=14 where the 𝑛 is the number of
vertices. In Figure 3, band behaviours in the BZ were plotted
for each PPnC vertices type. The LRBG-related bands shift to
the higher frequencies up to 𝑛=6, while no band profile change
was observed afterward.

The BG characteristics as a function of the number of ver-
tices were plotted as in Figure 4a to bring clarity to the ge-
ometry dependence of the polygonal cavity-type PPnCs. The
corresponding frequencies to the BG edges shift to the higher-
frequency regions with the increasing number of vertices and
remain almost fixed for the greater edge number than 𝑛=6. This
behaviour can be attributed to changes in the moment of inertia

(Δ𝐼) with respect to the polygonal cavity shape (Muhammad
et al. 2021; Tateno et al. 2021; Guo & Zhang 2022). Figure 4b
was plotted to emphasize the coherence of the frequency re-
sponse and the moment of inertia of the polygonal cavity type
PPnCs. The moment of inertia difference, which equals to the
moment of inertia of the cavity, represents the same trend as the
resonance frequencies. It is also stated from the 1st derivatives
of the moment of inertia and mass of the cavity as can be seen
in Figure 4c, the governing factor is the extracted mass for both
moments of inertia and the resonance frequency.
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Figure 4. a) Changes in the frequencies at the edges of the LRBG with respect to
the number of vertices of polygonal cavity-type PPnC, b) the moment of inertia
difference (Δ𝐼) of groove and pillar as a function of the number of vertices that
equals to the extracted part to create the cavity and c) 1st derivatives of the
moment of inertia and mass of the extracted part of the polygonal cavity-type
PPnC.

29



Physics and Astronomy Reports

100 105 110

−50

−40

−30

−20

−10

Frequency (MHz)

S 21
 (d

B)

3
4
5
6
7
w/o PPnC

Number of Vertices

Figure 5. Transmission spectra of SAWs are presented for the polygonal cavity-
type square PPnC array with varying numbers of vertices oriented along the
[10] direction.

To gain a better understanding of the interaction between
PPnC and SAW, transmission spectra (𝑆21) were obtained. Fig-
ure 5 displays the SAW transmission spectra in the range of 95
MHz to 115 MHz for each number of vertices ranging from 3
to 7. The red dashed line in Figure 5 represents the 𝑆21 spec-
trum of the bare chirped IDT pairs without the PPnC between
them. Each transmission spectrum shows two distinct peaks,
with the major peak at approximately 107 MHz and the mi-
nor peak at around 102 MHz. In comparison to the dispersion
profiles, both 𝑆21 peak intensities increase until the number of
vertices is 𝑛=6. Once the number of vertices increases, the peak
intensity around 107 MHz decreases, which results in a poorer
SAW attenuation performance. Besides, the minor peak inten-
sity remains almost constant for each PPnC geometry. Also, the
major peak frequency shifts through the higher frequencies, as
stated in the band profile characteristics.

4. CONCLUSION

To summarize, the simulation results of band structures and
SAW transmission spectra for polygonal cavity-type PPnCs are
presented as a function of the number of vertices of the PPnC.
The LRBG edge frequencies increase, and the width of LRBG
increases as the number of vertices of PPnC increases. The
attenuation profile tends to increase with the increasing num-
ber of vertices of PPnC, and also, the peak frequency shifts
through to the higher frequencies up to 𝑛=6. All these char-
acterised properties of the polygonal cavity-type PPnCs were
reasoned by the changing extracted mass amount to crate differ-
ent polygonal-shaped cavities, and that makes the investigated
PPnCs suitable for sensing applications through the mass load-
ing effect while PPnCs exhibit overt characteristic responses to
the sub-nano gram mass differences.
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ABSTRACT
The hyperfine structure of atomic manganese was studied with laser induced fluorescence spectroscopy and optogalvanic spec-
troscopy using a commercial hollow cathode discharge lamp and a fully automated single mode mid-infrared tunable laser diode
system in the wavelength range from 1530 nm to 1610 nm. Five spectral lines has been analysed. Magnetic dipole hyperfine
structure constants 𝐴 for seven levels were determined by fitting the hyperfine structure using Voigt profile functions. For two
levels, the 𝐴 constants were determined experimentally for the first time. For the other levels, the previously published hyperfine
structure constants 𝐴 could be confirmed and the accuracy of the values could be improved. When comparing our two new
experimental 𝐴-constants with calculated 𝐴-constants from the literature, which originate from a semi-empirical analysis of the
odd parity levels in Mn, large deviations were found. Until now, experimental values were missing for a more precise calculation.
Our new values offer the possibility for a future optimisation of the calculation.

Keywords: laser spectroscopy – hyperfine structure – manganese

1. INTRODUCTION

Lasers in the visible and near infrared spectral range up to
1000 nm have been used very successfully for many decades for
the investigation of atomic hyperfine structure (hfs) and isotopic
shifts. For some time now, suitable laser light sources have
also been available in the infrared spectral range above 1000
nm, but so far they have not been used for such applications.
Presented here for the first time is the use of a fully automated
diode laser system in the mid-infrared to measure the hfs of
atomic transitions of manganese. The device used offered a fast
and straightforward possibility to study atomic spectra at high
resolution without using additional devices for characterizing
the laser radiation, such as a wavemeter or a reference marker
Fabry-Perot-Interferometer (see Section 2).

Manganese (Mn) with the atomic number 25 is one of the
3d elements and belongs to the elements with only one stable
isotope. This isotope, 55Mn, has a nuclear spin of 𝐼 = 5/2 and
a nuclear magnetic dipole moment of 𝜇 = 3, 468716 (2) 𝜇N
(Lederer & Shirley 1978), leading to a broad hfs splitting
in Mn spectra. This splitting is also clearly seen in Doppler
broadened spectra. The electric quadrupole moment with 𝑄 =
0.33 (1) barns (Lederer & Shirley 1978) causes only a small de-

viation of the magnetic dipole hfs, which is not well detectable
at the resolution of our experiments.

In the last decades several investigations of the fine struc-
ture and hfs of atomic Mn have been conducted, see Lefèbvre
et al. (2003); Başar et al. (2003); Blackwell-Whitehead et al.
(2005); Acar et al. (2005); Klose et al. (2013); Głowacki et al.
(2020a,b); Elantkowska et al. (2022); Głowacki et al. (2022)
and references therein. Although much research has been done,
there are still many gaps in the hfs data for Mn I and reliable
laboratory data are an important prerequisite for the study of
astrophysical spectra, for example for the analysis of stellar
abundances and for the determination of physical parameters
in stellar atmospheres.

Three of the five infrared Mn lines presented here have al-
ready been studied by Meléndez (1999) who fitted the solar
spectrum. The resolution in our spectra is significantly better
than in the solar spectrum. Meléndez has explicitly pointed
out in his paper that laboratory measurements are necessary to
improve the accuracy of HFS splitting.
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2. EXPERIMENTAL

Laser induced fluorescence spectroscopy (LIF) and optogal-
vanic spectroscopy (OGS) have been applied for the measure-
ments of the hfs of Mn spectra. The experimental set up allowed
to measure with both methods simultaneously.

The free Mn atoms were produced in a commercial hollow
cathode lamp (Hamamatsu Photonics) with Ne as buffer gas.
The discharge ran with a current of about 20 mA.

A single mode mid-infrared tunable laser diode system (DLC
CTL 1550 from TOPTICA Photonics) with an optical power
of about 40 mW in the wavelengths in the range from 1510 nm
to 1630 nm was used to excite the Mn atoms. The laser was
controlled fully automatically via the laser DLC controller.
The wavelength could be mode-hop free tuned over the entire
wavelength range. The scanning speed and step width could be
adjusted. The laser controller has four integrated AD converters,
two of which were used to measure for the LIF and OGS signals,
respectively. Measurements are taken via the supplied DLC pro
PC-GUI control software, which allows easy control of the laser
and simultaneous measurement data acquisition.

The laser beam was amplitude-modulated by a mechanical
chopper with a frequency of slightly below 3 kHz. The Lock-in
technique was used to filter out the OGS and LIF signals from
the corresponding signals. For OGS, the laser-induced change
of the discharge voltage measured across a ballast resistor was
sent to the lock-in amplifier. For LIF, the light from the plasma
was coupled to a monochromator (McPherson with a grat-
ing with 1200 lines/mm) and detected with a photomultiplier
(Hamamatsu R928). The signal from the photomultiplier was
sent to a second lock-in amplifier in order to detect the change in
intensity of the fluorescence caused by the laser light. The fluo-
rescence light from the laser-induced transition was detected at
a selected wavelength of the monochromator with a wavelength
precision of 0.1 nm.

The laser diode system DLC CTL is able to scan the wave-
length very quickly. Since the intensity of the investigated Mn
lines was relatively weak compared to the neighboring noble
gas (Ne) lines, a high time constant of 300 ms or 1 s had to be
set at the lock-in in order to minimise noise and make the lines
stand out clearly from the noise. The scanning speed had to
be adapted to this time constant and therefore a slow scanning
speed was chosen. Scan times of 0.02 nm per minute data and
a step size of 0.0005 nm have been set on the laser controller.

The PC control software provides a cvs data file with the
wavelength and the signal(s) of the AD converter(s). The OGS
signal was always measured with the first AD converter. For
three lines, the LIF signal was recorded additionally with the
second AD converter. For two lines, no fluorescence line with
a sufficiently strong LIF signal was available. These lines were
only measured with OGS.

The absolute wavelengths given by the DLC CTL control
are not calibrated. The investigated spectral lines could nev-

ertheless be clearly assigned. The position of the lines was
determined relative to the neighboring noble gas lines and
the wavelengths were additionally checked with an external
wavemeter (HighFinesse WS7-60). Since the determination of
the absolute wavelength is not the focus of interest in this present
work, no further effort was made at this point. In the follow-
ing, the wavelength calculated from the level energies using the
Rydberg-Ritz combination principle is used to mark the lines.

The temporal linearity of the laser scan was checked and
confirmed with the external HighFinesse wavemeter, which ran
parallel to the measurement but was recorded separately.

Despite the linearity of the wavelength change, the data incre-
ments of the measurement data are not exactly uniform. For the
subsequent evaluation of the experimental data (see Section 3),
equidistant data on a frequency axis are required. Therefore, the
data of the experimental wavelengths in the measured spectra
were converted into frequencies. Subsequently, the spectra con-
sisting of frequency and intensity data pairs were transferred
by linear interpolation to equidistant interpolation points with
a step size of 40 or 50 MHz using a Python script. Each line
was measured and analysed at least five times.

3. HYPERFINE STRUCTURE ANALYSIS

In the wavelength range of the laser system (from 1510 nm to
1630 nm), five Mn lines could be unambiguously classified.
The classification of the lines was done with program Elements
(Windholz & Guthöhrlein 2003; Windholz 2016), which used
a list of levels of atomic and singly ionic Mn from ? to search
for transitions matching the wavelengths. Three of the lines
are found in the literature and had already been classified by
Meléndez (1999).

The lines are compiled in Table 1, sorted by lower level,
and shown in Figures 1 and 2. The wavenumbers 𝜎 are the
centre-of-gravity of the hfs calculated using the Rydberg-Ritz
combination principle from the fine structure level energies.
The wavelengths in air 𝜆air are calculated from the wavenum-
bers. The level energies values and 𝐽 quantum numbers of the
lower and the upper levels are given according to the database
from Kurucz1. In the seventh column, the experimental method
used is listed. In the final column, a comment concerning the
hfs analysis is given.

For all lines, the lower level has even parity. Three and two
lines, respectively, each have the same lower level. The three
lines connected to the lower level 39 431.368 cm−1 (see Fig-
ure 1) were measured with OGS and LIF. For the LIF measure-
ments in all three cases the same fluorescence line was used,
𝜆air, f = 482.35 nm, starting from the lower level of the laser
transition. The signal-to-noise ratio was slightly better using
LIF than OGS. The measurement results of both spectroscopy

1 http://kurucz.harvard.edu/atoms/
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Figure 1. Hfs spectra of the three lines connected to the lower level
39 431.368 cm−1, 𝐽 = 7/2 recorded with LIF, together with the best fit curves.
The hfs components are marked by the difference Δ𝐹 of the total angular mo-
menta of the upper and lower hfs levels. In the lower part of each figure, the dif-
ference between experimental and best-fit curves is given. a) transition to upper
level 46 026.238 cm−1, 𝐽 = 9/2, b) transition to upper level 46 000.874 cm−1,
𝐽 = 7/2, c) transition to upper level 45 981.621 cm−1, 𝐽 = 5/2.

methods were used for the hfs analysis. As mentioned above,
for the two lines, connected to the lower level 49 415.397 cm−1

(see Figure 2), no fluorescence line was found and therefore
only OGS measurements are available for the hfs analysis.

To analyse hfs, the linearised experimental spectra were fitted

Figure 2. Hfs spectra of the two lines connected to the lower level
49 415.397 cm−1, 𝐽 = 5/2 recorded with OGS, together with the best fit
curves. The hfs components are marked by the difference Δ𝐹 of the total an-
gular momenta of the upper and lower hfs levels. In the lower part of each
figure, the difference (diff.) between experimental and best-fit curves is given.
a) transition to upper level 56 012.635 cm−1, 𝐽 = 7/2, b) transition to upper
level 56 008.209 cm−1, 𝐽 = 5/2.

with the computer program, Fitter (Zeiser et al. 2022). The
fitting program uses a list of parameters, which can be set as
free parameters, coupled with other parameters or can be set to
a specific value if required. The list of parameters comprises
the centre of gravity of the total hfs, the hfs constants 𝐴 and 𝐵
of the upper and the lower levels, two parameters to take into
account the height and slope of the background, as well as the
relative intensity and two profile parameters for each individual
hfs component. We chose a Voigt profile as the line profile func-
tion, which requires two full widths at half maximum (FWHM)
profile parameters per individual hfs component, each one to
describe the Gaussian and the Lorentzian parts of the Voigt
profile.

As can be seen in Figure 1 and 2, with the resolution
achieved in our experiment all lines are partly unresolved.
Therefore the number of free parameters in the fit had to be
reduced considerably. For this purpose
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• the electric quadrupole hfs constants 𝐵 of both levels were
set to be zero,

• for three lines the magnetic dipole hfs constants 𝐴 of the
lower level was fixed (see Table 1),

• the Gaussian part of the Voigt profile is set to be equal for
all hfs components,

• the Lorentzian part of the Voigt profile is set to be equal
for all strong hfs components with Δ𝐹 = Δ𝐽 and for all weak
hfs components with Δ𝐹 ≠ Δ𝐽, and

• the intensities of the individual hfs components are cou-
pled to each other.

The explanation for these steps is given in the following para-
graphs.

The hfs constants 𝐵 were set to zero because the influence
of the electric quadrupole interaction is very small for Mn
(as mentioned in the introduction) and it was not possible to
determine reliable values for the 𝐵 constants with our Doppler-
limited spectra.

To determine the 𝐴 value of the lower levels, in each set
of lines connecting the same lower level the best resolved line
was selected. This line was fitted with magnetic dipole hfs
constants 𝐴 of the lower level and the upper levels as freely
floating parameters. The resulting 𝐴 values were preset and
fixed when fitting the hfs of the other lines. The corresponding
information is given in the last column of Table 1.

All lines are influenced by saturation effects, leading to a
reduction in intensity as well as a broadening of the strong hfs
components. As a consequence, the intensity ratios of the indi-
vidual hfs components do not agree with the theoretical inten-
sity ratios for electrical dipole transitions and the Lorentzian
part of the full width at half maximum (FWHM) differs for
different hfs components. For unsaturated spectra, all hfs com-
ponents could have been fitted with the same Voigt FWHM.
For saturated spectra, the Gaussian parts of the Voigt profile
remains only slightly affected by saturation, whereas the width
of the Lorentzian contribution varies. To account the saturation
broadening of the strong hfs components in our spectra, two
parameters for the Lorentzian part were fitted as freely floating
parameter, one for all strong hfs components with Δ𝐹 = Δ𝐽
and one for all weak hfs components with Δ𝐹 ≠ Δ𝐽.

To account for the saturation of the intensities of all hfs
components, a single parameter was applied. Based on this
parameter, theoretical values were calculated for the saturated
intensities of the individual hfs components. These values were
then used to couple to the intensity ratios during the fit. This
method was presented in previous papers by one of the authors
(LW) (Sobolewski 2019, 2020; Faisal 2020). The saturation
parameter is not implemented in the fit program, therefore the
parameter was changed step by step by hand until the optimal
fit with minimised sum of squares of the residuals was found.

The saturation effects were much stronger for the lines con-
nected to the lower level 39 431.368 cm−1 than for the lines

connected to the lower level 49 415.397 cm−1. The saturation-
induced intensity increase of the weak components relative to
the strongest component was between 2.5 and 3.0 for the lines
connected to the lower level 39 431.368 cm−1, while it was only
1.4 for the other lines.

The FWHM of the Voigt profiles was for all lines in the
order of magnitude of 700 to 800 MHz and the FWHM of
the Gaussian parts in the order of magnitude of 530 MHz to
600 MHz. Depending on the different lines the FWHM of the
Lorentzian parts varied between 200 MHz to 440 MHz.

The resulting magnetic dipole hfs constants 𝐴exp are listed in
Table 2 together with the values from the literature, if available.
The term designation according to (Elantkowska et al. 2022;
Głowacki et al. 2022) is given in the fourth column. The spectral
lines used for the determination of the 𝐴 constants are indicated
in the fifth column.

The reported constants A𝑒𝑥𝑝 are the mean values of the fit
results of all measurements of the respective line. The uncer-
tainties, indicated within brackets, consider both the standard
deviation associated with the mean value and the error bar of
the fixed A value, assuming the A constant of the lower level
had been fixed during the fit.

For five levels, our 𝐴 constants are in good agreement with the
values from the literature (Brodzinski et al. 1987; Blackwell-
Whitehead et al. 2005). The accuracy of the 𝐴 constants could
be improved.

For comparison, in the last two columns from Table 2 calcu-
lated values for the 𝐴 constants, resulting from semi-empirical
analysis of the odd and even parity level system in Mn (Elan-
tkowska et al. 2022; Głowacki et al. 2022) are given. The cal-
culated values from the literature for the two even parity levels
show a very good consistency with the experimental 𝐴 con-
stants, much better than for the odd parity levels. For the levels
with odd parity, a deviation in the order of 60 to 100 MHz can
be seen for the levels whose 𝐴 constants were already known
previously and were taken into account in the semi-empirical
calculation. For the two levels with previously unknown 𝐴-
constants, the deviation of our experimental values 𝐴exp from
the predicted constants 𝐴calc from the semi-empirical fit lies at
280 MHz and 380 MHz and is much larger. This emphasises
the importance of our experimental results. The enlargement of
the experimental database will lead to an improvement in the
results of semi-empirical calculations if the new values will be
taken into account.

4. CONCLUSION AND OUTLOOK

For the first time, a laser system in the mid-infrared spectral
range was used to investigate the hfs in atomic spectra. Due to
the implementation of a fully automated controller, the mea-
surements could be carried out quickly and easily. The hfs of
five spectral lines of atomic Mn has been investigated. Mag-
netic dipole hfs constants 𝐴 for seven levels were obtained, two
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Table 1. Lines of atomic manganese measured with LIF or OGS.

Line Even level Odd level

𝜆air (nm) �̃� (cm−1) 𝐸e (cm−1) 𝐽e 𝐸o (cm−1) 𝐽o Method Comment

1 515.916 6 594.870 39 431.368 7/2 46 026.238 9/2 LIF 𝐴lower fixed during the fit
1 521.769 6 569.506 39 431.368 7/2 46 000.874 7/2 LIF Both 𝐴 constants fitted independently
1 526.242 6 550.253 39 431.368 7/2 45 981.621 5/2 LIF 𝐴lower fixed during the fit

1 515.372 6 597.238 49 415.397 5/2 56 012.635 7/2 OGS 𝐴lower fixed during the fit
1 516.389 6 592.812 49 415.397 5/2 56 008.209 5/2 OGS Both 𝐴 constants fitted independently

Table 2. Experimental magnetic dipole hyperfine structure constants 𝐴 (in MHz) for levels of atomic manganese (sorted by parity p).

𝐸 (cm−1) 𝐽 p Config., term [3,4] 𝜆 (nm) 𝐴exp 𝐴ef Reference 𝐴calc Reference

39 431.368 7/2 e 3𝑑5 (6𝑆)4𝑠5𝑠 8𝑆 1521 .769 736.2 (15) 737 (3) [1] 738 [3]
49 415.397 5/2 e 3𝑑5 (6𝑆)4𝑠5𝑠 6𝑆 1516 .389 -632 (4) -642 (9) [1] -682 [3]

45 981.621 5/2 o 3𝑑5 (6𝑆)4𝑠5𝑝 8𝑃 1526 .242∗ 826.3 (21) 824 (3) [2] 719 [4]
46 000.874 7/2 o 3𝑑5 (6𝑆)4𝑠5𝑝 8𝑃 1521 .769 620.0 (11) 621 (3) [2] 555 [4]
46 026.238 9/2 o 3𝑑5 (6𝑆)4𝑠5𝑝 8𝑃 1515 .916∗ 518.6 (19) 519 (3) [2] 467 [4]
56 008.209 5/2 o 3𝑑5 (6𝑆)4𝑠8𝑝 6𝑃 1516 .389 -470 (6) -82 [4]
56 012.635 7/2 o 3𝑑5 (6𝑆)4𝑠5𝑝 6𝑃 1515 .372∗ -372 (7) -92 [4]

(∗): hfs constants 𝐴 of the lower level were fixed during the fit.

[1]: Brodzinski et al. (1987), [2]: Blackwell-Whitehead et al. (2005), [3]: Elantkowska et al. (2022), [4]: Głowacki et al. (2022)
Note: values from Brodzinski et al. (1987) and Blackwell-Whitehead et al. (2005) have been converted to MHz from mK= 10−3 cm−1.

of these for the first time. Our newly obtained 𝐴 constant values
exhibit concurrence with the values characterized by previously
established literature and are within the designated error limits,
wherein our values have less errors. The two new 𝐴 constants
point out a large discrepancy between the experimental values
and predicted literature values resulting from a semi-empirical
analysis (Głowacki et al. 2022). We recommend that the calcu-
lation should be repeated with our new values.

In the Mn spectrum between 1510 nm to 1630 nm, there were
a few more Mn lines that could not be classified. This means
that at least one of the two levels involved must be unknown for
each line. We will try to solve the problem of these unclassified
lines as well. For this, however, further experiments must be
carried out.
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ABSTRACT
The antimicrobial properties of W-Ge nanocomposite thin films as a function of Ge concentration were investigated within the scope
of this study. The films were deposited on an AZ61Mg substrate using a magnetron sputter source with a co-deposition technique.
Structural analyses showed that all coatings had a composite crystal structure. Additionally, the morphological investigation
indicated that films had goosefoot-type structures at low Ge concentrations (5% and 10%), while Ge-rich films (40% and 60%)
had cauliflower-type structures. The 20% Ge concentration coating had both structures. Regarding the surface morphology, the
root mean square roughness of the surface reached its maximum value at a Ge concentration of 60% while the surface roughness
and wettability of all the films showed an opposite trend. The antimicrobial activity of the W-Ge nanocomposite films against
gram-negative (Salmonella typhimurium NRRLE 4413, Escherichia coli ATCC 25922) and gram-positive (Staphylococcus aureus
6538 P., Bacillus subtilis IM 622) bacteria was investigated via disc diffusion antibiotic sensitivity assay. Based on the antibacterial
activity test, it was concluded that although all the films had antimicrobial efficiency against gram-negative and gram-positive
bacteria, they were more effective against gram-positive bacteria. Moreover, with the increased surface roughness of the films,
the number of grain boundaries, which cause an increase in the intensity of the oxide phases of the metals, increases, resulting in
better antibacterial activity.

Keywords: nanocomposite thin film – tungsten – germanium – antibacterial efficiency – surface roughness

1. INTRODUCTION

Metallic composite thin films find extensive application across
various fields such as environmental sensing, gas sensing, and
water purification due to their enhanced performance, extended
functionality as well as low cost, and given performance not at-
tainable with bulk materials (Martin 2009; Zboun et al. 2020).
Additionally, there are several studies focusing on the antimi-
crobial efficiency of metallic composite thin films. For in-
stance, Menazea & Awwad (2020) reported on the antimicro-
bial efficiency of TiO2 doped ZnO thin film, which was pro-
duced by pulsed laser ablation in liquid. Chuang et al. (2017)
studied the effects of Ag2O on the antibacterial efficiency of
ZnO/Ag2O composite thin film produced via magnetron sput-
tering method. Furthermore, Jena et al. (2020) presented a work
that focused on the antibacterial properties of ternary compos-
ite coatings (graphene oxide - chitosan-silver) produced by the
electrophoretic deposition technique. Arslan et al. (2022) re-
ported on the antibacterial properties of Ge-DLC (diamond-
like carbon) coatings produced by co-deposition technique via

magnetron sputtering method. As pointed out in various stud-
ies, the quality of the metallic composite materials, which de-
pends on the growing method, has a significant effect on the
sensing performance of the devices and/or functionalization
of the material against bacteria. The most preferred thin film
deposition techniques include physical and chemical vapour
deposition, solution processes, and fusion processes (Voevodin
et al. 1999; Somogyvári et al. 2012; Park et al. 2006; Helmers-
son et al. 2006; Roy et al. 2015; Sarcan 2020). Among these, the
magnetron sputtering method allows the co-deposition of two
metals by controlling the deposition rate under high-vacuum
conditions, thereby avoiding any contamination.

The antimicrobial properties of Ge and its compounds were
proved in a study on human pathogenic bacteria (Sellappa &
Jeyaraman 2011). The studies on Pseudomonas aeruginosa
planktonic and Staphylococcus aureus in suspension revealed
that elemental Ge has antimicrobial activities (Kurt et al. 2021;
Khalid et al. 2014). Ge naturally exists in very low concentra-
tions in dairy foods. This metal, which is taken at a low amount
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(0.4 - 3.4 mg) by the human body on a daily basis, contributes
to controlling important biological functions such as maintain-
ing sodium, potassium, glucose, and pH levels in balance, as
well as lowering blood pressure (Okada et al. 1989; Nagata
et al. 1985; Lück et al. 1999; Kaplan et al. 2004; Bian et al.
2017). A long period (18 months) of GeO2 intake has been
reported to result in acute renal failure in the human body due
to the high dose intake (600 mg per day) (Nagata et al. 1985).
Another study indicated that a patient who consumed 76 g of
elemental Ge for 6 months developed renal failure (Lück et al.
1999). Bian et al. (2017) published a study on MgGe alloys,
in which the potential cytotoxic effects of Ge on the human
body were explored (Ge concentrations below 3wt percent).
Their study demonstrated that MgGe alloys own excellent cy-
tocompatibility, histocompatibility, good mechanical features,
and corrosion resistance. The combination of such properties
makes Ge metal and its alloys excellent potential candidates
for implant materials. Moreover, the superior mechanical and
physical qualities of W, such as its high melting point, wear
resistance, and hardness, make it a desirable metal for use in a
variety of applications.

In this study, we aim to obtain a composite of these two
metals to enhance their superior properties against bacteria.
For this purpose, W-Ge nanocomposite films as a function of
Ge concentrations were deposited on AZ61Mg by magnetron
sputtering approach to investigate their antibacterial efficiency
in biological applications. Subsequently, the phase structure,
surface morphology and wettability of the samples were ex-
amined. The antibacterial efficiency of W-Ge nanocomposite
thin films as a function of Ge concentrations against gram-
negative (Salmonella typhimurium NRRLE 4413, Escherichia
coli ATCC 25922) and gram-positive (Staphylococcus aureus
6538 P., Bacillus subtilis IM 622) bacteria has been investi-
gated.

2. EXPERIMENTAL DETAILS

2.1. Sample Preparation

Initially, AZ61 Mg substrates with dimensions of 10×20×2
mm were polished with 800–2000 mesh Silicon Carbide (Si-
C) abrasive papers, and 5 𝜇m aluminium oxide (Al2O3) pow-
der. Afterwards, then the surfaces of the Mg substrates were
cleaned using an RCA type wet-cleaning procedure using ace-
tone, methanol, and distilled water, respectively, in an ultra-
sonic cleaner for 3 minutes for each Mg substrate. The cleaning
procedure was completed by blow-drying with nitrogen gas.

2.2. Thin Film Deposition

Tungsten (W) and Germanium (Ge) solid targets with a purity
of 99.99% were used to coat Mg substrates. Plasma cleaning
was applied to each target for 10 minutes prior to the coating
process to remove contamination and achieve a more efficient

surface activity. All Mg substrates were coated using a Nanovak
magnetron sputter system (Model: NVTS-400). The base pres-
sure of the system was approximately 4 × 10−6 mTorr and the
working pressure during the deposition process of all samples
was approximately 3 × 10−3 mTorr. The co-deposition tech-
nique was used to deposit W-Ge nanocomposite coatings on
the Mg substrates through the alteration of Ge concentration
(5%, 10%, 20%, 40%, and 60%). A quartz thickness monitor
was used to determine the deposition rates of the alloy sam-
ples. Ge concentrations of W-Ge nanocomposite coatings were
controlled by adjusting the deposition rates of W and Ge based
on the published work by Kurt et al. (2021). The distance be-
tween the substrate and the targets was approximately 15 cm,
and the deposition was performed at room temperature. The
thickness of the films was measured as 1 ± 0.9 𝜇m using an
optical profilometer.

2.3. Sample Characterisation

The phase composition of the W-Ge nanocomposite coatings
was analysed using the X-ray diffraction (XRD) technique with
a Rigaku SmartLab diffractometer and a Cu K𝛼 (1.5406 Å) ra-
diation source. The morphology of the films at different Ge con-
centrations was evaluated using scanning electron microscopy
(SEM) with an FEI Versa 3D Dual Beam. The surface rough-
ness of the films was determined by atomic force microscopy
(AFM – Park System XE-100E). The thickness of the films
for each deposition condition was measured using a Bruker-
Contour GT 3D Optical profilometer. The wettability and con-
tact angle values of the coatings were analysed using the sessile
drop technique with a contact angle goniometer (CAG) (Dat-
aphysics OCA 15EC) at room temperature. The contact angle
values were measured 60 seconds after pure water was dropped
onto the surfaces.

2.4. In-vitro Bacterial Test

The antimicrobial activity of W-Ge nanocomposite coatings
against gram negative (Salmonella typhimurium NRRLE 4413,
Escherichia coli ATCC 25922) and gram-positive bacteria
(Staphylococcus aureus 6538 P., Bacillus subtilis IM 622) was
investigated via disc diffusion antibiotic sensitivity assay in
which 6 mm of diameters discs were placed on the plates. The
antibiotic discs and the Mg substrates which were coated with
approximately 1 𝜇m of W-Ge nanocomposite films at different
concentration of Ge (5-60%) were placed on Muller-Hinton
agar (MHA) plates inoculated with 100 𝜇l of 1 × 106 bacterial
suspensions. Plates were then incubated at 37 °C overnight,
followed by measurement of the diameters of inhibition zones.
During the tests, an antibiotic mixture (penicillin-streptomycin)
was used as a positive control.
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3. RESULT AND DISCUSSION

Figure 1 displays the crystallographic properties of W-Ge
nanocomposite films deposited on AZ61Mg by magnetron
sputtering. 2𝜃 Mg peak values of 32°.33, 34°.66, 36°.82, and
48°.13 matched with the entry number of 96-151-2519, are ob-
served due to the Mg substrate for all Ge concentrations. Crystal
structure of GeO2 are observed at 34°.22 with (111) plane from
all coatings and at 62°.63 with (221) planes from 20% and
60% Ge concentration. Additional 2𝜃 GeO2 peak is detected at
72°.73 with (112) orientation from 5%, 40% and 60% coatings
(entry no: 96-152-5833). 2𝜃 peak values 39°.90, and 57°.70
indicate the metallic W with the (101), (200) planes, respec-
tively (entry no: 96-151-2550). Besides, WO3 crystal structure
is obtained from all coatings at 63°.44, indicating the (400)
plane. Whilst, 2𝜃 WO3 peak value of 40°.38 with (201) plane is
observed for 20% and 40% Ge concentrations, this is obtained
at 57°.98 with (202) plane for 60% Ge concentration (entry no:
96-100-4057). It can be concluded that the film coatings were
formed as a composite crystal structure.

Figure 2 displays the morphology of the W-Ge nanocompos-
ite thin films as a function of Ge concentrations. SEM images
reveal two types of morphology, including goosefoot-type and

Figure 1. XRD spectrum of W-Ge thin film deposited on AZ61 Mg.

Figure 2. SEM images of the W-Ge nanocomposites coatings for a) 5% b) 10%
c) 20% d) 40% e) 60% Ge concentrations.

cauliflower-type, for low (5%, 10%, 20%) and high Ge (40%
and 60%) concentrations, respectively. In light of these mor-
phological differences in the SEM images, it can be considered
that there are two types of mechanisms in film formation. The
increase of the Ge concentration for low Ge films led to a reduc-
tion in the goosefoot structure as shown in Figure 2a-c, which
result in a reduction in the number of grains. However, the film
with a 20% Ge concentration has a combined morphological
structure of a goosefoot and a cauliflower-type. Conversely,
coatings with high concentrations of Ge exhibit a contrasting
effect, resulting in a cauliflower-like surface morphology in Ge-
rich films. Specifically, the coating with a Ge concentration of
60% demonstrates a notable abundance of grains, as displayed
in Figure 2e. The surface roughness of W-Ge nanocomposite
coatings was evaluated using by AFM as a function of Ge con-
centration. It is found that the roughness varies between 35 to
90 nm, as illustrated in Figure 3a.

The surface roughness of W-Ge nanocomposite films at low
Ge concentrations (5%, 10% and 20%) increase as a func-
tion of Ge concentration. This result is in a good agreement
with SEM analyses since the surface morphology of thin film
is less smooth and has some pores at 20% Ge concentration.
Besides, surface roughness of 40% Ge concentration of W-Ge
nanocomposite film decreases the level of lowest Ge concen-
tration. The SEM image of W-Ge nanocomposite films at 40%
Ge concentration shows a smoother surface profile (Figure 2d).
As expected from the SEM image given in Figure 2e, the 60%
Ge concentration leads to the highest surface roughness due to
high number of grains and pores.

The effect of the variation of Ge concentration on surface
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wetting characteristic was determined by measuring contact
angle values 60 s after dropping 1𝜇l distilled water on thin
film surface and the results are illustrated in Figure 3b. The
wetting property of a surface is defined as hydrophobic if the
contact angle is greater than 90° and hydrophilic if it is less
than 90° (Law 2014; Kuruoğlu 2022). The contact angle values
of W-Ge nanocomposite coatings with 5%, 10%, 20%, 40%
and 60% Ge concentration are 68°.6, 55°.8, 27°.4, 85°.6 and
62°.7, respectively. Hence, as shown in Figure 3b, the W-Ge
nanocomposite coatings altered with Ge concentration have
hydrophilic surfaces and the highest and the lowest contact an-
gle values are obtained at 40% and 20% Ge concentrations,
respectively. Additionally, the contact angle values of the re-
maining Ge concentrations are apparently similar. It is well
known that surface chemistry and surface morphology deter-
mine the wetting characteristic of surface. The effect of surface
morphology (smooth or rough surface) on the wettability of
surface were modelled by Young (1805) and Cassie & Bax-
ter (1944) or Wenzel (1936). According to the Wenzel model,
an increase in roughness leads to a hydrophilic surface to be
more hydrophilic, and a hydrophobic surface to be more hy-
drophobic. The results of surface roughness measurements and
wettability tests of W-Ge nanocomposite films reveal that, in
general, with the increase of surface roughness, the wettability
of the surfaces decreases (see Figure 3a-b). It can be concluded
that W-Ge nanocomposite films have hydrophilic surface prop-
erties and their hydrophilicity increases with increasing sur-
face roughness, which obeying Wenzel model (Wenzel 1936).
While, W-Ge nanocomposite films with 60% Ge concentration
possess the highest rms surface roughness value of 93.3 nm,
its contact angle (62°.7) is approximately the same values of
W-Ge nanocomposite coatings with 5% Ge concentration. This
behaviour can be explained with Cassie-Baxter model where
droplet cannot penetrate the surface cavities, regardless to the
nature of surface, owing to the air pockets under the droplet
(Foadi et al. 2019b,a).

Gram-positive (Staphylococcus aureus 6538 P., Bacillus sub-
tilis IM 622) and gram-negative (Salmonella typhimurium NR-
RLE 4413, Escherichia coli ATCC 25922) were used as model
bacteria to reveal antibacterial activities of the W-Ge based
nanocomposite coatings as a function of Ge concentration. The
formation of inhibition zones confirms the presence of antibac-
terial activity in all W-Ge nanocomposite coatings. The an-
tibacterial effects of the coatings on gram-positive and gram-
negative bacteria follow different patterns and it is observed
that it is more effective against to gram-positive bacteria as
presented in Figure 4a-b. These differences can be attributed to
the differences in cell wall of bacteria. Gram-positive bacteria
has a thick peptidoglycan layer and no outer lipid membrane
whilst gram-negative bacteria has a thin peptidoglycan layer
and has an outer lipid membrane. In fact, a gram-positive bac-
terium (i.e. S. aureus) is made up of an outer membraneless
peptidoglycan layer with a thickness ranging from 20 to 80

Figure 3. a) Surface roughness and b) contact angle values of W-Ge nanocom-
posite coatings thin film surfaces as a function of Ge concentration.

nm. The outer membrane is an extra layer that E. coli has, de-
spite being a gram-negative bacteria with a considerably thin-
ner layer of peptidoglycan (thickness of 78 nm). Additionally,
it has been previously noted that the outer membrane of the
gram-negative E. coli bacterium made E. coli more resistant to
an AFM tip-induced direct contact interaction than S. aureus
(Akhavan & Ghaderi 2010; Eaton et al. 2008). Antibacterial
efficiencies of W-Ge nanocomposite coatings against to E. coli
and S. typhimurium as a function of Ge concentration show
similar behaviour with increasing up to 20% Ge concentration
and small amount decrease at 40% Ge. The surface roughness
of the coatings is found to play a critical role in their antibac-
terial efficacy against S. typhimurium, and increasing surface
roughness led to oxidation of the coatings, resulting in more
intense GeO2 and WO3 peaks rather than metallic W (as shown
in Figure 1). These findings are supported by the literature that
has revealed the influence of surface roughness and WO3 of
antibacterial efficiency of the coatings (Wu et al. 2018b,a; Tan
et al. 2021). Additionally, while W-Ge nanocomposite coating
with 60% Ge concentration exhibits the highest antibacterial
effects against S. typhimurium, with a high number of grains
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Figure 4. Antibacterial activity of W-Ge nanocomposite coatings as function of Ge concentration on a) gram-negative bacteria and b) gram-positive bacteria.

and the most intense WO3 peaks, a similar effect is observed at
20% Ge concentration against E. coli (as shown in Figure 4a).
As demonstrated in Figure 4b, the antibacterial efficiency of
W-Ge nanocomposite coatings against S. aureus and B. subtilis
is reasonably higher than against the gram-negative bacteria
and exhibits the same tendency as a function of Ge concen-
tration, with maximum efficiency being reached at 40% Ge
concentration against S. aureus.

4. CONCLUSION

In this study, findings on the selective antibacterial properties
of W-Ge nanocomposite films based on varying Ge concentra-
tions were presented. With increasing Ge concentration, two
types of surface mechanisms (goosefoot and cauliflower-type)
were observed, resulting to changes in surface roughness. The
study also found that increased surface roughness led to higher
oxidation of the coatings due to a higher number of grains. The
coatings were found to have hydrophilic surfaces with an oppo-
site trend with surface roughness. Results from antimicrobial
activity measurements showed that the coatings had antibac-
terial activity against both gram-negative and gram-positive
bacteria, with higher efficacy against gram-positive bacteria.
It could be concluded that increased surface roughness led to
higher numbers of grain boundaries, intensifying the metals’
oxide phases and improving their antibacterial activity.
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materials (e.g., tables, figures or extensive quotations)
must be reproduced only with appropriate permission and
acknowledgement. Any work or words by other authors,
contributors, or sources must be appropriately credited
and referenced.

Each manuscript is reviewed by at least two referees
using a double-blind peer review process. Plagiarism, du-
plication, fraudulant authorship/ denied authorship, re-
search/data fabrication, salami slicing/salami publication,
breaching of copyrights, and prevailing conflicts of inter-
est are unethical behaviors. All manuscripts that are not
in accordance with accepted ethical standards will be re-
moved from publication. This also includes any possible
malpractice discovered after publication.

Research Ethics
Physics and Astronomy Reports adheres to the highest
standards in research ethics and follows the principles of
international research ethics as defined below. The authors
are responsible for the compliance of the manuscripts with
ethical rules.

• Principles of integrity, quality and transparency should
be sustained in designing the research, reviewing the
design and conducting the research.

• The research team and participants should be fully
informed about the aims, methods, possible uses, re-
quirements of the research, and risks of participation
in research.

• The confidentiality of the information provided by
the research participants and the confidentility of the
respondents should be ensured. The research should
be designed to protect the autonomy and dignity of
the participants.

• Research participants should voluntarily participate
in the research, not under any coercion.

• Any possible harm to the participants must be avoided.
Research should be planned in such a way that the
participants are not at risk.

• The independence of research must be clear, and any
conflicts of interest must be disclosed.

• In experimental studies with human subjects, written
informed consent from the participants who decided
to participate in the research must be obtained. In the
case of children and those under wardship or with
confirmed insanity, legal custodian assent must be
obtained.
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• If the study is to be carried out in any institution
or organization, approval must be obtained from that
institution or organization.

• In studies with human subjects, it must be noted in the
method section of the manuscript that the informed
consent of the participants and ethics committee ap-
proval from the institution where the study was con-
ducted have been obtained.

Author’s Responsibilities
The authors are responsible for ensuring that the article
is in accordance with scientific and ethical standards and
rules. The authors must ensure that the submitted work is
original in nature. They must certify that the manuscript
has not already been published or submitted elsewhere, in
any language. Applicable copyright laws and conventions
must be followed. Copyright materials (e.g., tables, figures
or extensive quotations) must be reproduced only with
appropriate permission and acknowledgement. Any work
or words by other authors, contributors, or sources must
be appropriately credited and referenced.

All the authors of the submitted manuscript must have
direct scientific and academic contributions to the manu-
script. The author(s) of the original research articles is
defined as a person who is significantly involved in “con-
ceptualization and design of the study”, “collecting the
data”, “analyzing the data”, “writing the manuscript”, “re-
viewing the manuscript with a critical perspective” and
“planning/conducting the study of the manuscript and/or
revising it”. Fund raising, data collection and supervision
of the research group are not sufficient roles to be accepted
as authors. The author(s) must meet all these criteria de-
scribed above. The order of names in the author list of an
article must be a co-decision and must be indicated in the
Copyright Agreement Form.

Individuals who do not meet the authorship criteria but
have contributed to the study must take place in the ac-
knowledgement section. Individuals providing technical
support, general support, material, financial support and
assisting in writing are examples to be indicated in the
acknowledgement section.

All authors must disclose any issues concerning finan-
cial relationships, conflicts of interest, and competing in-
terests that may potentially influence the results of the re-
search or scientific judgment. When an author discovers
a significant error or inaccuracy in his/her own published
paper, it is the author’s obligation to promptly cooperate
with the editor-in-chief to provide retractions or correc-
tions of mistakes.

Responsibility for the Editor and Reviewers
The editor-in-chief evaluates manuscripts for their sci-
entific content without regard to ethnic origin, gender,
sexual orientation, citizenship, religious beliefs or the au-
thors’political philosophy. He/She provides a fair double-
blind peer review of the submitted articles for publication
and ensures that all the information related to submitted
manuscripts is kept as confidential before publishing.

The editor-in-chief is responsible for the content and
overall quality of publications. He/She must publish errata
pages or make corrections when needed.

The editor-in-chief does not allow any conflicts of in-
terest between the authors, editors and reviewers. Only he
has the full authority to assign a reviewer and is responsi-
ble for the final decision to publish the manuscripts in the
journal.

The reviewers must have no conflict of interest with
respect to the research, authors and/or research funders.
Their judgment must be objective.

Reviewers must ensure that all information related to
submitted manuscripts is kept confidential and must report
to the editor if they are aware of copyright infringement
and plagiarism on the author’s side.

A reviewer who feels unqualified to review the topic
of a manuscript or knows that its prompt review will be
impossible should notify the editor and excuse him/herself
from the review process.

The editor informs the reviewers that the manuscripts
are confidential information and that this is a privileged
interaction. The reviewers and editorial board cannot dis-
cuss the manuscripts with other people. The anonymity
of referees must be ensured. In particular situations,the
editor may share a review by one reviewer with other
reviewers to clarify a particular point.

PEER REVIEW

Peer Review Policies
Only those manuscripts approved by every individual au-
thor and that were not published before or submitted to
another journal, are accepted for evaluation.

Submitted manuscripts that pass the preliminary control
are scanned for plagiarism using iThenticate software.
After the plagiarism check, the eligible ones are evaluated
by the editor-in-chief for their originality, methodology,
importance of the subject covered, and compliance with
the journal scope.

The editor hands over the papers matching the for-
mal rules to at least two national/international referees
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for double-blind peer review evaluation and gives green
light for publication upon modification by the authors in
accordance with the referees’ claims.

Responsibility for the Editor and Reviewers
The editor-in-chief evaluates manuscripts for their sci-
entific content without regard to ethnic origin, gender,
sexual orientation, citizenship, religious beliefs or the au-
thors’political philosophy. He/She provides a fair double-
blind peer review of the submitted articles for publication
and ensures that all the information related to submitted
manuscripts is kept as confidential before publishing.

The editor-in-chief is responsible for the content and
overall quality of publications. He/She must publish errata
pages or make corrections when needed. The editor-in-
chief does not allow any conflicts of interest between
the authors, editors and reviewers. Only he has the full
authority to assign a reviewer and is responsible for the
final decision to publish the manuscripts in the journal.

The reviewers must have no conflict of interest with
respect to the research, authors and/or research funders.
Their judgment must be objective.

Reviewers must ensure that all information related to
submitted manuscripts is kept confidential and must report
to the editor if they are aware of copyright infringement
and plagiarism on the author’s side.

A reviewer who feels unqualified to review the topic
of a manuscript or knows that its prompt review will be
impossible should notify the editor and excuse him/herself
from the review process.

The editor informs the reviewers that the manuscripts
are confidential information and that this is a privileged
interaction. The reviewers and editorial board cannot dis-
cuss the manuscripts with other people. The anonymity
of referees must be ensured. In particular situations, the
editor may share a review by one reviewer with other
reviewers to clarify a particular point.

Peer Review Process
Only those manuscripts approved by every individual au-
thor and that were not published before or submitted to
another journal, are accepted for evaluation.

Submitted manuscripts that pass the preliminary con-
trol are scanned for plagiarism using iThenticate software.
After the plagiarism check, the eligible ones are evaluated
by the editor-in-chief for their originality, methodology,
importance of the subject covered and compliance with
the journal scope. Editor-in-chief evaluates anuscripts for
their scientific content without regard to ethnic origin,

gender, sexual orientation, citizenship, religious belief
or political philosophy of the authors and ensures a fair
double-blind peer review of the selected manuscripts.

The selected manuscripts are sent to at least two na-
tional/international referees for evaluation, and publica-
tion decision is made by the editor-in-chief upon modi-
fication by the authors in accordance with the referees’
claims.

Editor-in-chief does not allow any conflicts of inter-
est between the authors, editors, and reviewers and is
responsible for the final decision for publication of the
manuscript in the journal.

The reviewers’ judgments must be objective. Reviewers’
comments on the following aspects are expected during
the review.

• Does the manuscript contain new and significant in-
formation?

• Does the abstract clearly and accurately describe the
content of the manuscript?

• Is this problem significant and concisely stated?
• Are the methods comprehensively described?
• Are the interpretations and conclusions justified by

the results?
• Is adequate reference made to other works in the field?
• Is the language acceptable?

Reviewers must ensure that all information related to
submitted manuscripts is kept confidential and must report
to the editor if they are aware of copyright infringement
and plagiarism on the author’s side.

A reviewer who feels unqualified to review the topic
of a manuscript or knows that its prompt review will be
impossible should notify the editor and excuse him/herself
from the review process.

The editor informs the reviewers that the manuscripts
are confidential information, and that this is a privileged
interaction. The reviewers and editorial board cannot dis-
cuss the manuscripts with other people. The anonymity
of the referees is important.

AUTHOR GUIDELINES

Manuscript Organization and Submission
1. The publication language of the journal is English
2. Authors are required to submit Copyright Agreement

Form, Author Form and Title Page together with the
main manuscript document
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3. Manuscripts should be prepared using the article tem-
plate in Latex format

4. Due to double-blind peer review, the main manuscript
document must not include any author information.

5. Title page should be submitted together with the main
manuscript document and should include the informa-
tion below:

• Category of the manuscript
• The title of the manuscript.
• All authors’ names and affiliations (institution,

faculty/department, city, country), e-mail ad-
dresses, and ORCIDs.

• Information of the corresponding author (in ad-
dition to the author’s information e-mail ad-
dress, open correspondence address, and mo-
bile phone number).

• Financial support
• Conflict of interest.
• Acknowledgment.

6. Submitted manuscripts should have an abstract of 150-
250 words before the introduction, summarizing the
scope, the purpose, the results of the study, and the
methodology used. Under the abstract, a minimum of
3 and a maximum of 6 keywords that inform the reader
about the content of the study should be specified.

7. The manuscripts should contain mainly these com-
ponents: title, abstract and keywords; sections, refer-
ences, tables and figures. The main text of research
articles should include introduction, methods, results,
discussion, conclusion and references subheadings.

8. Tables and figures should be given with a number and
a caption. Every Figure or Table should be referred
within the text of the article in numerical order with
no abbreviations (ie: Table 1, Figure 1)

9. References should be prepared in line with Harvard
reference system. For information: https://www.easyb
ib.com/guides/citation-guides/harvard-referencing/

10. Authors are responsible for all statements made in
their work submitted to the journal for publication.

References
Physics and Astronomy Reports complies with Harvard
system for referencing and in-text citations. For informa-
tion: https://www.easybib.com/guides/citation-guides/h
arvard-referencing/. Accuracy of citations is the author’s
responsibility. All references should be cited in the text.

It is strongly recommended that authors use Reference
Management Software such as Zotero, Mendeley, etc.

Submission Checklist
Please ensure the following:

• The title page was prepared according to the journal
rules.

• This manuscript has not been submitted to any other
journal.

• The manuscript has been checked for English lan-
guage.

• The manuscript was written in accordance with the
full-text writing rules determined by the journal.

• The manuscript has an abstract of 150-250 words and
the number of keywords should be 3-6.

• The references are in line with the Harvard reference
system.

• The Copyright Agreement Form has been filled in and
is ready for submission together with the manuscript.

• The Author Contribution Form has been filled in and
is ready for submission together with the manuscript.

• Permission for previously published copyrighted ma-
terial (text,figure,table) has been obtained if used in
the present manuscript.

• The Ethics Committee Report (if necessary) has been
obtained and ready for submission together with the
manuscript, and the ethics committee report date and
number have been given in the manuscript text.

• Review of the journal policies.
• All authors have read and approved the final version

of the manuscript.
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