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Selçuk University, Türkiye

ii



Contents*

1 Estimates of the norms of some cosine and sine series
Jorge Bustamante 142–150

2 Toward the theory of semi-linear Beltrami equations
Vladimir Gutlyanskii, Olga Nesmelova, Vladimir Ryazanov, Eduard Yakubov 151–163

3 Generalizations of the drift Laplace equation over the quaternions in a class of
Grushin-type spaces
Thomas Bieske, Keller Blackwell 164–175

4 Estimate of the spectral radii of Bessel multipliers and consequences
Rosario Corso 176–183

5 Some recent and new fixed point results on orthogonal metric-like space
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Estimates of the norms of some cosine and sine series
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ABSTRACT. In the work, we estimate the L1 norms of some special cosine and sine series used in studying fractional
integrals.
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1. INTRODUCTION

Let L1 be the (class) of all 2π-periodic, Lebesgue integrable functions f on R such that

∥f∥1 =
1

2π

∫ π

−π

| f(x) | dx <∞.

For 0 < γ < 1, in this work, we study properties of the series

(1.1) φγ(x) =

∞∑
k=1

cos(kx)

kγ
and ψγ(x) =

∞∑
k=1

sin(kx)

kγ

in L1.
Cosine series of the form

(1.2) f(x) =

∞∑
n=1

µn cos(nx)

have been studied by several authors (see [1], [14], [12] and [11]). In particular, necessary and
sufficient conditions for the convergence in L1 of the partial sums of the series (1.2) are known
(see [7], [8] and [3] and the references therein).

Here we are interested in the series given in (1.1), because of their applications in studying
fractional integrals (see [5, p. 422] and [6], where the complex case was considered).

In this work, we look for estimates of the L1 norms of the functions in (1.1). We restrict the
analysis to the case 0 < γ < 1, because it follows from a result proved by Young in [13] (see also
[4]) that, for γ ≥ 1, 1+φγ(x) ≥ 0. Moreover there exists a number α0 such that, for 0 < γ < α0,
the series φγ(x) is not uniformly bounded below (see [9] or [14, p. 191]).

Here we proof that, if 0 < γ < 1, then

∥φγ∥1 ≤ 2− 1

2γ
and ∥ψγ∥1 ≤ 21+γ

(
1 +

1

γ

)
.

Received: 25.03.2023; Accepted: 15.08.2023; Published Online: 18.08.2023
*Corresponding author: Jorge Bustamante; jbusta@fcfm.buap.mx
DOI: 10.33205/cma.1345440

142



Estimates of the norms of some cosine and sine series 143

2. NOTATIONS AND KNOWN RESULTS

Recall that, for 0 <| x |≤ π and n ∈ N, the Dirichlet kernel is given by

Dn(x) = 1 + 2

n∑
k=1

cos(kx) =
sin((2n+ 1)x/2)

sin(x/2)
, D0(x) = 1,

while the Fejér kernel is defined by

Fn(x) =
1

n+ 1

n∑
k=0

Dk(x) =
1

n+ 1

( sin((n+ 1)x/2)

sin(x/2)

)2
= 1 + 2

n∑
k=1

(
1− k

n+ 1

)
cos(kx)(2.3)

(see [5, p. 42-43]).
The associated conjugate Dirichlet kernel is defined by (see [5, p. 48] or [14, p. 49])

(2.4) D̃n(x) = 2

n∑
k=1

sin(kx) =
cos(x/2)− cos((2n+ 1)x/2)

sin(x/2)

and the conjugate Fejér kernel is given by (see [14, p. 91])

F̃n(x) =
1

n+ 1

n∑
k=0

D̃k(x) =
1

tan(x/2)
− 1

2(n+ 1)

sin((n+ 1)x)

sin2(x/2)
.

Recall that, for n ≥ 2 (see [10, p. 151]),

(2.5) ∥Dn∥1 ≤ 2 + lnn.

3. AUXILIARY RESULTS

As usually, for a given sequence {ck}, we denote ∆ck = ck − ck+1 and ∆2ck = ck − 2ck+1 +
ck+2.

The first identity in the next lemma is well known, but the second and third ones will help
us to simplify some computations.

Lemma 3.1. Let {ck}∞k=0 and {dk}∞k=0 be two numerical sequences. Set Ek =
k∑

j=0

dj . For each n ∈ N,

n > 1,
n∑

k=0

ckdk = cnEn +∆cn−1

n−1∑
k=0

Ek +

n−2∑
k=0

∆2ck

k∑
j=0

Ej ,

n−2∑
k=0

(k + 1)∆2ck = c0 − cn − n∆cn−1

and
n+m−2∑
k=n−1

(k + 1)∆2ck = cn − cn+m + n∆cn−1 − (n+m)∆cn+m−1.

Proof. The first identity is obtained by applying twice the Abel transform

(3.6)
n∑

k=0

ckdk = cn

n∑
k=0

dk +

n−1∑
k=0

(ck − ck+1)

k∑
j=0

dj .
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That is

co

n∑
k=0

ckdk = cnEn +

n−1∑
k=0

(ck − ck+1)Ek

= cnEn + (cn−1 − cn)

n−1∑
k=0

Ek +

n−2∑
k=0

(ck − 2ck+1 + ck+2)

k∑
j=0

Ej .

In particular, if

(3.7) dk =

 1, k = 0,

0, k ≥ 1,

one has Ek = 1 (k ≥ 0). Hence

c0 = cn + n(cn−1 − cn) +

n−2∑
k=0

(k + 1)(ck − 2ck+1 + ck+2)

and

0 =

n+m∑
k=0

ckdk −
n∑

k=0

ckdk = cn+m − cn + (n+m)∆cn+m−1

− n∆cn−1 +

n+m−2∑
k=n−1

(k + 1)∆2ck.

□

Lemma 3.2. If γ > 0 and ck = k−γ for k ∈ N, then

0 < ck − ck+1 <
γ

k1+γ
and 0 < ck − 2ck+1 + ck+2 <

γ(1 + γ)

k2+γ
.

Proof. Set fγ(x) = x−γ . If x ≥ 1, then

fγ(x)− fγ(x+ 1) = −
∫ x+1

x

f ′γ(y)dy =

∫ x+1

x

γ

y1+γ
dy <

γ

x1+γ

and

fγ(x)− 2fγ(x+ 1) + fγ(x+ 2) = γ

∫ x+1

x

(
f1+γ(y)− f1+γ(y + 1)

)
dy

= γ(1 + γ)

∫ x+1

x

∫ y+1

y

dz

z2+γ
dy <

γ(1 + γ)

x2+γ
.

□

Proposition 3.1. If 0 < γ < 1 and n ≥ 2, then

1

2π

∫ π

−π

∣∣∣ n∑
k=1

cos(kx)

kγ

∣∣∣dx ≤ 2− 1

2γ
+

1 + lnn

2nγ
.

Moreover, if m ∈ N, then

(3.8)
1

π

∫ π

−π

∣∣∣ n+m∑
k=n+1

cos(kx)

kγ

∣∣∣dx ≤ 1 + ln(n+m)

(n+m)γ
+

(3 + lnn)

nγ
+

2n

(n− 1)1+γ
.
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Proof. Set ak = 1/kγ for k ∈ N, a0 = 2− 1/2γ and

(3.9) Ln(x) = 2− 1

2γ
+ 2

n∑
k=1

cos(kx)

kγ
.

Notice that

a0 − 2a1 + a2 = 0

and ∆2ak ≥ 0 for k ≥ 0 (see Lemma 3.2).
Taking into account Lemma 3.1 (with d0 = 1 and dk = 2 cos(kx) for k ≥ 1) and the definition

of the Dirichlet and Fejér kernels, we obtain

Ln(x) = anDn(x) + ∆an−1

n−1∑
k=0

Dk(x) +

n−2∑
k=0

∆2ak

k∑
j=0

Dj(x)

= anDn(x) + n∆an−1Fn−1(x) +

n−2∑
k=0

(k + 1)∆2akFk(x).

Hence

2

n∑
k=1

cos(kx)

kγ
= −a0 + anDn(x) + n∆an−1Fn−1(x) +

n−2∑
k=0

(k + 1)∆2akFk(x).

Recall that (see (2.3)) Fk(x) ≥ 0 and

1

2π

∫ π

−π

Fk(x)dx = 1.

Taking into account (2.5) and Lemma 3.1, for n ≥ 2 and 0 < γ < 1, one has

2

2π

∫ π

−π

∣∣∣ n∑
k=1

cos(kx)

kγ

∣∣∣dx ≤ a0 + an(2 + lnn) + n∆an−1 +

n−2∑
k=0

(k + 1)∆2ak

= a0 + an(2 + lnn) + n∆an−1 + a0 − an − n∆an−1

= 2a0 + an(1 + lnn).

Moreover

Ln+m(x)− Ln(x) = an+mDn+m(x) + (n+m)∆an+m−1Fn+m−1(x)(3.10)

− anDn(x)− n∆an−1Fn−1(x) +

n+m−2∑
k=n−1

(k + 1)∆2akFk(x).
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Therefore

2

2π

∫ π

−π

∣∣∣ n+m∑
k=1

cos(kx)

kγ
−

n∑
k=1

cos(kx)

kγ

∣∣∣dx
=

1

2π

∫ π

−π

∣∣∣Ln+m(x)− Ln(x)
∣∣∣dx

≤an+m(2 + ln(n+m)) + (n+m)∆an+m−1 + an(2 + lnn) + n∆an−1

+

n+m−2∑
k=n−1

(k + 1)∆2ak

=an+m(2 + ln(n+m)) + (n+m)∆an+m−1 + an(2 + lnn) + n∆an−1

+an − an+m + n∆an−1 − (n+m)∆an+m−1

=an+m(1 + ln(n+m)) + an(3 + lnn) + 2n∆an−1

≤1 + ln(n+m)

(n+m)γ
+

(3 + lnn)

nγ
+

2n

(n− 1)1+γ
.

□

Remark 3.1. We know that (see [5, p. 50 and 43]), if 0 < δ < π and n ∈ N, then

sup
δ≤|x|≤π

| Dn(x) |≤
1

sin(δ/2)
and sup

δ≤|x|≤π

Fn(x) ≤
1

(n+ 1) sin2(δ/2)
.

Therefore, it follows from (3.10) that {Ln} is a Cauchy sequence in the uniform norm in [−π,−δ)∪(δ, π].
Hence {Ln} converges uniformly to a continuous function in this fixed interval. Since δ ∈ (0, π) is
arbitrary, it implies continuity in the open interval. In particular

φγ(x) = −a0
2

+
1

2

∞∑
k=0

(k + 1)∆2akFk(x).

We have not found good estimates for the L1 norm of the conjugate of the Dirichlet kernel
in the existing literature, that is the reason why we include the following lemma.

Lemma 3.3. For each n ∈ N, one has

1

2π

π∫
−π

∣∣∣D̃n(t)
∣∣∣ dt ≤ 2 + 2 lnn.

Proof. It is known that
2x

π
≤ sinx, 0 < x ≤ π/2,

and
| sin(nx) |
| sinx |

=
sin(nx)

sinx
≤ n, 0 < x ≤ π/(2n).

For instance, similar inequalities appeared in [10, p. 151]. Since the second one is less known,
we include a proof. Since the function cosx decreases in the interval (0, π/2], for 0 < x ≤
π/(2n), cos(nx) ≤ cosx. If g(x) = sin(nx)− n sinx, then g′(x) = n(cos(nx)− cosx) < 0. Hence
g(x) decreases in [0, π/(2n). But g(0) = 0. Therefore

0 ≤ sin(nx) ≤ n sin(x), 0 < x ≤ π/(2n).
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Since D̃n is an odd function, taking into account the trigonometric identity

cos a− cos b = 2 sin
(a+ b

2

)
sin
(b− a

2

)
,

one has

1

2π

π∫
−π

∣∣∣D̃n(t)
∣∣∣ dt = 1

π

π∫
0

∣∣∣D̃n(t)
∣∣∣ dt = 1

π

π∫
0

∣∣∣∣cos(t/2)− cos((2n+ 1)t/2)

sin(t/2)

∣∣∣∣ dt
=

2

π

π/2∫
0

∣∣∣∣cos(s)− cos((2n+ 1)s)

sin s

∣∣∣∣ ds = 4

π

π/2∫
0

∣∣∣∣ sin((n+ 1)s) sin(ns)

sin s

∣∣∣∣ ds
≤ 4

π

π/2∫
0

∣∣∣∣ sin(ns)sin s

∣∣∣∣ ds ≤ 4

π

π/(2n)∫
0

ndt+
4

π

π/2∫
π/(2n)

π

2t
dt

= 2 + 2
(
ln
π

2
− ln

π

2n

)
= 2 + 2 lnn.

□

Lemma 3.4. If 0 < γ < 1 and n > 3, then

1

2π

∫ π

−π

∣∣∣ n∑
k=1

sin(kx)

kγ

∣∣∣dx ≤ 21+γ
(
1 +

1

γ

)
+

(1 + lnn)

nγ
.

Moreover, if m ∈ N, then

1

2π

π∫
−π

∣∣∣∣∣
n+m∑

k=n+1

sin(kt)

kγ

∣∣∣∣∣ dt ≤ 1 + ln(n+m)

(n+m)γ
+ (2 + 21+γ)

1 + lnn

nγ
+

21+γ

γnγ
.

Proof. We use the notations of Lemma 3.1 by setting c0 = 0, d0 = 1, and ck = 1/kγ and
dk = dk(x) = 2 sin(kx), for k ≥ 1. With these notations

k∑
j=1

dj(x) = 1 + D̃k(x), k ≥ 1.

If we set

Mn(x) = 2

n∑
k=1

ck sin(kx) =

n∑
k=0

ckdk(x),
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it follows from (3.6) that

Mn(x) = cn

n∑
k=0

dk(x) +

n−1∑
k=0

(ck − ck+1)

k∑
j=0

dj(x)

= cn

(
1 + D̃n(x)

)
− c1 +

n−1∑
k=1

(ck − ck+1)
(
1 + D̃k(x)

)
= cn

(
1 + D̃n(x)

)
− c1 +

n−1∑
k=1

(ck − ck+1) +

n−1∑
k=1

(ck − ck+1)D̃k(x)

= cnD̃n(x) +

n−1∑
k=1

(ck − ck+1)D̃k(x).

Taking into account Lemmas 3.2 and 3.3, we obtain

1

2π

π∫
−π

|Mn(t)| dt ≤ 2cn(1 + lnn) + 2γ

n−1∑
k=1

(1 + ln k)

k1+γ
.

In order to estimate the sum in the previous inequality, we include some computations. By
integration by part, we obtain

γ

n−1∑
k=1

(1 + ln k)

k1+γ
≤ 21+γγ

n−1∑
k=1

(1 + ln k)

(k + 1)1+γ
≤ 21+γγ

n−1∑
k=1

∫ k+1

k

(1 + lnx)

x1+γ
dx

= 21+γγ

∫ n

1

(1 + lnx)

x1+γ
dx = 21+γ

(
1− 1 + lnn

nγ
+

∫ n

1

1

x1+γ
dx
)

= 21+γ
(
1− 1 + lnn

nγ
+

1

γ

(
1− 1

nγ

))
≤ 21+γ

(
1 +

1

γ

)
.

We conclude that

1

2π

π∫
−π

∣∣∣∣∣
n∑

k=1

sin(kt)

kγ

∣∣∣∣∣ dt = 1

2

1

2π

π∫
−π

|Mn(t) | dt ≤ cn(1 + lnn) + 21+γ
(
1 +

1

γ

)
.

Moreover,

2

2π

π∫
−π

∣∣∣∣∣
n+m∑
k=1

sin(kt)

kγ
−

n∑
k=1

sin(kt)

kγ

∣∣∣∣∣ dt
=

1

2π

π∫
−π

∣∣∣cn+mD̃n+m(x)− cnD̃n(x) +

n+m−1∑
k=n

(ck − ck+1)D̃k(x)
∣∣∣dx

≤2cn+m(1 + ln(n+m)) + 2cn(1 + lnn) + 2γ

n+m−1∑
k=n

(1 + ln k)

k1+γ

≤2cn+m(1 + ln(n+m)) + 2cn(1 + lnn) + 22+γ (1 + lnn)

nγ
+

22+γ

γnγ
.
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□

Remark 3.2. It is known that (see [14, p. 92])

F̃n(t) sign t ≥ 0, t ∈ (−π, π).

Hence F̃n(x) is not a positive operator and different Cesàro means of D̃n(x) share this properties. That
is the reason why we use D̃n(x) instead of F̃n(x).

4. MAIN RESULTS

Theorem 4.1. If 0 < γ < 1, then φγ , ψγ ∈ L1,

∥φγ∥1 ≤ 2− 1

2γ
and ∥ψγ∥1 ≤ 21+γ

(
1 +

1

γ

)
.

Proof. If a series converges to a function f ∈ L1, then the series is the Fourier series of f (see [5,
p. 51]).

If

Hn(x) =

n∑
k=1

cos(kx)

kγ
,

equation (3.8) can be rewriten as

1

π

∫ π

−π

∣∣∣Hn+m(x)−Hn(x))
∣∣∣dx ≤ 1 + ln(n+m)

(n+m)γ
+

(3 + lnn)

nγ
+

2n

(n− 1)1+γ
.

Hence {Hn} is a Cauchy sequence in L1. Therefore there exists a function F ∈ L1 such that
∥F−Hn∥1 → 0 as n→ ∞. But F (x) = φγ(x) a.e. . Since the series is continuous for 0 <| x |≤ π,
we have equality for x ̸= 0.

Taking into account Proposition 3.1 (see also [2, p. 50]) and (3.9) with Ln defined as in (3.9),
one has

1

2π

∫ π

−π

| φγ(t) | dt = lim
n→∞

1

2π

∫ π

−π

| Hn(t) | dt ≤ lim
n→∞

(
2− 1

2γ
+

1 + lnn

2nγ

)
= 2− 1

2γ
.

The assertions for ψγ follow analogously. □
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VLADIMIR GUTLYANSKIĬ, OLGA NESMELOVA*, VLADIMIR RYAZANOV, AND EDUARD
YAKUBOV

ABSTRACT. We study the semi-linear Beltrami equation ωz̄ − µ(z)ωz = σ(z)q(ω(z)) and show that it is closely
related to the corresponding semi-linear equation of the form divA(z)∇U(z) = G(z)Q(U(z)). Applying the theory
of completely continuous operators by Ahlfors-Bers and Leray–Schauder, we prove existence of regular solutions both
to the semi-linear Beltrami equation and to the given above semi-linear equation in the divergent form, see Theorems
1.1 and 5.2. We also derive their representation through solutions of the semi-linear Vekua type equations and gener-
alized analytic functions with sources. Finally, we apply Theorem 5.2 for several model equations describing physical
phenomena in anisotropic and inhomogeneous media.
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1. INTRODUCTION

Let D be a domain in the complex plane C. In this paper, we study semi-linear Beltrami
equations of the form

(1.1) ωz̄ − µ(z)ωz = σ(z)q(ω(z)), z ∈ D,

where the left hand side is presented by the linear Beltrami operator L(ω) := ωz̄ − µωz with
measurable coefficient µ : D → C, satisfying uniform ellipticity condition |µ(z)| ≤ k < 1 a.e.,
ωz̄ := (ωx + iωy)/2, ωz := (ωx − iωy)/2, z = x + iy, ωx and ωy are partial derivatives of the
function ω in x and y, respectively. The non-linear part of the equation is chosen in such a way
that σ : D → C belongs to class Lp(D), p > 2, and q : C → C is a continuous function, satisfying
the asymptotic condition

(1.2) lim
w→∞

q(w)

w
= 0.

One of the main goals of this paper is to establish close links between semi-linear Beltrami
equation (1.1) and semi-linear Poisson type equation of the form

(1.3) div [A(z) gradU(z)] = G(z)Q(U(z)),

the diffusion term of which is the divergence form elliptic operator L(u), whereas its reaction
term G(z)Q(U(z)) is such that G : D → R is a function of class Lp′(D), p′ > 1, and Q : R → R
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stands for a continuous function such that

(1.4) lim
t→∞

Q(t)

t
= 0 .

From now on, A(z) = {aij(z)} is symmetric matrix function with measurable entries and
detA(z) = 1, satisfying the uniform ellipticity condition

(1.5)
1

K
|ξ|2 ≤ ⟨A(z)ξ, ξ⟩ ≤ K|ξ|2 a.e. in D, 1 ≤ K <∞, ∀ ξ ∈ R2 .

The semi-linear Poisson equation, when A ≡ 1 in (1.3), was studied in [15], [28] and [29].
A rather comprehensive treatment of the present state of the general theory concerning semi-
linear Poisson equations can be found in the excellent books of M. Marcus and L. Véron [23]
and L. Véron [34]. For the classic case A ≡ 1 and Q ≡ 1 of the Poisson equation, see e.g. the
recent article [32]. The model case G ≡ 1 with general Q and A was first investigated in [12],
see also the papers [13]–[14] and [16]-[17].

Links established by us open up new possibilities for the study both of equations (1.1) and
(1.3), because one can apply a wide range of effective methods of the potential theory as well
as comprehensively developed theory of quasiconformal mappings in the plane, see e.g. [1],
[3], [6] and [21]. In particular, it allows us to study in detail both the regularity properties for
solutions to the equations (1.1) and (1.3) and the proper representation of such solutions.

Before to formulate the main theorem on semi-linear Beltrami equation (1.1), we need to in-
troduce some definitions. Similarly to [2], see also monograph [1], we assume that the function
σ : C → C in equation (1.1) belongs to class Lp(C) for some p > 2 with the condition

(1.6) k Cp < 1 , k := ∥µ∥∞ < 1 ,

guaranteing the existence of suitable solutions of the equations (1.1), where Cp is the norm of
the known operator T : Lp(C) → Lp(C) defined through the Cauchy principal limit of the
singular integral

(1.7) (Tg)(ζ) := lim
ε→0

− 1

π

∫
|z−ζ|>ε

g(z)

(z − ζ)2
dxdy

 , z = x+ iy .

As known, ∥Tg∥2 = ∥g∥2, i.e., C2 = 1, and by the Riesz convexity theorem Cp → 1 as p → 2,
see e.g. Lemma 2 in [1] and Lemma 4 in [2]. Thus, there are such p, whatever the value of k in
(1.6).

Let us denote by Bp the Banach space of functions ω : C → C, which satisfy a Hölder
condition of order 1 − 2/p, which vanish at the origin, and whose generalized derivatives ωz

and ωz̄ exist and belong to Lp(C). The norm in Bp is defined by

(1.8) ∥ω∥Bp := sup
z1,z2∈C,

z1 ̸=z2

|ω(z1)− ω(z2)|
|z1 − z2|1−2/p

+ ∥ωz∥p + ∥ωz̄∥p .

Theorem 1.1. Let µ : C → C and σ : C → C have compact supports, µ ∈ L∞(C) with k := ∥µ∥∞ <
1, σ ∈ Lp(C) for some p > 2 satisfying (1.6). Suppose that q : C → C is a continuous function
satisfying condition (1.2). Then the semi-linear Beltrami equation (1.1) has a solution ω of the class
Bp(C).

Moreover, we show that the given solution ω has the representation as a composition H ◦ f ,
where f stands for a suitable quasiconformal mapping andH is a generalized analytic function,
see Section 2 and Remark 4.3.
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Theorem 1.1 together with the standard complexification approach allows us to prove the
corresponding existence, representation and regularity result for semi-linear Poisson type equa-
tions (1.3), see Theorem 5.2.

The paper is organized as follows. Section 2 contains some definitions and preliminary
results. The factoring of solutions for the semi-linear Beltrami equations (1.1) can be found in
Section 3. The proof of Theorem 1.1 is given in Section 4. Section 5 includes the statement
and the proof of Theorem 5.2. Finally, in Section 6 we apply Theorem 5.2 for several model
equations describing some physical phenomena in anisotropic and inhomogeneous media.

2. DEFINITIONS AND PRELIMINARY RESULTS

Recall that monograph [33] was devoted to generalized analytic functions, i.e., continuous
complex valued functions H(z) of one complex variable z = x + iy of class W 1,1

loc in a domain
D satisfying the equations

(2.9) ∂z̄H + aH + bH = S , ∂z̄ := (∂x + i∂y)/2 ,

with complex valued coefficients a, b, S ∈ Lp(D), p > 2. If a ≡ 0 ≡ b, then H will be called
generalized analytic functions with sources S. Later on, we also need some results on the
semi-linear Vekua type equation

(2.10) ∂z̄H(z) = g(z) · q(H(z))

that have been obtained in our preceding papers [17], [18] and [28].
According to the works [15] and [28], a continuous function h : D → R of class W 2,p

loc is
also called a generalized harmonic function with a source s:D → R in Lp(D), p > 2, if h a.e.
satisfies the Poisson equation

(2.11) △h(z) = s(z) ,

where, as usual, △ := ∂2/∂x2 + ∂2/∂y2, z = x+ iy, is the Laplacian. Note that by the Sobolev
embedding theorem, see Theorem I.10.2 in [31], such functions h belong to the class C1.

Let H be a generalized analytic function with a complex valued source S. Then we say that
a function h : D → R is a weak generalized harmonic function with the source S, if h = ReH.

It is well known that the homogeneous Beltrami equation

(2.12) fz̄ = µ(z)fz

is the basic equation in analytic theory of quasiconformal and quasiregular mappings in the
plane with numerous applications in nonlinear elasticity, gas flow, hydrodynamics and other
sections of natural sciences. For the corresponding quasilinear homogeneous Beltrami equa-
tions, when the complex coefficient µ depends not only on z but also on f , see the recent papers
[10] and [30].

Recall that the equation (2.12) is said to be nondegenerate or uniformly elliptic if ||µ||∞ < 1,
i.e., if Kµ ∈ L∞,

(2.13) Kµ(z) :=
1 + |µ(z)|
1 − |µ(z)|

.

Homeomorphic solutions f of nondegenerate equation (2.12) of the classW 1,2
loc are called quasi-

conformal mappings or sometimes µ−conformal mappings. Its continuous solutions in W 1,2
loc

are called µ−conformal functions. On the corresponding existence theorems for nondegener-
ate Beltrami equation (2.12), see e.g. [1], [6] and [21].
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The inhomogeneous Beltrami equations

(2.14) ωz̄ = µ(z) · ωz + σ(z)

have been introduced and investigated by L. Ahlfors and L. Bers in paper [2], see also the
Ahlfors monograph [1].

One of the principal results in [2], Theorem 1, is the following statement:
Theorem A. Let σ ∈ Lp(C) for p > 2, satisfying condition (1.6). Then the equation (2.14) has a unique
solution ωµ,σ ∈ Bp. This is its only solution with ω(0) = 0 and ωz ∈ Lp(C).

As a consequence one deduces, see Theorem 4 and Lemma 8 in [2],
Theorem B. Let µ : C → C be in L∞(C) with compact support and ∥µ∥∞ < 1. Then there exists a
unique µ−conformal mapping fµ in C which vanishes at the origin and satisfies condition fµz − 1 ∈
Lp(C) for any p > 2, satisfying (1.6). Moreover, fµ(z) = z + ωµ,µ(z).

3. FACTORING OF SOLUTIONS TO SEMI-LINEAR BELTRAMI EQUATIONS

Let us start with the following factorization lemma for the linear inhomogeneous Beltrami
equations (2.14).

Lemma 3.1. Let D be a bounded domain in C, µ : D → C be in class L∞(D) with k := ∥µ∥∞ < 1,
σ : D → C be in class Lp(D), p > 2, with condition (1.6). Suppose that fµ : C → C is the
µ−conformal mapping from Theorem B with an arbitrary extension of µ onto C keeping compact support
and condition (1.6).

Then each continuous solution ω of equation (2.14) in D of class W 1,p(D) has the representation as
a composition H ◦ fµ|D, where H is a generalized analytic function in D∗ := fµ(D) with the source
g ∈ Lp∗(D∗), p∗ := p2/2(p− 1) ∈ (2, p),

(3.15) g :=

(
fµz
Jµ

· σ
)
◦ (fµ)−1

,

where Jµ is the Jacobian of fµ.
Vice versa, if H is a generalized analytic function with the source g ∈ Lp∗(D∗), p∗ > 2, in (3.15),

then ω := H ◦ fµ is a solution of (2.14) of class Cα
loc ∩W 1,p∗

loc (D), where α = 1 − 2/p∗ and p∗ :=
p2∗/2(p∗ − 1) ∈ (2, p∗).

Proof. To be short, let us apply here the notation f instead of fµ. Let us consider the function
H := ω ◦ f−1. First of all, note that by point (iii) of Theorem 5 in [2] f∗ := f−1|D∗ , D∗ := f(D),
is of class W 1,p(D∗). Then, arguing in a perfectly similar way as under the proof of Lemma 10
in [2], we obtain that H ∈W 1,p∗(D∗), where p∗ := p2/2(p− 1) ∈ (2, p). Hence it has no sense to
repeat these arguments here. Since ω = H ◦ f , we get also, see e.g. formulas (28) in [2], see also
formulas I.C(1) in [1], that

ωz = (Hζ ◦ f) · fz + (Hζ ◦ f) · fz̄ ,

ωz̄ = (Hζ ◦ f) · fz̄ + (Hζ ◦ f) · fz ,
and, thus,

σ(z) = ωz̄ − µ(z)ωz = (Hζ ◦ f) fz (1− |µ(z)|2) = (Hζ ◦ f) J(z)/fz ,

where J(z) = |fz|2 − |fz̄|2 = |fz|2(1− |µ(z)|2) is the Jacobian of f , i.e.,

Hζ = g(ζ) :=

(
fz
J

· σ
)
◦ f−1(ζ) .

Similarly, applying Lemma 10 in [2] and the Sobolev embedding theorem, see Theorem I.10.2
in [31], we come to the inverse conclusion. □
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Remark 3.1. Note that if H is a generalized analytic function with the source g in the domain D∗, then
h = H + A is so for any analytic function A in D∗, but |A′|p∗ can be integrable only locally in D∗.
By Lemma 3.1, the source in (3.15) is always in class Lp∗(D∗), p∗ := p2/2(p − 1) ∈ (2, p), in view
of Theorem A with σ extended onto C by zero outside of D. Here we may assume that µ is extended
onto C by zero outside of D. However, any other extension of µ keeping condition (1.6) is suitable here,
too. Moreover, we may apply here as fµ any µ−conformal mappings with different normalizations, in
particular, with the hydrodynamic normalization fµ(z) = z + o(1) as z → ∞.

Next statement makes it is possible to reduce the study of the semi-linear Beltrami equations
(1.1) to the study of the corresponding semi-linear Vekua type equations (2.10).

Lemma 3.2. Let D be a bounded domain in C, µ : D → C be measurable with ∥µ∥∞ < 1, σ : D → C
be in class Lp(D), p > 2. Suppose that q : C → C is continuous and fµ : C → C is a µ−conformal
mapping from Theorem B with an arbitrary extension of µ onto C keeping compact support and condition
(1.6).

Then each continuous solution ω of equation (1.1) in D of class W 1,p(D) has the representation
as a composition H ◦ fµ|D, where H is a continuous solution of (2.10) in class W 1,p∗

loc (D∗), where
D∗ := fµ(D), p∗ := p2/2(p − 1) ∈ (2, p), with the multiplier g in (2.10) of class Lp∗(D∗) defined by
formula (3.15).

Vice versa, if H is a continuous solution in class W 1,p∗
loc (D∗) of (2.10) with multiplier g ∈ Lp∗(D∗),

p∗ > 2, given by (3.15), then ω := H ◦fµ is a solution of (1.1) in class Cα
loc∩W

1,p∗

loc (D), α = 1−2/p∗,
where p∗ := p2∗/2(p∗ − 1) ∈ (2, p∗).

Proof. Indeed, if ω is a continuous solution of (1.1) in D of class W 1,p(D), then ω is a solution of
(2.14) in D with the source Σ := σ · q ◦ ω in the same class. Then by Lemma 3.1 and Remark 3.1
ω = H ◦ fµ, where H is a generalized analytic function with the source G of class Lp∗(D∗) after
replacement of σ by Σ in (3.15). Note that H ∈ W 1,p∗

loc (D∗), see e.g. Theorems 1.16 and 1.37 in
[33]. The proof of the vice versa conclusion of Lemma 3.2 is similar and it is again based on its
reduction to Lemma 3.1. □

4. ON SOLUTIONS OF SEMI-LINEAR BELTRAMI EQUATIONS

First of all, recall that a completely continuous mapping from a metric space M1 into a
metric space M2 is defined as a continuous mapping on M1 which takes bounded subsets of
M1 into relatively compact subsets of M2, i.e., with compact closures in space M2. When a
continuous mapping takes M1 into a relatively compact subset of M1, it is nowadays said to
be compact on M1. Note that the notion of completely continuous (compact) operators is due
essentially to Hilbert in a special space that, in reflexive spaces, is equivalent to Definition
VI.5.1 for the Banach spaces in [11], which is due to F. Riesz, see also further comments of
Section VI.12 in [11].

Recall some further definitions and one fundamental result of the celebrated paper [22].
Leray and Schauder extend as follows the Brouwer degree, see e.g. [7] and [9], to compact per-
turbations of the identity I in a Banach space B, i.e., a complete normed linear space. Namely,
given an open bounded set Ω ⊂ B, a compact mapping F : B → B and z /∈ Φ(∂Ω), Φ := I −F ,
the (Leray-Schauder) topological degree deg [Φ,Ω, z] of Φ in Ω over z is constructed from the
Brouwer degree by approximating the mapping F over Ω by mappings Fε with range in a
finite-dimensional subspace Bε (containing z) of B. It is showing that the Brouwer degrees
deg [Φε,Ωε, z] of Φε := Iε − Fε, Iε := I|Bε

, in Ωε := Ω ∩Bε over z stabilize for sufficiently small
positive ε to a common value defining deg [Φ,Ω, z] of Φ in Ω over z.



156 Vladimir Gutlyanskiı̆, Olga Nesmelova, Vladimir Ryazanov, Eduard Yakubov

This topological degree algebraically counts the number of fixed points of F (·)− z in Ω and
conserves the basic properties of the Brouwer degree as additivity and homotopy invariance.
Now, let a be an isolated fixed point of F . Then the local (Leray-Schauder) index of a is defined
by ind [Φ, a] := deg[Φ, B(a, r), 0] for small enough r > 0. ind [Φ, 0] is called by index of F . In
particular, if F ≡ 0, correspondingly, Φ ≡ I , then the index of F is equal to 1. For our goals, we
need only the latter fact from the index theory.

Now, let us formulate one of the main results in the Leray-Schauder article [22], Theorem 1,
see also the survey [25].

Proposition 4.1. Let B be a Banach space, and let F (·, τ) : B → B be a family of operators with
τ ∈ [0, 1]. Suppose that the following hypotheses hold:

(H1) F (·, τ) is completely continuous onB for each τ ∈ [0, 1] and uniformly continuous with respect
to the parameter τ ∈ [0, 1] on each bounded set in B;

(H2) the operator F := F (·, 0) has finite collection of fixed points whose total index is not equal to
zero;

(H3) the collection of all fixed points of the operators F (·, τ), τ ∈ [0, 1], is bounded in B.
Then the collection of all fixed points of the family of operators F (·, τ) contains a continuum along which
τ takes all values in [0, 1].

For introduction in the modern fixed point theory, see e.g. survey [20] and monograph [26].

Remark 4.2. By Lemma 5 in [2] the mapping σ → ωµ,σ from Theorem A is a bounded linear operator
from Lp(C) toBp(C) with a bound that depends only on k and p in (1.6). In particular, this is a bounded
linear operator from Lp(C) to C(C). Namely, by (15) in [2] we have that ωµ,σ is Hölder continuous:

(4.16) |ωµ,σ(z1) − ωµ,σ(z2)| ≤ c · ∥σ∥p · |z1 − z2|1−2/p ∀ z1 z2 ∈ C ,

where the constant c may depend only on k and p in (1.6). Moreover, ωµ,σ(z) is locally bounded because
ωµ,σ(0) = 0. Thus, the linear operator σ → ωµ,σ|S is completely continuous for each compact set S in
C by Arzela-Ascoli theorem, see e.g. Theorem IV.6.7 in [11].

Finally, we are ready to give a proof of Theorem 1.1.
Proof for Theorem 1.1. If ∥σ∥p = 0 or ∥q∥C = 0, then Theorem A above gives the desired

solution ω := ωµ,0 of equation (1.1). Thus, we may assume that ∥σ∥p ̸= 0 and ∥q∥C ̸= 0. Set
q∗(t) = max

|w|≤t
|q(w)|, t ∈ R+ := [0,∞). Then the function q∗ : R+ → R+ is continuous and

nondecreasing and, moreover, by (1.2)

(4.17) lim
t→∞

q∗(t)

t
= 0 .

Let us show that the family of operators F (g; τ) : Lσ
p (C) → Lσ

p (C),
(4.18) F (g; τ) := τσ · q(ωµ,g) ∀ τ ∈ [0, 1] ,

where Lσ
p (C) consists of functions g ∈ Lp(C) with supports in the support S of σ, satisfies

hypotheses H1-H3 of Theorem 1 in [22], see Proposition 4.1 above. Indeed:
H1). First of all, the function F (g; τ) ∈ Lσ

p (C) for all τ ∈ [0, 1] and g ∈ Lσ
p (C) because the

function q(ωµ,g) is continuous and, furthermore, the operators F (·; τ) are completely continu-
ous for each τ ∈ [0, 1] and even uniformly continuous with respect to parameter τ ∈ [0, 1] by
Theorem A and Remark 4.2.

H2). The index of the operator F (g; 0) is obviously equal to 1.
H3). Let us assume that the collection of all solutions of the equations g = F (g; τ), τ ∈ [0, 1],

is not bounded in Lσ
p (C), i.e., there is a sequence of functions gn ∈ Lσ

p (C) with ∥gn∥p → ∞ as
n→ ∞ such that gn = F (gn; τn) for some τn ∈ [0, 1], n = 1, 2, . . . .
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However, then by Remark 4.2, we have that

∥gn∥p ≤ ∥σ∥p q∗ (∥ωµ,gn |S∥C) ≤ ∥σ∥p q∗ (M ∥gn∥p)

for some constant M > 0 and, consequently,

(4.19)
q∗(M ∥gn∥p)
M ∥gn∥p

≥ 1

M ∥σ∥p
> 0 .

The latter is impossible by condition (4.17). The obtained contradiction disproves the above
assumption.

Thus, by Theorem 1 in [22], see Proposition 4.1 above, there is a function g ∈ Lσ
p (C) with

F (g; 1) = g, and then by Theorem A the function ω := ωµ,g gives the desired solution of (1.1).
□

Remark 4.3. By Lemma 3.2, ω has the representation as a composition H ◦ fµ, where fµ : C → C is
a µ−conformal mapping from Theorem B and H is a continuous solution of (2.10) in class W 1,p∗

loc (C),
p∗ := p2/2(p − 1) ∈ (2, p), with the multiplier g in (2.10) of class Lp∗(C) defined by formula (3.15).
Note also that H is a generalized analytic function with a source of the same class.

Let us also give the following lemma on semi-linear Beltrami equations that may be of inde-
pendent interest and will be first applied in the next section.

Lemma 4.3. Let D be a bounded domain in C, µ : D → C in class L∞(D), k := ∥µ∥∞ < 1,
G : D → C be in class Lp′(D) for some p′ > 1 and L : Lp′(D) → Lp(D) be a linear bounded operator
for some p > 2 satisfying (1.6).

Suppose that q : C → C is a continuous function satisfying condition (1.2). Then the semi-linear
Beltrami equation of the form

(4.20) ωz̄ = µ(z) · ωz + L[Gq(ω)](z) , z ∈ D,

has a solution ω of class Cα(D) ∩W 1,p(D) with α = 1− 2/p.

Proof. Indeed, arguing perfectly similar to the proof of Theorem 1.1 for

(4.21) F (g; τ) := L [τGq(ωµ,g)] : Lp(D) → Lp(D) , τ ∈ [0, 1]

with µ, G and g extended by zero outside of D, we see that the family of the operators F (g; τ),
τ ∈ [0, 1], satisfies all the hypotheses of Theorem 1 in [22], see Proposition 4.1 above. Thus,
there is g ∈ Lp(C) with F (g; 1) = g, and then by Theorem A the function ω := ωµ,g|D gives the
desired solution of (4.20). □

Remark 4.4. Moreover, arguing similarly to the proofs of Lemmas 3.1 and 3.2 one can show that
ω = H ◦ fµ|D, where fµ : C → C is a µ−conformal mapping from Theorem B with µ extended onto C
by zero outside of D and H : D∗ → C is a generalized analytic function in the domain D∗ := fµ(D)
with the source

(4.22) S :=

{
fµz
Jµ

· L [Gq(ω)]

}
◦ (fµ)−1 ∈ Lp∗(D∗) ,

where Jµ is the Jacobian of fµ and p∗ := p2/2(p− 1) ∈ (2, p).
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5. TOWARD SEMI-LINEAR POISSON TYPE EQUATIONS

For convenience of presentation, let us denote by S2×2 the collection of all 2 × 2 matrices
with real valued elements

(5.23) A =

[
a11 a12
a21 a22

]
which are symmetric, i.e., a12 = a21, with detA = 1 and ellipticity condition det (I + A) > 0,
where I is the unit 2 × 2 matrix. The latter condition means in terms of elements of A that
(1 + a11)(1 + a22) > a12a21.

Now, let us first consider in a domain D of the complex plane C the linear Poisson type
equation

(5.24) div [A(z)∇u(z)] = g(z) ,

where A : D → S2×2 is a measurable matrix valued function whose elements aij(z), i, j = 1, 2
are bounded, g : D → R is a scalar function in L1,loc, and here and further ∇ denotes the
gradient of the corresponding functions.

Note that (5.24) is one of the main equations of hydromechanics (fluid mechanics) in aniso-
tropic and inhomogeneous media.

We say that a function u : D → R is a generalized A−harmonic function with the source g,
cf. [19], if u is a weak solution of (5.24), i.e., if u ∈W 1,1

loc (D) and

(5.25)
∫
D

⟨A(z)∇u(z),∇ψ(z)⟩ dm(z) +

∫
D

g(z)ψ(z) dm(z) = 0

for all ψ ∈ C∞
0 (D), where C∞

0 (D) denotes the collection of all infinitely differentiable functions
ψ : D → R with compact support in D, ⟨a, b⟩ means the scalar product of vectors a and b in R2,
and dm(z) corresponds to the Lebesgue measure in the plane C.

Later on, we use the logarithmic (Newtonian) potential of sources g ∈ L1(C) with compact
supports given by the formula:

(5.26) N g(z) :=
1

2π

∫
C

ln |z − w| g(w) dm(w) .

By Lemmas 3 in [14] and in [15], we have its following basic properties.

Remark 5.5. Let g : C → R has compact support. If g ∈ L1(C), then N g ∈ Lr,loc(C) for all
r ∈ [1,∞), N g ∈ W 1,p

loc (C) for all p ∈ [1, 2), moreover, there exist generalized derivatives by Sobolev
∂2Ng

∂z∂z and ∂2Ng

∂z∂z satisfying the equalities, where △ := ∂2/∂x2 + ∂2/∂y2, z = x+ iy, is the Laplacian,

(5.27) 4 · ∂
2Ng

∂z∂z
= △Ng = 4 · ∂

2Ng

∂z∂z
= g a.e. .

Furthermore, if g ∈ Lp′(C) for some p′ > 1, then N g ∈ W 2,p′

loc (C), moreover, N g ∈ W 1,p
loc (C) for some

p > 2 and, consequently, N g ∈ Cα
loc(C) with α = 1− 2/p. Finally, if g ∈ Lp′(C) for some p′ > 2, then

N g ∈ C1,α
loc (C) with α = 1− 2/p′.

Next, we say that a function v : D → R is A−conjugate of a generalized A−harmonic
function u with a source g : D → R if v ∈W 1,1

loc (D) and

(5.28) ∇v(z) = H [A(z)∇u(z) − ∇N g(z) ] a.e. , H :=

[
0 −1
1 0

]
.
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Lemma 5.4. Let D be a bounded domain in C, g : D → R be in L1(D) and let u be a weak solution of
equation (5.24) with a matrix function A : D → S2×2 whose elements aij(z), i, j = 1, 2 are bounded
and measurable.

If v is A−conjugate of u, then ω := u + iv satisfies the nondegenerate inhomogeneous Beltrami
equation (2.14) with

(5.29) µ(z) := µA(z) =
1

det [ I +A(z) ]
[ a22(z)− a11(z) − 2ia21(z) ] ,

(5.30) σ(z) := N g
z̄ (z) + µ(z)N g

z̄ (z) .

Conversely, if ω ∈ W 1,1
loc (D) is a solution of the nondegenerate inhomogeneous Beltrami equation

(2.14) with σ given by (5.30), then u := Reω is a weak solution of equation (5.24) with the matrix
valued function A : D → S2×2,

(5.31) A(z) :=

[ |1−µ(z)|2
1−|µ(z)|2

−2Imµ(z)
1−|µ(z)|2

−2Imµ(z)
1−|µ(z)|2

|1+µ(z)|2
1−|µ(z)|2

]
,

whose elements are bounded and measurable.

Remark 5.6. Hence, in the case A ≡ I and g ∈ Lp′(D), p′ > 2, we conclude that every generalized
harmonic function u with the source g is a weak generalized harmonic function with the same source,
see e.g. Theorem 1.16 in [33]. The inverse conclusion is, generally speaking, not true and has no sense
at all because in the weak case the source can be complex, not real.

Proof of Lemma 5.4. Indeed, let u be a weak solution of equation (5.24) with g : D → R in L1(D)
and a matrix function A : D → S2×2 whose elements are bounded and measurable. Then by
(5.27), because the Laplacian △ = div grad, we have that u is a weak solution of the equation

(5.32) div [A(z)∇u(z)] = div∇N g(z) .

If v is A−conjugate of u, then by Theorem 16.1.6 in [3] the function ω := u + iv satisfies the
nondegenerate inhomogeneous Beltrami equation (2.14) with µ and σ given by (5.29) and (5.30).

Conversely, if ω ∈ W 1,1
loc (D) is a solution of the nondegenerate inhomogeneous Beltrami

equation (2.14) with σ given by (5.30), then, again by Theorem 16.1.6 in [3], the functions u :=
Reω and v := Imω satisfy the relation (5.28) with the matrix function A : D → S2×2 given by
(5.31) whose elements aij(z) are measurable in z ∈ D and bounded because |aij | ≤ ∥Kµ∥∞.
Note that (5.28) is equivalent to the equation

(5.33) A(z)∇u(z) − ∇N g(z) = −H∇ v(z)

because H2 = −I . As known, the curl of any gradient field is zero in the sense of distributions
and, moreover, the Hodge operator H transforms curl-free fields into divergence-free fields,
and vice versa, see e.g. 16.1.3 in [3]. Hence u is a weak solution of equation (5.32) as well as of
(5.24) in view of (5.27). □

Further we say that a function u : D → R is a weak solution of (1.3), if u ∈W 1,1
loc (D) and

(5.34)
∫
D

⟨A(z)∇u(z),∇ψ(z)⟩ dm(z) +

∫
D

G(z)Q(u(z))ψ(z) dm(z) = 0

for all ψ ∈ C∞
0 (D), where C∞

0 (D) denotes the collection of all infinitely differentiable functions
ψ : D → R with compact support in D, ⟨a, b⟩ means the scalar product of vectors a and b in R2,
and dm(z) corresponds to the Lebesgue measure in the plane C.
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Theorem 5.2. Let D be a bounded domain in C, a scalar function G : D → R be in class Lp′(D) for
some p′ > 1, a continuous function Q : R → R satisfy condition (1.4) and let A : D → S2×2 be a
matrix function whose elements aij(z), i, j = 1, 2 are bounded and measurable.

Then the semi-linear Poisson type equation (1.3) has a weak solution u of class Cα(D) ∩W 1,p(D)
with α = 1− 2/p for some p > 2.

Moreover, u = h ◦ fµ|D, where fµ : C → C is a µ−conformal mapping from Theorem B and h is a
weak generalized harmonic function in the domain D∗ := fµ(D) with the source

(5.35) S :=

{
fµz
Jµ

· σ
}
◦ (fµ)−1 ∈ Lp∗(D∗) ,

where Jµ is the Jacobian of fµ, p∗ := p2/2(p − 1) ∈ (2, p), µ is defined by formula (5.29) and σ is
calculated by formula (5.30) with g = GQ(u).

As it is clear from the proof below the degree p > 2 and the exponent α ∈ (0, 1) of the Hölder
continuity, correspondingly, cannot be connected with p′ in an explicit form.

Proof. With no loss of generality, we may assume here that p′ ∈ (1, 2] and that g ≡ 0 outside
of D, and then N g ∈ W 1,p(D) for all p ∈ (1, p∗), where p∗ = 2p′/(2 − p′) > 2, see Lemma 3
in [14]. Hence later on, we may also assume that p > 2 satisfies condition (1.6) for µ in (5.29).
Moreover, again by Lemma 3 in [14], the correspondence g → N g

z̄ generates a completely
continuous linear operator L acting from real valued Lp′(D) to complex valued Lp(D). Thus,
the linear operator L := L + µL̄ with the multiplier µ ∈ L∞(D) is bounded. Then by Lemma
4.3, the semi-linear Beltrami equation (4.20) with q(ω) := Q(Reω) has a solution ω of class
Cα(D)∩W 1,p(D) with α = 1− 2/p. Moreover, by Lemma 5.4, the function u := Reω is a weak
solution of equation (5.24) of the given class. Finally, by Lemma 3.1, we conclude that u has the
representation as the composition h ◦ fµ|D, where fµ : C → C is a µ−conformal mapping from
Theorem B and h is a weak generalized harmonic function in the domain D∗ := fµ(D) with
the source (5.35). □

6. SOME EXAMPLES OF APPLICATIONS

We apply Theorem 5.2 for several model equations describing some physical phenomena in
anisotropic and inhomogeneous media.

The first group of such applications is relevant to reaction-diffusion problems. Problems of
this type are discussed in [8], p. 4, and, in details, in [4]. A nonlinear system is obtained for
the density U and the temperature T of the reactant. Upon eliminating T the system can be
reduced to equations of the form

(6.36) △U = σ ·Q(U)

with σ > 0 and, for isothermal reactions, Q(U) = Uλ, where λ > 0 that is called the order of
the reaction. It turns out that the density of the reactant U may be zero in a subdomain called
a dead core. A particularization of results in Chapter 1 of [8] shows that a dead core may exist
just if and only if β ∈ (0, 1), see also the corresponding examples in [13].

In the case of anisotropic and inhomogeneous media, we come to the semi-linear Poisson
type equations (1.3). In this connection, the following statement may be of independent inte-
rest.

Corollary 6.1. Let D be a bounded domain in C, a scalar function σ : D → R be in class Lp′(D) for
some p′ > 1 and let A : D → S2×2 be a matrix function whose elements aij(z), i, j = 1, 2 are bounded
and measurable.
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Then there is a weak solution u : D → R of class Cα
loc ∩W

1,p
loc with α = 1 − 2/p for some p > 2 to

the semi-linear Poisson type equation

(6.37) div [A(z)∇u(z)] = σ(z) · uλ(z) , 0 < λ < 1 , a.e. in D.

Note also that certain mathematical models of a thermal evolution of a heated plasma lead
to nonlinear equations of the type (6.36). Indeed, it is known that some of them have the form
△ψ(u) = f(u) with ψ′(0) = ∞ and ψ′(u) > 0 if u ̸= 0 as, for instance, ψ(u) = |u|q−1u under
0 < q < 1, see e.g. [8]. With the replacement of the function U = ψ(u) = |u|q · signu, we
have that u = |U |Q · signU , Q = 1/q, and, with the choice f(u) = |u|q2 · signu, we come to the
equation △U = |U |q · signU = ψ(U). For anisotropic and inhomogeneous media, we obtain
the corresponding equation (6.38) below:

Corollary 6.2. Let D be a bounded domain in C, a scalar function σ : D → R be in class Lp′(D) for
some p′ > 1 and let A : D → S2×2 be a matrix function whose elements aij(z), i, j = 1, 2 are bounded
and measurable.

Then there is a weak solution u : D → R of class Cα
loc ∩W

1,p
loc with α = 1 − 2/p for some p > 2 to

the semi-linear Poisson type equation

(6.38) div [A(z)∇u(z)] = σ(z) · |u(z)|λ−1u(z) , 0 < λ < 1 , a.e. in D.

Finally, we recall that in the combustion theory, see e.g. [5] and [27] and the references
therein, the following model equation

(6.39)
∂u(z, t)

∂t
=

1

δ
· △u + eu , δ > 0 , t ≥ 0, z ∈ D

takes a special part. Here u ≥ 0 is the temperature of the medium. We restrict ourselves
here by the stationary case, although our approach makes it possible to study the parabolic
equation (6.39), see [13]. The corresponding equation of the type (1.3), see (6.40) below, appears
in anisotropic and inhomogeneous media with the function Q(u) = e−|u| that is uniformly
bounded at all.

Corollary 6.3. Let D be a bounded domain in C, a scalar function σ : D → R be in class Lp′(D) for
some p′ > 1 and let A : D → S2×2 be a matrix function whose elements aij(z), i, j = 1, 2 are bounded
and measurable.

Then there is a weak solution u : D → R of class Cα
loc ∩W

1,p
loc with α = 1 − 2/p for some p > 2 to

the semi-linear Poisson type equation

(6.40) div [A(z)∇u(z)] = σ(z) · e−|u(z)| a.e. in D.

Remark 6.7. Such solutions u in Corollaries 6.1, 6.2, 6.3 have the representation as the composition
h ◦ fµ|D, where fµ : C → C is a µ−conformal mapping in Theorem B with µ extended onto C by
zero outside of D, and all h are weak generalized harmonic functions with sources of class Lp∗(D∗),
D∗ := fµ(D) and p∗ := p2/2(p− 1) ∈ (2, p).
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1. MOTIVATION AND BACKGROUND

1.1. Motivation. In [2], Beals, Gaveau, and Greiner established a formula for the fundamen-
tal solution to the Laplace equation with drift term in a large class of sub-Riemannian spaces,
which includes the so-called Grushin-type planes. In [4], the first author and Childers ex-
panded these results by invoking a p-Laplace-type generalization that encompasses the formu-
las of [2] while in [3], the authors explored a different natural generalization of the p-Laplace
equation with drift term that also encompasses the formulas of [2]. In both cases, the drift term
lies in the complex domain. In this paper, we will consider both approaches, but with a drift
term in the quaternion realm and create an extension of both cases. We will then show our
solutions are stable under limits when p → ∞.

1.2. Grushin-type planes. We begin with a brief discussion of our environment. The Grushin-
type planes are a class of sub-Riemannian spaces lacking an algebraic group law. We begin
with R2 possessing coordinates (y1, y2), a ∈ R, c ∈ R \ {0} and n ∈ N. We use them to construct
the vector fields

Y1 =
∂

∂y1
and Y2 = c(y1 − a)n

∂

∂y2
.

For these vector fields, the only (possibly) nonzero Lie bracket is

[Y1, Y2] = cn(y1 − a)n−1 ∂

∂y2
.

Because n ∈ N, it follows that Hörmander’s condition (see, for example, [1]) is satisfied by
these vector fields.
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We endow R2 with a (singular) inner product, denoted ⟨·, ·⟩, with related norm ∥ · ∥, so that
the collection {Y1, Y2} forms an orthonormal basis. We then have a sub-Riemannian space that
we will call gn, which is also the tangent space to a generalized Grushin-type plane Gn. Points
in Gn will also be denoted by p = (y1, y2). The Carnot-Carathéodory distance on Gn is defined
for points p and q as follows:

dG(p, q) = inf
Γ

∫
∥γ′(t)∥ dt

with Γ the set of curves γ such that γ(0) = p, γ(1) = q and γ′(t) ∈ span{Y1(γ(t)), Y2(γ(t))}. By
Chow’s theorem, this is an honest metric.

We shall now discuss calculus on the Grushin-type planes. Given a smooth function f on
Gn, we define the horizontal gradient of f as

∇0f(p) =
(
Y1f(p), Y2f(p)

)
.

Using these derivatives, we consider a key operator onC2
G functions, namely the p-Laplacian

for 1 < p <∞, given by

∆pf = div(∥∇0f∥p−2∇0f) = Y1
(
∥∇0f∥p−2Y1f

)
+ Y2

(
∥∇0f∥p−2Y2f

)
=

1

2
(p− 2)∥∇0f∥p−4

(
Y1∥∇0f∥2Y1f + Y2∥∇0f∥2Y2f

)
(1.1)

+ ∥∇0f∥p−2
(
Y1Y1f + Y2Y2f

)
.

For more recent results concerning Grushin-type spaces, see [6] and references therein.

2. MOTIVATING RESULTS

2.1. Grushin-type Planes. The first author and Gong [5] proved the following in the Grushin-
type planes.

Theorem 2.1 ([5]). Let 1 < p <∞ and define

f(y1, y2) = c2(y1 − a)(2n+2) + (n+ 1)2(y2 − b)2.

For p ̸= n+ 2, consider

τp =
n+ 2− p

(2n+ 2)(1− p)

so that in Gn \ {(a, b)} we have the well-defined function

ψp =

{
f(y1, y2)

τp , p ̸= n+ 2
log f(y1, y2), p = n+ 2

.

Then, ∆pψp = 0 in Gn \ {(a, b)}.

In the Grushin-type planes, Beals, Gaveau and Greiner [2] extended this equation as shown
in the following theorem.

Theorem 2.2 ([2]). Let L ∈ R. Consider the following quantities

α =
−n

(2n+ 2)
(1 + L) and β =

−n
(2n+ 2)

(1− L).

We use these constants with the functions

g(y1, y2) = c(y1 − a)n+1 + i(n+ 1)(y2 − b)

h(y1, y2) = c(y1 − a)n+1 − i(n+ 1)(y2 − b)
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to define our main function f(y1, y2), given by

f(y1, y2) = g(y1, y2)
αh(y1, y2)

β .

Then, D(f) := ∆2f + iL[Y1, Y2]f = 0 in Gn \ {(a, b)}.

Non-linear generalizations of Theorem 2.2 have been explored by the first author and Childers
in [4] and by the authors in [3]. The following theorem extends Theorem 2.2 through a p-
Laplace type divergence form.

Theorem 2.3 ([4]). For L ∈ R with L ̸= ±1, consider the following parameters for p ̸= n+ 2:

α =
n+ 2− p

(1− p)(2n+ 2)
(1 + L) and β =

n+ 2− p

(1− p)(2n+ 2)
(1− L)

with the functions:

g(y1, y2) = c(y1 − a)n+1 + i(n+ 1)(y2 − b)

h(y1, y2) = c(y1 − a)n+1 − i(n+ 1)(y2 − b)

to define the main function:

fp,L =

{
g(y1, y2)

αh(y1, y2)
β , p ̸= n+ 2

log
(
g(y1, y2)

1+Lh(y1, y2)
1−L

)
, p = n+ 2

.

Then

∆pfp,L := div

(∥∥∥∥Y1fp,L + iLY2fp,L
Y2fp,L − iLY1fp,L

∥∥∥∥p−2(
Y1fp,L + iLY2fp,L
Y2fp,L − iLY1fp,L

))
= 0.

The following theorem of the authors takes an alternative approach to extending Theorem
2.2 through a generalization of the drift term.

Theorem 2.4 ([3]). For L ∈ R with:

L ̸= ±n+ 2− p

n(1− p)

consider the parameters:

α =
n+ 2− p− Ln(1− p)

2(n+ 1)(1− p)
and β =

n+ 2− p+ Ln(1− p)

2(n+ 1)(1− p)

with the functions

g(y1, y2) = c(y1 − a)n+1 + i(n+ 1)(y2 − b)

h(y1, y2) = c(y1 − a)n+1 − i(n+ 1)(y2 − b)

to define the main function:

fp,L(y1, y2) = g(y1, y2)
αh(y1, y2)

β .(2.2)

Then on Gn \ {(a, b)}, we have:

Gp,L (fp,L) := ∆pfp,L + iL [Y1, Y2]
(
∥∇0fp,L∥p−2fp,L

)
= 0.

Main Question. We wish to extend the preceding generalizations of Theorem 2.2 over the quaternions,
denoted H. Recall that the solved partial differential equation of Theorem 2.2, namely

∆2f + iL[Y1, Y2]f = 0,
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features a drift term bearing the purely complex-imaginary coefficient iL ∈ C. We ask if this coefficient
can be generalized to a purely quaternion-imaginary coefficient of the form

Q = Li+Mj +Nk ∈ H \ R,

where the case of Q = 0 reduces to the result of Theorem 2.1. With respect to Theorem 2.3, we explore
smooth solutions to the generalization

∆pf := div

(∥∥∥∥Y1f +QY2f
Y2f −QY1f

∥∥∥∥p−2(
Y1f +QY2f
Y2f −QY1f

))
= 0.

With respect to Theorem 2.4, we explore smooth solutions to the generalization

Gp,Q (f) := ∆pf +Q [Y1, Y2]
(
∥∇0f∥p−2f

)
= 0.

3. A P-LAPLACIAN TYPE GENERALIZATION OVER H

3.1. Case I: L+M+N ̸= 0.

Let Q = Li+Mj+Nk ∈ H \R with L+M +N ̸= 0. We consider the following parameters:

µ =

√
|Q2|

|L+M +N |

ω =
Q

L+M +N

ξ =
√
|Q2|(L+M +N)

α =
n+ 2− p

(1− p)(2n+ 2)
(1 + ξ)

and β =
n+ 2− p

(1− p)(2n+ 2)
(1− ξ),

where ξ ̸= ±1. We use these constants with the functions:

g(y1, y2) = µc(y1 − a)n+1 + ω(n+ 1)(y2 − b)

h(y1, y2) = µc(y1 − a)n+1 − ω(n+ 1)(y2 − b)

to define our main function:

(3.3) fp,Q(y1, y2) =

{
g(y1, y2)

αh(y1, y2)
β , p ̸= n+ 2

log
(
g(y1, y2)

1+ξh(y1, y2)
1−ξ
)
, p = n+ 2

.

Using equation 3.3, we have the following theorem.

Theorem 3.5. Let Q = Li+Mj +Nk ∈ H \ R with L+M +N ̸= 0. On Gn \ {(a, b)}, we have:

∆pfp,Q := divG

(∥∥∥∥Y1fp,Q +QY2fp,Q
Y2fp,Q −QY1fp,Q

∥∥∥∥p−2(
Y1fp,Q +QY2fp,Q
Y2fp,Q −QY1fp,Q

))
= 0.

Proof. Suppressing arguments and subscripts, we let:

Υ :=

(
Υ1

Υ2

)
=

(
Y1f +QY2f
Y2f −QY1f

)
.
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Observing that:

∆pf = div
(
∥Υ∥p−2Υ

)
= ∥Υ∥p−4

(
p− 2

2

2∑
s=1

Ys∥Υ∥2Υs + ∥Υ∥2(Y1Υ1 + Y2Υ2)

)

it suffices to show:

Λ :=
p− 2

2

2∑
s=1

Ys∥Υ∥2Υs + ∥Υ∥2(Y1Υ1 + Y2Υ2) = 0.

For p ̸= n+ 2, we compute the following:

Y1f = µc(n+ 1)(y1 − a)ngα−1hβ−1(αh+ βg)

Y2f = ωc(n+ 1)(y1 − a)ngα−1hβ−1 (αh− βg)

Y1f +QY2f = µc(n+ 1)(y1 − a)ngα−1hβ−1 (αh(1− ξ) + βg(1 + ξ))

Y2f −QY1f = ωc(n+ 1)(y1 − a)ngα−1hβ−1 (αh(1− ξ)− βg(1 + ξ))

and ∥Υ∥2 = 2µ2c2(n+ 1)2(y1 − a)2ngα+β−1hα+β−1
(
α2(1− ξ)2 + β2(1 + ξ)2

)
.

We then calculate:

Y1Υ1 + Y2Υ2 =
1

(−1 + p)2gh
µ2c2(−1 + ξ2)(1 + n)(2 + n− p)(−2 + p)(y1 − a)2ngαhβ

Y1∥Υ∥2 = − 1

(−1 + p)3gh

(
2µ2c2(1− ξ2)2(n+ 1)(n+ 2− p)2(y1 − a)2n−1

× gα+β−1hα+β−1
(
µ2c2(y1 − a)2n+2 − µ2n(n+ 1)(−1 + p)(y2 − b)2

) )
and Y2∥Υ∥2 =

1

(−1 + p)3gh
2µ4c3(1− ξ2)2(n+ 1)(n+ 2− p)2(1 + np)

× (y1 − a)3n(b− y2)g
α+β−1hα+β−1.

Using the above quantities, we compute:

p− 2

2

2∑
s=1

Ys∥Υ∥2Υs = − 1

(−1 + p)4
µ4c4(−1 + ξ2)3(n+ 1)(n+ 2− p)3(3.4)

× (y1 − a)4ng2α+β−2hα+2β−2(p− 2)

and ∥Υ∥2(Y1Υ1 + Y2Υ2) =
1

(−1 + p)4
µ4c4(n+ 1)(y1 − a)4ng2α+β−2hα+2β−2

× (n+ 2− p)3(−1 + ξ2)3(p− 2)

whereby it follows that Λ = 0, as desired. The case p = n+ 2 is similar and omitted. □

3.2. Case II: L+M+N = 0.
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Let Q = Li+Mj+Nk ∈ H \R with L+M +N = 0. We consider the following parameters:

ξ =
√
2|LM + LN +MN |

α =
n+ 2− p

(1− p)(2n+ 2)
(1 + ξ)

and β =
n+ 2− p

(1− p)(2n+ 2)
(1− ξ),

where ξ ̸= ±1. We use these constants with the functions:

g(y1, y2) = ξc(y1 − a)n+1 +Q(n+ 1)(y2 − b)

h(y1, y2) = ξc(y1 − a)n+1 −Q(n+ 1)(y2 − b)

to define our main function:

(3.5) fp,Q(y1, y2) =

{
g(y1, y2)

αh(y1, y2)
β , p ̸= n+ 2

log
(
g(y1, y2)

1+ξh(y1, y2)
1−ξ
)
, p = n+ 2

.

Using equation 3.5, we have the following theorem.

Theorem 3.6. Let Q = Li+Mj +Nk ∈ H \ R with L+M +N = 0. On Gn \ {(a, b)}, we have:

∆pfp,Q := divG

(∥∥∥∥Y1fp,Q +QY2fp,Q
Y2fp,Q −QY1fp,Q

∥∥∥∥p−2(
Y1fp,Q +QY2fp,Q
Y2fp,Q −QY1fp,Q

))
= 0.

Proof. The proof of Theorem 3.6 is similar to that of Theorem 3.5 and left to the reader. □

We then conclude the following corollary.

Corollary 3.1. Let p > n + 2. The function fp,Q, as above, is a nontrivial smooth solution to the
Dirichlet problem {

∆pfp,Q(y) = 0, y ∈ Gn \ {(a, b)}
0, y = (a, b)

.

4. A GENERALIZATION OF THE DRIFT TERM OVER H

4.1. Case I: L+M+N ̸= 0.

Let Q = Li+Mj+Nk ∈ H \R with L+M +N ̸= 0. We consider the following parameters:

µ =

√
|Q2|

|L+M +N |

ω =
Q

L+M +N

ξ =
√
|Q2|(L+M +N)

α =
n+ 2− p− ξn(1− p)

2(n+ 1)(1− p)

and β =
n+ 2− p+ ξn(1− p)

2(n+ 1)(1− p)
,

where:

ξ ̸= ±n+ 2− p

n(p− 1)
.
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We use these constants with the functions:

g(y1, y2) = µc(y1 − a)n+1 + ω(n+ 1)(y2 − b)

h(y1, y2) = µc(y1 − a)n+1 − ω(n+ 1)(y2 − b)

to define our main function:

(4.6) fp,Q(y1, y2) = g(y1, y2)
αh(y1, y2)

β .

Using equation 4.6, we have the following theorem.

Theorem 4.7. Let Q = Li+Mj +Nk ∈ H \ R with L+M +N ̸= 0. On Gn \ {(a, b)}, we have:

Gp,Q (fp,Q) := ∆pfp,Q +Q [Y1, Y2]
(
∥∇0fp,Q∥p−2fp,Q

)
= 0.

Proof. Suppressing arguments and subscripts, we compute the following:

Y1f = µc(n+ 1)(y1 − a)ngα−1hβ−1(αh+ βg)(4.7)

Y1f = µc(n+ 1)(y1 − a)ngβ−1hα−1(αg + βh)

Y2f = ωc(n+ 1)(y1 − a)ngα−1hβ−1(αh− βg)(4.8)

Y2f = −ωc(n+ 1)(y1 − a)ngβ−1hα−1(αg − βh)

and ∥∇0f∥2 = 2µ2c2(n+ 1)2(y1 − a)2ngα+β−1hα+β−1
(
α2 + β2

)
.

Using the above, we compute:

Y1Y1f = µc(n+ 1)(y1 − a)n−1gα−2hβ−2

×
(
ngh(αh+ βg) + µc(n+ 1)(y1 − a)n+1

×
(
(αh+ βg)

(
(α− 1)h+ (β − 1)g

)
+ gh(α+ β)

))
Y2Y2f = −µ2c2(n+ 1)2(y1 − a)2ngα−2hβ−2

×
(
(αh− βg)

(
(α− 1)h− (β − 1)g

)
− gh(α+ β)

)
Y1∥∇0f∥2 = 4µ2c2(n+ 1)2(y1 − a)2n−1gα+β−2hα+β−2(α2 + β2)x(4.9)

×
(
ngh+ µ2c2(n+ 1)(y1 − a)2n+2(α+ β − 1)

)
Y2∥∇0f∥2 = −4ω2µ2c3(n+ 1)4(y1 − a)3n(y2 − b)gα+β−2hα+β−2(4.10)

×
(
α2 + β2

)
(α+ β − 1)

and

2∑
s=1

Ys∥∇0f∥2(Ysf) = 4µ3c3(n+ 1)3(y1 − a)3n−1g2α+β−3hα+2β−3(α2 + β2)

×
(
(αh+ βg)

(
ngh+ µ2c2(n+ 1)(y1 − a)2n+2(α+ β − 1)

)
+ ωµc(n+ 1)2(y1 − a)n+1(y2 − b)(α+ β − 1)(αh− βg)

)
∥∇0f∥2(Y1Y1 + Y2Y2f) = 2µ3c3(n+ 1)3(y1 − a)3n−1g2α+β−3hα+2β−3

×
(
α2 + β2

)(
ngh(αh+ βg) + 4µc(n+ 1)(y1 − a)n+1ghαβ

)
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so that

∆pf = ∥∇0f∥p−4

(
(p− 2)

2

2∑
s=1

Ys∥∇0f∥2(Ysf) + ∥∇0f∥2(Y1Y1f + Y2Y2f)

)
= −ξ2

p−2
2 µp−1cp−1n2(n+ 1)p−2(y1 − a)n(p−1)−1g

αp+β(p−2)−p
2 h

α(p−2)+βp−p
2

(
α2 + β2

) p−2
2

×
(
ξµc(y1 − a)n+1 + ω(1− p)(n+ 1)(y2 − b)

)
.

We then compute:

Q[Y1, Y2]
(
∥∇0f∥p−2f

)
=

Q2
p−2
2 µp−2cp−1n(n+ 1)p−2(y1 − a)n(p−1)−1

(
α2 + β2

) p−2
2

× ∂

∂y2

(
g

αp+β(p−2)−(p−2)
2 h

α(p−2)+βp−(p−2)
2

)
= ξ2

p−2
2 µp−1cp−1n2(n+ 1)p−2(y1 − a)n(p−1)−1g

αp+β(p−2)−p
2 h

α(p−2)+βp−p
2

×
(
α2 + β2

) p−2
2
(
ξµc(y1 − a)n+1 + ω(1− p)(n+ 1)(y2 − b)

)
= −∆pf.

□

4.2. Case II: L+M+N = 0.

Let Q = Li+Mj+Nk ∈ H \R with L+M +N = 0. We consider the following parameters:

ξ =
√
2|LM + LN +MN |

α =
n+ 2− p− ξn(1− p)

2(n+ 1)(1− p)

and β =
n+ 2− p+ ξn(1− p)

2(n+ 1)(1− p)
,

where:

ξ ̸= ±n+ 2− p

n(p− 1)
.

We use these constants with the functions:

g(y1, y2) = ξc(y1 − a)n+1 +Q(n+ 1)(y2 − b)

h(y1, y2) = ξc(y1 − a)n+1 −Q(n+ 1)(y2 − b)

to define our main function:

(4.11) fp,Q(y1, y2) = g(y1, y2)
αh(y1, y2)

β .

Using equation 4.11, we have the following theorem.

Theorem 4.8. Let Q = Li+Mj +Nk ∈ H \ R with L+M +N = 0. On Gn \ {(a, b)}, we have:

Gp,Q (fp,Q) := ∆pfp,Q +Q [Y1, Y2]
(
∥∇0fp,Q∥p−2fp,Q

)
= 0.

Proof. The computations proving Theorem 4.8 are similar to those of the proof of Theorem 4.7
and are left to the reader. □
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Observing that

ξ ̸= ± n(p− 1)

n+ 2− p
implies p ̸=

∣∣∣∣ξ(n+ 2) + n

n+ ξ

∣∣∣∣, ∣∣∣∣ξ(n+ 2)− n

n− ξ

∣∣∣∣
we have immediately the following corollary.

Corollary 4.2. Let p > max
{∣∣ ξ(n+2)+n

n+ξ

∣∣, ∣∣ ξ(n+2)−n
n−ξ

∣∣}. Then the function fp,Q of equation 4.6 is a
nontrivial smooth solution to the Dirichlet problem{

Gp,Q (fp,Q(y)) = 0, y ∈ Gn \ {(a, b)}
0, y = (a, b)

.

5. THE LIMIT AS P → ∞

5.1. p-Laplacian Type Generalization over H. Recall that on Gn \ {(a, b)}, we have

∆pf = divG(∥Υ∥p−2Υ)

= ∥Υ∥p−4

(
1

2
(p− 2)

(
Y1∥Υ∥2Υ1 + Y2∥Υ∥2Υ2

)
+ ∥Υ∥2

(
Y1Υ1 + Y2Υ2

))
,

where Υ defined by

Υ :=

(
Υ1

Υ2

)
=

(
Y1f +QY2f
Y2f −QY1f

)
.

Formally letting p → ∞, we obtain:

∆∞f = (Y1∥Υ∥2)Υ1 + (Y2∥Υ∥2)Υ2.

5.1.1. Case I: L+M +N ̸= 0.

Formally letting p → ∞ in equation 3.3, we obtain:

f∞,Q(y1, y2) = g(y1, y2)
1+ξ
2n+2h(y1, y2)

1−ξ
2n+2 ,

where we recall the functions g(y1, y2) and h(y1, y2) are given by:

g(y1, y2) = µc(y1 − a)n+1 + ω(n+ 1)(y2 − b)

h(y1, y2) = µc(y1 − a)n+1 − ω(n+ 1)(y2 − b).

We then have the following theorem.

Theorem 5.9. The function f∞,Q, as above, is a smooth solution to the Dirichlet problem{
∆∞f∞,Q(y) = 0, y ∈ Gn \ {(a, b)}

0, y = (a, b)
.

Proof. We may prove this theorem by letting p → ∞ in a prudent multiple of Equation (3.4)
and invoking continuity (cf. Corollary 3.1). For completeness, though, we compute formally.
We let:

A =
1 + ξ

2n+ 2
and B =

1− ξ

2n+ 2
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and compute:

Y1f = µc(n+ 1)(y1 − a)ngA−1hB−1(Ah+Bg)

Y2f = ωc(n+ 1)(y1 − a)ngA−1hB−1 (Ah−Bg)

Y1f +QY2f = µc(n+ 1)(y1 − a)ngA−1hB−1 (Ah(1− ξ) +Bg(1 + ξ))

Y2f −QY1f = ωc(n+ 1)(y1 − a)ngA−1hB−1 (Ah(1− ξ)−Bg(1 + ξ))

∥Υ∥2 = 2µ2c2(n+ 1)2(y1 − a)2ngA+B−1hA+B−1
(
A2(1− ξ)2 +B2(1 + ξ)2

)
.

We then have:

Y1∥Υ∥2 = 2µ2c2(1− ξ2)2n(n+ 1)2(y1 − a)2n−1(y2 − b)2(gh)
−1−2n
n+1

Y2∥Υ∥2 = 2ωµc3(1− ξ2)2n(n+ 1)(y1 − a)3n(y2 − b)(gh)
−1−2n
n+1

so that:

Y1∥ξ∥2ξ1 = 2µ3c4(1− ξ2)3n(n+ 1)2(y1 − a)4n(y2 − b)2(gh)
−1−2n
n+1 gA−1hB−1

Y2∥ξ∥2ξ2 = −2µ3c4(1− ξ2)3n(n+ 1)2(y1 − a)4n(y2 − b)2(gh)
−1−2n
n+1 gA−1hB−1.

The theorem follows. □

5.1.2. Case II: L+M +N = 0.

Formally letting p → ∞ in equation 3.5, we obtain:

f∞,Q(y1, y2) = g(y1, y2)
1+ξ
2n+2h(y1, y2)

1−ξ
2n+2 ,

where we recall the functions g(y1, y2) and h(y1, y2) are given by:

g(y1, y2) = ξc(y1 − a)n+1 +Q(n+ 1)(y2 − b)

h(y1, y2) = ξc(y1 − a)n+1 −Q(n+ 1)(y2 − b).

We then have the following theorem.

Theorem 5.10. The function f∞,Q, as above, is a smooth solution to the Dirichlet problem{
∆∞f∞,Q(y) = 0, y ∈ Gn \ {(a, b)}

0, y = (a, b)
.

Proof. The proof of Theorem 5.10 is similar to that of Theorem 5.9 and omitted. □

5.2. Generalization of the Drift Term over H. Recall that the drift p-Laplace equation in the
Grushin-type planes Gn is given by:

Gp,Q(f) := ∆pf +Q[Y1, Y2]
(
∥∇0f∥p−2f

)
= 0 .

A routine expansion of the drift term yields the observation

Gp,Q(f) = ∆pf +Qcn(y1 − a)n−1

×
(
p− 2

2
∥∇0f∥p−4

(
∂

∂y2
∥∇0f∥2

)
f + ∥∇0f∥p−2 ∂

∂y2
f

)
= 0.

Dividing through by p−2
2 ∥∇0f∥p−4 and formally taking the limit p → ∞, we obtain:

G∞,Q(f) = ∆∞f +Q[Y1, Y2]
(
∥∇0f∥2

)
f.
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5.2.1. Case I: L+M +N ̸= 0. Considering equation 4.6 and formally letting p → ∞ yields:

f∞,Q(y1, y2) = g(y1, y2)
1

2(n+1)
(1−nξ)h(y1, y2)

1
2(n+1)

(1+nξ),

where we recall the functions g(y1, y2) and h(y1, y2) are given by:

g(y1, y2) = µc(y1 − a)n+1 + ω(n+ 1)(y2 − b)

h(y1, y2) = µc(y1 − a)n+1 − ω(n+ 1)(y2 − b).

We have the following theorem.

Theorem 5.11. The function f∞,Q, as above, is a smooth solution to the Dirichlet problem{
G∞,Qf∞,Q(y) = 0, y ∈ Gn \ {(a, b)}

0, y = (a, b)
.

Proof. We may prove this theorem by letting p → ∞ in Equations (4.7), (4.8), (4.9), (4.10) and
invoking continuity (cf. Corollary 4.2). However, for completeness we compute formally. We
let:

A =
1

2(n+ 1)
(1− nξ)and B =

1

2(n+ 1)
(1 + nξ)

and, suppressing arguments and subscripts, compute:

Y1f = µc(n+ 1)(y1 − a)ngA−1hB−1(Ah+Bg)

Y2f = ωc(n+ 1)(y1 − a)ngA−1hB−1(Ah−Bg)

∥∇0f∥2 = 2µ2c2(n+ 1)2(y1 − a)2ngA+B−1hA+B−1
(
A2 +B2

)
Y1∥∇0f∥2 = 4µ2c2(n+ 1)2(y1 − a)2n−1gA+B−2hA+B−2(A2 +B2)

×
(
ngh+ µ2c2(n+ 1)(y1 − a)2n+2(A+B − 1)

)
Y2∥∇0f∥2 = −4ω2µ2c3(n+ 1)4(y1 − a)3n(y2 − b)

(
A2 +B2

)
(A+B − 1)

× gA+B−2hA+B−2

so that:

∆∞f = Y1∥∇0f∥2Y1f + Y2∥∇0f∥2Y2f
= 4µ3c3(n+ 1)3(A2 +B2)(y1 − a)3n−1g2A+B−3hA+2B−3

×
(
(Ah+Bg)

(
ngh+ µ2c2(n+ 1)(A+B − 1)(y1 − a)2n+2

)
+ ωµc(n+ 1)2(y1 − a)n+1(y2 − b)(A+B − 1)(Ah−Bg)

)
= 4ξωµ3c3n2(n+ 1)3(y1 − a)3n−1(y2 − b)g2A+B−2hA+2B−2(A2 +B2).

We also compute:

Q[Y1, Y2]
(
∥∇0f∥2

)
f = QgAhB

(
cn(y1 − a)n−1 ∂

∂y2
∥∇0f∥2

)
= −4ξωµ3c3n2(n+ 1)3(y1 − a)3n−1(y2 − b)

(
A2 +B2

)
× gA+B−2hA+B−2

The theorem follows. □
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5.2.2. Case II: L+M +N = 0. Considering equation 4.11 and formally letting p → ∞ yields:

f∞,Q(y1, y2) = g(y1, y2)
1

2(n+1)
(1−nξ)h(y1, y2)

1
2(n+1)

(1+nξ),

where we recall the functions g(y1, y2) and h(y1, y2) are given by:

g(y1, y2) = ξc(y1 − a)n+1 +Q(n+ 1)(y2 − b)

h(y1, y2) = ξc(y1 − a)n+1 −Q(n+ 1)(y2 − b).

We have the following theorem.

Theorem 5.12. The function f∞,Q, as above, is a smooth solution to the Dirichlet problem{
G∞,Qf∞,Q(y) = 0, y ∈ Gn \ {(a, b)}

0, y = (a, b)
.

Proof. The proof of Theorem 5.12 is similar to that of Theorem 5.11 and omitted. □
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ABSTRACT. Bessel multipliers are operators defined from two Bessel sequences of elements of a Hilbert space and
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1. INTRODUCTION

Bessel multipliers, as introduced in [2], are operators in a Hilbert space which have been
extensively studied [5, 11, 24, 25], occur in various fields of applications [4, 14, 21] and include
the class of frame multipliers [9, 10, 12, 19, 22]. Recently, in [10], given a frame multiplier
some regions of the complex plane containing the spectrum have been identified. In order to
present the main contributions of this paper, which follows the line of [10], we need to give
some definitions and preliminary results.

A Bessel sequence of a separable Hilbert space H (with inner product ⟨·, ·⟩ and norm ∥ · ∥) is a
sequence φ = {φn}n∈N of elements of H such that∑

n∈N
|⟨f, φn⟩|2 ≤ Bφ∥f∥2, ∀f ∈ H

for some Bφ > 0 (called a Bessel bound of φ). A sequence φ = {φn}n∈N is a frame for H if there
exist Aφ, Bφ > 0 such that

(1.1) Aφ∥f∥2 ≤
∑
n∈N

|⟨f, φn⟩|2 ≤ Bφ∥f∥2, ∀f ∈ H.

Given two Bessel sequences φ = {φn}n∈N, ψ = {ψn}n∈N of H and m = {mn}n∈N a bounded
complex sequence (in short, m ∈ ℓ∞(N)) it is possible to define a bounded operator Mm,φ,ψ on
H in the following way

Mm,φ,ψf =
∑
n∈N

mn⟨f, ψn⟩φn, f ∈ H.
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This operator is said the Bessel multiplier of φ, ψ with symbol m. It thus consists of three pro-
cesses: analysis through the sequence ψ, multiplication of the analysis coefficients by m and
synthesis processes by φ. When φ and ψ are frames, Mm,φ,ψ is called a frame multiplier.

Since a Bessel multiplier is a bounded operator, its spectrum is contained in some disk and,
more precisely, the following bound has been given.

Proposition 1.1 ([10, Proposition 1]). The spectrum σ(Mm,φ,ψ) of any Bessel multiplier Mm,φ,ψ is
contained in the closed disk centered the origin with radius supn |mn|Bφ

1
2Bψ

1
2 , where Bφ and Bψ are

Bessel bounds of φ and ψ, respectively.

A special case occurs when φ and ψ are dual frames, i.e. two frames satisfying the condition1

(1.2) f =
∑
n∈N

⟨f, ψn⟩φn, ∀f ∈ H.

In this setting, it was possible to find more precise regions where the spectra are contained, as
stated in the following result.

Proposition 1.2 ([10, Propositions 2 and 3]). Let φ,ψ be dual frames for H with upper bounds
Bφ, Bψ , respectively, and let m ∈ ℓ∞(N).

(1) If m is contained in the disk of center µ with radius R, then σ(Mm,φ,ψ) is contained in the disk
of center µ with radius RBφ

1
2Bψ

1
2 .

(2) If m is a real sequence, then σ(Mm,φ,ψ) is contained in the disk of center

1

2
(sup
n
mn + inf

n
mm)

with radius
1

2
(sup
n
mn − inf

n
mm)Bφ

1
2Bψ

1
2 .

(3) If ψ is the canonical dual2 of φ, then σ(Mm,φ,ψ) is contained in the closed convex hull of m.

One of the two main results of this paper, which is right below, gives an estimate of the spec-
tral radius of a Bessel multiplier in terms of the cross Gram operator Gφ,ψ [3] of φ and ψ which
is recalled in Section 2. A direct consequence, contained in the statement, is an improvement
of Proposition 1.1.

Theorem 1.1. Let φ,ψ be Bessel sequences of H with cross Gram operator Gφ,ψ and let m ∈ ℓ∞(N).
Let Mm be the multiplication operator by m on ℓ2(N). Then, Mm,φ,ψ and MmGφ,ψ have the same
spectral radius

(1.3) r(Mm,φ,ψ) = r(MmGφ,ψ).

In particular, the following bound holds

(1.4) r(Mm,φ,ψ) ≤ sup
n

|mn|∥Gφ,ψ∥.

Therefore, the spectrum of any Bessel multiplier Mm,φ,ψ is contained in the closed disk centered the
origin with radius supn |mn|∥Gφ,ψ∥.

1or, equivalently, the condition f =
∑
n∈N

⟨f, φn⟩ψn for every f ∈ H.

2among all the dual frames of φ there is a special one called the canonical dual; the definition is given in Section 2.
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The second main result, i.e. Theorem 3.2, concerns dual frames and is the counterpart of
Proposition 1.2 in which the cross Gram operator is involved again. Both in Theorems 1.1 and
3.2, the constant Bφ

1
2Bψ

1
2 appearing in Propositions 1.1 and 1.2 is substituted by the norm

∥Gφ,ψ∥ of Gφ,ψ . Since the inequality ∥Gφ,ψ∥ ≤ Bφ
1
2Bψ

1
2 always holds, Theorems 1.1 and 3.2

improve in fact Propositions 1.1 and 1.2. In connections to the main results, throughout the
paper we will discuss some remarks and examples.

2. PRELIMINARIES

We denote by ℓ2(N) (respectively, ℓ∞(N)) the usual spaces of square summable (respectively,
bounded) complex sequences indexed by N.
Given two Bessel sequences φ and ψ of H the following operators can be defined (see [3, 6]):

• Cφ : H → ℓ2(N), defined by Cφf = {⟨f, φn⟩}, is the analysis operator of φ.
• Dφ : ℓ2(N) → H, defined by Dφ{cn} =

∑
n∈N cnφn, is the synthesis operator of φ.

• Sφ : H → H, Sφ = DφCφ is called the frame operator of φ; the action of Sφ is

Sφf =
∑
n∈N

⟨f, φn⟩φn, f ∈ H.

• Gφ,ψ : ℓ2(N) → ℓ2(N), Gφ,ψ = CψDφ, is the cross Gram operator of φ and ψ which acts as
Gφ,ψ{cn} = {dk}, where dk =

∑
n∈N cn⟨φn, ψk⟩. In other words, Gφ,ψ can be associated

to the matrix (⟨φn, ψk⟩)n,k∈N.

Moreover, Cφ and Dφ are one the adjoint of the other one, Cφ = D∗
φ, and ∥Cφ∥ = ∥Dφ∥ ≤ Bφ

1
2 ,

where Bφ is a Bessel bound of φ. Consequently, Sφ is a positive self-adjoint operator and
it is also invertible with bounded inverse S−1

φ on H. We recall that in the introduction we
gave the definition of dual frames. A frame φ always has a dual frame, namely the sequence
{S−1

φ φn}n∈N, which is the so-called canonical dual of φ.
Finally, we note that, introducing the operators Dφ and Cψ , it is possible to write Mm,φ,ψ =

DφMmCψ , where Mm is the multiplication operator by m on ℓ2(N), defined by Mm{cn} =
{mncn} for {cn} ∈ ℓ2(N).

3. PROOFS OF THE MAIN RESULTS

Theorem 1.1 concerns the spectral radius of a Bessel multiplier. For a bounded operator T :
H → H, we write σ(T ) for the spectrum and r(T ) := sup{|λ| : λ ∈ σ(T )} for the spectral radius
(see, for instance, [7, 20, 23]). The spectral radius represents then the radius of the smallest disk
centered in the origin and containing the spectrum. Propositions 1.1 and 1.2 can be restated in
terms of spectral radius. For example, we can say that for any Bessel multiplier Mm,φ,ψ , we
have r(Mm,φ,ψ) ≤ supn |mn|Bφ

1
2Bψ

1
2 .

For the proof of Theorem 1.1 below, we are going to use some classical results about the
spectral radius (see e.g. [7, Proposition 3.8]): for every bounded operator T : H → H, we have

(3.5) r(T ) = lim
N→+∞

∥TN∥ 1
N

and

(3.6) r(T ) ≤ ∥T∥.

Proof of Theorem 1.1. If Bφ = 0, Bψ = 0 or m ≡ 0, then (1.4) trivially holds, because both the
operators Mm,φ,ψ and MmGφ,ψ are null. So we can assume that Bφ, Bψ > 0 and that m is not
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identically null.
Since Mm,φ,ψ = DφMmCψ and Gφ,ψ = CψDφ, then for N ≥ 2 we have

MN
m,φ,ψ = (DφMmCψ)

N = Dφ(MmCψDφ)
N−1MmCψ = Dφ(MmGφ,ψ)

N−1MmCψ.

Therefore,
∥MN

m,φ,ψ∥ ≤ ∥(MmGφ,ψ)
N−1∥∥Mm∥∥Cψ∥∥Dφ∥.

Thus, by (3.5),

r(Mm,φ,ψ) = lim
N→+∞

∥MN
m,φ,ψ∥

1
N ≤ lim

N→+∞
(∥(MmGφ,ψ)

N−1∥∥Mm∥∥Cψ∥∥Dφ∥)
1
N

= lim
N→+∞

∥(MmGφ,ψ)
N−1∥ 1

N lim
N→+∞

(∥Mm∥∥Cψ∥∥Dφ∥)
1
N = r(MmGφ,ψ).

For the reverse inequality, we observe that

(MmGφ,ψ)
N+1 =MmCψDφ(MmGφ,ψ)

N−1MmCψDφ =MmCψM
N
m,φ,ψDφ.

Hence, with an analog calculation as before, we find that r(MmGφ,ψ) ≤ r(Mm,φ,ψ), so in con-
clusion (1.3) is proved. Lastly, (1.4) holds because by (1.3) and (3.6), we have

r(Mm,φ,ψ) = r(MmGφ,ψ) ≤ ∥MmGφ,ψ∥ ≤ ∥Mm∥∥Gφ,ψ∥ = sup
n

|mn|∥Gφ,ψ∥. □

Remark 3.1. (i) Inequality (1.4) may be strict. In fact, let {en} be an orthonormal basis of H,
φ = {en}, ψ = { 1

2e1, 2e2,
1
2e3, 2e4, . . . } and m = {2, 12 , 2,

1
2 , . . . }. A trivial calculation

shows that Mm,φ,ψ is the identity operator, so r(Mm,φ,ψ) = 1, while supn |mn|∥Gφ,ψ∥ = 4.
(ii) A Riesz basis φ for H is the image of an orthonormal basis {en} of H through an bounded

operator with bounded inverse defined on H [6]. A Riesz basis φ is, in particular, a frame for H
and it has a unique dual ψ (the canonical one) which is a Riesz basis too. Moreover,

⟨φn, ψk⟩ = δn,k =

{
1 n = k

0 n ̸= k.

Therefore, if φ is a Riesz basis for H and ψ is its canonical dual, then Gφ,ψ is the identity
operator on ℓ2(N) and so ∥Gφ,ψ∥ = 1. Anyway, for this choice of φ,ψ, (1.4) is an immediate
consequence of the fact that σ(Mm,φ,ψ) is the closure of {mn : n ∈ N} (see [9, Proposition 4]).

(iii) Since Gφ,ψ = CψDφ, we always have

(3.7) ∥Gφ,ψ∥ ≤ ∥Cψ∥∥Dφ∥ ≤ Bφ
1
2Bψ

1
2 .

Therefore, Theorem 1.1 is finer than Proposition 1.1. Moreover, ifφ = ψ, thenGφ,φ = CφDφ =
D∗
φDφ is a positive self-adjoint operator, so ∥Gφ,φ∥ = ∥Dφ∥2.

Besides with (3.7) it is possible to estimate the norm of Gφ,ψ with some other considerations
which we discuss below.

Remark 3.2. (i) An estimate of ∥Gφ,ψ∥ can be given if

(3.8) sup
k∈N

∑
n∈N

|⟨φn, ψk⟩| ≤ Γ1 and sup
n∈N

∑
k∈N

|⟨φn, ψk⟩| ≤ Γ2.

Indeed, by Schur test (see for instance [15, Lemma 6.2.1]), we have ∥Gφ,ψ∥ ≤ Γ
1
2
1 Γ

1
2
2 .

(ii) Let φ,ψ be Bessel sequences of H such that ⟨φn, ψk⟩ = 0 for n, k ∈ N with |n − k| > d. As

particular case of the previous remark, if
d∑

i=−d

sup
n

|⟨φn, ψn+i⟩| ≤ Γ (where, with an abuse of

notation, we mean ψ−d+1, . . . , ψ−1, ψ0 = 0), then ∥Gφ,ψ∥ ≤ Γ.
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(iii) Another use of conditions (3.8) can be made in the context of localized frames [1, 8, 16, 17].

In what follows, we give another example where in particular it is possible to exactly calcu-
late the norm of the cross Gram operator.

Example 3.1. Let G be a countable locally compact abelian group equipped with the discrete topology.
We write the group operation of G in the additive notation and we denote by Ĝ the dual group of G
(i.e. the multiplicative group of the characters on G). Since G is discrete, then Ĝ is compact (see [13,
Proposition 4.4]). Moreover, we will choose the Haar measure on G to be the counting measure; hence
by [13, Proposition 4.24], |Ĝ| = 1.

Let τ be a unitary representation of G on H. In particular, let us assume that τ is dual integrable
[18], i.e. there exist a Haar measure dξ and a function [·, ·] : H×H → L1(Ĝ, dξ) such that

(3.9) ⟨χ, τgη⟩ =
∫
Ĝ
[χ, η](ξ)e−g(ξ)dξ, ∀g ∈ G, χ, η ∈ H,

where e−g(x) is the character induced by −g, namely e−g(ξ) = e−2πi(g,ξ), and (·, ·) is the duality
between G and Ĝ. The function [·, ·] is called the bracket function. Classical examples (treated for
instance in [6, 15]) of this framework are

• G = Zd, Ĝ = Tn, H = L2(R), (τkf)(x) = (Tkf)(x) = f(x− k) for k ∈ Zd and

[χ, η](ξ) =
∑
k∈Zd

χ̂(ξ + k)η̂(ξ + k), ξ ∈ Rd, χ, η ∈ L2(Rd),

where χ̂ and η̂ are the Fourier transforms of χ and η, respectively;
• G = Zd × Zd, Ĝ = Tn, H = L2(R), (τ(k,l)f)(x) = (TkMlf)(x) = e2πil·xf(x − k) for
(k, l) ∈ Zd × Zd and

[χ, η](x, ξ) = Zχ(x, ξ)Zη(x, ξ), x, ξ ∈ Rd, χ, η ∈ L2(Rd),
where Zχ(x, ξ) =

∑
k∈Zd e−2πik·ξχ(x− k) is the Zak transform of χ ∈ L2(Rd).

After introducing this setting, we now consider two special sequences3. More precisely, let χ, η ∈ H
be such that φ = {Tgχ}g∈G and ψ = {Tgη}g∈G are Bessel sequences4 of H. As we are going to
see, the norm ∥Gφ,ψ∥ can be exactly calculated in terms of [χ, η]. Indeed, for any complex sequences
{cg}g∈G , {dg}g∈G ∈ ℓ2(G), we have

(3.10)

⟨Gφ,ψ{cg}, {dg}⟩ = ⟨CψDφ{cg}, {dg}⟩ = ⟨Dφ{cg}, Dψ{dg}⟩

=

〈∑
g∈G

cgTgχ,
∑
g∈G

dgTgη

〉
=

∑
g,h∈G

cgdh⟨Tgχ, Thη⟩

=
∑
g,h∈G

cgdh⟨χ, Th−gη⟩ =
∑
g,h∈G

cgdh

∫
Ĝ
[χ, η](ξ)eg−h(ξ)dξ

=

∫
Ĝ
[χ, η](ξ)

∑
g,h∈G

cgdheg−h(ξ)dξ

=

∫
Ĝ
[χ, η](ξ)

∑
g∈G

cgeg(ξ)
∑
h∈G

dheh(ξ)dξ.

3In this example, the sequences are indexed by the countable set G in contrast to the setting of the rest of the
paper. However, this does not change the validity of Theorems 1.1 and 3.2 since the series defining a multiplier is
unconditionally convergent so the ordering of a Bessel sequence is not relevant (see [6, 15]).

4This happen if and only if [χ, χ] and [η, η] are bounded above a.e. in Ĝ, see [18, Section 5].
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By the Pontrjagin duality theorem and by [13, Corollary 4.26], {eg}g∈G is an orthonormal basis of
L2(Ĝ, dξ). This fact, together with (3.10), implies that the Gram operator Gφ,ψ can be reduced to the
multiplication operator by [χ, η] on L2(Ĝ, dξ). Hence, we conclude that

∥Gφ,ψ∥ = sup
{cg},{dg}̸=0

|⟨Gφ,ψ{cg}, {dg}⟩|
∥{cg}∥∥{dg}∥

= sup
ξ∈Ĝ

|[χ, η](ξ)|,

i.e. the essential supremum of [χ, η] (see [20, Example 2.11 - Ch. III]). Thus, by Theorem 1.1, given a
bounded complex sequence m = {mg}g∈G we have

r(Mm,φ,ψ) ≤ sup
g∈G

|mg| sup
ξ∈Ĝ

|[χ, η](ξ)|.

We now move to prove the result for dual frames. In particular, it provides regions contain-
ing the spectrum which are smaller than the disk of Theorem 1.1.

Theorem 3.2. Let φ,ψ be dual frames for H and let m ∈ ℓ∞(N).
(1) If m is contained in the disk of center µ with radius R, then σ(Mm,φ,ψ) is contained in the disk

of center µ with radius R∥Gφ,ψ∥.
(2) If m is real, then σ(Mm,φ,ψ) is contained in the disk of center

1

2
(sup
n
mn + inf

n
mm)

with radius
1

2
(sup
n
mn − inf

n
mm)∥Gφ,ψ∥.

(3) If ψ is the canonical dual of φ, then σ(Mm,φ,ψ) is contained in the closed convex hull of m.

Proof. To prove statement (i), let us consider a disk of center µ with radius R containing the
sequence m. By (1.2), we have

Mm,φ,ψ − µI =
∑
n∈N

(mn − µ)⟨f, ψn⟩φn =Mm−µ,φ,ψ,

where with m− µ we mean the sequence {mn − µ}. Therefore applying (1.4) to Mm−µ,φ,ψ , we
obtain

r(Mm,φ,ψ − µI) ≤ sup
n

|mn − µ|∥Gφ,ψ∥ ≤ R∥Gφ,ψ∥,

which means that σ(Mm,φ,ψ) is contained in the disk of center µ with radius R∥Gφ,ψ∥, because
σ(Mm,φ,ψ) = {λ+ µ : λ ∈ σ(Mm−µ,φ,ψ)}.

Statement (ii) is a consequence of (i) taking µ = 1
2 (supnmn+infnmm) andR = 1

2 (supnmn−
infnmm). Finally, statement (iii) was proved in [10, Proposition 2]. □

By (3.7), we can make a similar observation of Remark 3.1(iii), that is Theorem 3.2 is stronger
than Proposition 1.2. We conclude with a comment for the case of a frame and its canonical
dual.

Remark 3.3. Let φ and ψ be dual frames. Making use of inequality (1.4) (taking mn = 1 for every
n ∈ N), we find that ∥Gφ,ψ∥ ≥ 1.
If, in particular, ψ is the canonical dual of φ, then

⟨φn, ψk⟩ = ⟨φn, S−1
φ φk⟩ = ⟨S− 1

2
φ φn, S

− 1
2

φ φk⟩.

In other words, Gφ,ψ is equals to the Gram operator of the canonical tight frame χ := S
− 1

2
φ φ of φ, which

is a Parseval frame (i.e. it satisfies condition (1.1) with Aχ = Bχ = 1, see [6, Theorem 6.1.1]). Thus,
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for the initial observation and for Remark 3.1 (iii), if φ is a frame, ψ is its canonical dual and χ = S
− 1

2
φ φ,

then we have 1 ≤ ∥Gφ,ψ∥ = ∥Dχ∥2 ≤ Bχ = 1, so ∥Gφ,ψ∥ = 1.
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1. INTRODUCTION AND PRELIMINARIES

The Banach contraction principle [7] is one of the fundamental foundations of the metrical
fixed theory. Many authors have come up with generalizations, extensions and applications of
this principle. They have studied many aspects of the Banach contraction principle and have
further developed their findings. One of the most popular topics is studying new classes of
spaces and their fundamental properties (see [9, 10, 11, 18, 20, 27]).

Amini-Harandi [6] introduced the concept of metric-like space and gave some fixed point
theorems on complete metric-like space. Later, some authors worked on fixed point theorems
for various new types of contraction conditions on the metric-like space. For more details, we
refer to [1, 5, 16, 21].

We start by recalling some definitions and lemmas about metric-like space.

Definition 1.1 ([6]). Let X be any non-empty set. A function ρ : X × X → [0,∞) is said to be a
metric-like on X if for any a, b, c ∈ X the following conditions are satisfied:

(σ1) ρ(a, b) = 0 ⇒ a = b,
(σ2) ρ(a, b) = ρ(b, a),
(σ3) ρ(a, b) ≤ ρ(a, c) + ρ(c, b).

The pair (X, ρ) is called a metric-like space. Each metric-like ρ on X generates a T0 topology
τp on X which has as a base the family open ρ-balls

{Bρ(a, ε) : a ∈ X, ε > 0},

where
Bρ(a, ε) = {b ∈ X : |ρ(a, b)− ρ(a, a)| < ε}

for all a ∈ X and ε > 0.
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Definition 1.2 ([6]). (i) A sequence {an} in a metric-like space (X, ρ) converges to a point a ∈ X if
and only if ρ(a, a) = limn→∞ ρ(a, an).

(ii) A sequence {an} in a metric-like space (X, ρ) is called a Cauchy sequence if limn,m→∞ ρ(an, am)
exists (and is finite) .

(iii) A metric-like space (X, ρ) is said to be complete if every Cauchy sequence {an} in X converges,
with respect to τp, to a point a ∈ X such that

lim
n→∞

ρ(a, an) = ρ(a, a) = lim
n,m→∞

ρ(an, am).

Lemma 1.1 ([16]). Let (X, ρ) be a metric-like space. Let {an} be a sequence in X such that an → a,
where a ∈ X and ρ(a, a) = 0. Then for all b ∈ X , we have

lim
n→∞

ρ(an, b) = ρ(a, b).

Recently, Gordji et al. [12] extended the literature on metric spaces by introducing the notion
of orthogonality. In [12], they proved the Banach fixed point theorem using the orthogonality
such as:

Theorem 1.1 ([12]). Let (X, ρ,⊥) be an O-complete metric space (not necessarily complete metric
space) and 0 < λ < 1. Let f : X → X be ⊥-continuous, ⊥-contraction (with Lipschitz constant λ) and
⊥-preserving. Then f has a unique fixed point x∗ in X and is a Picard operator, that is, lim fn(x) = x∗

for all x ∈ X.

Also, they show that this theorem is a real extension of Banach’s contraction principle.

Corollary 1.1 ([12]). Let (X, d) be a complete metric space and f : X → X be a mapping such that,
for some λ ∈ (0, 1],

d(f(x), f(y)) ≤ λd(x, y)

for all x, y ∈ X . Then f has a unique fixed point in X .

There are several applications of this new idea of orthogonal sets and also numerous forms
of orthogonality. We refer the reader to ([2, 3, 4, 8, 13, 14, 19, 22, 23, 24, 25]) for more details.

In this paper, we give some recent and new results for some contraction mappings on
O−complete metric-like space and also we give illustrative examples. At the end, we give
an application to show the existence of a solution of a differential equation. In order to do this,
we will first recall some basic definitions and notations of the orthogonality.

Definition 1.3 ([12]). Let X be a non-empty set and ⊥ be a binary relation defined on X . If binary
relation ⊥ fulfills the following criteria:

∃a0(∀b∈ X,b⊥ a0) or (∀b ∈ X, a0 ⊥ b),

then pair (X,⊥) known as an orthogonal set. The element a0 is called an orthogonal element. We denote
this O-set or orthogonal set by (X,⊥).

Definition 1.4 ([12]). Let (X,⊥) be an orthogonal set (O-set). Any two elements a, b ∈ X such that
a ⊥ b, then a, b ∈ X are said to be orthogonally related.

Definition 1.5 ([12]). A sequence {an} is called an orthogonal sequence (briefly O-sequence) if

(∀n ∈ N, an ⊥ an+1) or (∀n ∈ N, an+1 ⊥ an).

Similarly, a Cauchy sequence {an} is said to be a orthogonally Cauchy sequence (briefly Cauchy O-
sequence) if

(∀n ∈ N, an ⊥ an+1) or (∀n ∈ N, an+1 ⊥ an).
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Definition 1.6 ([12]). Let (X,⊥) be an orthogonal set and ρ be a metric on X . Then (X,⊥, ρ) is called
an orthogonal metric space (shortly O-metric space).

Definition 1.7 ([12]). Let (X,⊥, ρ) be an orthogonal metric space. Then X is said to be a O-complete
if every Cauchy O-sequence is converges in X .

Definition 1.8 ([12]). Let (X,⊥, ρ) be an orthogonal metric space. A function f : X → X is said to
be orthogonally continuous ( ⊥-continuous ) at a if for each O-sequence {an} converging to a implies
f(an) → f(a) as n → ∞. Also f is ⊥-continuous on X if f is ⊥-continuous at every a ∈ X .

Definition 1.9 ([12]). Let a pair (X,⊥) be an O-set, where X( ̸= ∅) be a non-empty set and ⊥ be a
binary relation on set X . A mapping f : X → X is said to be ⊥-preserving if f(a) ⊥ f(b) whenever
a ⊥ b and weakly ⊥-preserving if f(a) ⊥ f(b) or f(b) ⊥ f(a) whenever a ⊥ b.

Definition 1.10 ([23]). We say that an O-set is a transitive orthogonal set if ⊥ is transitive.

Definition 1.11 ([23]). Let (X,⊥) be an O−set. A path of length k in ⊥ from a to b is a finite sequence
{a0, a1, ..., ak} ⊂ X such that

a0 = a, ak = b, ai ⊥ ai+1 or ai+1 ⊥ ai

for all i = 0, 1, ..., k − 1 and also λ(a, b,⊥) be denoted as all path of length k in ⊥ from a to b .

Before giving our main result, we want to remind some information about Geraghty con-
traction and also (ℏ, ϕ)-contraction.

Let Λ be the family of all functions η : [0,∞) → [0, 1) that satisfy the condition limn→∞ η(tn) =
1 implies limn→∞ tn = 0.

Furthermore, Ψ denotes the class of functions ϖ : [0,∞) → [0,∞) that satisfy the following
conditions:

• ϖ is nondecreasing,
• ϖ is continuous,
• ϖ(t) = 0 if and ony if t = 0.

In [17], the authors proved the following particular result .

Theorem 1.2. Let (X, ρ) be a complete metric-like space and f : X → X be a mapping. Suppose that
there exists η ∈ Λ such that

ρ(fa, fb) ≤ η((ρ(a, b))ρ(a, b)

for all a, b ∈ X . Then f has a unique fixed point u ∈ X with ρ(u, u) = 0.

Recently, in [1], the authors considered a new type of Geraghty contractions in the class of
metric-like spaces and proved a fixed point theorem for this type of contractive mapping such
that:

Theorem 1.3. Let (X, ρ) be a complete metric-like space and f : X → X be a mapping. Suppose that
there exists η ∈ Λ such that

(1.1) ρ(fa, fb) ≤ η((𭟋(a, b))𭟋(a, b)

for all a, b ∈ X , where
𭟋(a, b) = ρ(a, b) + |ρ(a, fa)− ρ(b, fb)| .

Then f has a unique fixed point u ∈ X with ρ(u, u) = 0.

On the other hand, in [15], Jleli et al. introduced a family H of functions ℏ : [0,+∞[3→
[0,+∞[ satisfying the following conditions:

(H1) max{a, b} ≤ ℏ(a, b, c) for all a, b, c ∈ [0,+∞[;
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(H2) ℏ(0, 0, 0) = 0;
(H3) ℏ is continuous.

Some examples of functions belonging to H are given as follows:
(i) ℏ(a, b, c) = a+ b+ c for all a, b, c ∈ [0,+∞[;

(ii) ℏ(a, b, c) = max{a, b}+ c for all a, b, c ∈ [0,+∞[;
(iii) ℏ(a, b, c) = a+ b+ ab+ c for all a, b, c ∈ [0,+∞[.
Using a function ℏ ∈ H, the authors of [15] introduced the following notion of (ℏ, ϕ)-

contraction as:

Definition 1.12 ([15]). Let (M,ρ) be a metric space, ϕ : M → [0,+∞[ be a given function and ℏ ∈ H.
Then, f : M → M is called a (ℏ, ϕ)-contraction with respect to the metric ρ if and only if

ℏ(ρ(fa, fb), ϕ(fa), ϕ(fb)) ≤ kℏ(ρ(a, b), ϕ(a), ϕ(b)) for all a, b ∈ M,

for some constant k ∈ ]0, 1[.

Now, we set

Zϕ := {a ∈ M : ϕ(a) = 0},
𭟋f := {a ∈ M : fa = a}.

Furthermore, we say that f is a ϕ-Picard operator if and only if the following condition holds:
𭟋f ∩ Zϕ = {ς} and fna → ς , as n → +∞ for each a ∈ M .

Theorem 1.4 ([15]). Let (M,ρ) be a C.M.S, ϕ : M → [0,+∞[ be a given function and ℏ ∈ H.
Suppose that the following conditions hold:
(A1) ϕ is lower semi-continuous (l.s.c.);
(A2) f : M → M is a (ℏ, ϕ)-contraction with respect to the metric ρ.

Then
(i) 𭟋f ⊂ Zϕ;

(ii) f is a ϕ-Picard operator;
(iii) for all a ∈ M and for all n ∈ N, we have

ρ(fna, ς) ≤ kn

1− k
ℏ(ρ(fa, a), ϕ(fa), ϕ(a)),

where {ς} = 𭟋f ∩ Zϕ = 𭟋f .

2. MAIN RESULTS

2.1. A result for orthogonal ϖ𭟋−Geraghty contraction. In this section, we give a definition
of orthogonal ϖ𭟋−Geraghty contraction and we aim to obtain some results on O-complete
metric-like space (X,⊥, ρ).

Definition 2.13. Let (X,⊥, ρ) be an orthogonal metric-like space and f : X → X is a mapping. Then
we say that f is orthogonal ϖ𭟋−Geraghty contraction if there exist ϖ ∈ Ψ and η ∈ Λ such that

(2.2) ϖ(ρ(fa, fb)) ≤ η(ϖ(𭟋(a, b)))ϖ(𭟋(a, b))

for all a, b ∈ X with a ⊥ b, where

𭟋(a, b) = ρ(a, b) + |ρ(a, fa)− ρ(b, fb)| .

Theorem 2.5. Let (X,⊥, ρ) be an O-complete metric-like space, a0 is an orthogonal element and f is a
self mapping on X satisfying the following conditions:

(i) (X,⊥) is a transitive orthogonal set,
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(ii) f is ⊥-preserving,
(iii) f is orthogonal ϖ𭟋−Geraghty contraction,
(iv) f is ⊥-continuous.

Then, f has an unique fixed point in X .

Proof. From the definition of the orthogonality, it follows that a0 ⊥ f(a0) or f(a0) ⊥ a0. Let

a1 := fa0, a2 := fa1 = f2a0, · · · , an := fan−1 = fna0

for all n ∈ N ∪ {0}. Suppose that ρ(an, an+1) = 0 for some n0, so the proof is completed.
Consequently, we assume that

ρ(an, an+1) ̸= 0

for all n. Since f is ⊥ −preserving, we have

an ⊥ an+1 or an+1 ⊥ an.

This implies that {an} is an O-sequence. Since f is orthogonal ϖ𭟋−Geraghty contraction, we
have

ϖ(ρ(an, an+1)) = ϖ(ρ(fan−1, fan))

≤ η(ϖ(𭟋(an−1, an)))ϖ(𭟋(an−1, an)), n ≥ 1,(2.3)

where

𭟋(an−1, an) = ρ(an−1, an) + |ρ(an−1, fan−1)− ρ(an, fan)|
= ρ(an−1, an) + |ρ(an−1, an)− ρ(an, an+1)| .

Take ρn = ρ(an−1, an) and (2.3) becomes

(2.4) ϖ(ρn+1) ≤ η(ϖ(ρn + |ρn − ρn+1|))ϖ((ρn + |ρn − ρn+1|)).

Assume that there exists n > 0 such that ρn ≤ ρn+1. From (2.4), we get

ϖ(ρn+1) ≤ η(ϖ(ρn+1))ϖ(ρn+1) < ϖ(ρn+1)

which is a contradiction. Thus for all n > 0, ρn > ρn+1. Hence, we deduce that the sequence
{ρn} is nonincreasing. Therefore, there exists r ≥ 0 such that

lim
n→∞

ρn = r.

Now, we shall prove that r = 0. Suppose that r > 0. From (2.2), we have

ϖ(ρ(an, an+1)) ≤ η(ϖ(𭟋(an−1, an)))ϖ(𭟋(an−1, an))

which implies
ϖ(ρn+1) ≤ η(ϖ(2ρn − ρn+1))ϖ(2ρn − ρn+1).

Hence
ϖ(ρn+1)

ϖ(2ρn − ρn+1)
≤ η(ϖ(2ρn − ρn+1)) < 1.

This implies that limn→∞ η(ϖ(2ρn − ρn+1)) = 1. Since η ∈ Λ, we have

lim
n→∞

ϖ(2ρn − ρn+1) = 0

which yields

(2.5) r = lim
n→∞

ρ(an, an+1) = 0
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which is a contradiction. So r = 0. Now, we shall prove that {an} is a Cauchy O-sequence. We
will prove that

(2.6) lim
n,m→∞

ρ(an, am) = 0.

We argue by contradiction. Then there exists ε > 0 for which we can find subsequences
{
am(k)

}
and

{
an(k)

}
of {an} with m(k) > n(k) > k such that for every k

(2.7) ρ(am(k), an(k)) ≥ ε.

Moreover corresponding to n(k), we can choose m(k) in such a way that is the smallest integer
with m(k) > n(k) and satisfying (2.7). Then

(2.8) ρ(am(k)−1, an(k)) < ε.

Using (2.7) and (2.8)

ε ≤ ρ(am(k), an(k))

≤ ρ(am(k), am(k)−1) + ρ(am(k)−1, an(k))

< ρ(am(k), am(k)−1) + ε.

By (2.5), we get

(2.9) lim
k→∞

ρ(am(k), an(k)) = ε.

On the other hand, it is easy to see that∣∣ρ(am(k)−1, an(k)−1)− ρ(am(k), an(k))
∣∣ ≤ ∣∣ρ(am(k)−1, am(k)) + ρ(an(k), an(k)−1)

∣∣ .
Again by (2.5) and (2.9)

(2.10) lim
k→∞

ρ(am(k)−1, an(k)−1) = ε.

We go back to (2.2) to have

ϖ(ε) ≤ ϖ(ρ(am(k), an(k)))

= ϖ(ρ(fam(k)−1, fan(k)−1))

≤ η(ϖ(𭟋(am(k)−1, an(k)−1)))ϖ(𭟋(am(k)−1, an(k)−1)),

where

𭟋(am(k)−1, an(k)−1) = ρ(am(k)−1, an(k)−1) +
∣∣ρ(am(k)−1, fam(k)−1)− ρ(an(k)−1, fan(k)−1)

∣∣ .
By (2.5) and (2.10)

(2.11) lim
k→∞

𭟋(am(k)−1, an(k)−1) = ε.

We deduce
lim
k→∞

η
(
ϖ

(
𭟋(am(k)−1, an(k)−1)

))
= 1.

Since η ∈ η, we have
lim
k→∞

𭟋(am(k)−1, an(k)−1) = 0

which is a contradiction with respect to (2.11). Thus {an} is a Cauchy O-sequence in (X, ρ). So
there exists u∗ ∈ X such that

lim
n→∞

ρ(an, u
∗) = ρ(u∗, u∗) = lim

n,m→∞
ρ(an, am).

By (2.6), we write
lim
n→∞

ρ(an, u
∗) = ρ(u∗, u∗) = 0
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because of O-completeness of X. Since f is ⊥ −continuous, we have

fu∗ = f( lim
n→∞

fan) = lim
n→∞

an+1 = u∗

and so u∗ is a fixed point of f.
Now, we can show the uniqueness of the fixed point. We shall prove that such u∗ verifying

ρ(u∗, u∗) = 0 is the unique fixed point of f. We argue by contradiction. Assume that there exists
u∗ ̸= w∗ so ρ(u∗, w∗) > 0 such that

u∗ = fu∗, w∗ = fw∗, ρ(u∗, u∗) = ρ(w∗, w∗) = 0.

Suppose that there exist two distinct fixed point u∗ and w∗. Since λ(a, b,⊥) is non-empty for all
a, b ∈ X, there exists a path {z0, z1, ..., zk} of some finite lenght k in ⊥ from u∗ to w∗ such that

u0 = u∗, uk = w∗, ui ⊥ ui+1 or ui+1 ⊥ ui.

Since (X,⊥) transitive orthogonal set, we get u∗ ⊥ w∗ or w∗ ⊥ u∗. Then, we have

𭟋(u∗, w) =∗ ρ(u∗, w∗) + |ρ(u∗, fz)− ρ(w∗, fw∗)|
= ρ(u∗, w∗) + |ρ(u∗, u∗)− ρ(w∗, w∗)|
= ρ(u∗, w∗)

and using this equality in (2.2), we get

ϖ(ρ(u∗, w∗)) = ϖ(ρ(fu∗, fw∗))

≤ η(ϖ(𭟋(u∗, w∗)))ϖ(𭟋(u∗, w∗))

= η(ϖ(ρ(u∗, w∗)))ϖ(ρ(u∗, w∗))

< ϖ(ρ(u∗, w∗))

which is a contradiction. Thus there exists a unique u∗ ∈ X such that u∗ = fu∗ with ρ(u∗, u∗) =
0. □

Example 2.1. Let X = [0, 1] and ρ(a, b) = a+ b. Then (X, ρ) is O−complete metric-like space. Define
a relation ⊥ on X by

a ⊥ b ⇐⇒ ab ∈ {a, b}.
Define f : X → X by

fx =

{
0, x = 1
x
2 x ̸= 1

.

Then we can see that f is ⊥-preserving and also ⊥-continuous. Take ϖ(t) = t
2 and η(α) = 1

2 , then it is
clear that f is a orthogonal ϖ𭟋−Geraghty contraction and f has a fixed point u = 0 with σ(u, u) = 0.

In Theorem 2.5, if we get ϖ(t) = t, then we obtain the following corollary.

Corollary 2.2. Let (X,⊥, ρ) be an O-complete metric-like space with an orthogonal elements a0 and f
be a self mapping on X satisfying the following conditions:

(i) (X,⊥) is a transitive orthogonal set,
(ii) f is ⊥-preserving,
(iii) f is orthogonal Geraghty contraction such that

ϖρ(fa, fb) ≤ η((𭟋(a, b)))𭟋(a, b)

for all a, b ∈ X with a ⊥ b, where

𭟋(a, b) = ρ(a, b) + |ρ(a, fa)− ρ(b, fb)| ,
(iv) f is ⊥-continuous.
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Then, f has a fixed point in X .

2.2. A result for orthogonal (ℏ, ϕ)-contraction. Now, we give a definition of (ℏ, ϕ)-contraction
on orthogonal metric-like space and prove a fixed point theorem for this type contraction.

Definition 2.14. Let (X, ρ) be a orthogonal metric-like space and f : X → X be a mapping. f is called
a orthogonal (ℏ, ϕ)-contraction if there exist ℏ ∈ H and ϕ : M → [0,+∞[ s.t.

(2.12) ℏ(ρ(fa, fb), ϕ(fa), ϕ(fb))) ≤ F (ℏ(ρ(a, b), ϕ(a), ϕ(b)))
for all a, b ∈ M with a ⊥ b.

Lemma 2.2. Let (X, ρ) be a orthogonal metric-like space and f : X → X be a (ℏ, ϕ)-contraction. If
{an} is a sequence of Picard starting at a0 ∈ X , then

lim
n→+∞

ℏ(ρ(an−1, an), ϕ(an−1), ϕ(an)) = 0,

and hence
lim

n→+∞
ρ(an−1, an) = 0 and lim

n→+∞
ϕ(an) = 0.

Proof. By replacing the contradiction in [26, (3.2)] with contradiction (2.12) and following the
proof of [26, Lemma 3.1], we immediately have the desired result. □

Theorem 2.6. Let (X,⊥, ρ) be an O-complete metric-like space and a0 is an orthogonal element of X
and f be a self-mapping on X such that:
i) For all a, b ∈ X with a ⊥ b

(2.13) ℏ (ρ (fa, fb) , ϕ (fa) , ϕ (fb)) ≤ kℏ (ρ (a, b) , ϕ (a) , ϕ (b))

for some k ∈ (0, 1), ℏ ∈ H and ϕ : X → [0,∞) is lower-semicontinuous function,
ii) f is ⊥-preserving,
iii) (X,⊥) is transitive orthogonal set.
Then f has a unique fixed point.

Proof. First, we shall prove the uniqueness. Suppose that a∗, b∗ are two fixed point of f such
that a∗ ̸= b∗. Since λ (a, b,⊥) is non-empty for all a, b ∈ X , there exists a path {z0, z1, · · · , zk} of
some finite lenght k in ⊥ from a to b such that

z0 = a∗, zk = b∗, zi+1 ⊥ zi for all i = 0, 1, 2, · · · , k − 1.

Since (X,⊥) transitive orthogonal set, we get a∗ ⊥ b∗ or b∗ ⊥ a∗. From i), we have

ℏ (ρ (a∗, b∗) , ϕ (a∗) , ϕ (b∗)) = ℏ (ρ (fa∗, fb∗) , ϕ (fa∗) , ϕ (fb∗))

≤ kℏ (ρ (a∗, b∗) , ϕ (a∗) , ϕ (b∗))

< ℏ (ρ (a∗, b∗) , ϕ (a∗) , ϕ (b∗))

so, this is a contradiction. Then f has a unique fixed point.
Now, assume that ς ∈ X is a fixed point of f . Applying (2.13) with a = b = ς , a ⊥ b, we have

ℏ (0, ϕ (ς) , ϕ (ς)) ≤ kℏ (0, ϕ (ς) , ϕ (ς)) ,

which implies (since k ∈ (0, 1)) that

(2.14) ℏ (0, ϕ (ς) , ϕ (ς)) = 0.

Moreover, from (H1), we have

(2.15) ϕ (ς) ≤ ℏ (0, ϕ (ς) , ϕ (ς)) .

Using (2.14) and (2.15), we obtain ϕ (ς) = 0.
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Now ii) from the definition of orthogonality, it follows that

a0 ⊥ fa0 or fa0 ⊥ a0.

Let
a1 = fa0, a2 = fa1 = f2a0, · · · , an = fan−1 = fna0

for all n ∈ N ∪ {0}. If an∗ = an∗+1 for some n∗ ∈ N ∪ {0}, then

z = an∗ = an∗+1 = fan∗ = fz

and z is a fixed point of f such that ϕ (z) = 0. In fact by Lemma 2.2,

ℏ (ρ (an∗−1, an∗) , ϕ (an∗−1) , ϕ (an∗)) = 0

and by the property (H1), of the function ℏ, we have ϕ (z) = 0. So, we assume that an ̸= an+1

for all n ∈ N ∪ {0}. Thus, we have

an ⊥ an+1 or an+1 ⊥ an.

This implies that {an} is a O-sequence. Since f is an orthogonal (ℏ, ϕ)-contraction, we have

ℏ (ρ (an, an+1) , ϕ (an) , ϕ (an+1))

=ℏ (ρ (fan−1, fan) , ϕ (fan−1) , ϕ (fan))

≤kℏ (ρ (an−1, an) , ϕ (an−1) , ϕ (an))

≤knℏ (ρ (a0, a1) , ϕ (a0) , ϕ (a1))

=knℏ (ρ (a0, fa0) , ϕ (a0) , ϕ (fa0)) , n ∈ N ∪ {0}
which implies by property (H1) that for all n ∈ N ∪ {0}

max {ρ (an, an+1) , ϕ (an)} ≤ knℏ (ρ (a0, fa0) , ϕ (a0) , ϕ (fa0)) .

Then, we obtain

ρ (an, an+1) ≤ knℏ (ρ (a0, fa0) , ϕ (a0) , ϕ (fa0)) , n ∈ N ∪ {0}
which implies that {an} is a Cauchy O-sequence. Since X is O-complete then, there exists
a∗ ∈ X such that an → a∗ as n → ∞.

Since f is orthogonal (ℏ, ϕ)-contraction, taking into account that ϕ is lower-semicontinuous
function, we have

0 ≤ ϕ (a∗) ≤ lim inf
n→∞

ϕ (an) = 0,

that is, ϕ (a∗) = 0. Now, show that a∗ is a fixed point f .
If there exists a subsequence {ank

} of {an} such that ank
= a∗ or fank

= fa∗ for all k ∈ N,
then a∗ is a fixed point. Otherwise, we can assume that an ̸= a∗ and fan ̸= fa∗ for all n ∈ N.
So, using f is an (ℏ, ϕ)-contraction, we deduce that for all n ∈ N

ℏ (ρ (fan, fa∗) , ϕ (fan) , ϕ (fa∗)) ≤ kℏ (ρ (an, a∗) , ϕ (an) , ϕ (a∗))

< ℏ (ρ (an, a∗) , ϕ (an) , ϕ (a∗)) ,

and so,

ρ (a∗, fa∗) ≤ ρ (a∗, an+1) + ρ (fan, fa
∗)

≤ ρ (a∗, an+1) + ℏ (ρ (fan, fa∗) , ϕ (fan) , ϕ (fa∗))

< ρ (a∗, an+1) + ℏ (ρ (an, a∗) , ϕ (an) , ϕ (a∗)) for all n ∈ N.

Finally, letting n → ∞ in the above calculations and using that ℏ is continuous in (0, 0, 0), we
deduce that

ρ (a∗, fa∗) ≤ ℏ (0, 0, 0)
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that is, a∗ = fa∗. □

Remark 2.1. In the Theorem2.6, if we assume that f is ⊥-continuous, we have

fµ∗ = f
(
lim
n→∞

µn

)
= lim

n→∞
µn+1 = µ∗

and µ∗ is a fixed point of f .

2.3. A result for rational F−contraction. In this part, we modify definition of rational type
F−contraction using orthogonality and then give some results for this type contraction on
O−complete metric-like space. But firstly, we want to give some information about F−contraction.

Let F be the set of all functions F : (0,∞) → R satisfying the following conditions:

(F1) F is strictly increasing, i.e., for all α, β ∈ (0,∞) such that α < β, F (α) < F (β),
(F2) for each sequence {an} of positive numbers,

lim
n→∞

an = 0 if and only if lim
n→∞

F (an) = −∞,

(F3) there exists k ∈ (0, 1) such that limα→0+ αkF (α) = 0.

Definition 2.15 ([28]). Let (X, ρ) be a metric space and f : X → X be a mapping. Given F ∈ F , f is
called as F -contraction if there exists τ > 0 such that

a, b ∈ M, ρ(fa, fb) > 0 ⇒ τ + F (ρ(fa, fb)) ≤ F (ρ(a, b)).

Definition 2.16. Let (X,⊥, ρ) be an orthogonal metric-like space. We say that f : X → X is an
orthogonal rational type F−contraction if there are F ∈ F and τ > 0 such that the following condition
holds:

(2.16) ∀a, b ∈ X with a ⊥ b; [ρ(fa, fb) > 0 ⇒ τ + F (ρ(fa, fb)) ≤ F (M(a, b))] ,

where

M(a, b) = max


ρ(a, b), ρ(a, fa), ρ(b, fb),

ρ(a,fa)ρ(b,fb)
1+ρ(a,b) , ρ(a,fa)ρ(b,fb)

1+ρ(fa,fb)

 .

Theorem 2.7. Let (X,⊥, ρ) be an O−complete orthogonal metric-like space, a0 is an orthogonal ele-
ment of X and f be a ⊥ −preserving and ⊥ −continuous mapping with satisfying (2.16). Also we
assume that (X,⊥) is a transitive orthogonal set, then, f has a unique fixed point in X .

Proof. Using the definition of the orthogonality, we have a0 ⊥ f(a0) or f(a0) ⊥ a0. Let

a1 := fa0, a2 := fa1 = f2a0, · · · , an := fan−1 = fna0

for all n ∈ N ∪ {0}. Suppose that ρ(an, an+1) = 0 for some n0, so the proof is completed.
Consequently, we assume that

ρ(an, an+1) ̸= 0

for all n. Thus, we get ρ(an, an+1) > 0 for all n ∈ N ∪ {0}. Then, we obtain

an ⊥ an+1 or an+1 ⊥ an
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from ⊥ −preserving of f and then we say that {an} is an O−sequence. From (2.16), for all
n ∈ N, we have

F (ρ(an, an+1))

=F (ρ(fan−1, fan))

≤F (M(an−1, an))− τ

=F

max


ρ(an−1, an), ρ(an−1, fan−1), ρ(an, fan),

ρ(an−1,fan−1)ρ(an,fan)
1+ρ(an−1,an)

, ρ(an−1,fan−1)ρ(an,fan)
1+ρ(fan−1,fan)


− τ

≤F (ρ(an−1, an))− τ.(2.17)

Let αn := ρ(an, an+1) for all n ∈ N and from (2.17), we have

(2.18) F (αn) ≤ F (αn−1)− τ ≤ F (αn−2)− 2τ ≤ · · · ≤ F (α0)− nτ.

From (2.18), we get limn→∞ F (αn) = −∞. Thus, from (F2), we have

(2.19) lim
n→∞

αn = 0.

By the property (F3), there exists k ∈ (0, 1) such that

(2.20) lim
n→∞

αk
nF (αn) = 0.

By (2.18), we get

(2.21) αk
nF (αn)− αk

nF (α0) ≤ −αk
nnτ ≤ 0

for all n ∈ N. Letting n → ∞ in (2.21), we get

(2.22) lim
n→∞

nαk
n = 0.

From (2.22), there exits n1 ∈ N such that nαk
n ≤ 1 for all n ≥ n1. So we have

(2.23) αn ≤ 1

n1/k

for all n ≥ n1. In order to show that {an} is a Cauchy O−sequence, consider m,n ∈ N such
that m > n ≥ n1. Using the triangular inequality for the metric and from (2.23), we have

ρ(an, am) ≤ ρ(an, an+1) + ρ(an+1, an+2) + · · ·+ ρ(am−1, am)

= an + an+1 + · · ·+ am−1

=

m−1∑
i=n

ai

≤
m−1∑
i=n

1

i1/k
.

Hence {an} is a Cauchy O−sequence in M. Because of the O−completeness of X , we have
a∗ ∈ M such that an → a∗ as n → ∞. Using ⊥ − continuous of f, we have

fa∗ = f( lim
n→∞

an) = lim
n→∞

an+1 = a∗

and so a∗ is a fixed point of f.
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Now, we can show the uniqueness of the fixed point. We shall prove that such a∗ verifying
ρ(a∗, a∗) = 0 is the unique fixed point of f. We argue by contradiction. Assume that there exists
a∗ ̸= w∗ so ρ(a∗, w∗) > 0 such that

a∗ = fa∗, w∗ = fw∗, ρ(a∗, a∗) = ρ(w∗, w∗) = 0.

Suppose that there exist two distinct fixed point a∗ and w∗. Since λ(a, b,⊥) is non-empty for all
a, b ∈ X, there exists a path {z0, z1, ..., zk} of some finite lenght k in ⊥ from a∗ to w∗ such that

u0 = a∗, uk = w∗, ui ⊥ ui+1 or ui+1 ⊥ ui.

Since (X,⊥) transitive orthogonal set, we get u∗ ⊥ w∗ or w∗ ⊥ u∗. Then, we get

τ + F (ρ(a∗, w∗))

= τ + F (ρ(fa∗, fw∗))

≤ F (M(a∗, w∗))

= F

max


ρ(a∗, w∗), ρ(a∗, fa∗), ρ(w∗, fw∗),

ρ(a∗,fa∗)ρ(w∗,fw∗)
1+ρ(a∗,w∗) , ρ(a∗,fa∗)ρ(w∗,fw∗)

1+ρ(fa∗,fw∗)




= F (C(a∗, w∗))

which is a contradiction. Thus there exists a unique a∗ ∈ X such that a∗ = fa∗ with ρ(a∗, a∗) =
0. □

Corollary 2.3. Let (X,⊥, ρ) be an O−complete metric-like space with an orthogonal elements a0 and
f be a ⊥ −preserving and ⊥ −continuous self mapping on M such that

∀a, b ∈ X with a ⊥ b; [ρ(fa, fb) > 0 ⇒ τ + F (ρ(fa, fb)) ≤ F (ρ(a, b))] .

Then, T has a unique fixed point in M .

3. APPLICATIONS

Recall that, for any 1 ≤ p < ∞, the space Łp (X,F, µ) (or Łp (X)) consists of all complex-
valued measurable functions κ on the underlying space X satisfying∫

M

|κ (℘)|p dµ (℘) ,

where F is the σ-algebra of measurable sets and µ is the measure. When p = 1, the space
Łp (X) consists of all integrable functions κ on X and we define the Ł1-norm of κ by

∥κ∥1 =

∫
M

|κ (℘)| dµ (℘) .

In the section, using Theorem 2.7, we show the existence of a solution of the following dif-
ferential equation:

(3.24)
{

u
′
(t) = f (t, u (t)) , a.e. t ∈ I := [0, T ]

u (0) = a, a ≥ 1,

where f : I × R → R is an integrable function satisfying the following conditions:
(i) f (s, η) ≥ 0 for all η ≥ 0 and s ∈ I;
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(ii) for each ℘, γ ∈Ł1 (I) with ℘ (s) γ (s) ≥ ℘ (s) or ℘ (s) γ (s) ≥ γ (s) for all s ∈ I , there exist
κ ∈Ł1 (I) and τ > 0 such that

(3.25) |f (s, ℘ (s))− f (s, γ (s))| ≤ κ (s)(
1 + τ

√
κ (s)

)2 |℘ (s)− γ (s)|

and

|℘ (s)− γ (s)| ≤ κ (s) eA(s)

for all s ∈ I , where A (s) :=
s∫
0

|κ (w)| dw.

Theorem 3.8. Consider the differential equation (3.24). If (i) and (ii) are satisfied, then the differential
equation (3.24) has a unique positive solution.

Proof. Let X = {u ∈ C (I,R) : u (t) > 0 for all t ∈ I} . Define the orthogonality relation ⊥ on X
by

℘ ⊥ γ ⇐⇒ ℘ (s) γ (s) ≥ ℘ (s) or ℘ (s) γ (s) ≥ γ (s) for all t ∈ I.

Since A (t) =
t∫
0

|κ (s)| ds, we have A
′
(t) = |κ (t)| for almost everywhere t ∈ I.

Define a mapping d (℘, γ) = ∥℘− γ∥A = sup
t∈I

e−A(t) |℘ (s)− γ (s)| for all ℘, γ ∈ X. Thus,

(X, d) is a metric-like space and also a complete metric-like space. Define a mapping ⊀ : X →
X by

(⊀℘) (t) = a+

t∫
0

f (s, ℘ (s)) ds.

Then, we see that ⊀ is ⊥-continuous.
Now, we show that ⊀ is ⊥- preserving. For each ℘, γ ∈ X with ℘ ⊥ γ and t ∈ I , we have

(⊀℘) (t) = a+

t∫
0

f (s, ℘ (s)) ds ≥ 1.

It follows that [(⊀℘) (t)] [(⊀γ) (t)] ≥ (⊀γ) (t) and so (⊀℘) (t) ⊥ (⊀γ) (t) . Then ⊀ is ⊥-preserving.
Now, we can say that ⊀ satisfies Corollary 2.3 with F (α) = −1√

α
. Hence the differential equa-

tion (3.24) has a unique positive solution. □
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