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Abstract

In this study, the system of nonlinear inequalities (SNI) problem is investigated. First, a

SNI is reformulated as a system of nonsmooth and nonlinear equations (SNNE). Second, a

new smoothing technique for the ”max” function is proposed and the smoothing technique

is employed for each element of the SNNE. Then, a new smoothing algorithm is developed

in order to solve SNNE by combining the smoothing technique with the iterative method.

The new algorithm is applied to some numerical examples to show the efficiency of our

algorithm.

1. Introduction

In this paper, the following system of non-linear inequalities is considered:

H(x)≤ 0, (1.1)

where, H(x) := (h1(x),h2(x), . . . ,hn(x))
T with hi : Rn →R is continuously differentiable for any i ∈ {1, . . . ,n} [1,2]. The SNI

has been emerged in many real-world applications such as image restoration problems, data analysis, supply chain problems,

computer aided design problems, compressive sensing problems and set separation problems [2–4]. In recent years, motion

control involving two–joint planar robotic manipulator are modelled as SNI in [5] and it is faced a problem of SNI in process

of designing parallel manipulator for aliquoting of biomaterials [6]. Depending on all of these practical applications, SNI has

been extensively studied over the years [7–10].

There are many interesting methods have been proposed to solve the problem (1.1) such as modified Newton methods [11],

smoothing Newton methods [1,2,8], Broyden-like methods [12], Conjugate Gradient methods [13,14], trust-region method [15],

homotopy method [16] and etc. Although there is a parameter that must be tune to construct a smoothing function, among

the all methods the smoothing Newton methods come into prominance due to their excellent numerical performance [17].

Smoothing Newton methods developed by modifiying the line search strategies such as exact, inexact, bactracking and etc.

types line search techniques [18, 19]. One of the main tool of smoothing Newton method is smoothing functions. The

smoothing function is defined as follows:

Definition 1.1. [20] A function H̃ : Rn ×R→ R
m is called a smoothing function of a non-smooth function H : Rn → R

m if,

for any ε > 0, H̃(x,ε) is continuously differentiable and

lim
z→x,ε↓0

H̃(z,ε) = H(x)

for any x ∈ Rn.
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Smoothing functions have been studied by many scholars [21–24] and they have been applied to solve many interesting non-

smooth problems over the years [25–27]. The comprehensive overview on smoothing approaches can be found in [20, 28, 29].

Among the smoothing functions, the smoothing function studied in [30] distinguishes itself from the others due to different

structure, formulations and useful properties.

In this study, we propose a new smoothing function inspiring from the smoothing methods given in [30] based on the

problem (1.1). By the help of this smoothing approach, we design a family of smooth equations which is surrogate for the

original problem (1.1). A practical and user-friendly algorithm is developed to solve the surrogate system. The algorithm is

implemented to some test problems in the literature in order to demonstrate the numerical performance of it. The comparison

with corner stone studies has been presented in order to show the superiority of our algorithm.

Throughout the paper, Rn+ denotes the non-negative part of Rn, I denotes n×n identity matrix. For any vector u ∈ R
n, uT

denotes the transpose of u and the Euclidean norm of u is denoted by ‖u‖. In the following section, we present the new

smoothing technique and a new formulation of system of non-linear inequalities. In Section 3, some numerical experiments are

illustrated and comparison with the other methods is presented. Some concluding remarks are given in the last section.

2. Main Results

In the first subsection, we re-formulate the SNI (2.9) as a system of nonsmooth and nonlinear equations, then we propose a

new smoothing technique to make smooth the each element of reformulated problem. In the next, we propose an algorithm to

solve smoothed reformulated problem.

2.1. Smoothing Techniques

Let us define the function for any y ∈ R
n

y+ := (max{0,y1}, . . . ,max{0,yn})T . (2.1)

Then, problem (1.1) is reformulated as the following system of nonlinear equations:

H(x)+ = 0. (2.2)

By considering the smoothing techniques proposed in our another study [30] and adapt it for “max” function. For any t ∈ R,

define the function φ(t) = max{t,0} which is also stated as

φ(t) =







0, t ≤ 0,

t, t > 0.

The function φ(t) is re-stated by the help of indicator function as

φ(t) = tψ(t), (2.3)

where,

ψ(t) =







0, t ≤ 0,

1, t > 0.
(2.4)

The function defined in (2.4) is not smooth. We propose to use the following smoothing function:

ψ l j(t,ε) =























0, t <−ε,

D j(t,ε), −ε ≤ t ≤ ε,

1, t > ε,

(2.5)

where,

D1(t,ε) =
−1

4ε3
t3 +

3

4ε
t +

1

2
,

and

D2(t,ε) =
3

16ε5
t5 − 10

16ε3
t3 +

15

16ε
t +

1

2
,

for j = 1,2. Based on the smoothing functions of indicator function, the smoothing function of φ(t) in (2.3) is defined as

φ l j(t,ε) = tψ l j(t,ε), (2.6)
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Figure 2.1: The graphics of smoothing functions of indicator functions and smoothing functions of max function.

for j = 1,2.

We illustrate all the smoothing process by using graphs. The graphs of ψ(t) and ψ l j(t,ε) is illustrated in Fig. 2.1 (a) and (b).

In Fig. 2.1 (a), the blue and solid graph indicates the function ψ(t) and the red and dotted one indicates ψ l1(t,ε) and, Fig. 2.1

(b) the blue and solid graph again indicates the function ψ(t) and the green and dashed one indicates ψ l2(t,ε) for ε = 1.

The graphs of φ(t) and φ l j(t,ε) is illustrated in Fig. 2.1 (c) and (d). In Fig. 2.1 (c), the blue and solid graph indicates the

function φ(t) and the red and dotted one indicates φ l1(t,ε) and, Fig. 2.1 (d) the blue and solid graph again indicates the

function ψ(t) and the green and dashed one indicates φ l2(t,ε) for ε = 1.

Lemma 2.1. Let φ l j : R×R+ → R be defined as in (2.6) then,

i. φ l j is continuously differentiable at t ∈ R,

ii. limε→0 φ l j(t,ε) = φ(t) for any t ∈ R,

for any ε > 0 and j = 1,2. Moreover φ l2 is second order continuously differentiable.

Proof. i. The derivative of the smoothing functions φ l j are

d

dt

(

φ l j(t,ε)
)

= ψ l j(t,ε)+ t
d

dt

(

ψ l j(t,ε)
)

,

where,

d

dt

(

ψ l j(t,ε)
)

=























0, t <−ε,

d
dt
(D j(t,ε)), −ε ≤ t ≤ ε,

0, t > ε,

with
d

dt
(D1(t,ε)) =

−3

4ε3
t2 +

3

4ε
,

and
d

dt
(D2(t,ε)) =

15

16ε5
t4 − 30

16ε3
t2 +

15

16ε
,

and

d2

dt2
(D2(t,ε)) =

15

4ε5
t3 − 15

4ε3
t,

for j = 1,2.
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ii. For any ε > 0 and t 6∈ I = [−ε,ε], then φl j
(t,ε) = φ(t) for j = 1,2. Assume that t ∈ [−ε,0], since ψ(t) = 0 we have

0 ≤ φ(t)−φ l j(t,ε) = tψ(t)− tψ l j(t,ε)

≤ −tψ l j(t,ε)

≤ ε

2
.

Now, let t ∈ [0,ε] then, we have

0 ≤ φ(t)−φ l j(t,ε) = tψ(t)− tψ l j(t,ε)

≤ t
(

1−ψ l j(t,ε)
)

≤ ε

2
.

From the above results the φ l j(t,ε)→ φ(t) as ε → 0 for j = 1,2.

The proof is completed.

By considering the functions φ l j(t,ε) instead of φ(t), the corresponding smoothing function of φ (hi(x)) is obtained, for

j = 1,2 and i = 1,2, . . . ,n. The resulting smoothing approximation of H(x)+ is stated as a system of smooth nonlinear

equations by

H̃(x,ε) = 0, (2.7)

where

H̃(x,ε) =

























φ
l j

1 (x,ε)

φ
l j

2 (x,ε)

...

φ
l j
n (x,ε)

























,

and φ
l j

1 (x,ε) = φ l j(h1(x),ε), φ
l j

2 (x,ε) = φ l j(h2(x),ε), . . . ,φ
l j
n (x,ε) = φ l j(hn(x),ε) for ε > 0.

Theorem 2.2. Assume the functions H(x)+ and H̃(x,ε) be stated as in (1.1) and (2.7), respectively. Then, we obtain

‖H(x)+− H̃(x,ε)‖ ≤ ε

2

√
n.

Proof. For any ε > 0,

‖H(x)+− H̃(x,ε)‖2 =
n

∑
i=1

∣

∣

∣
φi(x)−φ

l j

i (x,ε)
∣

∣

∣

2

≤
n

∑
i=1

(ε

2

)2

= n
ε2

4

for j = 1,2. This completes the proof.

Theorem 2.3. The function H̃(x,ε) is continuously differentiable and the Jacobian of H̃(x,ε) is obtained as

H̃ ′(x,ε) =































∂φ
l j
1 (x,ε)

∂x1

∂φ
l j
1 (x,ε)

∂x2
. . .

∂φ
l j
1 (x,ε)

∂xn

∂φ
l j
2 (x,ε)

∂x1

∂φ
l j
2 (x,ε)

∂x2
. . .

∂φ
l j
2 (x,ε)

∂xn

...
...

. . .
...

∂φ
l j
n (x,ε)
∂x1

∂φ
l j
n (x,ε)
∂x2

. . . ∂φ
l j
n (x,ε)
∂xn































, (2.8)

for any ε > 0.
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2.2. Algorithm

Define the following function

G(x,λ ) =
λ

2
‖H(x)+‖2,

and its smooth approximation

G̃(x,λ ,ε) =
λ

2
‖H̃(x,ε)‖2,

where λ ,ε > 0.

Assumption 1. H̃ ′(x,ε) is invertible for any x ∈ R
n.

Theorem 2.4. Assume that the Assumption 1 is hold. Then, ∇G̃(x,λ ,ε) = 0 if and only if H̃(x,ε) = 0.

Proof. Let ∇G̃(x,λ ,ε) = 0 for any λ ,ε > 0. Then, we have that

∇G̃(x,λ ,ε) = λ [H̃ ′(x,ε)]T H̃(x,ε) = 0. (2.9)

There are two different cases in solving (2.9). At the first one is H̃(x,ε) = 0 in which the proof is directly obtained. At the

second one, H̃(x,ε) 6= 0 and H̃ ′(x,ε) = 0 are obtained. In this case, H̃ ′(x,ε) = 0 contradicts the Assumption 1.

It should be stated that the Assumption 1 is necessary to guarantee the equivalence of problems 2.2 and 2.10.

By considering Theorem 2.4, the following optimization problem

min
x∈Rn

G̃(x,λ ,ε) (2.10)

can be considered as a surrogate problem for H̃(x,ε) = 0.

Remark 2.5. It should be stated that the Assumption 1 is necessary to guarantee the equivalence of problems 2.2 and 2.10.

Theorem 2.6. Let x∗ and x̄ are local minimizers of G(x,λ ) and G̃(x,λ ,ε), respectively. Then,

0 ≤ G(x∗,λ )− G̃(x̄,λ ,ε)≤ nλ
ε2

8
.

Proof. From Theorem 2.2 we obtain

0 ≤ G(x∗,λ )− G̃(x∗,λ ,ε) ≤ λ

2

(

‖H(x∗)‖2 −
∥

∥H̃(x̄,ε)
∥

∥

2
)

≤ λ

2

∥

∥H(x∗)− H̃(x̄,ε)
∥

∥

2

≤ λ

2

∥

∥H(x̄)− H̃(x̄,ε)
∥

∥

2

≤ nλ
ε2

8
.

It is easy to see that G̃(x̄,λ ,ε)→ G(x∗,λ ) as ε → 0. We now give the following definition.

Definition 2.7. A point x is called as τ−approximate solution for (1.1) if the condition

‖H(x)+‖< τ

is hold.

The following algorithm is proposed in order to solve (2.10), numerically.

Algorithm 1:

1 Choose the starting point x0 and tolerance parameter τ = 10−4. Select the parameters λ 0 > 0, ε0 > 0, L > 1, 0 < η < 1 and

let k = 0.

2 Solve the problem (2.10) by using xk as a starting point. Let xk+1 be the optimal solution.

3 If xk+1 is τ−approximate solution, then stop. Otherwise, update the parameters εk+1 = ηεk, λ k+1 = Lλ k and k = k+1, then

go to Step 2.

It should be noted that Quasi Newton method is used in Step 1. Now, we prove the convergence of the Algorithm I. First, we

define the level set as

L (x0) =
{

x ∈ R
n : ‖H(x)+‖2 ≤ ‖H(x0)+‖2

}

for a stating point x0.
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Assumption 2. For any ε > 0 and for a starting point x0, the set

Lε(x
0) =

{

x ∈ R
n : ‖H̃(x,ε)‖2 ≤ ‖H̃(x0,ε)‖2

}

is bounded.

Theorem 2.8. Assume that Assumptions 1 and 2 are hold. Then, a sequence {xk} generated by Algorithm I converges to the

optimal solution of the problem (2.2).

Proof. It can be seen that xk ∈ Lεk(x0) for all k ≥ 0. Since, Lεk(x0) is bounded then there exists set K ⊂ N such that {xk} has

a limit point for k ∈ K. Assume that x is a limit point of {xk}. We have to show that x is the optimal solution for (2.2). Thus, it

suffices to show that x̄ ∈ L (x0) and ‖F(x̄)‖2 ≤ infx∈L (x0) ‖H(x)‖2.

Let us consider the contrary that x̄ 6∈ L (x0), i.e. for sufficiently large k ∈ K, there exist β0 > ‖H(x0)+‖2 and i0 ∈ {1,2, . . . ,n}
such that

h2
i0
(xk)≥ β0 > 0.

Since xk is the global minimum according k−th values of the parameters εk and λ k, for any x ∈ L (x0) we have

G̃(x0,λ k,εk)≥ G̃(xk,λ k,εk) =
λ k

2







(

φi0(x
k,ε)

)2

+
n

∑
i=1
i 6=i0

(

φi(x
k,ε)

)2






≥ λ k

2
β0.

If k → ∞ then, λ k → ∞ and limk→∞ G̃(xk,λ k,εk) = ∞. It contradicts with the boundedness of the Lε(x
0). Moreover, we have

G̃(xk,λ k,εk)≤ G̃(x,λ k,εk)

for any x ∈ L (x0). When k → ∞, we have G̃(x,λ ,ε)≤ G̃(x,λ ,ε).

3. Numerical Results

In this section, we implement the Algorithm I to some test problems in order to evaluate the efficiency of Algorithm I. We

compare our numerical results with the methods given in [2,7,8,16]. The numerical experiments have been performed on a PC

with Intel Core i5-1035G1 CPU 1.00 GHz and 8GB RAM. The operating system is Windows 10 and the implementations

have been done in MATLAB. At the algorithm, the parameters are taken as ε0 = 10−1 and η = 0.1. It is accepted that the

problem is solved, if the accuracy 10−4 with respect to function value is obtained. The “fminunc” function is used as solver.

The numerical test problems 1 to 7 are of the form (1.1) and the details are presented as follows:

Problem 1. [1, 2] Consider the function H : R2 → R
2 such that

H(x) =





sin(x1)

cos(x2)



 .

Problem 2. [1, 2] Consider the function H : R3 → R
3 such that

H(x) =













(x1 −0.5)2 +(x2 −1)2 −0.25

−(x1 −0.5)2 − (x1 −1.1)2 + x2
2 −0.26

x2 + x2
3 −1













.

Problem 3. [1, 2] Consider the function H : R6 → R
6 such that

H(x) =





































sin(x1)+ ε

−cos(x2)+ ε

x1 −3π + x2
3 + ε

x2 −π/2+ x2
4 + ε

−x1 −π + x2
5 + ε

−x2 −π/2+ x2
6 + ε





































,

where ε = 10−5.
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Problem 4. [16] Consider H : R2 → R
2 such that

H(x) =





−x2
1 − x2

2 − x1 +1+ ε

−x2
1 − x2

2 +2x2 +2+ ε



 ,

where ε = 10−7.

Problem 5. [16] Consider H : R5 → R
5 such that

H(x) =





























sin(x1)+ ε

−cos(x2)+ ε

2x1 − x2
1 + x2

3 + ε

2x2 − x2
2 + x2

4 + ε

x1 − x2 + x2
5 + ε





























,

where ε = 10−7.

Problem 6. [16] Consider H : R3 → R
3 such that

H(x) =













x1(x1 −2)(x1 −3)+ ε

x2
2 −3x2 +2+ ε

x2
1 − x2 + x2

3 + ε













,

where ε = 10−7.

Problem 7. [8] Consider H : R2 → R
2 such that

H(x) =





x2
1 + x2

2 −1+ ε

−x2
1 − x2

2 +(0.999)2 + ε



 ,

where ε = 10−5.

We apply our algorithm also to test problems of the following form:

H(x) =







hI(x)≤ 0,

hJ(x) = 0,
(3.1)

where I = {1,2, . . . ,m} and J = {m+,m+2, . . . ,n}. The function hI : Rn → R
m is defined as

hI =























h1(x)

h2(x)

...

hm,























and hJ : Rn → R
n−m is defined as

hJ =























hm(x)

hm+1(x)

...

hn,






















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where the component functions fi, f j : Rn → R are continuously differentiable. In other words, the function H : Rn → R
n is

defined as

H(x) =





hI(x)

hJ(x)



 .

It is easy to see that when the set J is empty, the system (3.1) corresponds to the system (1.1). Now consider the following test

problems which are of the form (3.1).

Problem 8. [8] Consider H : R5 → R
5 such that

hI(x) =













x1 + x3 −1.6+ ε

1.333x2 + x4 −3+ ε

−x3 − x4 + x5 + ε













and hJ(x) =





x2
1 + x2

3 −1.25,

x1.5
2 +1.5x4 −3



 ,

where ε = 10−5.

Problem 9. [8] Consider H : R3 → R
3 such that

hI(x) =





x1 + x2e0.8x3 + e1.6 + ε

x2
1 + x2

2 + x2
3 −5.2675+ ε



 and hJ(x) =
[

x1 + x2 + x3 −0.2605
]

,

where ε = 10−5.

Problem 10. [8] Consider H : R2 → R
3 such that

hI(x) =
[

0.8− ex1+x2 + ε
]

and hJ(x) =





1.21ex1 + ex2 −2.2

x2
1 + x2

2 + x2 −0.1135



 ,

where ε = 10−5.

Problem 11. [8] Consider H : R3 → R
3 such that

hI(x) =
[

x2
1 + x2

2 + x2
3 −10000+ ε

]

and hJ(x) =





x1 −0.7sin(x1)−0.2cos(x2)

x2 −0.7cos(x1)+0.2sin(x2)



 ,

where ε = 10−5.

Table 1: The numerical results

PN SP FSP TIN TFE SFV FV Time

1 (0,1) (3.2471e−06,0.3155) 2 12 2.9236e−06 1.0544e−11 0.2738

2 (1,1,1) (0.8759,0.6721,0.57163) 14 72 6.2936e−07 3.3391e−08 0.3742

3 (0,1,1,1,1,1) (0.0000,0.3156,1.0000,1.0000,1.0000,1.0000) 2 28 7.1189e−05 9.2784e−08 0.3744

4 (1,1) (2,1) 1 6 0 0 0.3342

5 (−1,0,1,2,2) (−1.3024,−0.3418,1,0.8945,0.9801) 11 90 4.4538e−08 1.8001e−11 0.3986

6 (1,2,2) (−0.5814,2.0039,0.8772) 2 16 5.2416e−05 1.5545e−05 0.3118

7 (0,5) (−2.0903e−09,0.9994) 6 36 7.4149e−05 0 0.3498

8 (0.5,2,1,0,0) (0.5018,2.0535,0.9991,0.0382,0) 4 48 7.3160e−09 7.275e−09 0.3065

9 (−1,1,1) (−0.8353,−0.8601,1.9564) 16 84 5.9864e−06 1.5566e−05 0.3715

10 (0,0,0) (−0.1015,0.0992,0) 4 32 4.0599e−05 4.0599e−05 0.3504

11 (0,1,0) (0.4968,0.6296,0) 6 36 3.0136e−06 3.0136e−06 0.3166

The results of the numerical experiments are presented in Table 1. In the Table 1, the problem number (PN), the starting point

(SP), total iteration number (TIN), total function evaluation (TFE), founded solution point (FSP), the norm value of each

smoothed problem ‖H̃(x,ε)‖ in the problem (SFV), the norm value of each problem ‖H(x)‖ in the problem (FV) and total

CPU time (Time) are reported. The satisfactory results are obtained for all test problems. Since, our smoothing functions has

the same value with the original function at the same location, the minimum value is obtained with lower number of iteration.

This property is the main advantage of our method.

The results are compared with the results obtained from the methods suggested in [2,7,8,16] in terms of “TIN” and ”TFE”. The

results are presented in Table 2 and it is observed that all of the test problems are successfully solved by using our algorithm.

Moreover our algorithm presents better results in 82% of all the test problems than other methods in terms of “TIN”.
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Table 2: The comparison of the numerical results with the competing algorithms

Algorithm I Algorithm 3.1 in [2] Algorithm in [16] Algorithm 2.1 in [8] Algorithm 3.1 in [7]

PN TIN TFE TIN TFE TIN TFE TIN TFE TIN TFE

1 2 12 3 - - - - - 3 3

2 14 72 4 - - - - - - -

3 2 28 5 - - - - - 6 8

4 1 6 - - 2 - - - - -

5 11 90 - - 14 - - - - -

6 2 16 - - 18 - - - - -

7 6 36 - - - - 8 12 8 9

8 4 48 - - - - 5 6 4 4

9 16 84 - - - - 24 39 5 5

10 4 32 - - - - 6 8 4 4

11 6 36 - - - - 10 16 9 14

4. Conclusion

A new algorithm with the new smoothing approach is proposed to solve SNI and the convergence of the algorithm is

theoretically presented. The efficiency of our algorithm is illustrated on test problems in the literature. The superiority of our

method among the similar algorithms is proved numerically by considering Table 2. According to the comparison of the results

with the other methods, it is shown that the Algorithm I has many advantages in terms of computational costs. On the other

hand, this study presents a methodology to solve these kinds of problems.

For future works, the proposed smoothing approach can also be applied to other non-smooth problems such as min-max,

complementarity, exact penalty, l1 signal reconstruction and etc. Furthermore, the smoothing function can be used along

with the other algorithms such as Newton type and Conjugate gradient algorithms, and related numerical performance can be

investigated accordingly.
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Abstract

This paper aims to control partial differential equations, modeling cancer chemotherapy

and or radiotherapy, so in order to asymptotically stabilize the tumor density. Viability

kernel of general model on set of initial condition is used to solve the control problem, and

characterize the control solution as regulation law of regulation map. Three models from

the literature are considered to simulate the results. The first model includes chemotherapy

effect on logistic tumor proliferation, while the second one demonstrates radiotherapy

effect on exponential tumor increasing, whereas the third one models the effects of the

combination of chemotherapy and radiotherapy on Gompertzian tumor growth.

1. Introduction

Partial differential equations are usually used in cancer modeling to describe the tumors progression, and they provide a

valuable tool for cancer researchers to understand and predict the behavior of tumors, and to develop new therapies to combat

the cancer disease.

The reaction-diffusion equations used in [1, 14] to model cancer, are unified in the general partial derivatives equation

ut = ∇ · (D(x)∇u)+ f (u,c),(x, t) ∈ Ω× [0,T ], (1.1a)

where t ∈ [0,T ]⊂ R+ (0 < T < ∞) and x ∈ Ω ⊂ R
m (m ∈ N

∗) denote time and position dependent of therapy by the vector

valued function c(x, t) ∈ R
ℓ (ℓ ∈ N

∗) on the tumor density by the scalar valued function u(x, t) ∈ R,

c : Ω̄× [0,T ]→ R
ℓ and u : Ω̄× [0,T ]→ R,

while ut and ∇ denote the temporal derivative ∂tu and the spatial gradient operator (∂/∂xi)1≤i≤m, respectively, furthermore

D(x) ∈ L∞(Ω) is the spatially varying scalar diffusion coefficient, as well as the reaction-control term f (u,c) is given.

The partial differential equation (1.1a) is supplied with the boundary condition

n ·∇u = 0,(x, t) ∈ ∂Ω× [0,T ], (1.1b)

where n is the normal vector on the boundary ∂Ω, and augmented by the initial condition

u(x,0) = u0(x), for almost all x ∈ Ω,where the initial state u0 ∈ L2(Ω). (1.1c)

Several studies have been conducted on the system (1.1). [1] Uses Crank-Nicolson scheme to solve three models of glioma. [2]

Presents an alternative fractional differential equation, to investigate the concentration of glioblastomas by using the theory of
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fractional calculus. [3] Introduces a weighted parameter diffusion of brain glioma. [4] Uses statistical procedures to estimate

intra- and inter-patient heterogeneity for tumor growth model. [5] Investigates the stability of the Fisher-Stefan equation. [6]

Analyzes a spectral regularization of a time-reversed model problem. [7] Solves a constrained optimization problem to calibrate

tumor growth model. [8] Introduces and studies model to explain the dynamics of cancer propagation. [9] Presents numerical

scheme driven from Fibonacci wavelets to solve Burgess model of brain tumor growth. [10] Focuses on the Fisher-KPP model

of tumor growth. [11] Investigates the bang-bang property under spatio-temporal controls. [12] Uses equation to simulate the

growth of the glioblastoma and radiotherapy prevention. [13] Solves equation governing tumor growth in human brain under

radiotherapy. [14] Derives a nonlinear conjugate gradient method for identifying treatment parameter of brain tumors under

therapy.

The originality of this paper is that the set-valued methods developed to feedback stabilize the tumor density u(t),

u(t)→ 0, when t → ∞,

subject to the odes [15, 16, 17]

u̇(t) = f (t,u,c),u(0) = u0,

ċ(t) = g(c),

and to the odes [18, 19, 20, 21, 22, 23]

u̇(t) = f (u,v,c),u(0) = u0,

v̇(t) = g(u,v,c),v(0) = v0,

where the time dependent vector v = v(t) ∈ R
k (k ∈ N

∗) denotes densities of interactive cells with the tumor density u(t);
will be adapted here to stabilize the tumor density u(x, t), subject to the partial differential equation (1.1), and applied on the

following models.

Model Aim Reference

ut = ∇ · (D(x)∇u)+ρu(1−u)− c(x, t)u Develops a gradient based algorithm to optimize chemotherapy. [24]

ut = ∇ · (D(x)∇u)+ρu− c(x, t)u Extends Swanson’s equation to consider the radiotherapy effect. [25]

ut = ∇ · (D(x)∇u)−ρu lnu− c(x, t)u Shows the effects of combined radiotherapy with chemotherapy. [26]

Table 1: Samples of reaction-diffusion equations with: logistic, exponential, and Gompertz growth laws, under chemotherapy and or

radiotherapy.

The structure of this paper is: section 1 introduced preceding papers [1, 14] on cancer modeling and analysis, section 2 proposes

to solve the associated stabilizing problem in the viability framework, section 3 applies the obtained results to therapeutic

models implying chemotherapy and or radiotherapy, and section 4 concludes by the effectiveness of the combination of

chemotherapy and radiotherapy.

2. Problem statement and viability approach

This section considers the general distributed control system (2.1) and associates the corresponding control problem 1, gives

the definition 2.1 to the viability property of the state solution, sets the closed subsets (2.4) to express the problem 1 in the

viability sens by the proposition 2.2, characterizes the viability property by the regulation map (2.6) in the corollary 2.4, recalls

the lemma 2.5 for the contingent cone calculus, and gets useful expression of the regulation law (2.8) in the corollary 2.6 by

(2.10).

• State equation

ut = Au+ f (u,c), (2.1a)

where A is an elliptic differential operator and f is a function from R×U to R, where U is a Hilbert space of controls.

• State-dependent feedback controls

c(x, t) ∈U(x,u(x, t)), for almost all (x, t) ∈ Ω× [0,T ], (2.1b)

where U is a multifunction from Ω×R to U .
• Dirichlet constraint

u(x, t)|∂Ω = 0, for all t ∈ [0,T ]. (2.1c)

• Neumann constraint

n ·∇u(x, t)|∂Ω = 0, for all t ∈ [0,T ]. (2.1d)
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• Onset state

u(x,0) = u0(x), for almost all x ∈ Ω. (2.1e)

Problem 1. Find a control c ∈ L2(Ω,U ) rending the tumor density u ∈ L2(Ω) asymptotically stable, i.e.,

u(x, t)→ 0, when t → ∞, for almost all x ∈ Ω. (2.2)

Definition 2.1. System (2.1) is viable in a closed subset K ⊂ L2(Ω), if for any initial state u0 ∈ K the system (2.1) admits

viable solution u in K, i.e.,

∀t ≥ 0,u(·, t) ∈ K. (2.3)

Let be the subsets

Kα := {u ∈ L2(Ω),u ≥ 0 and ψα(u)≤ 0, almost everywhere}, (2.4a)

where the function ψα expression is

ψα(u)(x, t) = u(x, t)−u0(x)exp(−αt), (2.4b)

and parameter α is as follows

α ∈ R
∗
+. (2.4c)

Proposition 2.2. If c ∈ L2(Ω,U ) rends viable the distributed control system (2.1) in a subset (2.4), then c is solution to the

problem 1.

Proof. For almost all x ∈ Ω

ψα(u)(x,0) = u(x,0)−u0(x)exp(−α ×0)

= u(x,0)−u0(x)

= 0,

which imlplies that u0 ∈ Kα .

And for all t ≥ 0

u ∈ Kα =⇒ u(x, t)−u0(x)exp(−αt)≤ 0

=⇒ u(x, t)≤ u0(x)exp(−αt)

=⇒ lim
t→∞

u(x, t) = 0.

The initial state u0 in (2.1e) is supposed regular enough (for example upper bounded) so that u0(x)exp(−αt) admits null

limit.

Remark 2.3. The non-negative reel parameter α is introduced to further reduce the tumor density u(x, t).

Assumption 1. Let introduce the following hypotheses for the next corollary.

(H0): The subset Ω is bounded open such that the trace operators

γ : H1(Ω) → H1/2(∂Ω)

u(x) 7→ u(x)|∂Ω

and

δ : H1(Ω) → H−1/2(∂Ω)

u(x) 7→ n ·∇u(x)|∂Ω

are surjective continuous linear.

(H1): The single-valued map f is continuous affine to c and linear growth to c,

sup
u
| f (u,c)| ≤ ς(‖c‖+1). (2.5)
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(H2): The set-valued map U : L2(Ω) L2(Ω,U ) defined by

U(u(·)) := {c(·) ∈ L2(Ω,U ),c(x) ∈U(x,u(x)), for almost all x ∈ Ω},

is bounded and upper semicontinuous with closed convex images.

Corollary 2.4 ([27, Corollary 13.4.2]). Let K ⊂ L2(Ω) be a closed subset such that some ‖u0‖H1
0 (Ω) ≤ κ belongs to its interior

in L2(Ω). Then K is viable when and only when the regulation map

RK(u) := {c ∈ U(u),Au+ f (u,c) ∈ TK(u)}, (2.6)

where TK(u) is the contingent cone, enjoys non-emptiness property, in the sens that

∀u ∈ K,RK(u) 6= /0, (2.7)

and viable solution u is given by regulation law c,

c(x, t) ∈ RK(u(x, t)), for almost all (x, t) ∈ Ω× [0,T ]. (2.8)

Lemma 2.5 ([16, Lemma 3.3]). The belonging of directions ū in TKα (u) is characterized by both inequalities

ū ≥ 0 if u(x, t) = 0, (2.9a)

Dψα(u(x, t))ū ≤ 0 if ψα(u(x, t)) = 0, (2.9b)

where D denotes the differential operator.

Corollary 2.6. The regulation law c of the regulation map RKα is characterized by

Au(x, t)+ f (u(x, t),c(x, t))≥ 0 if u(x, t) = 0, (2.10a)

Dψα(u(x, t))(Au(x, t)+ f (u(x, t),c(x, t))≤ 0 if ψα(u(x, t)) = 0. (2.10b)

Proof. By definition of the regulation map RKα

c(x, t) ∈ RKα (u(x, t)),

if and only if

Au(x, t)+ f (u(x, t),c(x, t)) ∈ TKα (u(x, t)),

and by characterization (2.9) of contingent cone TKα (u(x, t)) of the subsets Kα at u(x, t)

Au(x, t)+ f (u(x, t),c(x, t))≥ 0 if u(x, t) = 0,

Dψα(u(x, t))(Au(x, t)+ f (u(x, t),c(x, t))≤ 0 if ψα(u(x, t)) = 0.

3. Therapy application

This section is a numerical application of the theoretical results in the previous section 2, for chemotherapy and or radiotherapy,

we consider the three representative models in the Table 1, with the regular domain Ω =]0,1[ for the hypothesis (H0), and the

Neumann boundary condition (2.1d) (even (1.1b)), without any state-constraint controls (2.1b) (no need to check hypothesis

(H2)). For all given simulations the parameter α = 1 (2.4c).

3.1. Chemotherapy

Let consider the numerical model [24]

ut = ∇ · (0.65∇u)+0.012(1−u)u− c(x, t)u, (x, t) ∈]0,1[×[0,T ], (3.1a)

n ·∇u = 0, (x, t) ∈ {0,1}× [0,T ], (3.1b)

u(x,0) = 0.5+0.5cos2(πx), for almost all x ∈]0,1[, (3.1c)

for (H1) hypothesis

sup
u∈K1

| f (u,c)| = sup
u∈K1

|0.012(1−u)u− cu|

≤ 1+‖c‖ max
x∈]0,1[

u(x,0)

≤ ‖c‖+1,
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as for (2.10a)

∇ · (0.65∇u(x, t))+0.012(1−u(x, t))u(x, t)− c(x, t)u(x, t) = 0 if u(x, t) = 0,

only (2.10b) is used to simulate chemotherapy control c(x, t) in Figure 3.3.

0
0.2

0.4
0.6

0.8
1

0

0.5

1
0.5

0.6

0.7

0.8

0.9

1

Position xTime t

u
(x
,
t)

Figure 3.1: Spatio-temporal tumor evolution u(x, t) subject to (3.1).
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Figure 3.2: Spatio-temporal tumor response u(x, t) subject to (3.1) by spatio-temporal chemotherapy control c(x, t) in Figure 3.3.
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Figure 3.3: Spatio-temporal chemotherapy control c(x, t) given by (2.10b).
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3.2. Radiotherapy

Let consider the numerical model [25]

ut = ∇ · (1.43∇u)+16.25u− c(x, t)u, (x, t) ∈]0,1[×[0,T ], (3.2a)

n ·∇u = 0, (x, t) ∈ {0,1}× [0,T ], (3.2b)

u(x,0) = 203 exp(−100x2), for almost all x ∈]0,1[, (3.2c)

as for (H1) hypothesis

sup
u∈K1

| f (u,c)| = sup
u∈K1

|16.25u− cu|

≤ 16.25 max
x∈]0,1[

u(x,0)+‖c‖ max
x∈]0,1[

u(x,0)

≤ 16.25×203(‖c‖+1),

as for (2.10a)

∇ · (1.43∇u(x, t))+16.25u(x, t)− c(x, t)u(x, t) = 0 if u(x, t) = 0,

only (2.10b) is used to simulate radiotherapy control c(x, t) in Figure 3.6.
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Figure 3.4: Spatio-temporal tumor evolution u(x, t) subject to (3.2).
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Figure 3.5: Spatio-temporal tumor response u(x, t) subject to (3.2) by spatio-temporal radiotherapy control c(x, t) in Figure 3.6.
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Figure 3.6: Spatio-temporal radiotherapy control c(x, t) given by (2.10b).

3.3. Combination therapy

Let consider the numerical model [26]

ut = ∇ · (∇u)−0.012u ln(u)−0.0552c1(x, t)u− c2(x, t)u, (x, t) ∈]0,1[×[0,T ], (3.3a)

n ·∇u = 0, (x, t) ∈ {0,1}× [0,T ], (3.3b)

u(x,0) = 1.25exp

(

−x2

0.65

)

, for almost all x ∈]0,1[, (3.3c)

as for (H1) hypothesis

sup
u∈K1

| f (u,c)| = sup
u∈K1

|−0.012u ln(u)−0.0552c1u− c2u|

≤ 1+‖c‖ max
x∈]0,1[

u(x,0)

≤ 1.25(‖c‖+1),

as for (2.10a)

∇ · (∇u(x, t))−0.012u(x, t) ln(u(x, t))−0.0552c1(x, t)u(x, t)− c2(x, t)u(x, t) = 0 if u(x, t) = 0,( lim
u→0+

u lnu = 0)

only (2.10b) is used to simulate chemotherapy control 0.0552c1(x, t) in Figure 3.9 and radiotherapy control c2(x, t) in Figure

3.10.
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Figure 3.7: Spatio-temporal tumor evolution u(x, t) subject to (3.3).
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Figure 3.8: Spatio-temporal tumor response u(x, t) subject to (3.3) by spatio-temporal chemotherapy control 0.0552c1(x, t) in Figure 3.9

combined with radiotherapy control c2(x, t) in Figure 3.10.
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Figure 3.9: Spatio-temporal chemotherapy control 0.0552c1(x, t), where c1 is given by (2.10b).
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Figure 3.10: Spatio-temporal radiotherapy control c2(x, t) given by (2.10b).
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Figure 3.11: Temporal tumor response u(0, t) subject to (3.3) by temporal chemotherapy control 0.0552c1(0, t) in Figure 3.9 and or

radiotherapy control c2(0, t) in Figure 3.10.

4. Conclusion

The control problem 1 is associated to the general system (1.1) in order to stabilize tumor density (2.2). Proposition 2.2 proves

that any control rending the system (2.1) viable in a subset of the type (2.4) is a solution to the problem 1. Such control is

obtained as the regulation law (2.10) of the regulation map (2.6). Simulation results in Figures 3.2, 3.5 and 3.8 show the

effectiveness to stabilize the tumor densities, by the regulation laws in Figures 3.3, 3.6 and 3.9-3.10, on the models (3.1),

(3.2) and (3.3) in Figures 3.1, 3.4 and 3.7 respectively. Furthermore, Figure 3.11 shows that chemotherapy and radiotherapy

combination 0.0552c1(x, t)+c2(x, t), is more effective to reduce tumor density than using either treatment alone 0.0552c1(x, t)
or c2(x, t). Overall, this paper is a contribution to the field of cancer treatment, and proposes an effective control to stabilize

the class of cancer models (2.1).
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Abstract

In this work, we consider the problem of finding explicit parametrizations for non-degenerate

helicoidal surfaces with prescribed curvatures in some conformally flat pseudo-spaces with

conformal pseudo-metrics whose conformal factors are related to three types of generic

cylindrical functions. In the first two, we get a two-parameter family of these surfaces with

prescribed extrinsic curvature or mean curvature given by smooth functions. In the last

one, we discover a one-parameter family when both curvatures of these surfaces are zero;

however, we find a two-parameter family when either one of those curvatures is zero. Also,

we support them with examples.

1. Introduction

Mathematics is a branch of science that examines the properties of both abstract shapes and measurable quantities through

equivalences. When the abstract shape is a smooth manifold, the term diffeomorphism refers to the idea that two manifolds are

equivalent in terms of differentiability. Isometry is a concept that expresses metrical equivalence between two Riemannian

manifolds. The angle and distance between two directions are both preserved in the concept of isometry. Furthermore, the

term conformal is a more general concept than isometry, in which only the angle is preserved but not the distance. Let g and ḡ

denote the metrics of two Riemannian (or pseudo-Riemannian) manifolds, respectively. These Riemannian manifolds are said

to be conformally equivalent if there exists a differentiable function λ , known as a conformal factor, that provides the equality

g=
1

λ 2
ḡ.

It is common knowledge that when the metric ḡ is the Euclidean metric, the Euclidean space R3 is conformally equivalent

to the sphere S3 (or the hyperbolic space H3) through suitable conformal factors. The Minkowski space R3
1 and the de Sitter

S3
1 (or the anti-de Sitter H3

1) are conformally equivalent in accordance with the Minkowski metric ḡ. Conformally flat spaces

with a bounded conformal factor have gained more attention in recent years. Keep in mind that selecting such a conformal

factor results in the metric becoming complete, and as a result, the space in question is referred to as a complete Riemannian

manifold.

Particular types of special surfaces, such as rotational and helicoidal surfaces, are surveyed in conformally flat spaces. The

construction of a helicoidal surface, in contrast to that of a rotational surface, is performed using screw motions, which include

a translation in addition to a rotation around an axis. The problem of finding the explicit parameterization of helicoidal
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surfaces are done in a wide variety of spaces. It should not be surprising that the properties of such surfaces remain unchanged

under screw motions. So, it is important to determine the proper conformal factor if you want to conduct surveys of the

above-mentioned surfaces in conformally flat spaces. A function f is said to be invariant under a transformation T of space

into itself if the property f (T x) = f (x) holds for all x. If the conformal factor λ is a function satisfying this condition, then it

makes sense to think of such surfaces in conformally flat spaces. An estimation for this kind of function can be found in the

cartesian equation of standard geometric shapes like the sphere and the cylinder. Unlike the spherical function, which is only

invariant under rotational symmetry, the cylindrical function is invariant under both rotational symmetry and translational

symmetry. See [1, 2] for information on surveys carried out in the context of the spherical function. Refer to [3, 4, 5, 6, 7, 8]

for the other one.

In a recent survey, Yerlikaya introduces the conformally flat pseudo-space of dimensional three and presents a non-degenerate

surface’s curvatures in this space. After investigating the presence of helicoidal surfaces in some conformally flat pseudo-spaces,

the author works on the problem of determining the explicit parametrization of those surfaces. The author means by ”some

pseudo-spaces” that it is a conformally flat pseudo-space with a pseudo-metric that corresponds to the determined conformal

factor, where the author preferred such a way that this pseudo-metric is a solution to the famous Einstein field equation. The

process for determining such a conformal factor, which was just explained as being significant, is carried out in accordance

with the causal character of the axis of helicoidal surfaces (see [8] for detail). In this study, we discuss the same problem for

generic cylindrical conformal factors, taking the causal character of the axis into account once again.

2. Preliminaries

2.1. Basic Notations

Equipped the Minkowski space R
3
1 with a conformally flat pseudo-metric specified by the angle-bracket notation

〈w1,w2〉gλ
=

1

λ 2 (p)
〈w1,w2〉L , ∀w1,w2 ∈ TpR

3
1, ∀p ∈ R

3
1,

the resulting space is said to be the complete pseudo-Riemannian manifold if the conformal factor λ is bounded. From now on,

unless otherwise stated, we shall refer to this pseudo-manifold as the conformally flat pseudo-space and represented by F
1
3.

Here, note that the pseudo-metric 〈,〉L is the Minkowski metric whose coefficients are

〈e1,e1〉L =−1,
〈

ei,e j

〉

L
= 1 for 2 ≤ i = j ≤ 3,

〈

ei,e j

〉

L
= 0, for 1 ≤ i 6= j ≤ 3.

On the other hand, let M be a non-degenerate surface in F
1
3. Given the Gaussian curvature K and the mean curvature H of the

surface M in R
3
1, both the extrinsic and mean curvatures of M are calculated as

∼
KE = εh2 −2Hλh+λ 2K (2.1)

and

∼
H = λH − εh, ε = 〈N,N〉 (2.2)

respectively. For the unit normal vector field N of M, the function h holds h = h(s, t) = ∑
3
j=1 N j ∂λ

∂x j
, where x j for 1 ≤ j ≤ 3 is

an usual coordinate system of R3
1 [8].

2.2. The Process for Determining Proper Conformal Factors

Conformally flat spaces acquire special qualities by means of their conformal factors. If a space with a conformal factor λ
has a transformation T that satisfies the equation λ (T x) = λ (x) for all x, then the space is invariant under the transformation

T along an axis, as stated in the introduction. Thereby, it makes sense in this space to consider surfaces generated by the

transformation T , because the properties of such surfaces remain unchanged under the one T . The infinitesimal isometry group,

which consists of both the rotation and translation transformations of space, is represented by its Killing vector field. In [8], the

author performs a calculation to determine the Killing vector field for conformal factors that correspond to the causal character

of the axis.

Since we will be discussing helicoidal surfaces in this work, we consider that the transformation T must be both rotational and

translational. The type of function that is invariant under both rotational and translational transformations is of the cylindrical

type.
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The spacelike axis: In this case, we take the conformal factor λh in

λh : R3
1 → R, (x1,x2,x3)→ λh (x1,x2,x3) =

√

x2
2 − x2

1,

which is directly related to a Lorentzian hyperbolic cylinder with x3-axis in R
3
1. In [8], taking the procedure of determining the

Killing vector field into account, for the determined conformal factor above, we compute the Killing vector field V in
(

F
1
3

)

λh
as

V = c1

(

x2
∂

∂x1
+ x1

∂

∂x2

)

+ c2
∂

∂x3

for some constants c1 and c2. This means that the corresponding isometry group consists of the translation along the x3 axis

given by

T (x1,x2,x3) = (x1,x2,x3 + t) (2.3)

and the rotation around the x3 axis given by

R(x1,x2,x3) = (x1 cosh t + x2 sinh t,x1 sinh t + x2 cosh t,x3) , (2.4)

where (x1,x2,x3) ∈ R
3
1 and t ∈ R.

Remark 2.1. When considering the conformal factor λh, it is evident that Eqs. (2.3) and (2.4) both satisfy the function

invariance mentioned in the introduction.

So, we can maintain the following process.

When applying the profile curve γ(s) = (0,s,n(s)) to Eq. (2.4) together with Eq. (2.3), i.e.,





cosh t sinh t 0

sinh t cosh t 0

0 0 1









0

s

n(s)



+ c





0

0

t



 ,

the resulting surface is said to be a helicoidal surface in
(

F
1
3

)

λh
with the spacelike axis of rotation, and so its parametrization is

represented by

X : I ×R→
(

F
1
3

)

λh
;(s, t)→ X (s, t) =

(

ssinh t,scosh t,n(s)+ ct

)

, (2.5)

where n(s) is a smooth function and c is a constant.

The timelike axis: In this case, we determine the conformal factor λc as

λc : R3
1 → R, (x1,x2,x3)→ λh (x1,x2,x3) =

√

x2
2 + x2

3.

This is related to a Lorentzian circular cylinder with x1-axis in R
3
1. Similarly, we compute the Killing vector field V in

(

F
1
3

)

λc

as

V = c1
∂

∂x1
+ c2

(

−x3
∂

∂x2
+ x2

∂

∂x3

)

for some constants c1 and c2. This means that the corresponding isometry group consists of the translation along the x1 axis

given by

T (x1,x2,x3) = (x1 + t,x2,x3) (2.6)

and the rotation around the x1 axis given by

R(x1,x2,x3) = (x1,x2 cos t − x3 sin t,x2 sin t + x3 cos t) , (2.7)

where (x1,x2,x3) ∈ R
3
1 and t ∈ R.

Remark 2.2. When considering the conformal factor λc, it is evident that Eqs. (2.6) and (2.7) both satisfy the function

invariance mentioned in the introduction.
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In a manner that is analogous to the process that was just outlined, using Eq. (2.7) together with Eq. (2.6), we get a helicoidal

surface in
(

F
1
3

)

λc
with the timelike axis of rotation, and so its parametrization is represented by

X : I ×R→
(

F
1
3

)

λc
;(s, t)→ X (s, t) =

(

n(s)+ ct,scos t,ssin t

)

. (2.8)

The lightlike axis: In this case, we determine the conformal factor λp as

λp : R3
1 → R, (x1,x2,x3)→ λp (x1,x2,x3) =

√
x2 − x1.

This is related to a Lorentzian parabolic cylinder with (1,1,0)-axis in R
3
1. Thus, we compute the Killing vector field V in

(

F
1
3

)

λp
as

V = c1

(

−x3
∂

∂x1
− x3

∂

∂x2
+(−x1 + x2)

∂

∂x3

)

+ c2

(

∂

∂x1
+

∂

∂x2

)

.

for some constants c1 and c2. This means that the corresponding isometry group consists of the translation along the (1,1,0)
axis given by

T (x1,x2,x3) = (x1 + t,x2 + t,x3) (2.9)

and the rotation around the (1,1,0) axis given by

R(x1,x2,x3) =

(

(

1+ t2/2
)

x1 −
(

t2/2
)

x2 + tx3,
(

t2/2
)

x1 +
(

1− t2/2
)

x2 + tx3, tx1 − tx2 + x3

)

, (2.10)

where (x1,x2,x3) ∈ R
3
1 and t ∈ R.

Remark 2.3. When considering the conformal factor λp, it is evident that Eqs. (2.9) and (2.10) both satisfy the function

invariance mentioned in the introduction.

Similarly, from Eqs. (2.10) and (2.9), we have a helicoidal surface in
(

F
1
3

)

λp
with the lightlike axis of rotation generated by

the profile curve γ(s) = (s,n(s),0). A parametrization of this surface is as follows

X : I ×R→
(

F
1
3

)

λp
;(s, t)→ X (s, t) =

(

(

1+ t2/2
)

s−
(

t2/2
)

n(s)+ ct,
(

t2/2
)

s+
(

1− t2/2
)

n(s)+ ct,(s−n(s)) t

)

. (2.11)

3. Results

Firstly, let’s take a look at the helicoidal surface with the spacelike axis of rotation given by Eq. (2.5). For this surface, we have

K(s) =
s3n′n′′+ c2

[−c2 + s2 (1+n′2)] |−c2 + s2 (1+n′2)| (3.1)

and

H(s) =− s2n′3 +n′
(

−2c2 + s2
)

+ sn′′
(

−c2 + s2
)

2 [−c2 + s2 (1+n′2)] |−c2 + s2 (1+n′2)| 1
2

, (3.2)

where the first one is the Gaussian curvature and the other one is the mean curvature. Assuming that EG−F2 = c2 −
s2
(

1+n′2
)

< 0, meanings that this surface is timelike, Eqs. (3.1) and (3.2) yield

K(s) =
s3n′n′′+ c2

[

−c2 + s2 (1+n′2)

]2
(3.3)

and

H(s) =− s2n′3 +n′
(

−2c2 + s2
)

+ sn′′
(

−c2 + s2
)

2

[

−c2 + s2 (1+n′2)

] 3
2

, (3.4)
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respectively. For the determined conformal factor λh, we have

3

∑
j=1

N jλ, j =
sn′

√

−c2 + s2 (1+n′2)
. (3.5)

Inserting Eqs. (3.3), (3.4) and (3.5) into Eqs. (2.1) and (2.2), we get

∼
KEλh

=

s2

(

sn′n′′
(

−c2 +2s2
)

+2s2n′4 +n′2
(

2s2 −3c2
)

+ c2

)

[

−c2 + s2 (1+n′2)

]2
(3.6)

and

∼
Hλh

=−
s

(

sn′′
(

−c2 + s2
)

+3s2n′3 +n′
(

3s2 −4c2
)

)

2

[

−c2 + s2 (1+n′2)

] 3
2

. (3.7)

In order to find a solution to Eq. (3.6), we turn Eq. (3.6) into

A′(s)+

(

5

s
+

4s

c2 −2s2

)

A(s) =
4

c2 −2s2
+

2

s2

∼
KEλh

(s), (3.8)

where

A(s) =
sn′2 − s

−c2 + s2 (1+n′2)
. (3.9)

The general solution to Eq. (3.8) becomes

A(s) =
c2 −2s2

s5

[

∫

s5

c2 −2s2

{

4

c2 −2s2
+

2

s2

∼
KEλh

(s)

}

ds+ c1

]

, (3.10)

where c1 is constant. When we compare Eq. (3.9) with Eq. (3.10), we obtain

[

s2
(

s4 −ψ
(

s
)

)

]

n′2(s) = s6 +
(

s2 − c2
)

ψ(s), (3.11)

where

ψ(s) =
(

c2 −2s2
)

[

∫

s5

c2 −2s2

{

4

c2 −2s2
+

2

s2

∼
KEλh

(s)

}

ds+ c1

]

. (3.12)

The next theorem can now be established:

Theorem 3.1. Let γ(s) = (0,s,n(s)) be a profile curve of the timelike helicoidal surface (2.5) in
(

F
1
3

)

λh
. Assuming its extrinsic

curvature at the point (0,s,n(s)) is represented by
∼
KEλh

(s), there exists an open subinterval
∼
I ⊂ I concerning c1 such that the

function n(s) is

n(s) =±
∫

√

∣

∣s6 +(s2 − c2)ψ(s)
∣

∣

|s|
√

∣

∣s4 −ψ(s)
∣

∣

ds+ c2, (3.13)

where ψ(s) is given by Eq.(3.12) and c2 is a constant. Also, for the designated constant c1 and some constants c and c2, there

exists the two-parameter family of curves such that

γ(s;
∼
KEλh

(s),c,c1,c2) =



0,s,±
∫

√

∣

∣s6 +(s2 − c2)ψ(s)
∣

∣

|s|
√

s4 −ψ(s)
ds+ c2



 , s ∈
∼
I ∩
(

R\
(

−c/
√

2,c/
√

2
)

)

(3.14)
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Proof. For the known function
∼
KEλh

: I → R referred to as the extrinsic curvature of the helicoidal surface (2.5), we have Eq.

(3.11). For an arbitrary number c1, we establish a function F (s,c1) = s4 −ψ on the product of sub-intervals containing the

numbers s0 and
∼
c1 which satisfy the equality

∼
c1 =−

(

∫

s5

c2 −2s2

{

4

c2 −2s2
+

2

s2

∼
KEλh

(s)

}

ds

)

(s0) .

Based on the function F to be continuous, we find a product set
∼
I × J where Eq. (3.11) turns into

n′2(s) =
s6 +

(

s2 − c2
)

ψ(s)

s2
(

s4 −ψ
(

s
)

) ,

which is the equation whose integration gives Eq. (3.13). Combining Eqs. (3.9) and (3.10), we obtain Eq. (3.14).

Theorem 3.2. Let c and c2 be arbitrary constants. Thus, for any c1 and a smooth function
∼
KEλh

, setting an open subinterval
∼
I

of I in which the function n(s) given by Eq. (3.13) is defined, we can construct the two-parameter family of timelike helicoidal

surfaces defined on
∼
I ×R⊂ R

2, with the extrinsic curvature
∼
KEλh

(s), with the profile curve γ(s;
∼
KEλh

(s),c,c1,c2), s ∈
∼
I .

Proof. Eq. (3.13) is a solution to Eq. (3.8), which implies the requirement that concludes the proof. When considering the

sub-intervals that are stated in the proof of Theorem (3.1), for two numbers c1 ∈ J, c2 ∈ R, a function
∼
KEλh

(s) and c ∈ R, we

obtain the desired family defined on
∼
I ×R⊂ R

2.

Now considering Eq. (3.7), we constitute

B′(s)+
4

s
B(s) =− 2

s2

∼
Hλh

(s), s 6= 0 (3.15)

where

B(s) =
n′

√

−c2 + s2 (1+n′2)
, (3.16)

which implies that the general solution to Eq. (3.15) becomes

B(s) =− 1

s4

[

∫

2s2
∼
Hλh

(s) ds+ c1

]

, (3.17)

where c1 is constant. With Eqs. (3.16) and (3.17), we have

[

s2

(

s6 −
(

∫

2s2
∼
Hλh

(s) ds+ c1

)2
)]

n′2(s) =
(

s2 − c2
)

(

∫

2s2
∼
Hλh

(s) ds+ c1

)2

.

Theorem 3.3. Let γ(s) = (0,s,n(s)) be a profile curve of the timelike helicoidal surface (2.5) in
(

F
1
3

)

λh
. Assuming its mean

curvature at the point (0,s,n(s)) is represented by
∼
Hλh

(s), there exists an open subinterval
∼
I ⊂ I relating to c1 such that the

function n(s) is

n(s) =±
∫

√

|s2 − c2|
∣

∣

∣

∣

∫

2s2
∼
Hλh

(s) ds+ c1

∣

∣

∣

∣

|s|
(

∣

∣

∣

∣

s6 −
(

∫

2s2
∼
Hλh

(s) ds+ c1

)2∣
∣

∣

∣

) 1
2

ds+ c2, (3.18)

where c2 is a constant. Also, for the designated constant c1 and some constants c and c2, there exists the two-parameter family

of curves such that

γ(s;
∼
Hλh

(s),c,c1,c2) =















0,s,
∫

√
s2 − c2

∣

∣

∣

∣

∫

2s2
∼
Hλh

(s) ds+ c1

∣

∣

∣

∣

|s|
(

s6 −
(

∫

2s2
∼
Hλh

(s) ds+ c1

)2
) 1

2

ds+ c2















, s ∈
∼
I ∩ (R\(−c,c)) . (3.19)
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Proof. Define the function F to be (s,c1)→ s6 −
(

∫

2s2
∼
Hλh

(s) ds+ c1

)2

. So, the technique for proving that Eqs. (3.18) and

(3.19) can be obtained for the known function
∼
Hλh

referred to as the mean curvature of the helicoidal surface (2.5) is the same

as that of Theorem (3.1).

Example 3.4. Let the mean curvature be
∼
Hλh

(s) =− 1
s
, which implies that the function F amounts s6 − (s2 +c1)

2. So, we get

the inequality s2(1−s)< c1 < s2(1+s) such that F is positive. Establish two functions f (s) := s2(1+s) and g(s) := s2(1−s).

For c1 = 0, consider the interval
(

11/10,
√

2
)

. Thus, the number c1 falls in the interval
(

2−
√

8,2+
√

8
)

. In this way, we

determine the sub-interval
∼
I of I to be

(

11/10,
√

2
)

in accordance with the positivity of F . Ultimately, for c2 = 0 and c = 1,

Eq. (3.19) lead into

γ(s) =

(

0,s, lns

)

, s ∈
(

11/10,
√

2
)

.

Replacing the last one into Eq. (2.5), we get

X (s, t) =

(

ssinh t,scosh t, lns+ t

)

,

which is the parametrization of a timelike helicoidal surface.

Figure 3.1: The graphic belongs to a timelike helicoidal surface of spacelike axis of rotation with
∼
Hλh

(s) =− 1
s

Theorem 3.5. Let c and c2 be arbitrary constants. Thus, for any c1 and a smooth function
∼
Hλh

, setting an open subinterval
∼
I

of I in which the function n(s) given by Eq. (3.18) is defined, we can construct the two-parameter family of timelike helicoidal

surfaces defined on
∼
I ×R⊂ R

2, with the mean curvature
∼
Hλh

(s), with the profile curve γ(s;
∼
Hλh

(s),c,c1,c2), s ∈
∼
I .

Proof. The process for proving that the desired family can be construct is the same as that of Theorem (3.2).

Remark 3.6. It is important to remember that analogous outcomes may be obtained if we pick EG−F2 = c2−s2
(

1+n′2
)

> 0,

meanings that the helicoidal surface in
(

F
1
3

)

λh
is spacelike.

Now, we consider the helicoidal surface given by Eq. (2.8). For this surface, taking EG−F2 =−c2 + s2
(

1−n′2
)

> 0 into

account, we have

K(s) =
−s3n′n′′+ c2

[

−c2 + s2 (1−n′2)

]2
(3.20)
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and

H(s) =
s2n′3 +n′

(

2c2 − s2
)

− sn′′
(

−c2 + s2
)

2

[

−c2 + s2 (1−n′2)

] 3
2

. (3.21)

Also, we get

3

∑
j=1

N jλ, j =− sn′
√

−c2 + s2 (1−n′2)
. (3.22)

Considering Eqs. (3.20), (3.21) and (3.22) together, from Eqs. (2.1) and (2.2), we obtain

∼
KEλh

=

s2

(

sn′n′′
(

c2 −2s2
)

+2s2n′4 +n′2
(

3c2 −2s2
)

+ c2

)

[

−c2 + s2 (1−n′2)

]2
(3.23)

and

∼
Hλh

=

s

(

sn′′
(

c2 − s2
)

+3s2n′3 +n′
(

4c2 −3s2
)

)

2

[

−c2 + s2 (1−n′2)

] 3
2

. (3.24)

In a similar way, Eq. (3.23) turns into

A′(s)+

(

5

s
− 4s

2s2 − c2

)

A(s) =
4

2s2 − c2
− 2

s2

∼
KEλc

(s), (3.25)

where

A(s) =
sn′2 + s

−c2 + s2 (1−n′2)
. (3.26)

The general solution to Eq. (3.25) becomes

A(s) =
2s2 − c2

s5

[

∫

s5

2s2 − c2

{

4

2s2 − c2
− 2

s2

∼
KEλc

(s)

}

ds+ c1

]

, (3.27)

where c1 is constant. Comparing Eqs. (3.26) with (3.27), we have

[

s2
(

s4 +ψ
(

s
)

)

]

n′2(s) =−s6 +
(

s2 − c2
)

ψ(s), (3.28)

where

ψ(s) =
(

2s2 − c2
)

[

∫

s5

2s2 − c2

{

4

2s2 − c2
− 2

s2

∼
KEλc

(s)

}

ds+ c1

]

.

In light of the assumed sign of EG−F2, it follows that s4 +ψ(s) =
s4(2s2−c2)

−c2+s2−s2n′2 > 0. Thus, from (3.28), we can write

n(s) =±
∫

√

∣

∣

∣(s2 − c2)ψ(s)− s6

∣

∣

∣

|s|
√

s4 +ψ(s)
ds+ c2 (3.29)

Theorem 3.7. Let γ(s) = (n(s),s,0) be a profile curve of the spacelike helicoidal surface (2.8) in
(

F
1
3

)

λc
. Assuming its extrinsic

curvature at the point (n(s),s,0) is represented by
∼
KEλc

(s), for some constant c, c1 and c2, there exists the two-parameter

family of the spacelike helicoidal surface constituted by curves

γ(s;
∼
KEλc

(s),c,c1,c2) =









±
∫

√

∣

∣

∣
(s2 − c2)ψ(s)− s6

∣

∣

∣

|s|
√

s4 +ψ(s)
ds+ c2,s,0









, s ∈ R\(−c,c) .
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Inversely, let c and c2 be arbitrary constants. Thus, for any c1 and a smooth function
∼
KEλc

(s), we can construct the two-

parameter family of spacelike helicoidal surfaces defined on
∼
I ×R⊂ R

2, with the extrinsic curvature
∼
KEλc

(s), with the profile

curve γ(s;
∼
KEλc

(s),c,c1,c2), s ∈
∼
I .

Proof. For the known function
∼
KEλc

, it is seen that the function n(s) takes Eq. (3.29), which means that concludes the necessity.

By defining the function F to be

(s,c1)→ s4 +
(

2s2 − c2
)

[

∫

s5

2s2 − c2

{

4

2s2 − c2
− 2

s2

∼
KEλc

(s)

}

ds+ c1

]

,

it is possible to perform the inverse of the proof in a manner similar to Theorem (3.1).

Example 3.8. Let the extrinsic curvature be
∼
KEλc

(s) =
2s2(6s2+5)

(2s2+1)
2 . For c1 = 0, we find ψ(s) =− s2(3s4+1)

2s2+1
. For c1, using Eq.

(3.29), we get the profile curve to be γ(s) =
(√

3s+
√

2+ t,s,0
)

. Thus, we write the parametrization of the corresponding

helicoidal surface as

X (s, t) =
(√

3s+
√

2+ t,scos t,ssin t
)

.

Figure 3.2: The graphic belongs to a spacelike helicoidal surface of timelike axis of rotation with
∼
KEλc

(s) =
2s2(6s2+5)
(2s2+1)2

In a similar way, from Eq. (3.24), we write

B′(s)+
4

s
B(s) =− 2

s2

∼
Hλc

(s), s 6= 0 (3.30)

where

B(s) =
n′

√

−c2 + s2 (1−n′2)
. (3.31)

The general solution to Eq. (3.30) becomes

B(s) =− 1

s4

[

∫

2s2
∼
Hλc

(s) ds+ c1

]

, (3.32)

where c1 is constant. From Eq. (3.31) and Eq. (3.32), we obtain

n(s) =±
∫

√
s2 − c2

∣

∣

∣

∣

∫

2s2
∼
Hλc

(s) ds+ c1

∣

∣

∣

∣

|s|
(

s6 +

(

∫

2s2
∼
Hλc

(s) ds+ c1

)2
) 1

2

ds+ c2,
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Theorem 3.9. Let γ(s) = (n(s),s,0) be a profile curve of the spacelike helicoidal surface (2.8) in
(

F
1
3

)

λc
. Assuming its mean

curvature at the point (n(s),s,0) is represented by
∼
Hλc

(s), for some constant c, c1 and c2, there exists the two-parameter family

of the spacelike helicoidal surface constituted by curves

γ(s;
∼
Hλc

(s),c,c1,c2) =















∫

√
s2 − c2

∣

∣

∣

∣

∫

2s2
∼
Hλc

(s) ds+ c1

∣

∣

∣

∣

|s|
(

s6 +

(

∫

2s2
∼
Hλc

(s) ds+ c1

)2
) 1

2

ds+ c2,s,0















, s ∈ R\(−c,c)

Inversely, let c and c2 be arbitrary constants. Thus, for any c1 and a smooth function
∼
Hλc

(s), we can construct the two-

parameter family of spacelike helicoidal surfaces defined on
∼
I ×R⊂ R

2, with the mean curvature
∼
Hλc

(s), with the profile

curve γ(s;
∼
Hλc

(s),c,c1,c2), s ∈
∼
I .

Proof. If the function
∼
Hλc

(s) is known and by defining the function F to be

(s,c1)→ s6 +

(

∫

2s2
∼
Hλc

(s) ds+ c1

)2

,

then the proof is reduced to nothing more than the proof of Theorem (3.7).

Remark 3.10. It is important to remember that analogous outcomes may be obtained if we pick EG−F2 =−c2+s2
(

1−n′2
)

<

0, meanings that the helicoidal surface in
(

F
1
3

)

λc
is timelike.

Finally, for the helicoidal surface given by Eq. (2.11), we have

K(s) =
n′′ (n− s)3 + c2 (1−n′)3

(1−n′)

[

(n− s)2 (n′+1)+ c2 (1−n′)

]2
(3.33)

and

H(s) =−n′′ (n− s)3 +2c2 (1−n′)3 +(n− s)2 (n′+1)(1−n′)2

2

[

(1−n′)

(

(n− s)2 (n′+1)+ c2 (1−n′)

)] 3
2

. (3.34)

Assuming EG−F2 < 0, observe that 1−n′ > 0 and taking the conformal factor λp into account, we compute as

3

∑
j=1

N jλ, j =

√
n− s(1−n′)

2

√

(1−n′)

(

(n− s)2 (n′+1)+ c2 (1−n′)

)

. (3.35)

Inserting Eqs. (3.33), (3.34) and (3.35) into Eqs. (2.1) and (2.2), we get

∼
KEλp

=

3(n− s)

(

2n′′ (n− s)3 +(n− s)2 (n′+1)(1−n′)2 +3c2 (1−n′)3

)

4(1−n′)

[

(n− s)2 (n′+1)+ c2 (1−n′)

]2
(3.36)

and

∼
Hλp

=−

√
n− s

(

n′′ (n− s)3 +2(n− s)2 (n′+1)(1−n′)2 +3c2 (1−n′)3

)

2

[

(1−n′)

(

(n− s)2 (n′+1)+ c2 (1−n′)

)

] 3
2

. (3.37)

It is difficult to determine the general solution to Eqs. (3.36) and (3.37) unless in a few specific cases.
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First, we look at the case where both
∼
KEλp

and
∼
Hλp

amount mutually to zero. Thus, by using n(s) 6= s, Eqs. (3.36) and (3.37)

turn into

2n′′ (n− s)3 +(n− s)2
(

n′+1
)(

1−n′
)2

+3c2
(

1−n′
)3

= 0 (3.38)

n′′ (n− s)3 +2(n− s)2
(

n′+1
)(

1−n′
)2

+3c2
(

1−n′
)3

= 0. (3.39)

By Eqs. (3.38) and (3.39) , we obtain

(n− s)2
(

1+n′
)

+ c2
(

1−n′
)

= 0. (3.40)

Assigned n(s)− s = p(s), we turn Eq. (3.40) into

(

p2 − c2
)

p′+2p2 = 0. (3.41)

Then, the general solution to Eq. (3.41) is

p(s) =−(s+ c1)±
√

(s+ c1)
2 − c2,

where c1 is an integration constant. From n(s)− s = p(s), we find

n(s) = c1 ±
√

(s+ c1)
2 − c2, c1 ∈ R.

Hence, we construct a one-parameter family of curves

γ(s;n(s),c,c1) =

(

s,c1 ±
√

(s+ c1)
2 − c2,0

)

.

As a result, with Eq. (2.11), the helicoidal surface turns into

X (s, t) =

(

(

1+
t2

2

)

s− t2

2

(

c1 ±
√

(s+ c1)
2 − c2

)

+ ct,
t2

2
s+

(

1− t2

2

)(

c1 ±
√

(s+ c1)
2 − c2

)

+ ct,

((

s− c1 ∓
√

(s+ c1)
2 − c2

))

t

)

.

We will talk about what Eq. (3.36) turns into when the extrinsic curvature
∼
KEλp

is zero, which is the situation in which Eq.

(3.38) only is valid. In that case, we turn Eq. (3.36) into

2p3 p′′+
(

p2 −3c2
)

p′3 +2p2 p′2 = 0, (3.42)

where n(s)− s = p(s). Assigned p′(s) to
∼
p(s), Eq. (3.42) turns into

1
∼
p

(

1
∼
p

)′

− 1

p

1
∼
p
− p2 −3c2

2p3
= 0. (3.43)

If we put 1
∼
p
= w(p), Eq. (3.43) turns into

dw

d p
− 1

p
w− p2 −3c2

2p3
= 0. (3.44)

The general solution to Eq. (3.44) is

w(p) =
2c1 p3 − p2 + c2

2p2
,

where c1 is a constant. Thus, the function n = n(s) supplies the equality

c1n3 − (3c1s+1)n2 +
(

3c1s2 −2c2

)

n− c1s3 +2c2s+ s2 − c2 = 0, (3.45)

where c2 is an integration constant.
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Example 3.11. For c1 = 0, from Eq. (3.45), we find n(s) =−c2 ±
√

(s+ c2)
2 − c2,s ∈ (−∞,−c− c2)∪ (c− c2,∞). Using Eq.

(2.11), we write

X (s, t) =

(

(

1+
t2

2

)

s− t2

2

(

−c2 ±
√

(s+ c2)
2 − c2

)

+ ct,
t2

2
s+

(

1− t2

2

)(

−c2 ±
√

(s+ c2)
2 − c2

)

+ ct,

((

s+ c2 ∓
√

(s+ c2)
2 − c2

))

t

)

.

We now plot it putting for c2 = 0 and c = 3.

Figure 3.3: The graphic belongs to a minimal timelike helicoidal surface of lightlike axes of rotation with
∼
KEλp

= 0

Finally, we take an interest in Eq. (3.39), which requires a timelike helicoidal minimal surface. Similarly, the function n(s)
provides

2c1n6 −12c1sn5 +30c1s2n4 −40c1s3n3 +5
(

6c1s4 −1
)

n2 (3.46)

−2
(

6c1s5 +5c2

)

n+2c1s6 +5s2 +10c2s−5c2 = 0.

Example 3.12. For c1 = 0, from Eq. (3.46), we get n(s) =−c2 ±
√

(s+ c2)
2 −5c2,s ∈

(

−∞,−
√

5c− c2

)

∪
(√

5c− c2,∞
)

,

in which by Eq. (2.11), the parametric form of a timelike helicoidal minimal surface turns into

X (s, t) =

(

(

1+
t2

2

)

s− t2

2

(

−c2 ±
√

(s+ c2)
2 −5c2

)

+ ct,

t2

2
s+

(

1− t2

2

)(

−c2 ±
√

(s+ c2)
2 −5c2

)

+ ct,

((

s+ c2 ∓
√

(s+ c2)
2 −5c2

))

t

)

.

We now plot it putting for c2 = 0 and c = 3.
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Figure 3.4: The graphic belongs to a minimal timelike helicoidal surface of lightlike axes of rotation with
∼
KEλp

= 0

Remark 3.13. Observe that both helicoidal surfaces mentioned above, say Examples (3.11) and (3.12) satisfy both
∼
KEλp

= 0

and
∼
Hλp

= 0.

Remark 3.14. It is important to remember that analogous outcomes may be obtained if we pick

EG−F2 =
(

n′−1
)

(

(n− s)2
(

n′+1
)

− c2
(

n′−1
)

)

> 0.
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Abstract

Bi-flux diffusion equation, can be easily affected by the existence of external factors, is

known as an anomalous diffusion. In this paper, the inverse problem (IP) of determining

the solely time-dependent zero-order coefficient in a linear Bi-flux diffusion equation with

initial and homogeneous boundary conditions from an integral additional specification of

the energy is considered. The unique solvability of the inverse problem is demonstrated by

using the contraction principle for sufficiently small times.

1. Introduction

The classical diffusion model is contingent on Fick’s law and, this generally describes some practical problems such as heat

and mass diffusion, bacterial infection diffusion, and predator-prey models, [1, 2, 3]. However, a number of sensitive particle

systems, for example population systems arise in biology, are known as an anomalous diffusion. Because the diffusion motion

of particles can be easily affected by the existence of the disturbing exogenous agents. To model this anomalous diffusion,

the Bi-flux approach to diffusion problems was introduced in [4, 5, 6, 7] to deal with bizarre evolutionary processes by using

a discrete formulation. The theory leads the flux to bifurcate into two separate currents corresponding to two independent

potentials. The 1st and 2nd flows derive from the classical Fick potential and a new potential, respectively. From this theory

the Bi-flux diffusion equation is derived as:

Zτ(χ,τ)+β (1−β )RZχχχχ(χ,τ)−βDZχχ(χ,τ) = H(χ,τ,Z), (1.1)

where Z(χ,τ) is the particle concentration, D is the diffusion coefficient, R is the reaction coefficient, H(χ,τ,Z) linear or

nonlinear reaction function, and β (0 ≤ β ≤ 1) is the fraction of particles displaced regarding to the Fick’s law.

If β = 0, the homogeneous equation (1.1) (H(χ,τ,Z) = 0) reduces to a stationary equation and Z(χ,τ) =constant. If β = 1,

the equation (1.1) reduces to the classical diffusion model which arises in many physical processes such as thermodynamics

[8], predator-prey problems [2], bio-heat conduction [9], heat exchangers [10], and mass transport in groundwater [11]. If the

diffusion coefficient D = 0, the equation (1.1) is Mullin’s equation which arises in thermal grooving by surface diffusion [12].

If the reaction function H(χ,τ,Z) is linear and in the form H(χ,τ,Z) = k(τ)Z(χ,τ)+ h(χ,τ), then the eq. (1.1) can be

rewritten as

Email addresses and ORCID numbers: ibrahim.tekin@alanya.edu.tr, 0000-0001-6725-5663 (I. Tekin), akif.cetin@alanya.edu.tr, 0000-0002-4991-
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Zτ(χ,τ)+β (1−β )RZχχχχ(χ,τ)−βDZχχ(χ,τ) = k(τ)Z(χ,τ)+h(χ,τ). (1.2)

In this work we consider an IP of recovering the time-dependent zero-order coefficient k(τ) in a linear Bi-flux diffusion

equation (1.2) together with the particle concentration Z(χ,τ) in the rectangle domain ΠT = {(χ,τ) : (χ,τ) ∈ [0,1]× [0,T ]}
for some fixed T > 0, subject to the initial condition (IC)

Z(χ,0) = z0(χ), χ ∈ [0,1] , (1.3)

and the boundary conditions (BCs)

Z(0,τ) = Z(1,τ) = Zχχ(0,τ) = Zχχ(1,τ) = 0, τ ∈ [0,T ] , (1.4)

and the additional condition (AC)

∫ 1

0
Z(χ,τ)dχ = m(τ), τ ∈ [0,T ] , (1.5)

where, D and R are the positive diffusion and reaction coefficients respectively, 0 < β < 1, h(χ,τ) is the source term, z0(χ) is

the initial particle concentration, and m(τ) is the extra integral measurement, which often refers specification of the energy/mass,

to obtain the solution of the IP.

The IPs for the classical diffusion equation (β = 1) are satisfactorily studied theoretically and numerically. For instance, IPs

of determining the time-dependent heat source are studied in [13, 14, 15, 16], and IPs of reconstructing the time-dependent

reaction coefficient are investigated in [17, 18, 19, 20, 21] with different boundary conditions (local, non-local or non-classical

conditions).

On contrary to the IPs for the classical diffusion equation, our aim is to study the Bi-flux diffusion equation to identify the

time-dependent zero-order coefficient k(τ) along with the particle concentration Z(χ,τ) theoretically, for the first time, in the

rectangular domain, using the IC (1.3), homogeneous BCs (1.4) and the AC (1.5).

The paper is organized as follows. In Section 2, the equivalent IP formulation is derived. In Section 3, the equivalent IP

reduced to a system of Volterra integral equations with respect to the unknown functions Z(χ,τ), and k(τ). Then the theorem

of the existence and uniqueness of the solution of the IP is phrased and proved by means of the contraction principle.

2. Mathematical formulation of the equivalent IP

In this section, first we will give the classical solution of the IP (1.2)-(1.5), and then reduce the considered IP to the equivalent

problem.

Definition 2.1. The classical solution of the IP (1.2)-(1.5) is the pair {Z(χ,τ),k(τ)} subject to the following properties:

(i) Z(χ,τ) ∈C4,1(DT ),
(ii) k(τ) ∈C [0,T ] ,
(iii) the pair {Z(χ,τ),k(τ)} satisfies the eq. (1.2) and the conditions (1.3)-(1.5) in ordinary sense.

Z(χ,τ) ∈ C4,1(ΠT ) means that Z(χ,τ) and its partial derivatives with respect to χ upto fourth and τ upto first order are

continuous on ΠT .

Let us reduce the IP (1.2)-(1.5) to the equivalent inverse problem to prove the existence and uniqueness theorem for the IP.

Lemma 2.2. Let z0(χ) ∈C2 [0,1], m(τ) ∈C1 [0,T ], m(τ) 6= 0 for all τ ∈ [0,T ] and

z0(0) = z0(1) = z′′0(0) = z′′0(1) = 0,

∫ 1

0
z0(χ)dχ = m(0),

are satisfied. Then the problem of finding the classical solution of the IP (1.2)-(1.5) is equivalent to the problem of finding the

classical solution of the IP from the eq. (1.2) with the IC (1.3), the BCs (1.4) and the AC

m′(τ)+β (1−β )R
∫ 1

0
Zχχχχ(χ,τ)dχ −βD

∫ 1

0
Zχχ(χ,τ)dχ = k(τ)m(τ)+

∫ 1

0
h(χ,τ)dχ. (2.1)

Proof. It is obvious that if the pair {Z(χ,τ),k(τ)} is the classical solution of the IP (1.2)-(1.5), then the AC (2.1) is also

satisfied.

Let us show that the condition (1.5) is fulfilled if the pair {Z(χ,τ),k(τ)} is a classical solution of the IP (1.2)-(1.4) with the

AC (2.1).
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Integrating the eq. (1.2) with respect to χ from 0 to 1 yields

∫ 1

0
Zτ(χ,τ)dχ +β (1−β )R

∫ 1

0
Zχχχχ(χ,τ)dχ −βD

∫ 1

0
Zχχ(χ,τ)dχ = k(τ)

∫ 1

0
Z(χ,τ)dχ +

∫ 1

0
h(χ,τ)dχ. (2.2)

Considering the difference of the equations (2.2) and (2.1) gives the following initial value problem

{

Y ′(τ)− k(τ)Y (τ) = 0, τ ∈ [0,T ],
Y (0) = 0,

(2.3)

where Y (τ) =
∫ 1

0 Z(χ,τ)dχ −m(τ). The Cauchy problem (2.3) has only a trivial solution Y (τ) = 0. i.e.

∫ 1

0
Z(χ,τ)dχ = m(τ), τ ∈ [0,T ].

Thus the condition (1.5) is fulfilled.

3. Unique Solvability of the IP

The elements of the system {yn(χ)}∞
n=1 =

{√
2sin(µnχ)

}∞

n=1
are bi-orthonormal on [0,1] with µn = nπ for each n = 1,2, ...,

i.e.:

(yn(·),ym(·)) =
∫ 1

0
yn(χ)ym(χ)dχ =

{

1 ,m = n

0 ,m 6= n
.

Also the system {yn(χ)}∞
n=1 is complete and forms a Riesz basis in L2[0,1].

The following lemma is useful to prove the unique solvability of the IP:

Lemma 3.1. Suppose that the assumptions

A1 z0(χ) ∈C3 [0,1] , z
(4)
0 (χ) ∈ L2 [0,1] , z0(0) = z0(1) = z′′0(0) = z′′0(1) = 0,

A2 h(χ,τ) ∈C3,0(ΠT ), hχχχχ(·,τ) ∈ L2 [0,1] , h(0,τ) = h(1,τ) = hχχ(0,τ) = hχχ(1,τ) = 0,

are satisfied. Then

∞

∑
n=1

µ3
n |z0n| ≤ c1

∥

∥

∥
z
(4)
0

∥

∥

∥

L2[0,1]
,

∞

∑
n=1

µn |z0n| ≤ c2

∥

∥

∥
z
(4)
0

∥

∥

∥

L2[0,1]
,

and

∞

∑
n=1

µ3
n |hn(τ)| ≤ c1

∥

∥hχχχχ(·,τ)
∥

∥

L2[0,1]
,

∞

∑
n=1

µn |hn(τ)| ≤ c2

∥

∥hχχχχ(·,τ)
∥

∥

L2[0,1]
,

hold. Here z0n = (z0(·),yn(·)), hn(τ) = (h(·,τ),yn(·)), and

c1 =

(

∞

∑
n=1

1

µ2
n

)1/2

=
1√
6
, c2 =

(

∞

∑
n=1

1

µ6
n

)1/2

=
1√
945

.

Proof. Let us prove first one of these estimates. The others can be proved analogously. By applying integration by parts four

times we get

µ3
n z0n = µ3

n (z0(·),yn(·)) = µ3
n

∫ 1

0
z0(χ)yn(χ)dχ = µ3

n

1

µ4
n

∫ 1

0
z
(4)
0 (χ)yn(χ)dχ =

1

µn

∫ 1

0
z
(4)
0 (χ)yn(χ)dχ =

1

µn

(

z
(4)
0 (·),yn(·)

)

.

By using Cauchy-Schwartz and Bessel inequalities

∞

∑
n=1

µ3
n |z0n|=

∞

∑
n=1

1

µn

∣

∣

∣

(

z
(4)
0 (·),yn(·)

)∣

∣

∣
≤
(

∞

∑
n=1

1

µ2
n

)1/2(
∞

∑
n=1

∣

∣

∣

(

z
(4)
0 (·),yn(·)

)∣

∣

∣

2

)1/2

≤ c1

∥

∥

∥
z
(4)
0

∥

∥

∥

L2[0,1]

with c1 =
(

∑
∞
n=1

1
µ2

n

)1/2

= 1√
6
.
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Since the system {yn(χ)}∞
n=1 forms a Riesz basis, we can seek the solution of the IP (1.2)-(1.4) and (2.1) as

Z(χ,τ) =
∞

∑
n=1

Zn(τ)yn(χ), (3.1)

where

Zn(τ) =
∫ 1

0
Z(χ,τ)yn(χ)dχ.

Applying Fourier method yields Zn(τ), n = 1,2, ... satisfy the following initial-value problems (IVPs)







Z′
n(τ)+KnZn(τ) = Hn(τ;Z,k),

Zn(0) = z0n, n = 1,2, ...,
(3.2)

where Kn = µ4
n β (1−β )R+µ2

n βD, Hn(τ;Z,k) = k(τ)Zn(τ)+hn(τ).
The solution of the IVPs (3.2) are

Zn(τ) = z0n exp(−Knτ)+
∫ τ

0
Hn(s;Z,k)exp(−Kn(τ − s))ds. (3.3)

Substituting (3.3) into (3.1) we get the classical solution of the IP (1.2)-(1.4) (or the first component of the pair {Z(χ,τ),k(τ)})

as

Z(χ,τ) =
∞

∑
n=1

[

z0n exp(−Knτ)+
∫ τ

0
Hn(s;Z,k)exp(−Kn(τ − s))ds

]

yn(χ). (3.4)

To derive the equations for the unknown coefficient k(τ) consider

∫ 1

0
Zχχχχ(χ,τ)dx =

∫ 1

0

∞

∑
n=1

µ4
n Zn(τ)yn(χ)dχ,

and

∫ 1

0
Zχχ(χ,τ)dx =−

∫ 1

0

∞

∑
n=1

µ2
n Zn(τ)yn(χ)dχ,

into the AC (2.1). Then we get

k(τ) =
1

m(τ)

[

m′(τ)−hint(τ)

+
√

2
∞

∑
n=1

(1− (−1)n)Kn

µn

{

z0n exp(−Knτ)+
∫ τ

0
Hn(s;Z,a)exp(−Kn(τ − s))ds

}

]

, (3.5)

where hint(τ) =
∫ 1

0 h(χ,τ)dχ .

The equations (3.4) and (3.5) are Volterra type integral equations with regard to Z(χ,τ), and k(τ) and form the system of

integral equations. The inverse problem (1.2)-(1.4) and (2.1) reduced to the system of equations (3.4) and (3.5). Thus, we

can conclude that solving the system of integral equations (3.4) and (3.5) and the inverse problem (1.2)-(1.4) and (2.1) are

equivalent.

Before setting and proving the existence and uniqueness theorem of the solution of the system (3.4) and (3.5), let us give the

following Banach spaces which will be used in the proof of the main theorem:

I

BT =

{

Z(χ,τ) =
∞

∑
n=1

Zn(τ)yn(χ) : Zn(τ) ∈C[0,T ],

JT (Z) =

(

∞

∑
n=1

(µ4
n ‖Zn‖C[0,T ])

2

)1/2

<+∞







,

and the norm of Z(χ,τ) defined as ‖Z‖BT
≡
(

∑
∞
n=1(µ

4
n ‖Zn‖C[0,T ])

2
)1/2

.
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II ET = BT ×C[0,T ] is the space of the all pairs κ(χ,τ) = {Z(χ,τ),k(τ)} and the norm is

‖κ‖ET
= ‖Z‖BT

+‖k‖C[0,T ] .

Theorem 3.2. Let the assumptions of the Lemma 2.2 and 3.1 are satisfied. Then, the system (3.4) and (3.5) (or the IP (1.2)-(1.4)

and (2.1)) has a unique solution for small T .

Proof. Let κ(χ,τ) = {Z(χ,τ),k(τ)} is an arbitrary element belongs to ET = BT ×C[0,T ]. Then the system of equations (3.4)

and (3.5) we can be rewritten into the operator equation form as

κ = Φ(κ)

where Φ(κ)≡ {φ1,φ2} and

φ1(κ) =
∞

∑
n=1

[

z0n exp(−Knτ)+
∫ τ

0
Hn(s;Z,k)exp(−Kn(τ − s))ds

]

yn(χ),

and

φ2(κ) =
1

m(τ)

[

m′(τ)−hint(τ)

+
√

2
∞

∑
n=1

(1− (−1)n)Kn

µn

{

z0n exp(−Knτ)+
∫ t

0
Hn(s;Z,k)exp(−Kn(τ − s))ds

}

]

.

It is obvious that

Kn = µ4
n β (1−β )R+µ2

n βD > 0, n = 1,2, ....

Thus

exp(−Knτ)≤ 1, and exp(−Kn(τ − s))≤ 1 for 0 ≤ s ≤ τ, 0 ≤ τ ≤ T.

Let us prove that Φ is a contraction operator in two steps by considering these estimates.

I) Firstly prove that Φ is a continuous onto map on ET → ET . It means that we require to prove φ1(κ)∈ BT and φ2(κ)∈C[0,T ]
for an arbitrary element κ(x,τ) = {Z(χ,τ),k(τ)} ∈ ET with Z(χ,τ) ∈ BT , k(τ) ∈C[0,T ] .

Let us verify that

JT (φ1) =

(

∞

∑
n=1

(µ4
n ‖(φ1)n‖C[0,T ])

2

)1/2

<+∞,

where (φ1)n (τ) = RHS(Zn(τ)). In other words let us show that φ1(κ) ∈ BT . Under the assumptions of the Lemma 3.1 and

Theorem 3.2, we obtain

JT (φ1)≤ 2

∥

∥

∥
z
(4)
0

∥

∥

∥

L2[0,1]
+2T

∥

∥hχχχχ

∥

∥

L2[0,1]
+2T ‖k‖C[0,T ] ‖Z‖BT

. (3.6)

Since Z(χ,τ) ∈ BT , and k(τ) ∈ C[0,T ], the norms ‖k‖C[0,T ], ‖Z‖BT
are finite. Therefore, JT (φ1) is also finite. Thus φ1(κ)

belongs to the space BT .

Now let’s demonstrate that φ2(κ) ∈C[0,T ]. From the eq. (3.5), we obtain

‖φ2(κ)‖C[0,T ] ≤
1

α

[

∥

∥m′∥
∥

C[0,T ]
+‖hint‖C[0,T ]

+M

(

∥

∥

∥
z
(4)
0

∥

∥

∥

L2[0,1]
+T

∥

∥hχχχχ

∥

∥

L2[0,1]
+T ‖k‖C[0,T ] ‖Z‖BT

)]

(3.7)

where min
0≤τ≤T

|m(τ)| ≥ α > 0, M = 2
√

2(c1β (1−β )R+ c2βD).

As in the previous part we can conclude that ‖φ2(κ)‖C[0,T ] is bounded. So φ2(κ) ∈C[0,T ].
From the eqs. (3.6) and (3.7), we can obtain

‖Φ(κ)‖ET
≤ L1(T )+L2(T )‖k‖C[0,T ] ‖Z‖BT

,
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where

L1(T ) =

(

2+
M

α

)

∥

∥

∥
z
(4)
0

∥

∥

∥

L2[0,1]
+T

(

2+
M

α

)

∥

∥hχχχχ

∥

∥

L2[0,1]
+

1

α

[

∥

∥m′∥
∥

C[0,T ]
+‖hint‖C[0,T ]

]

,

L2(T ) = T

(

2+
M

α

)

.

Since L2(T ) tends to zero as T → 0, and L1(T ) is a continuous function of T , there exists a sufficiently small T > 0 such that

(L1(T )+1)2
L2(T )< 1.

Let us define a ball A :=
{

κ ∈ ET : ‖κ‖ET
≤ L1(T )+1

}

for the fixed T . Then, for every κ ∈ A, we get

‖Φ(κ)‖ET
≤ L1(T )+L2(T )‖k‖C[0,T ] ‖Z‖BT

≤ L1(T )+L2(T )(L1(T )+1)2 < L1(T )+1.

Thus, Φ is an onto continuous map on ET .

II) This step our aim is to prove that the operator Φ is a contraction mapping operator. Assume that let z1 and z2 be

any two elements of ET . According to the definition of the space ET yields ‖Φ(κ1)−Φ(κ2)‖ET
= ‖φ1(κ1)−φ1(κ2)‖BT

+

‖φ2(κ1)−φ2(κ2)‖C[0,T ]. Here κi =
{

Zi(χ,τ),ki(τ)
}

, i = 1,2. consider the following differences

φ1(κ1)−φ1(κ2) =
∞

∑
n=1

[

∫ τ

0

[

Hn(s;Z1,k1)−Hn(s;Z2,k2)
]

exp(−Kn(τ − s))ds

]

yn(χ),

and

φ2(κ1)−φ2(κ2) =

√
2

m(τ)

∞

∑
n=1

(1− (−1)n)Kn

µn

∫ τ

0

[

Hn(s;Z1,k1)−Hn(s;Z2,k2)
]

exp(−Kn(τ − s))ds.

We can obtain from the last equations

‖φ1(κ1)−φ1(κ2)‖BT
≤ 2T

(

∥

∥Z2
∥

∥

BT

∥

∥k1 − k2
∥

∥

C[0,T ]
+
∥

∥k1
∥

∥

C[0,T ]

∥

∥Z1 −Z2
∥

∥

BT

)

,

and

‖φ2(κ1)−φ2(κ2)‖C[0,T ] ≤
T M

α

(

∥

∥Z2
∥

∥

BT

∥

∥k1 − k2
∥

∥

C[0,T ]
+
∥

∥k1
∥

∥

C[0,T ]

∥

∥Z1 −Z2
∥

∥

BT

)

.

From the these inequalities it follows that

‖Φ(κ1)−Φ(κ2)‖ET
≤ L2(T )C(k1,Z2)‖κ1 −κ2‖ET

,

where L2(T ) = T
(

2+ M
α

)

, and C(k1,Z2) = max
{

∥

∥k1
∥

∥

C[0,T ]
,
∥

∥Z2
∥

∥

BT

}

= L1(T )+1.

Since L1(T )+1 ≤ (L1(T )+1)2 ,

0 < L2(T )C(k1,Z2) = L2(T )(L1(T )+1)≤ L2(T )(L1(T )+1)2 < 1,

i.e. 0 < L2(T )C(k1,Z2)< 1. Therefore, the operator Φ is contraction mapping operator.

Thus we can conclude that the operator Φ is contraction mapping and it is a continuous onto map on ET . Then the solution of

κ = Φ(κ) exists and unique regarding to Banach fixed point theorem.

Example 3.3. Consider the IP (1.2)-(1.5) with unknown smooth k(τ) and inputs:

z0(χ) = sin(πχ), m(τ) =
2

π
eτ , h(χ,τ) =

[(

1+π4β (1−β )R+π2βD
)

eτ −1
]

sin(πχ).

These inputs satisfy the conditions of the Lemma 2.2 and Lemma 3.1, i.e.

z0(χ) ∈C3 [0,1] , z
(4)
0 (χ) ∈ L2 [0,1] , z0(0) = z0(1) = z′′0(0) = z′′0(1) = 0,

h(χ,τ) ∈C3,0(ΠT ), hχχχχ(·,τ) ∈ L2 [0,1] , h(0,τ) = h(1,τ) = hχχ(0,τ) = hχχ(1,τ) = 0,

and

m(τ) ∈C1 [0,T ] ,m(τ) 6= 0 for all τ ∈ [0,T ] and

∫ 1

0
z0(χ)dχ = m(0) =

2

π
.

According to the Theorem 3.2, the solution of the inverse problem (1.2)-(1.5) exists and unique and the solution is

{Z(χ,τ),k(τ)}=
{

eτ sin(πχ),e−τ
}

.
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4. Conclusion

The manuscript studies the IP of obtaining the solely time-dependent zero-order coefficient in a linear Bi-flux diffusion

equation from an extra integral observation. The theorem of existence and uniqueness of the solution of the IP is proved for an

adequately small time interval by applying the contraction mapping principle. This work is new and has never been studied

theoretical or numerical before. The numerical method of the IP will be considered with a suitable scheme as a future work.
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Abstract

A simplicial commutative algebra with Moore complex of length 1 gives a crossed module

structure over commutative algebras. In this study, we will give 2-dimensional version of

this result by giving hypercrossed complex pairings for a bisimplicial algebra and its Moore

bicomplex. We give a detailed calculation in low dimensions for these pairings to see their

role in the structures of crossed squares and bisimplicial algebras. In this context, we prove

that if the Moore bicomplex of a bisimplicial commutative algebra is of length 1, then it

gives a crossed square structure over commutative algebras.

1. Introduction

The category of simplicial groups with Moore complex of length 1 is equivalent to the category of Whitehead’s crossed

modules [6]. This structure can be considered as an algebraic model for homotopy connected 2-types. Conduché [2] has proven

2-dimensional version of this result by giving the definition of a crossed module of length 2. He proved that the category of

such objects are equivalent to the category of simplicial groups with Moore complex of length 2. The structure of a crossed

square has been introduced by Guin-Walery and Loday [4]. This structure is a model for homotopy connected 3-types. The

commutative algebra version of crossed modules has been defined by Porter in [11]. On the other hand crossed squares of

commutative algebras has been investigated by Ellis [5]. Conduché also, [3], gave the close relationships among bisimplicial

groups with crossed squares for the version of groups, and he proved that Loday’s mapping cone complex of a crossed square

gives a 2-crossed module.

Carrasco and Cegarra, [10], give a general version of the Dold-Kan theorem for the equivalence between simplicial groups and

non-Abelian chain complexes. Porter in [12] has proven the equivalence between the category of n-types of simplicial groups

and the category of crossed n-cubes. In [9], Gürmen-Alansal and Ulualan generalised these pairings for the Moore bicomplex

in bisimplicial groups. It can be seen the role of these pairings for the relations among bisimplicial groups and crossed squares.

Arvasi and Porter [13], using the Carrasco and Cegarra pairing operators for a Moore complex in a simplicial (commutative)

algebra, and they have defined the functions Cα,β functions, and as an application, they proved that the category of 2-crossed

modules of commutative algebras introduced by Grandjeán and Vale in [1] is equivalent to that of simplicial commutative

algebras with Moore complex of length 2. Of course, this is the commutative algebra version of Conduché’s result [2].

Our first aim in this work is to define the functions Cα,β for 2-dimensional simplicial algebras (or bisimplicial algebras) and

second aim is to give the relationship between crossed squares and bisimplicial algebras by use of the functions Cα,β .

2. Preliminaries

The simplicial set analogue has been studied in [8, 7, 13]. We give the following statements from [13]. Define the set P(n)
consisting of the pairs of elements in the form (α,β ) from S(n) with α ∩ β = /0 and β < α where α = (ir, . . . , i1), β =

Email addresses and ORCID numbers: ozgun.gurmen@dpu.edu.tr, 0000-0003-2851-986X (Ö. Gürmen Alansal), e.ulualan@dpu.edu.tr, 0000-
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https://orcid.org/0000-0002-4823-8267
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( js, . . . , j1) ∈ S(n). The k-linear morphisms are,

{Cα,β : NEn−#α ⊗NEn−#β → NEn|(α,β ) ∈ P(n), 0 ≤ n}

given by composing:

Cα,β (xα ⊗ yβ ) = pµ(sα ⊗ sβ )(xα ⊗ yβ )

= p(sα(xα)sβ (xβ ))

= (1− sn−1dn−1) . . .(1− s0d0)(sα(xα)sβ (xβ ))

where

sα = sir . . .si1 : NEn−#α → En, sβ = s js . . .s j1 : NEn−#β → En,

p : En → NEn is given as composite projections p = pn−1 . . . p0 with

p j = 1− s jd j for j = 0,1, . . . ,n−1

and µ : En ⊗En → En denotes multiplication.

Arvasi and Porter in [13] studied the truncated simplicial algebras and their properties. By using Cα,β functions they then

proved the following result:

Proposition 2.1. Suppose that E is a simplicial algebra. We denote its Moore complex by NE. Then

NE2/∂3(NE3 ∩D3)
∂2 // NE1

∂1 // NE0

is a 2-crossed module of algebras with the Peiffer lifting map

{−,−} : NE1 ⊗NE1 −→ NE2/∂3(NE3 ∩D3)

given by (x⊗ y) 7→ {x,y}=C(0)(1)(x⊗ y)+∂3(NE3 ∩D3) = s1(x)(s1y− s0y)+∂3(NE3 ∩D3) for all x,y ∈ NE1.

3. Hypercrossed Complex Pairings for Bisimplicial Algebras

In this section, we define the Cα,β functions in Moore bicomplex of a bisimplicial algebra. Let ∆ be the category whose

objects are the ordered sets [n = {0 < 1 < 2 · · ·< n}] and whose morphisms are non decreasing maps between them. Suppose

∆×∆ is the product category. Its objects are the pairs ([p], [q]), the morphisms are the pairs of increasing maps. The functor

E.,. : (∆×∆)op → Alg can be considered as a bisimplicial algebra. Therefore, E.,. is equivalent to giving for each (p,q) an

algebra Ep,q and morphisms:

dh(pq)

i : Ep,q → Ep−1,q; sh(pq)

i : Ep,q → Ep+1,q, p ≥ i ≥ 0

dv(pq)

j : Ep,q → Ep,q−1; sv(pq)

j : Ep,q → Ep,q+1, q ≥ j ≥ 0

where the maps dv(pq)

j ,sv(pq)

j commute with dh(pq)

i ,sh(pq)

i and that the homomorphisms dv(pq)

j ,sv(pq)

j respectively for dh(pq)

i ,sh(pq)

i .
These maps satisfy the simplicial identities.

We consider of dv(pq)

j ,sv(pq)

j as the vertical operators and dh(pq)

i ,sh(pq)

i as the horizontal operators. If E.,. is a bisimplicial algebra,

an element of Ep,q can be thought as a product of a p-simplex and a q-simplex. Let BiSimpAlg be the category whose

objects are bisimplicial algebras given by the functors E.,. : (∆×∆)op → Alg and whose morphisms are natural transformations

between the functors E.,. and E ′
.,..

The Moore bicomplex for a bisimplicial algebra is

NEn,m =

(n−1,m−1)
⋂

(i, j)=(0,0)

Kerdh(nm)

i ∩Kerdv(nm)

j

with the boundary homomorphisms

∂ h(nm)

i : NEn,m −→ NEn−1,m

and

∂ v(nm)

j : NEn,m −→ NEn,m−1

obtained by the maps dh(nm)

i and dv(nm)

j where 0 6 j 6 m, 0 6 i 6 n, n,m 6= 0.

We can denote this Moore bicomplex by Figure 3.1.
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�� ��
· · ·

... // NE1,2
∂ h(12)

1

... //

∂ v(12)
2

��

NE0,2

∂ v(02)
2

��
· · · // NE1,1

∂ v(11)
1

��

∂ h(11)
1

// NE0,1

∂ v(01)
1

��
· · · // NE1,0

∂ h(10)
1

// NE0,0.

Figure 3.1: Moore bicomplex

Now, we give the functions Cα,β for bisimplicial algebras.

Given k = (n,m) ∈N×N. Let S (k) = S (n)×S (m) with the partial product order. Take α,β ∈ S (k) where α = (α1,α2) , β =
(β1,β2) for α1,β1 ∈ S (n) and α2,β2 ∈ S (m). The 2-dimensional case of the Cα,β functions given for any simplicial algebra

[13] can be obtained as follows. We will need that the Pairings

{

Cα,β : NEk−#α ×NEk−#β −→ NEk | α 6= β , α,β ∈ S (k)
}

are obtained by creating of the maps given in the diagram

NEn−#α1,m−#α2
⊗NEn−#β1,m−#β2

(sα⊗sβ )

��

Cα,β
// NEn,m

En,m ⊗En,m µ
// En,m

p

OO

Figure 3.2: Construction of Cα,β

where sα : sh
α1

sv
α2
, and where sh

α1
= sh

ir
· · ·sh

i1
for α1 = (ir, · · · , i1) ∈ S(n), similarly sβ : sh

β1
sv

β2
, and where sh

β1
= sh

js
· · ·sh

j1
for

β1 = ( js, · · · , j1) ∈ S(n). We can define the maps similarly sv
α2
,sv

β2
in S(m). Note that s

(h,v)
/0 = id is the identity map. By the

composing the projections given below, the map p is defined as

p =
(

ph
n−1...p

h
0

)

(

pv
m−1...p

v
0

)

(3.1)

where p
(h,v)
j (x) = x− s

(h,v)
j d

(h,v)
j (x) , and µ is given by the multiplication.

Thus for α = (α1,α2),β = (β1,β2) ∈ S(n)×S(m), it is obtained from the Figure 3.2 by composing the maps that

Cα,β (x⊗ y) = pµ(sα ⊗ sβ )(x⊗ y)

= pµ(sh
α1

sv
α2
(x)⊗ sh

β1
sv

β2
(y))

= p
(

sh
α1

sv
α2
(x) · sh

β1
sv

β2
(y)

)

for x ∈ NEn−#α1,m−#α2
and y ∈ NEn−#β1,m−#β2

, where p is given by

p : En,m → NEn,m

a 7→ ph
n−1 . . . ph

1 ph
0 pv

m−1 . . . pv
1 pv

0(a) = (1− sh
n−1dh

n−1) · · ·(1− sh
0dh

0)(1− sv
m−1dv

m−1) · · ·(1− sv
0dv

0)(a)

for all a ∈ En,m. Note that we obtain

Cα,β (x⊗ y) =Cβ ,α(y⊗ x)

for x ∈ NEn−#α1,m−#α2
and y ∈ NEn−#β1,m−#β2

.
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4. Low Dimensions Cases

4.1. The case (n,m) = (0,1) or (1,0).

Take (n,m) = (0,1) or (n,m) = (1,0). Firstly we calculate here Cα,β functions whose codomain NE0,1 or NE1,0. Let

(n,m) = (0,1). So S(n,m) = S(0)×S(1) = {( /0, /0),( /0,(0))}, α = ( /0, /0) and β = ( /0,(0)). Thus the function Cα,β given by

C( /0, /0),( /0,(0)) : NE0,1 ⊗NE0,0 −→ NE0,1

is obtained by

C( /0, /0),( /0,(0))(x⊗ y) = pµ(s
h

/0s
v

/0(x)⊗ s
h

/0s
v

(0)(y)) = p(id(x)s
v

(0)(y))

= xsv(00)

0 (y)− sv(00)

0 dv(01)

0 (xsv(00)

0 (y))

= xsv(00)

0 (y)− sv(00)

0 dv(01)

0 (x).sv(00)

0 (y)

= xsv(00)

0 (y) (∵ x ∈ NE0,1 = kerdv(01)

0 )

for x ∈ NE0,1, y ∈ NE0,0.

Assume that (n,m) = (1,0). After this, we take S(1)× S(0) = {( /0, /0),((0), /0)}. Let α = ( /0, /0) and β = ((0), /0). Then the

function

C( /0, /0),((0), /0) : NE1,0 ⊗NE0,0 −→ NE1,0

is defined as

C( /0, /0),((0), /0)(x⊗ y) = x(sh
0
(00)(y))

for x ∈ NE1,0, y ∈ NE00.

4.2. The case (n,m) = (1,1).

Let (n,m) = (1,1). Define the set

S(1)×S(1) = {( /0, /0), ((0),(0)), ( /0,(0)), ((0), /0)}.

1. For α = ( /0, /0), β = ( /0,(0)), the function Cα,β is from NE1,1 ⊗NE1,0 to NE1,1. The map can be defined by

C( /0, /0),( /0,(0))(x⊗ y) = xsv(10)

0 (y); x ∈ NE1,1, y ∈ NE1,0.

2. For α = ( /0, /0), β = ((0), /0). Then, the function Cα,β is from NE1,1 ⊗NE0,1 to NE1,1. The map can be calculated by

C( /0, /0),((0), /0)(x⊗ y) = xsh(01)

0 (y); x ∈ NE1,1, y ∈ NE0,1.

3. For α = ( /0, /0), β = ((0),(0)), the map C( /0, /0),((0),(0)) : NE1,1 ⊗NE0,0 → NE1,1 is given by

C( /0, /0),((0),(0))(x⊗ y) = x(sv(00)

0 sh(01)

0 (y)); x ∈ NE1,1, y ∈ NE0,0.

4. Take α = ((0), /0) and β = ( /0,(0)). Then the map

C((0), /0),( /0,(0)) : NE0,1 ⊗NE1,0 → NE1,1

can be calculated for any x ∈ NE0,1, y ∈ NE1,0 as

C((0), /0)( /0,(0))(x⊗ y) = pµ(sα ⊗ sβ )(x⊗ y)

= ph
0 pv

0(s
h(01)

0 (x)sv(10)

0 (y))

= ph
0

(

sh(01)

0 (x)sv(10)

0 (y)− sv(10)

0 dv(11)

0 (sh(01)

0 (x)sv(10)

0 (y))
)

= ph
0

(

sh(01)

0 (x)sv(10)

0 (y)− sv(10)

0 sh(00)

0 dv(01)

0 (x)sv(10)

0 (y)
)

= ph
0

(

sh(01)

0 (x)sv(10)

0 (y)
)

(∵ x ∈ kerdv(01)

0 )

=
(

sh(01)

0 (x)sv(10)

0 (y)− sh(01)

0 dh(11)

0 (sh(01)

0 (x)sv(10)

0 (y))
)

=
(

sh(01)

0 (x)sv(10)

0 (y)− sh(01)

0 (x)sh(01)

0 dh(11)

0 sv(10)

0 (y)
)

(∵ dh(11)

0 sh(01)

0 = id)

=
(

sh(01)

0 (x)sv(10)

0 (y)− sh(01)

0 (x)sh(01)

0 sv(00)

0 dh(10)

0 (y)
)

(∵ dh(11)

0 sv(10)

0 = sv(00)

0 dh(10)

0 )

=
(

sh(01)

0 (x)sv(10)

0 (y)
)

. (∵ y ∈ kerdh(10)

0 = NE1,0)
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5. For α = ((0), /0) and β = ((0),(0)). Then the map

C((0), /0),((0),(0)) : NE0,1 ⊗NE0,0 → NE1,1

can be given for any x ∈ NE0,1, y ∈ NE0,0 as

C((0), /0),((0),(0))(x⊗ y) = pµ(sα ⊗ sβ )(x⊗ y)

= ph
0 pv

0(s
h(01)

0 (x)sh(01)

0 sv(00)

0 (y))

= ph
0

(

sh(01)

0 (x)sh(01)

0 sv(00)

0 (y)− sv(10)

0 dv(11)

0 (sh(01)

0 (x)sh(01)

0 sv(00)

0 (y))
)

= ph
0

(

sh(01)

0 (x)sh(01)

0 sv(00)

0 (y)− sv(10)

0 dv(11)

0 sh(01)

0 (x)sv(10)

0 dv(11)

0 sh(01)

0 sv(00)

0 (y)
)

= ph
0

(

sh(01)

0 (x)sh(01)

0 sv(00)

0 (y)
)

(∵ x ∈ kerdv(01)

0 )

=
(

sh(01)

0 (x)sh(01)

0 sv(00)

0 (y)− sh(01)

0 dh(11)

0 (sh(01)

0 (x)sh(01)

0 sv(00)

0 (y))
)

=
(

sh(01)

0 (x)sh(01)

0 sv(00)

0 (y)− sh(01)

0 (x)sh(01)

0 sv(00)

0 (y)
)

(∵ dh(11)

0 sh(01)

0 = id)

= 0.

6. For α = ( /0,(0)) and β = ((0),(0)), the map

C( /0,(0)),((0),(0)) : NE1,0 ⊗NE0,0 → NE1,1

is the zero map as given in the previous step.

4.3. The case (n,m) = (0,2) or (2,0) and crossed modules

In this section, by considering (n,m)= (2,0) and (0,2), we can compute the possible non zero operators with codomain NE2,0,
NE0,2 respectively. We give an application of these operators to the crossed modules.

For (n,m) = (2,0). From the set

S(2)×S(0) = {((0), /0), ( /0, /0), ((1), /0), ((1,0), /0)},

we can choose α = ((1), /0), β = ((0), /0). Then Cα,β is a map from NE1,0 ⊗NE1,0 to NE2,0. This map can be given by for

y,y′ ∈ NE1,0

C((1), /0),((0), /0)(y⊗ y′) = pµ(sα ⊗ sβ )(y⊗ y′)

= ph
1 ph

0(s
h(10)

1 (y)sh(10)

0 (y′))

= sh(10)

1 (y)(sh(10)

0 (y′)− sh(10)

1 (y′)) ∈ NE2,0.

We have similarly

∂ h(20)

2 (C((1), /0),((0), /0)(y⊗ y′)) = ∂ h(20)

2 (sh(10)

1 (y)(sh(10)

0 (y′)− sh(10)

1 (y′)))

= ysh(00)

0 dh(10)

1 (y′)− yy′ ∈ NE1,0.

Now suppose (n,m) = (0,2). From the set

S(0)×S(2) = {( /0, /0),( /0,(0)),( /0,(1)),( /0,(1,0))},

we can find the functions Cα,β with codomain NE0,2. In this case, the only non zero operator Cα,β can be calculated by

choosing α = ( /0,(1)) and β = ( /0,(0)). Therefore, this is a map from NE0,1 ⊗NE0,1 to NE0,2. For x,x′ ∈ NE0,1, we obtain

C( /0,(1)),( /0,(0))(x⊗ x′) = pµ(sα ⊗ sβ )(x⊗ x′)

= pv
1 pv

0(s
v(01)

1 (x)sv(01)

0 (x′))

= sv(01)

1 (x)(sv(01)

0 (x′)− sv(01)

1 (x′)) ∈ NE0,2.

We have also

∂ v(02)

2 (C( /0,(1)),( /0,(0))(x⊗ x′)) = ∂ v(02)

2 (sv(01)

1 (x)(sv(01)

0 (x′)− sv(01)

1 (x′)))

= xsv(00)

0 dv(01)

1 (x′)− xx′ ∈ NE0,1.
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Proposition 4.1. Assume that E∗,∗ is a bisimplicial algebra. Consider its Moore bicomplex NE∗,∗. For p + q > 2, if

NEp,q = {0}, then the map

∂ : NE0,1 ×NE1,0 −→ NE0,0

given by

∂ (x,y) = dv(01)

1 (x)+dh(10)

1 (y)

for x ∈ NE0,1, y ∈ NE1,0 is a crossed module of commutative algebras. In particular, the maps dv(01)

1 and dh(10)

1 are crossed

modules.

Proof. The action of t ∈ NE0,0 on (x,y) ∈ NE0,1 ×NE1,0 is given by

t · (x,y) =
(

(sv(00)

0 t)x,(sh(00)

0 t)y
)

.

For this action we get

∂ (t · (x,y)) = ∂
(

(sv(00)

0 t)x,(sh(00)

0 t)y
)

= dv(01)

1 ((sv(00)

0 t)x+dh(10)

1 (sh(00)

0 t)y)

= t(dv(01)

1 (x)+dh(10)

1 (y))

= t∂ (x,y)

and this is the first axiom of the crossed module.

Now for (x,y),(x′,y′) ∈ NE0,1 ×NE1,0, we obtain

∂ (x,y) · (x′,y′) =
(

sv(00)

0 (dv(01)

1 (x)+dh(10)

1 (y))x′,sh(00)

0 (dv(01)

1 (x)+dh(10)

1 (y))y′
)

=
(

sv(00)

0 dv(01)

1 (x)x′+ sv(00)

0 dh(10)

1 (y)x′,sh(00)

0 dv(01)

1 (x)y′+ sh(00)

0 dh(10)

1 (y)y′
)

= (sv(00)

0 dv(01)

1 (x)x′+dh(11)

1 sv(10)

0 (y)x′,dv(11)

1 sh(01)

0 (x)y′+ sh(00)

0 dh(10)

1 (y)y′)

(∵ sv(00)

0 dh(10)

1 = dh(11)

1 sv(10)

0 ,sh(00)

0 dv(01)

1 = dv(11)

1 sh(01)

0 )

= (sv(00)

0 dv(01)

1 (x)x′,sh(00)

0 dh(10)

1 (y)y′) (∵ sh(01)

0 (x),sv(10)

0 (y) ∈ NE1,1 = {0}).

Since NE0,2 = {0}, we obtain for x,x′ ∈ NE0,1

∂ v(02)

2 (C( /0,(1)),( /0,(0))(x
′⊗ x)) = x′sv(00)

0 dv(01)

1 (x)− x′x = 0

and therefore,

sv(00)

0 dv(01)

1 (x)x′ = xx′.

Similarly, since NE2,0 = {0}, we obtain for y,y′ ∈ NE1,0

∂ h(20)

2 (C((1), /0),((0), /0)(y
′⊗ y)) = y′sh(00)

0 dh(10)

1 (y)− y′y = 0

and therefore,

sh(00)

0 dh(10)

1 (y)y′ = yy′.

Thus, we have

∂ (x,y) · (x′,y′) = (xx′,yy′)

= (x,y)(x′,y′)

and this is the second axiom of crossed module.

5. Crossed squares and Bisimplicial Algebras

If we take (n,m)= (2,1) and (1,2), we will define the possible non zero operators Cα,β whose codomain NE1,2 and NE2,1

respectively. We give an application of these operators to the crossed squares.

Assume now that (n,m) = (2,1). We think the set S(2)×S(1). We can choose appropriate pairs α,β from the set S(2)×S(1),
we can compute similarly all the non zero maps with codomain NE2,1. To get these maps, we take the possible α,β as follows.

1. α = ((1), /0), β = ((0), /0)
2. α = ((1), /0), β = ( /0,(0))
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3. α = ((0), /0), β = ( /0,(0))
4. α = ((1),(0)), β = ((0), /0)
5. α = ((0),(0)), β = ((1), /0).

For (α,β ), the necessary Cα,β functions can be given as follows:

1. Take α = ((1), /0) and β = ((0), /0), we have that the oparetor

C((1), /0),((0), /0) : NE1,1 ⊗NE1,1 −→ NE2,1.

This operator can be given by

C((1), /0),((0), /0)(x⊗ y) = sh(11)

1 (x)(sh(11)

0 (y)− sh(11)

1 (y)) ∈ NE2,1

for x,y ∈ NE1,1.

2. For α = ((1), /0),β = ( /0,(0)), we get the operator

C((1), /0),( /0,(0)) : NE1,1 ⊗NE2,0 −→ NE2,1

defined by

C((1), /0),( /0,(0))(x⊗ t) = sh(11)

1 (x)sv(02)

0 (t) ∈ NE2,1

for x ∈ NE1,1 and t ∈ NE2,0.

3. For α = ((0), /0),β = ( /0,(0)), we get the operator

C((0), /0),( /0,(0)) : NE1,1 ⊗NE2,0 −→ NE2,1

given by

C((0), /0),( /0,(0))(x⊗ t) = sh(11)

0 (x)sv(02)

0 (t) ∈ NE2,1

for x ∈ NE1,1, t ∈ NE2,0.

4. For α = ((1),(0)),β = ((0), /0), we get the following operator

C((1),(0)),((0), /0) : NE1,0 ⊗NE1,1 −→ NE2,1.

It is given by

C((1),(0)),((0), /0)(x⊗ y) = sh(11)

1 sv(10)

0 (x)sh(11)

0 (y) ∈ NE2,1

for x ∈ NE1,0, y ∈ NE1,1.

5. For α = ((0),(0)),β = ((1), /0), we obtain the following operator

C((0),(0)),((1), /0) : NE1,0 ⊗NE1,1 −→ NE2,1.

This can be defined as

C((0),(0)),((1), /0)(x⊗ y) = sh(11)

0 sv(10)

0 (x)sh(11)

1 (y) ∈ NE2,1

for x ∈ NE1,0, y ∈ NE1,1.

For (n,m) = (1,2), we set

S(1)×S(2) = {( /0, /0),((0),(0)),( /0,(0)),( /0,(1)),((0),(1,0)),( /0,(1,0)),((0), /0),((0),(1))}.

In the following calculations, if we take the appropriate pairs α,β from the set S(1)×S(2), we will give all the non zero maps

for NE1,2. To get these maps, we can choose the possible α,β from the set S(1)×S(2) as follows

1. α = ( /0,(1)), β = ( /0,(0))
2. α = ( /0,(1)), β = ((0), /0)
3. α = ( /0,(0)), β = ((0), /0)
4. α = ((0),(1)), β = ( /0,(0))
5. α = ((0),(0)), β = ( /0,(1)).

Now we compute the functions Cα,β for these pairings (α,β ).

1. For α = ( /0,(1)) and β = ( /0,(0)), we obtain the operator

C( /0,(1)),( /0,(0)) : NE1,1 ⊗NE1,1 −→ NE1,2.

This operator can be calculated by

C( /0,(1)),( /0,(0))(x⊗ y) = sv(11)

1 (x)(sv(11)

0 (y)− sv(11)

1 (y)) ∈ NE1,2

for x,y ∈ NE1,1.
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2. For α = ( /0,(1)),β = ((0), /0), we obtain the operator

C( /0,(1)),((0), /0) : NE1,1 ⊗NE0,2 −→ NE1,2

given by

C( /0,(1)),((0), /0)(x⊗ t) = sv(11)

1 (x)sh(02)

0 (t) ∈ NE1,2

for x ∈ NE1,1 and t ∈ NE0,2.

3. For α = ( /0,(0)),β = ((0), /0), we have the following operator

C( /0,(0)),((0), /0) : NE1,1 ⊗NE0,2 −→ NE1,2

given by

C( /0,(0)),((0), /0)(x⊗ t) = sv(11)

0 (x)sh(02)

0 (t) ∈ NE1,2

for x ∈ NE1,1 and t ∈ NE0,2.

4. For α = ((0),(1)),β = ( /0,(0)), we get the following operator

C((0),(1)),( /0,(0)) : NE0,1 ⊗NE1,1 −→ NE1,2

given by

C((0),(1)),( /0,(0))(x⊗ y) = sh(02)

0 sv(01)

1 (x)sv(11)

0 (y) ∈ NE1,2

for x ∈ NE0,1, y ∈ NE1,1.

5. For α = ((0),(0)) and β = ( /0,(1)), we get the following operator

C((0),(0)),( /0,(1)) : NE0,1 ⊗NE1,1 −→ NE1,2

given by

C((0),(0)),( /0,(1))(x⊗ y) = sh(02)

0 sv(01)

0 (x)sv(11)

1 (y) ∈ NE1,2

for x ∈ NE0,1 and y ∈ NE1,1.

Thus, we can give the following result.

Proposition 5.1. Let E∗,∗ be a bisimplicial algebra with Moore bicomplex NE∗,∗. If for p > 2 or q > 2, NEp,q = {0}, then,

Figure 5.1

NE1,1

∂ h(11)
1 //

∂ v(11)
1

��

NE0,1

∂ v(01)
1

��
NE1,0

∂ h(10)
1

// NE0,0

Figure 5.1: Crossed square of Moore bicomplex

is a crossed square together with the h-map

h : NE0,1 ×NE1,0 −→ NE1,1

given by

h(x,y) =C((0), /0),( /0,(0))(x⊗ y) = sh(01)

0 (x)sv(10)

0 (y)

for all x ∈ NE0,1 and y ∈ NE1,0, where ((0), /0),( /0,(0)) ∈ S(1)× S(1). (This result is the commutative algebra version of

Conduché’s result given in [3].)

Proof. Our purpose is to see the role of the functions Cα,β in the structure.

Since NE1,2 = NE2,0 = NE0,2 = NE2,1 = {0}, the maps ∂ h(10)

1 ,∂ v(01)

1 ,∂ h(11)

1 and ∂ v(11)

1 are crossed modules.

An action of x ∈ NE1,0 on y ∈ NE0,1 is given by x · y = y · x = sv(00)

0 dh(10)

1 (x)y, similarly, the action of a ∈ NE0,1 on b ∈ NE1,0 is

given by a ·b = sh(00)

0 dv(01)

1 (a)b.
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For y ∈ N0,1 and x ∈ NE1,0, we obtain

∂ h(11)

1 h(y,x) = ∂ h(11)

1 (sh(01)

0 (y)sv(10)

0 (x))

= y∂ h(11)

1 sv(10)

0 (x)

= ysv(00)

0 dh(10)

1 (x)

= y · x.

We obtain similarly for a ∈ NE0,1 and b ∈ NE1,0

∂ v(11)

1 h(a,b) = ∂ v(11)

1 (sh(01)

0 (a)sv(10)

0 (b))

= ∂ v(11)

1 sh(01)

0 (a)bx

= sh(00)

0 dv(01)

1 (a)b

= a ·b.

Now we show that h(x,∂ v(11)

1 c) = x · c for x ∈ NE0,1 and c ∈ NE1,1. For sh(01)

0 (x),c ∈ NE1,1, we obtain

dv(12)

2 C( /0,(1)),( /0,(0))(s
h(01)

0 (x)⊗ c) = dv(12)

2

(

(sv(11)

1 (sh(01)

0 (x)))sv(11)

0 (c)− sv(11)

1 (c)
)

∈ dv(12)

2 (NE1,2)

= sh(01)

0 (x)(sv(10)

0 dv(11)

1 (c)− c)

= sh(01)

0 (x)sv(10)

0 dv(11)

1 (c)− sh(01)

0 (x)c = 0. (∵ NE1,2 = 0)

Thus, we have for x ∈ NE0,1 and c ∈ NE1,1,

h(x,∂ v(11)

1 c) = sh(01)

0 (x)sv(10)

0 dv(11)

1 (c)

= sh(01)

0 (x)c (∵ NE1,2 = 0)

= x · c.

For a ∈ NE1,1 and y ∈ NE1,0, we obtain

h(∂ h(11)

1 (a),y) = sh(01)

0 dh(11)

1 (a)sv(10)

0 (y).

For sv(10)

0 (y),a ∈ NE1,1, we obtain

dh(21)

2

(

C((1), /0),((0), /0)(a⊗ sv(10)

0 (y))
)

= dh(21)

2

(

(sh(11)

1 sv(10)

0 (y))(sh(11)

0 (a)− sh(11)

1 (a))
)

∈ dh(21)

2 (NE2,1)

= sv(10)

0 (y)(sh(01)

0 dh(11)

1 (a)−a)

= sv(10)

0 (y)sh(01)

0 dh(11)

1 (a)− sv(10)

0 (y)a = 0. (∵ NE2,1 = 0)

Thus, we have

h(∂ h(11)

1 (a),y) = sh(01)

0 dh(11)

1 (a)sv(10)

0 (y)

= asv(10)

0 (y)

= a · y.

We leave other crossed square axioms to the reader.

Arvasi, in [14], proved that Loday’s mapping cone complex

K
(−γ ,γ ′) // L⋊M

µ+µ ′
// R

of the crossed square for commutative algebras in the Figure 5.2
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K

γ ′

��

γ // L

µ

��
M

µ ′
// R

Figure 5.2: Crossed square

gives a 2-crossed module analogously to that given by Conduché in the group case [3].

Thus, we obtain the following result.

Let E∗,∗ be a bisimplicial algebra with Moore bicomplex NE∗,∗. If for p > 2 or q > 2, NEp,q = {0}, then

NE1,1

(−∂ h(11)
1 ,∂ v(11)

1 )
// NE0,1 ×NE1,0

∂ v(01)
1 +∂ h(10)

1 // NE0,0

is a 2-crossed module together with Peiffer lifting map

{−,−} : (NE0,1 ×NE1,0)⊗ (NE0,1 ×NE1,0)−→ NE1,1

given by

{(x,y),(x′,y′)}=C((0), /0),( /0,(0))(x⊗ yy′) = sh(01)

0 (x)sv(10)

0 (yy′)

for all x,x′ ∈ NE0,1 and y,y′ ∈ NE1,0, where ((0), /0),( /0,(0)) ∈ S(1)×S(1).

6. Conclusion

In this paper, we give the hypercrossed complex pairings for a Moore bicomplex of a bisimplicial algebra and we calculate in

dimension 2 explicitly these pairings in the Moore bicomplex to see what the importance of these relations in the structures,

for example crossed squares and 2-crossed modules. This idea can be extended to Lie algebra case. Defining these operators

for bisimplicial Lie algebras and using these pairings the connection between bisimplicial Lie algebras and crossed squares

over Lie algebras can be obtained similarly.
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