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 A Note on The Maximum Circle Inverses of Lines in The Maximum Plane  

Süheyla Ekmekçi 1  

Keywords:  

Image of the line under 

inversion ,  

Inversion in maximum 

circle,  

Maximum distance. 

Abstract − In this study, the images of lines under inversion in maximum circle are analytically 

examined. It is observed that the image of line not passing through the center of the inversion is not a 

maximum circle, but the closed curve containing at least one parabola arc. Some properties regarding 

the images of lines are introduced. Then, the images of line segments are examined according to the 

positions of their end points. In addition, it is seen that the inversion in maximum circle transforms the 

pencil of parallel lines (except line passing the center) to the set of the closed curves passing the center 

of inversion. Also, the images of the concurrent lines under inversion with respect to a maximum circle 

are considered and the results are presented. 

Subject Classification (2020): 51B20; 51F99; 51K99. 

 

1. Introduction and Preliminaries  
 

In the real plane and space, the distance between two points is measured in various ways using different 

distance functions. The most well-known distance functions include the Euclidean distance, the 

maximum distance, the taxicab distance. The analytical planes equipped with these distance functions 

are the non-Euclidean geometries. There have been many studies that contributed to the literature in 

non-Euclidean planes and spaces, [1-4,6,12,21]. Maximum distance, also known as the Chebyshev 

distance or 𝐿∞-distance (the limit of the 𝐿𝑝-distances when 𝑝 → ∞), is a way of measuring the distance 

between any two points. In analytical plane, the maximum distance between two points 𝐴1 = (𝑥1, 𝑦1) 

and 𝐴2 = (𝑥2, 𝑦2) is given by 𝑑𝑀(𝐴1, 𝐴2) = max{|𝑥1 − 𝑦1|, |𝑥2 − 𝑦2|}. Its simple formula and intuitive 

interpretation make it a useful tool in computer science and engineering applications, especially when 

dealing with problems that involve movement in a grid or lattice. 

 
Inversion in a circle is a geometric transformation such that a point in analytical plane invert another 

point. Apollonoius of Perga introduced the inversion in circle in his work with the title “Plane Loci”. In 

the 1830s, Steiner studied the inversion in circle, systematically. Many researchers have studied the 

inversions in circle and contributed to them development since then, [7]. Moreover, inversion maps in 

an elipse, a sphere, an ellipsoid, parallel lines, central cones, star shape sets were defined and 

introduced, [8],[11],[18-20]. Besides, inversions with respect to a circle and a sphere in some non-

Euclidean geometries such as the taxicab geometry, the Chinese Checkers geometry, the maximum 
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geometry were defined and their basic properties were given, [5], [9], [10], [14-17], [22]. In this article, 

the images of lines under inversion in maximum circle have been analytically examined. It has been 

observed that the image of line not passing through the center of the inversion is not a maximum circle, 

but the closed curve. Properties regarding their images as the position of lines have been introduced. 

Then, the images of line segments have been examined according to the fact that the end points of them 

lie in the regions determined by the separator lines passing through the center of inversion. In addition, 

it has been seen that the inversion in maximum circle transforms the pencil of parallel lines (except line 

passing the center) to the set of the closed curves passing the center of inversion. Furthermore, the 

images of the concurrent lines under inversion with respect to a maximum circle have been examined 

and the results were presented.  

 
In sequel, the some definitions, concepts and theorems required for this study are summarized as the 

following: 

 
Definition 1.1. Let 𝐴1 and 𝐴2 be two points whose coordinates are (𝑥1, 𝑦1) and (𝑥2, 𝑦2) in analytical 

plane, respectively. The maximum distance between these points is 

𝑑𝑀(𝐴1, 𝐴2) = max{|𝑥1 − 𝑦1|, |𝑥2 − 𝑦2|}. 

It is clear by definition 1.1 that the maximum distance between these points is equal to the greatest of 

the lengths of the line segments parallel to the coordinates axes in the right triangle with the hypotenuse 

𝐴1𝐴2. 

 
The maximum plane is the analytical plane endowed with the maximum distance and symbolized by 

ℝ𝐌
𝟐 . The maximum plane closely resembles the Euclidean plane with the exception of its distance 

measurement. While the points and lines of the maximum plane are the same as the Euclidean plane, 

and the angles are measured the same way as the Euclidean plane, the defining characteristic lies in its 

distance function. Krause classified lines depending on their slope as the following definition: 

 
Definition 1.2. Let 𝑚 be the slope of the line 𝑙 in maximum plane. The line 𝑙 is called the steep line, the 

gradual line and the separator line in the cases of | 𝑚 |>1, | 𝑚 |<1 and | 𝑚 |=1, respectively. In the 

special cases that the line 𝑙 is parallel to 𝑥-axis or 𝑦-axis, 𝑙 is named as the horizontal line or the vertical 

line, respectively,[13]. 

 
A circle is a set of points that are equidistant from a given point. Since the maximum distance used to 

measure this equidistance is different from the Euclidean distance, a circle in maximum plane has a 

different shape than in Euclidean geometry. 

 
Definition 1.3. The set of all points on the maximum plane which are the given 𝑟 maximum distance from 

the given point 𝑀 = (𝑚1,𝑚2) is called the maximum circle centered at 𝑀 = (𝑚1,𝑚2) and radius r. 

 
It is seen by definition 1.3 that the maximum circle centered at the point 𝑀 = (𝑚1,𝑚2) and radius r is 

the set 

𝒞 = {(𝑥, 𝑦):max{|𝑥 − 𝑚1|, |𝑦 − 𝑚2| = 𝑟}. 

As particular case, the maximum unit circle is 

𝒞 = {(𝑥, 𝑦):max{|𝑥|, |𝑦| = 1}, 

that is the square. 
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Every Euclidean translation preserves the maximum distance. So, it is an isometry in the maximum 

plane. Reflections in the coordinate axes and the separator lines through the origin and rotations about 

the origin by integer multiples of  
π

2
 are isometries in maximum plane, [21]. 

 

2. The Inversion in the Maximum Circle 
 

Let 𝒞 be the maximum circle centered at the point 𝑂 and radius r in ℝM
2 . The inversion in the maximum 

circle 𝒞 is 

𝐼𝒞: ℝ𝐌
𝟐 \{𝑂} → ℝ𝐌

𝟐 \{𝑂} 

𝑋 → 𝐼𝒞(𝑋) = 𝑋′ 

where the point 𝑋′ is on the ray 𝑂𝑋⃗⃗ ⃗⃗  ⃗ and 𝑑𝑀(𝑂, 𝑋). 𝑑𝑀(𝑂, 𝑋′) = 𝑟2.  𝒞 is called the circle of the maximum 

circle inversion; 𝑂 is called the center of the maximum circle inversion; 𝑟 is called the radius of the 

maximum circle inversion; and the point 𝑋′ is called the maximum circle inverse of the point 𝑋 with 

respect to 𝐼𝒞. For any point 𝑋 different from 𝑂 in the maximum plane, the maximum circle inversion map 

has the property 𝐼𝒞
2(𝑋) = 𝑋. 

 
Theorem 2.1. The maximum circle inversion maps the point (except the inversion center ) inside of the 

maximum inversion circle to the point outside of it, and vice versa, [9,10,22]. 

 
Teorem 2.2. Let 𝒞 be the maximum circle with centered at the point 𝑂 = (0,0)  and radius r. If the points 

𝑃 = (𝑥, 𝑦) and 𝑃′ = (𝑥′ , 𝑦′) are a pair of the maximum circle inverse points by 𝐼𝒞 , then the following 

equality between the coordinates of 𝑃 and 𝑃′ are obtained 

(𝑥′, 𝑦′) =
𝑟2

(𝑚𝑎𝑥{|𝑥|, |𝑦|})2
(𝑥 , 𝑦), 

[9,10,22]. 

 
Corollary 2.3. Let 𝒞 be the maximum circle with centered at the point 𝑂 = (𝑎, 𝑏)  and radius r. For every 

point P different from O, if the points 𝑃 = (𝑥, 𝑦) and 𝑃′ = (𝑥′ , 𝑦′) are a pair of the maximum circle 

inverse points with respect to 𝐼𝒞 , then the following equalities between the coordinates of 𝑃 and 𝑃′ are 

obtained 

𝑥′ = 𝑎 +
𝑟2(𝑥 − 𝑎)

(𝑚𝑎𝑥{|𝑥 − 𝑎|, |𝑦 − 𝑏|})2
 

𝑦′ = 𝑏 +
𝑟2(𝑦 − 𝑏)

(𝑚𝑎𝑥{|𝑥 − 𝑎|, |𝑦 − 𝑏|})2
, 

[9,10,22]. 

 
Since translations are isometries in maximum plane, no generality is lost to take the center of maximum 

circle inversion at origin. Therefore, throughout this study, the center O is the origin unless otherwise 

stated. 

 

2.1.  Images of the Lines Under the Inversion in the Maximum Circle 
 

In this section, the images of the lines under the inversion in the maximum circle are discussed 

analytically and the results are presented. The inversion in a Euclidean circle leaves fixed lines passing 
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through the inversion center, while it tranforms lines not passing through the inversion center to circles 

passing through the inversion center. While similar results are obtained for the image of the line passing 

through the center of the maximum circle inversion, it has been observed that the images of the lines 

not passing through the center have different shapes and properties depending on their positions. These 

properties are given in the following theorems. 

 
Theorem 2.1.1. The inversion in the maximum circle maps the lines passing through the center of 

inversion to themselves, [9, 10, 22]. 

 
Theorem 2.1.2. The inversion in maximum circle maps a line not passing through the center of the 

inversion to the closed curve passing through the center of the maximum inversion. 

 
Proof. Suppose that 𝐼𝒞  and ℓ are the inversion in the maximum circle 𝒞 centered at 𝑂 = (0,0) with the 

radius r and the line with the equation 𝑎𝑥 + 𝑏𝑦 + 𝑐 = 0 where 𝑎, 𝑏, 𝑐 ∈ ℝ and 𝑎2 + 𝑏2 ≠ 0, 𝑐 ≠ 0, 

respectively. 𝐼𝒞 maps the point 𝑋 = (𝑥, 𝑦) on the line ℓ to the maximum inverse point 𝑋′ = (𝑥′, 𝑦′) 

satisfying the equation  

𝑎x′ + 𝑏y′ +
𝑐

r2
(max{|x′|, |y′|})2 = 0. 

This means that the image is the closed curve consisting the union of two parabola arcs with equations 

𝑎𝑥′ + 𝑏𝑦′ +
𝑐

𝑟2
(𝑥′)2 = 0 for |𝑥′| > |𝑦′| and 𝑎𝑥′ + 𝑏𝑦′ +

𝑐

𝑟2
(𝑦′)2 = 0 for |x′| ≤ |y′|. They are not 

maximum pabola arcs. It is seen that the both of arcs pass through 𝑂 and the line 𝑎𝑥′ + 𝑏𝑦′ = 0 is 

tangent to them at 𝑂. Since the directrices of two parabolas have the equations 𝑦 =
(𝑎2+𝑏2)𝑟2

4𝑏𝑐
 and 𝑥 =

(𝑎2+𝑏2)𝑟2

4𝑎𝑐
, parabola arcs are on two orthogonal parabolas whose vertices are T = (λ, λ

𝑚

2
)  and S =

(
𝛽

2𝑚
, 𝛽) where 𝑚 is the slope of ℓ, λ = −

𝑎r2

2c
 and β = −

𝑏r2

2c
, (Fig.1 (a)). In addition, in cases of |𝑚| < 2, 

|𝑚| >
1

2
 and 𝑚 ∈ [−2,−

1

2
] ∪ [

1

2
, 2], only the vertex T , only the vertex S and both vertices lie on the image, 

respectively. If the line ℓ does not intersect 𝒞, 𝑑𝑀(𝑂, 𝑋) > 𝑟 for every point 𝑋 on ℓ.  From Theorem 2.1, 

𝑑𝑀(𝑂, 𝑋′) < 𝑟  where the point 𝑋′ is the maximum circle inverse of the point 𝑋. And, the image of ℓ is in 

interior of 𝒞. Thus, 𝐼𝒞 maps the line ℓ not intersecting the inversion circle to the closed curve not 

intersecting the inversion circle. 

 

In the case of 𝑎 = 0 or 𝑏 = 0, the line ℓ is parallel to the coordinate axis. Suppose that 𝑎 = 0. Then 𝐼𝒞 

maps the point 𝑋 = (𝑥, 𝑦) on the line ℓ to the maximum inverse point 𝑋′ = (𝑥′, 𝑦′) satisfying the equation 

𝑏y′ +
𝑐

r2
(max{|x′|, |y′|})2 = 0. 

This means that the image is the closed curve consisting the union of the line segment and the parabola 

arc. The the parabola arc is on the parabola whose vertex is the point O, whose directrix is the line with 

𝑦 =
𝑏𝑟2

4𝑐
, and whose axis of symmetry is the y- axis. So, it is observed that 𝐼𝒞(ℓ) pass through 𝑂 and the 

x-axis is tangent to 𝐼𝒞(ℓ) at 𝑂. Note that the parabola arc is symmetric about the axis of symmetry. Also, 

it is seen that the line segment in the image 𝐼𝒞(ℓ), the directrix and the line ℓ are parallel, (Fig.1 (b)). If 

the line ℓ  meet 𝒞, then 𝐼𝒞 leaves the intersection points fixed. In special cases for 𝑎 = ±1, 𝑏 = ±1, line ℓ 

is a separator line. 𝐼𝒞 transforms the separator line ℓ with the equation 𝑥 + 𝑦 + 𝑐 = 0 to the closed curve 

with the equation  

𝑥′ + 𝑦′ +
𝑐

𝑟2
(𝑚𝑎𝑥{|𝑥′|, |𝑦′|})2 = 0. 

It states that the image 𝐼𝒞(ℓ) consists of two parabola arcs such that they are on two orthogonal 

parabolas passing through the center of the maximum inversion. Since the reflection in the separator 
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line 𝑦′ = 𝑥′ through the inversion center maps each of the parabola arcs to the other, the image is 

symmetric about the line 𝑦′ = 𝑥′. If the separator line ℓ does not meet the inversion circle, then the image 

is interior of the inversion circle. In the other case, the intersection points are invariant under 𝐼𝒞. 

 
Figure 1. The maximum circle inverse of the line ℓ 

 

Also, the following results are immediately obtained from the proof of the Theorem 2.1.2. 

 

Corollary 2.1.3. The inversion in maximum circle maps a gradual or steep line not passing through the 

center of the inversion to the closed curve having the following properties: 

i) It passes through the center of the maximum inversion,  

ii) It consists of two parabola arcs on two orthogonal parabolas, also it pass through two vertices of 

them when the slope of the given line is in [−2,−
1

2
] ∪ [

1

2
, 2],   

iii) Its tangent at the center of inversion is the line through the center parallel to the given line. 

 
Corollary 2.1.4. The inversion in maximum circle maps a horizontal or vertical line not passing through 

the center of the inversion to the closed curve having the following properties: 

i) It passes through the center of the maximum inversion,  

ii) It consists of the line segment and the parabola arc, 

iii) The coordinate axis parallel to the given line is tangent to it at the center of inversion 

iv) It is symmetric about the coordinate axis perpendicular to the given line, 

v) The line segment in the image, the directrix of the parabola containing the parabola arc and the given 

line are parallel. 

 
Corollary 2.1.5. The inversion in maximum circle maps the seperator line not passing through the center 

of inversion to the closed curve having the following properties: 

i) It passes through the center of the maximum inversion,  

ii) It consists of two parabola arcs on two orthogonal parabolas, 

iii) It is symmetric about the separator line through the center of the maximum inversion, 

iv) The separator line passing through the center of inversion parallel to the given separator line is 

tangent to it. 

 

2.2.  The Line Segments Under the Inversion in the Maximum Circle  
 

Let 𝐴 and 𝐵 be two distinct points in the maximum plane. It will be that the image of the line segment joining 

points 𝐴 and 𝐵 under the inversion in maximum circle is on the image of the line passing through points 𝐴 and 

𝐵. If the completion of the line segment AB passes through the center of maximum circle inversion, then the 

line AB inverts to itself. Therefore, the image 𝐴′𝐵′ lie on the line 𝐴𝐵. If the completion of the line segment AB 

does not pass through the center of maximum circle inversion, then its image is the closed curve passing 

through the inversion center. The inverse points 𝐴′ and 𝐵′ are the intersection points where the rays 𝑂𝐴 and 

𝑂𝐵 meet this curve. The image of the line segment 𝐴𝐵 is the curve segment between points 𝐴′ and 𝐵′ such 
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that it does not include the point O. The image 𝐴′𝐵′ has different shapes depending on the position the points 

𝐴 and 𝐵. The classification of the images can be given by using the regions formed by the separator lines 

through the point 𝑂 as the following: 

 

a) Let the end points of the line segment 𝐴𝐵 be in the same region. If AB is on the line perpendicular to the 

coordinate axis in this region, the image 𝐴′𝐵′ is a line segment. In the remain cases, the image 𝐴′𝐵′ is a parabola 

arc, (Fig.2). 

 
Figure 2. The maximum circle inverse of a line segment when its end points lie on same region. 

 

b) Let the end points of the line segment 𝐴𝐵 be in two different neighboring regions. If AB is on the line 

parallel to the coordinate axes, then the image 𝐴′𝐵′ consists of a line segment parallel to AB and a parabola 

arc. In the other cases, the image 𝐴′𝐵′ consists of two parabola arcs, (Fig.3). 

 
Figure 3. The maximum circle inverse of a line segment when its end points lie on neighboring regions. 

 

c) Let the end points of the line segment 𝐴𝐵 be in two alternate regions. If AB is on the line parallel to the 

coordinate axis, then the image 𝐴′𝐵′ is formed a line segment parallel to AB and two parabola arc. In the other 

cases, the image 𝐴′𝐵′ consists of three parabola arcs, (Fig.4). 

 
Figure 4. The maximum circle inverse of a line segment when its end points lie on alternate regions. 

 

2.3.  Images of Parallel Lines Under the Inversion in the Maximum Circle  
 

In this section, the image of the pencil of all lines parallel to the given line is investigated. Suppose that 𝐼𝒞  and 

ℓ0 are the inversion in the maximum circle 𝒞 with the center 𝑂 = (0,0)  and radius r and the line through 𝑂 

with the equation 𝑎𝑥 + 𝑏𝑦 = 0 where 𝑎2 + 𝑏2 ≠ 0, respectively. The pencil of all lines parallel to the line  

is the set  where  has the line with equation  , . The image of this pencil 

under 𝐼𝒞 is the set of inverses of all lines parallel to the line ℓ0. It is clear from theorem 2.1.2 that the maximum 

circle inversion maps lines in pencil (except ℓ0) to the closed curves through the inversion center 𝑂 such that 
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the line ℓ0 is tangent to them at the inversion center. The set of these closed curves forms the image of the 

pencil under 𝐼𝒞. In the case that 𝑎 ≠ 0 and 𝑏 ≠ 0, it is known from theorem 2.1.2 and corollary 2.1.3 that every 

closed curve in the image of the pencil is the union of two parabola arcs through 𝑂 and tangent to ℓ0 at the 

point 𝑂.  Additionally, each curve in the image is on two orthogonal parabolas where their vertices are on the 

lines y = −
𝑎

2𝑏
𝑥 and y = −

2𝑎

𝑏
𝑥, (Fig 5 (a)). In the case that 𝑎 = 0 or 𝑏 = 0, it is seen from theorem 2.1.2 and 

corollary 2.1.4 that every closed curve in the image of the pencil is the union of a parabola arc and a line 

segment parallel to ℓ0. Also, all curves contain the vertex 𝑂 and are symmetric about the coordinate axis. And, 

the line ℓ0 is tangent to them at the point 𝑂, (Fig 5 (b)).  

 

 
Figure 5. Images of parallel lines under the maximum circle inversion. 

 

 

2.4.  Images of Concurrent Lines Under the Inversion in the Maximum Circle  
 

In this part, it is examined how their images behave when an inversion transform is applied to 

concurrent lines. Concurrent lines are lines that intersect at a point. It is observed that image of 

concurrent lines under the maximum circle inversion can vary depending on lines and the inversion 

circle. Also, it is well known that inversion in a Euclidean circle preserves the angles between 

intersecting lines. By considering inversion in maximum circle, this property is examined as the 

following. 

 
Theorem 2.4.1. The angle between the two intersecting lines is the same as the angle between their 

maximum circle inverses at the center of maximum circle inversion. 

 
Proof. Let θ be the angle between the intersecting lines ℓ1 and ℓ2 at the point 𝑁. Suppose that 𝐼𝒞  is the 

inversion in the maximum circle 𝒞 with the center 𝑂 = (0,0), the radius r. If the lines ℓ1 and ℓ2 pass 

through the inversion center, then the intersection point of ℓ1 and ℓ2 must be N = 𝑂. Since 𝐼𝒞(ℓ1) =  ℓ1 

and 𝐼𝒞(ℓ2) =  ℓ2, angle between the images is θ. In the case that only the line ℓ1 passes through the 

inversion center, then 𝐼𝒞(ℓ1) =  ℓ1 and 𝐼𝒞(ℓ2) is the closed curve whose tangent at the inversion center 

is parallel to ℓ2. So, angle between 𝐼𝒞(ℓ1) and 𝐼𝒞(ℓ2) is θ. If ℓ1 and ℓ2 do not pass through the inversion 

center, then 𝐼𝒞(ℓ1) and 𝐼𝒞(ℓ2) are two closed curves through the inversion center such that tangents of 

𝐼𝒞(ℓ1) and 𝐼𝒞(ℓ2) at the inversion center are parallel to ℓ1 and ℓ2, respectively. Thus, angle between 

𝐼𝒞(ℓ1) and 𝐼𝒞(ℓ2) at the inversion center is θ. 

 

Corollary 2.4.2. The maximum circle inverses of two orthogonal lines are orthogonal at the inversion 

center.  

 

Now, considering the set of concurrent lines. This set is also called the pencil of concurrent lines. The 

properties regarding the image of this pencil under the maximum circle inversion are introduced in the 

following corollary. 
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Corollary 2.4.3. Let 𝑁 be a point in the maximum plane. The maximum circle inverse of the pencil of 

concurrent lines at the point 𝑁 has in the following properties: 

i) If the point 𝑁 is the inversion center, then 𝐼𝒞 leaves the pencil fixed. 

ii) If the point 𝑁 is on the maximum inversion circle, then 𝐼𝒞 maps all lines in the pencil, except the line 

𝑂𝑁, to closed curves passing through point 𝑁 and the inversion center 𝑂, (Fig 6 (a)). 

iii) If the point 𝑁 is not on the maximum inversion circle, then 𝐼𝒞 maps all lines in the pencil, except the 

line ON, to closed curves passing through the inversion center 𝑂 and the inverse 𝑁′of 𝑁, (Fig 6 (b)). 

 
Figure 6. Images of concurrent lines under the maximum circle inversion 

3. Conclusion 

In this study, the focus was on the examination of the images of lines under inversion in a maximum 

circle. Through a detailed analytical analysis, several observations were made. It was found that when a 

line does not pass through the center of inversion, its image does not form a maximum circle but instead 

becomes a closed curve containing at least one parabolic arc. The study also introduced various 

properties related to the images of lines under maximum circle inversion. Furthermore, the 

investigation extended to the examination of line segments and their images, considering the positions 

of their endpoints. This analysis provided valuable insights into how the inversion in a maximum circle 

affects the geometric configuration consisting line segments. Another finding was that the inversion in 

a maximum circle transforms a pencil of parallel lines (excluding the line passing through the center of 

inversion) into a set of closed curves that all pass through the center of inversion. Additionally, it was 

examined the images of concurrent lines under inversion with respect to a maximum circle and results 

were obtained. These findings provide to our understanding of how parallel and concurrent lines are 

affected by inversion. Consequently, it is thought that the results obtained in this study contribute to the 

literature including the subject of inversion in non-Euclidean geometry. 
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 A New Hybrid Block Method via Combined Hermite Polynomials and 

Exponential Functions as Basis Function  
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Abstract − The development and implementation of a hybrid block method of order nine for 

first-order initial value problems (IVPs) of ordinary differential equations (ODEs) that are stiff 

or oscillatory in nature are presented in this paper. The hybrid block method was created using 

continuous collocation and interpolation techniques by combining Hermite polynomials and 

exponential functions as the basis function to produce a continuous implicit linear multistep 

method (LMM). The method’s properties were studied and proven to be consistent, convergent, 

and zero-stable with an A-stable region of absolute stability, making it a suitable approach for 

stiff and oscillatory ODEs. The application of a combined basis in the generation of LMMs is an 

approach that should be widely adopted. The technique shows that continuous LMMs can be 

derived from a combination of any polynomials and exponential functions through an 

interpolation and collocation approach. On two sampled stiff and oscillatory problems, the new 

integrator was tested. The numerical findings demonstrate that our hybrid block integrator is 

computationally efficient and outperforms previous methods of similar derivations in stability 

and accuracy of results.  

Subject Classification (2020): 65L04, 65L05, 65L6, 65L20. 

1. Introduction 

We investigate a numerical solution to first-order initial value problems (IVPs) of the ordinary 

differential equations (ODEs) that may exhibit stiffness or oscillatory behaviour given by 

𝑦′ = 𝑓(𝑡, 𝑦(𝑡)), 𝑦(𝑡0) = 𝑦0,     ∀  a ≤ t ≤ b,                                          (1.0) 

where 𝑡0 is the initial point, 𝑦0 is the solution at 𝑡0, and 𝑓 is assumed to be continuous and satisfy the 

Lipchitz theorem for the existence and uniqueness of the solution.  

The problem (1.0) frequently arises in studying dynamic systems and electrical networks [4]. According 

to [10], equation (1.0) is used to simulate population growth, particle trajectory, simple harmonic 

motion, beam deflection, and other phenomena. Notably, mixture models, the basic Susceptible, 

Infection, and Recovery (SIR) models, and other related models may all be formulated as problems of 

the form (1.0).   
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The solutions of nonlinear, stiff, and oscillatory problems of ODEs such as (1.0) are often highly unstable 

[11]. 

 

Definition 1.1 [8]. A differential equation is considered to be stiff if Re( ξj) < 0, j = 1, 2, … ,m,  here ξ is 

the Eigenvalue of the given differential equation. 

 

Definition 1.2 [13].  A differential equation with at least one oscillating solution is said to be oscillatory. 

If a nontrivial solution (function) of an ODE converges not to a finite limit (or diverges), it is said to be 

oscillating. (i.e. if the function has an infinity of results).  

 

To deal with this class of problems, researchers have historically focused on developing efficient, stable, 

and high-order linear multistep methods (LMMs). Because LMMs do not start on their own, they require 

initial values from one-step methods like Euler's method and the Runge-Kutta family of methods. Ref. 

[11] gives the k-step generalized LMM as 

∑𝛼𝑗𝑦𝑛+𝑗 =

𝑘

𝑗=0

ℎ∑𝛽𝑗𝑓𝑛+𝑗

𝑘

𝑗=0

, 𝛼0 + 𝛽0 ≠ 0, 𝛼𝑘 = 1,                          (1.1) 

where 𝛼𝑗 𝑎𝑛𝑑 𝛽𝑗 are uniquely determined,  ℎ = step length, such that 𝑡𝑘+𝑛 − 𝑡𝑘 = 𝑛ℎ. 

 

According to [11], existing LMMs for solving ODEs may be derived using approaches such as Taylor's 

series, numerical integration, determining the order of the LMM, and the interpolation approach, all of 

which are major discrete schemes constrained by assuming the order of convergence. 

 

Ref. [1] and [11] reported that several researchers have shifted to employing the continuous collocation 

and interpolation process, resulting in the emergence of continuous LMMs of the form 

𝑦(𝑡) =∑𝛼𝑗(𝑡)𝑦𝑛+𝑗 +

𝑘

𝑗=0

ℎ∑𝛽𝑗(𝑡)𝑓𝑛+𝑗

𝑘

𝑗=0

,                                              (1.2) 

where 𝛼𝑗(𝑡) and 𝛽𝑗(𝑡) are continuous functions of 𝑡 that should be differentiable at least once. 

 

The continuous collocation and interpolation approach is a milestone in numerical analysis and 

computation for it is widely used. In this study consequently, we will derive continuous LMM and 

implement it in block form to eliminate its non-self-starting drawback. 

 

Scholars have used continuous collocation technique to derive LMMs using a variety of single basis 

functions, including power series, Lagrange polynomials, Chebychev polynomials, Legendre 

polynomials, Hermite polynomials, and exponential functions among others. 

 

It is established that the efficiency of these methods depends mainly on the basis functions chosen and 

the problem to be solved [2], [9], and [11].  Consequently, in search of a method with better efficiency 

and stability properties, [13] introduced a combined basis function for the derivation of LMM for the 

problem (1.0) of the form 
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𝑦(𝑡) = ∑ 𝑎𝑗𝑡
𝑗 + 𝑎𝑟+𝑛∑

𝛼𝑗𝑡𝑗

𝑗!

𝑟+𝑛

𝑗=0

𝑟+𝑛−1

𝑗=0

 ,                                                           (1.3) 

this combines power series and exponential functions. We improve upon this in terms of the 

methodology of the derivation, and the order and stability of the method.  

 

In this paper, therefore, we proposed a different combined basis function, which is Hermite polynomials 

and exponential functions for the derivation of LMM to generate a higher order and efficiently stable 

hybrid block method for the solution of problem (1.0).  

 

 2. Methodology  
 

The collocation procedure for continuous LMM in equation (1.2) intended for ODEs such as equation 

(1.0) is in general based on a basic idea: identify a function of a defined form that exactly satisfies the 

differential equation at a given set of points. The approximation function must also meet some additional 

conditions placed by the nature of the problem under consideration. 

 

In this study, we concatenate Probabilist’s Hermite polynomials and exponential functions to be an 

approximate solution to the problem (1.0) in the form 

𝑦(𝑡) =∑𝑎𝑟𝐻𝑟(𝑡) + ∑ ∑𝑎𝑟
𝛽𝑗𝑡𝑗

𝑗!

𝑟

𝑗=0

𝑚

𝑟=𝑘+1

𝑘

𝑟=0

,      𝑚 = 𝑖 + 𝑐 .                             (1.4)  

Equation (1.4) is called the basis function and is continuously differentiable. where  𝑐 denotes the 

number of collocation points, 𝑖 is the number of interpolation points and  𝛽 ∈ ℝ.  

 

The coefficients 𝑎𝑟 ∈ ℝ, 𝑟 = 0, 1, … ,𝑚  of the series (1.4), are determined over the interval of 

integration [𝑎, 𝑏], for 𝑎 = 𝑡0 < 𝑡1 < ⋯ < 𝑡𝑁 = 𝑏, with a constant step size ℎ given by   ℎ = 𝑡𝑛+1 −

𝑡𝑛;   𝑛 = 0, 1, … ,𝑁 − 1.  𝐻𝑟(𝑡) are the Probabilist’s Hermite polynomials generated by the formula 

𝐻𝑛(𝑡) = (−1)
𝑛𝑒

(
𝑡2

2
) 𝑑𝑛

𝑑𝑡𝑛
𝑒
(−
𝑡2

2
)
= (1 −

𝑑

𝑑𝑡
)
𝑛

∙ 1,                                      (1.5) 

and whose recursive relation is  

𝐻𝑛+1(𝑡) = 𝑡𝐻𝑛(𝑡) − 𝐻𝑛
′ (𝑡) .                                                      (1.6) 

The first ten probabilist’s Hermite polynomials are: 

𝐻0 = 1, 𝐻1 = 𝑡, 𝐻2 = 𝑡
2 − 1, 𝐻3 = 𝑡

3 − 3𝑡, 𝐻4 = 𝑡
4 − 6𝑡2 + 3 

 𝐻5 = 𝑡
5 − 10𝑡3 + 15𝑡,    𝐻6 = 𝑡

6 − 15𝑡4 + 45𝑡2 − 15,    𝐻7 = 𝑡
7 − 21𝑡5 + 105𝑡3 − 105𝑡  

 𝐻8 =  𝑡
8 − 28𝑡6 + 210𝑡4 − 420𝑡2 − 105,       𝐻9 = 𝑡

9 − 36𝑡7 + 378𝑡5 − 1260𝑡3 − 945𝑡   

Now, obtaining the first derivative of (1.4) we have 

𝑦′(𝑡) =∑𝑎𝑟𝐻𝑟
′(𝑡) + ∑ ∑𝑎𝑟

𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

𝑟

𝑗=1

𝑚

𝑟=𝑘+1

𝑘

𝑟=1

 ,     𝑚 = 𝑖 + 𝑐.                       (1.7) 

Interpolating equation (1.4) at 𝑡 = 𝑡𝑛 and collocating equation (1.7) at 𝑡 = 𝑡𝑛+𝑐 , 𝑐 ∈ ℝ;  a system of 

nonlinear equations is produced, which is compactly expressed in the form 
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𝑦𝑛 = ∑𝑎𝑟𝐻𝑟(𝑡𝑛)  + ∑ ∑𝑎𝑟
𝛽𝑗𝑡𝑛

𝑗

𝑗!

𝑟

𝑗=0

𝑚

𝑟=𝑘+1

𝑘

𝑟=0

 ,                          

𝑓𝑛+𝑐 = ∑𝑎𝑟𝐻𝑟
′(𝑡𝑛+𝑐) + ∑ ∑𝑎𝑟

𝛽𝑗𝑡𝑛+𝑐
𝑗−1

(𝑗 − 1)!

𝑟

𝑗=1

𝑚

𝑟=𝑘+1

𝑘

𝑟=1

   .              

                             

}
  
 

  
 

  (1.8) 

The unknown constants 𝑎𝑟  in equation (1.8) are determined using standard methods like Gaussian 

elimination or matrices inversion method and substituted into equation (1.4). Thus, applying the 

transformation 𝑥 =
𝑡−𝑡𝑛

ℎ
  and algebraic manipulation on equation (1.4), a hybrid continuous LMM of the 

form in equation (1.2) is obtained for different values of 𝑚, and it is implemented in block form. 

 

3. Derivation of Hybrid block Method 
 

The approximate solution to the problem (1.0) is the equation (1.4) where 𝑚 = 9,  i.e. 

𝑦(𝑡) = 𝑎0 + 𝑎1𝑡 + 𝑎2(𝑡
2 − 1) + 𝑎3(𝑡

3 − 3𝑡) + 𝑎4(𝑡
4 − 6𝑡2 + 3) + 𝑎5(𝑡

5 − 10𝑡3 + 15𝑡)    + 𝑎6∑
𝛽𝑗𝑡𝑗

𝑗!

6

𝑗=0

 

+𝑎7∑
𝛽𝑗𝑡𝑗

𝑗!

7

𝑗=0

+ 𝑎8∑
𝛽𝑗𝑡𝑗

𝑗!

8

𝑗=0

+ 𝑎9∑
𝛽𝑗𝑡𝑗

𝑗!

9

𝑗=0

 .                                                                              (1.9) 

 

Taking the first derivative of equation (1.9) and substituting in equation (1.0) gives   

𝑓(𝑡, 𝑦) = 𝑎1 + 2𝑎2𝑡 + 3𝑎3(𝑡
2 − 1) + 4𝑎4(𝑡

3 − 3𝑡)  +   5𝑎5(𝑡
4 − 6𝑡2 + 3) + 𝑎6∑

𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

6

𝑗=1

  

 

+𝑎7∑
𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

7

𝑗=1

  + 𝑎8∑
𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

8

𝑗=1

   + 𝑎9∑
𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

9

𝑗=1

 .        (1.10) 

 

Now, interpolating equation (1.9) at point 𝑡𝑛+𝑖, 𝑖 = 0 and collocating equation (1.10) at point  𝑡𝑛+𝑐 , 𝑐 =

0,
1

8
,
1

4
,
3

8
,
1

2
,
5

8
,
3

4
,
7

8
 and 1, the following nonlinear system of equations is obtained 

𝐵 ∙ 𝐴 = 𝑈,                                                                           (1.11) 

where 

𝐴 = (𝑎0, 𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5, 𝑎6, 𝑎7, 𝑎8, 𝑎9)
𝑇, 

 

𝑈 = (𝑦𝑛 , 𝑓𝑛, 𝑓𝑛+1
8
,  𝑓

𝑛+
1
4
, 𝑓

𝑛+
3
8
, 𝑓

𝑛+
1
2
, 𝑓

𝑛+
5
8
, 𝑓

𝑛+
3
4
, 𝑓

𝑛+
7
8
, 𝑓𝑛+1)

𝑇
 and 
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Solving equation (1.11) in maple soft, using the matrix inversion method, the value of the unknown 

column vector 𝐴 is obtained.  The value of the vector A is then substituted in equation (1.9) to give a 

continuous implicit scheme. Thus, applying the transformation 𝑥 =
(𝑡−𝑡𝑛)

ℎ
, and algebraic manipulation 

for all values of 𝛽 ∈ ℝ   we have a continuous implicit hybrid LMM of the form in equation (1.2) given as  

𝑦(𝑥) = 𝛼0(𝑥)𝑦𝑛 + ℎ [∑𝛽𝑗(𝑥)𝑓𝑛+𝑗

1

𝑗=0

],                                              (1.13) 

where   𝑗 = 0,
1

8
,
1

4
,
3

8
,
1

2
,
5

8
,
3

4
,
7

8
and 1, 𝑓𝑛+𝑗 = 𝑓(𝑡𝑛 + 𝑗ℎ, 𝑦(𝑡𝑛 + 𝑗ℎ)),while  𝛼0(𝑥)  𝑎𝑛𝑑 𝛽𝑗(𝑥) 

represent continuous coefficients which are obtained as follow 

 

 

When equation (1.13) is evaluated at 𝑡 =  
1

8
,
1

4
,
3

8
,
1

2
,
5

8
,
3

4
,
7

8
, 1 and implemented in block form, it yields 

a discrete hybrid block method of the type 

𝐴(0)𝒀𝑚 = 𝐸𝒚𝑛 + ℎ𝐷𝒇(𝒚𝑛) + ℎ𝐵𝑭(𝒀𝑚),                                                              (1.15)  
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Where 

  𝒀𝑚 = [𝑦
𝑛+

1
8
, 𝑦

𝑛+
1
4
, 𝑦

𝑛+
3
8
, 𝑦

𝑛+
1
2
, 𝑦

𝑛+
5
8
, 𝑦

𝑛+
3
4
, 𝑦

𝑛+
7
8
 
, 𝑦𝑛+1  ]

𝑇
 , 

 𝒚𝑛 = [ 𝑦𝑛−7
8
, 𝑦

𝑛−
3
4
, 𝑦
𝑛−

5

8

, 𝑦
𝑛−

1
2
, 𝑦

𝑛−
3
8
, 𝑦

𝑛−
1
4
, 𝑦

𝑛−
1
8
, 𝑦𝑛]

𝑇

, 

𝑭(𝒀𝑚) = [𝑓𝑛+1
8
, 𝑓

𝑛+
1
4
, 𝑓

𝑛+
3
8
, 𝑓

𝑛+
1
2
, 𝑓

𝑛+
5
8
, 𝑓

𝑛+
3
4
, 𝑓

𝑛+
7
8
 
, 𝑓𝑛+1]

𝑇
  , 

𝒇(𝒚𝑛) = [ 𝑓𝑛−7
8
, 𝑓

𝑛−
3
4
, 𝑓
𝑛−

5

8

, 𝑓
𝑛−

1
2
, 𝑓

𝑛−
3
8
, 𝑓

𝑛−
1
4
, 𝑓

𝑛−
1
8
, 𝑓𝑛 ]

𝑇

, 

A(0)=

[
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

 ,      

E=

[
 
 
 
 
 
 
 
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

 , 

D=

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0 0 0 0 0 0 0

1070017

29030400

0 0 0 0 0 0 0
32377

907200

0 0 0 0 0 0 0
12881

358400

0 0 0 0 0 0 0
4063

113400

0 0 0 0 0 0 0
41705

1161216

0 0 0 0 0 0 0
401

11200

0 0 0 0 0 0 0
149527

4147200

0 0 0 0 0 0 0
989

28350 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

, 
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4.   Analysis of  the  Method 

 
4.1 . Zero Stability of the Method 

 

Definition 4.1: [3] if the roots  rn, n = 1, 2, … , k of the characteristics polynomial P(r) given by 

P(r) =  |(rA(0) − E)| satisfies  |rn| ≤ 1 and every root satisfying |rn| ≤ 1 has a multiplicity not greater 

than the order of the differential equation, then the Block Integrator (1.15) is said to be zero-stable, 

Furthermore, as h → 0, P(r) = rα−μ(r − 1)μ where μ is the order of the differential equation, α is the 

order of the matrices A(0)and E (see also [7]).  

Thus, for our block integrator, we have 

𝑃(𝑟) =

|

|

|

𝑟

(

 
 
 
 
 

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1)

 
 
 
 
 

 −

(

 
 
 
 
 

0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1)

 
 
 
 
 

|

|

|

= 0.        (1.16) 

𝑃(𝑟) = (𝑟 − 1)𝑟7 = 0,=> 𝑟1 = 𝑟2 = ⋯ = 𝑟7 = 0, 𝑟8 = 1.  

Hence, our block integrator is zero-stable.  

4.2.  Order  and Error Constant  

 

Using the approach described in [6] and [13]. In equation (1.15), we define the linear difference 

operator connected with the new hybrid block method as 

𝐿{𝑦(𝑡), ℎ} = 𝐴(0)𝒀𝑚 − 𝐸𝒚𝑛 − ℎ[𝐷𝒇(𝒚𝑛) + 𝐵𝑭(𝒀𝑚)]                                             (1.17) 

We assume 𝑦(𝑡) has higher derivatives, as such when the Taylor series is used to expand equation 

(1.17) and the coefficients of ℎ are compared, the result is 
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 𝐿{𝑦(𝑡), ℎ} = 𝑐0𝑦(𝑡) + 𝑐1ℎ𝑦
′(𝑡) + 𝑐2ℎ

2𝑦′′(𝑡) + 𝑐3ℎ
3𝑦′′′(𝑡) + ⋯+ 𝑐𝑝ℎ

𝑝𝑦𝑝(𝑡) + 𝑐𝑝+1ℎ
(𝑝+1)𝑦(𝑝+1)(𝑡) + ⋯,      (1.18) 

where  

𝑐𝑝 =
1

𝑝!
(∑𝑗𝑝𝛼𝑗

𝑘

𝑗=1

− 𝑝∑𝑗𝑝−1𝛽𝑗

𝑘

𝑗=1

) , 𝑝 = 0, 1, 2, 3, … , 𝑛.                                          (1.19) 

Definition 4.2. According to [6], if   c0 = c1 = c2 = c3 = ⋯ = cp = 0,     cp+1 ≠ 0, then the linear 

difference operator and the corresponding continuous LMM are considered to be of the order p. The 

 cp+1 is termed the error constant and the local truncation error is defined by  

 𝑇𝑛+𝑘 = 𝑐𝑝+1ℎ
(𝑝+1)𝑦(𝑝+1)(𝑡𝑛) + 𝑂(ℎ

(𝑝+2))                                        (1.20) 

Thus from equation (1.15), we have that 

 

 

 

Expanding equation (1.21) in the Taylor series and evaluating the coefficients using equation (1.19) we 

have 

 

Therefore the hybrid block method has an order of nine (9) and an error constant as: 

𝑐10 = [ 7.3505𝐸 − 12, 5.9871𝐸 − 12, 6.4964𝐸 − 12, 6.1760𝐸 − 12, 6.4964𝐸 − 12,

5.9871𝐸 − 12, 7.3505𝐸 − 12]𝑇 

 

Region of Absolute Stability of the Method 

 

Definition 4.2 [14]: A region of absolute stability is one in which r = λh in the complex z plane.  

 

For all initial conditions, it is well-defined as the values for which the numerical solutions of y′ =

−λy  satisfy  yi → 0   as i → ∞. 

To establish the region of absolute stability of our block integrator, the boundary locus approach is 

used. This is accomplished by substituting the test equation 

𝑦′ = −𝜆𝑦,                                                                                             

into the block formula in equation (1.15). This gives 
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𝑨(0)𝒀𝑚(𝑟) = 𝑬𝒚𝑛(𝑟) − ℎ𝜆𝑫𝒚𝑛(𝑟) − ℎ𝜆𝑩𝒀𝑚(𝑟).                                             (1.22) 

Given that,  ℎ̅ = 𝜆ℎ  and  𝑟 = 𝑒𝑖𝜃, thus we have 

 ℎ̅(𝑟) = −(
𝑨(0)𝒀𝑚(𝑟) − 𝑬𝒚𝑛(𝑟)

𝑫𝒚𝑛(𝑟) + 𝑩𝒀𝑚(𝑟)
),                                                              (1.23) 

which is the characteristics/stability polynomial. Using equation (1.23), we obtain the stability 

polynomial for our block method as: 

ℎ̅(𝑟) = (
1

150994944
𝑟8 −

1

150994944
𝑟7) ℎ8 + (−

761

2642411520
𝑟8 −

761

2642411520
𝑟7) ℎ7

+ (
29531

3963617280
𝑟8 −

29531

3963617280
𝑟7) ℎ6 + (−

89

655360
𝑟8 −

89

655360
𝑟7) ℎ5

+ (
1069

589824
𝑟8 −

1069

589824
𝑟7) ℎ4 + (−

9

512
𝑟8 −

9

512
𝑟7) ℎ3 + (

91

768
𝑟8 −

91

768
𝑟7) ℎ2

+ (−
1

2
𝑟8 −

1

2
𝑟7) ℎ + 𝑟8 − 𝑟7. 

This gives us the absolute stability region shown in Figure 4.1 below. 

 

Figure 4.1: Showing the Absolute Stability Region of the Block Method 

 

According to Figure 4.1, the new hybrid block method is effective in handling stiff problems since its 

RAS (Region of the Absolute Stability) is unbounded [6]. A numerical scheme is considered A-stable if 

its region of absolute stability 𝑅 covers the entire complex plane ℂ, which is defined as,   𝑖. 𝑒.  𝑅 = {𝑍 ∈

ℂ/  𝑅𝑒(𝑍) < 0} [7]. This confirms that the hybrid block method is an A-stable method.  

 

4.2 Consistency of the Method 

If a block method has an order greater than one, it is considered to be consistent [7]. The foregoing 

analysis shows that our block integrator is consistent. 

 

4.3 Convergence of the Method 

An LMM is considered convergent if and only if it satisfies both the requirements of consistency and 

zero stability [5]. Hence our block integrator is convergent.  
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5.  Numerical Implementations  

We compare the results of our method to those obtained by similar methods on some of the most 

difficult stiff and oscillatory problems in the literature. 

 

The following notations are used in the results tables. 

 

ERROR: The absolute value difference between the exact solution and the computed numerical result 

is an error. I.e. 

i. 𝑬𝑹𝑹𝑶𝑹 = |𝑬𝒙𝒂𝒄𝒕 𝒔𝒐𝒍𝒖𝒕𝒊𝒐𝒏 − 𝑵𝒖𝒎𝒆𝒓𝒊𝒄𝒂𝒍 𝒓𝒆𝒔𝒖𝒍𝒕|. 

ii. 𝒚𝒄𝒐𝒎𝒑𝒖𝒕𝒆𝒅  = Numerical result using the new hybrid block method.  

iii. 𝒚𝒆𝒙𝒂𝒄𝒕 = Exact solution.  

 

Example 5.1: Consider the stiff first-order ODE in [12]. 

        𝑦′(𝑡) =
𝑦(1 − 𝑦)

2𝑦 − 1
 , 𝑦(0) =

5

6
, 0 ≤ 𝑡 ≤ 1,                                                         (1.24) 

with the analytical solution  𝑦(𝑡) =
1

2
+√

1

4
−

5

35
𝑒−𝑡. 

 

Example 5.2: The Prothero-Robinson Oscillatory ODE 

 

We also study the Prothero-Robinson Oscillatory problem solved by [13]. 

𝑦′ = 𝐿(𝑦 − sin 𝑡) + cos 𝑡 , 𝐿 = −1, 𝑦(0) = 0                                   (1.25) 

with the analytical solution  𝑦(𝑡) = sin 𝑡. 

 

The results obtained at different values of time 𝑡, are shown in figures 5.1-5.2, and the absolute error in 

tables 5.1-5.2. 

 

Figure 5.1: Showing the results of Example 5.1 using both analytical and numerical approaches. 
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Figure 5.2: Presenting the results of Example 5.2 using both analytical and numerical approaches. 
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5.1. Discussion of the Results 

 

In this article, we investigated the effectiveness of a new hybrid block method by testing it on two 

numerical problems: one involving stiff ODEs and the other involving oscillatory ODEs. The stiff problem 

was previously solved using a seven-step block LMM by [12], while the oscillatory problem was 

previously solved using a similar derivation of the order seven block method by [13]. Tables 5.1 and 5.2 

display the comparative results of problem 5.1 in equation (1.24) and problem 5.2 in equation (1.25), 

respectively. The new hybrid block method was evaluated against the exact solutions of the two 

numerical problems, and the results are shown in Figures 5.1-5.2. Our findings demonstrate that the 

recently developed hybrid block integrator is highly computationally efficient and offers superior 

performance in precision and stability compared to current methods.  

 

6. Conclusion  
 

This paper presents a novel hybrid block integrator that uses a continuous collocation and 

interpolation approach to solve stiff and oscillatory first-order ODEs. The hybrid LMM used in this study 

employs a unique basis function that combines Hermite polynomials and exponential functions, which 

differs from the approaches used by other researchers. Additionally, the derived LMM is distinct from 

previous methods. The hybrid block method is both convergent and consistent, with zero stability and 

an A-stable region of absolute stability. As such, it is well-suited for solving both stiff and oscillatory 

ODEs.   

 

In terms of accuracy, the novel hybrid block method has outperformed previous methods of similar 

derivations. The use of combined basis functions in the generation of LMMs is worthy of universal 
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acceptance. The technique indicates that continuous LMMs can be derived from any combination of 

polynomials and exponential functions utilizing an interpolation and collocation approach. 
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 A New Soft Set Operation: Complementary Soft Binary Piecewise Star ( ) 

Operation 
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Abstract − Soft set theory, introduced by Molodtsov, is a crucial mathematical tool for dealing 

with uncertainty and it has many applications both as theoretically and in applications. Since the 

beginning, different types of soft set operations have been defined and used in different forms. 

In this article, we define a new type of soft set operation called the complementary soft binary 

piecewise star operation and examine its fundamental algebraic properties. Furthermore, by 

examining the distribution of complementary soft binary piecewise star operations over other 

type of soft set operations, we aim to identify the relationship between this new soft set operation 

and others to contribute to the soft set literature. Since proposing a new soft set operation and 

deriving its algebraic properties and implementations provide several new perspectives for 

dealing with problems related to parametric data, with the inspiration by this new soft set 

operation, researchers may be able to propose new cryptographic or decision methods based on 

soft sets and they may systematically explore soft set algebraic structures associated with new 

soft set operations. 

Subject Classification (2020): 03E75, 20N02. 

1. Introduction 

Problems in many fields, such as economics, environmental sciences, health sciences, and engineering, 

have certain uncertainties that prevent them from being successfully solved using classical methods. There are 

three well-known basic theories that can be considered as mathematical tools for dealing with uncertainty as 

probability theory, fuzzy set theory, and interval mathematics.  However, since each of these theories has its 

own drawbacks, Molodtsov [21] introduced soft set theory as a mathematical tool to overcome these 

uncertainties. Since then, this theory has ben applied to many fields including information systems, decision 

making [6-9,23,24], optimization theory, game theory, operations research, measurement theory, algebraic 

structures [25] and so on. Soft sets and fuzzy soft sets, one of the first theories in which parameterization tools 

are used to manage the decision process of uncertainty problems as accurately as possible were discussed in 

detail by Dalkılıç [10] and these sets were reevaluated and the concept of pure (fuzzy) soft sets was proposed 

with its properties and examples. First contributions as regards soft set operations were made by Maji et. al 

[20] and Pei and Miao [26]. After then, several soft set operations (restricted and extended soft set operations) 
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were introduced and examined by Ali et. al [2]. Basic properties of soft set operations were discussed and the 

interconnections of soft set operations with each other were illustrated by Sezgin and Atagün [29]. They also 

defined the notion of restricted symmetric difference of soft sets and investigated its properties. A new soft set 

operation called extended difference of soft sets was defined by Sezgin et.al [37] and extended symmetric 

difference of soft sets was defined and its properties were investigated by Stojanovic [42]. When the studies 

are examined, we see that the operations in soft set theory proceed under two main headings, as restricted soft 

set operations and extended soft set operations. For more about the studies regarding the operation of soft sets, 

we refer to: [3,4,11-19,22,27-44] 

 

Two conditional complements of sets, i.e. the inclusive complement and the exclusive complement, were 

proposed as new concepts in set theory, and the relationships between them were studied by Çağman [5]. 

Inspired by this work, some new complements and then several new additions and to soft set theory as new 

restricted and extended soft set operations were defined by Aybek [4]. Akbulut [1], Demirci [11], Sarıalioğlu 

[28] defined a new type of extended operation by changing the form of extended soft set operations using the 

complement at the first and second row of the piecewise function of extended soft set operations and studied 

the basic properties of them in detail. Moreover, a new type of soft difference operations was defined in Eren 

and Çalışıcı [12] and by being inspired this study Yavuz [44] defined some new soft set operations, which ise 

called soft binary piecewise operations and their basic properties were studied in detail.  Also, Sezgin and 

Sarıalioğlu [36], Sezgin and Atagün [30], Sezgin and Aybek [31], Sezgin et. al [32,33], Sezgin and Çağman 

[34] continued their work on soft set operations by defining a new type of soft binary piecewise operation. 

They changed the form of soft binary piecewise operation by using the complement at the first row of the soft 

binary piecewise operations. 

 

The purpose of this work is to contribute to the soft set theory literature by describing a new soft set 

operation called the “complementary soft binary piecewise star operation''. For this aim, the definition of the 

operation and its examples are given, and algebraic properties such as closure, associativity, unity, inverse, 

and abelian properties of this new operation are examined in detail. In particular, we aim to contribute to the 

soft set literature by obtaining the distributions of complementary soft binary piecewise star operations over 

other types of soft set operations. The concept of soft set operations is a core concept similar to basic number 

operations in classical algebra and basic set operations in classical set theory. Proposing new soft set operations 

and obtaining algebraic properties and their implementations offers new perspectives for solving problems 

involving parametric data as regards decision-making methods and new cryptographic methods. Also, studying 

the algebraic structure of soft sets from the perspective of new operations provides deep insight into the 

algebraic structure of soft sets. This document is organized as follows: Section 2 reminds the basic definitions 

regarding soft sets. Section 3 provides definitions and examples of the new soft set operation. This is followed 

by a full analysis of the algebraic properties of this new soft set operation, including closure, associativity, 

unity, inverse, and abelian properties. To enhance the knowledge of soft sets, Section 4 presents the distribution 

of complementary soft binary piecewise star operation over extended soft set operations, complementary 

extended soft set operations, soft binary piecewise operations, complementary soft binary piecewise operations 

and restricted soft set operation. The conclusion section considers the significance of the research findings and 

their possible impact on the subject. 

 

2. Preliminaries 

In this section, some basic concepts related to soft set theory are compiled and given.   
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Definition 2.1. Let  U be the universal set,  E be the parameter set, P(U) be the power set of U and A ⊆ E. 

A pair  (F, A) is called a soft set over U where F is a set-valued function such that F: A → P(U) [21]. 

 

Here, note that Çağman and Enginoğlu [6] redefined the definition of Molodstov’s soft sets; however in 

this paper, we use the Molodtsov’s soft set definition by staying faithful to the original definition. Throughout 

this paper, the set of all the soft sets over U (no matter what the parameter set is) is designated by SE(U). Let 

A be a fixed subset of E and SA(U) be the collection of all soft sets over U with the fixed parameters set A. 

Clearly, SA(U) is a subset of SE(U) and, in fact, all the soft sets are the elements of SE(U). 

 

Definition 2.2. (D, ℵ) is called a relative null soft set (with respect to the parameter set ℵ), denoted by ∅ℵ, 

if  D(t) = ∅ for all t∈ℵ and (D, ℵ) is called a relative whole soft set (with respect to the parameter set ℵ), 

denoted by  Uℵ if  D(t) = U for all t∈ℵ. The relative whole soft set  UE with respect to the universe set of 

parameters E is called the absolute soft set over U [2]. 

 

Definition 2.3. For two soft sets (D, ℵ)  and (J, R), we say that (D, ℵ)  is a soft subset of (J, R) and it is 

denoted by  (D, ℵ) ⊆̃ (J, R),  if  ℵ ⊆ R and D(t) ⊆ J(t), ∀t ∈ℵ. Two soft sets (D, ℵ)  and (J, R) are said to be 

soft equal if (D, ℵ) is a soft subset of (J, R) and (J, R) is a soft subset of (D, ℵ) [26]. 

 

Definition 2.4. The relative complement of a soft set (D, ℵ), denoted by (D, ℵ)r, is defined by (D, ℵ)r =

(Dr, ℵ), where Dr: ℵ → P(U) is a mapping given by (D, ℵ)r = U\D(t) for all t ∈ ℵ [2]. From now on,  

U\D(t)=[D(t)]′ will be designated by D’(s) for the sake of designation. 

 

Two conditional complements of sets as new concepts of set theory, that is, inclusive complement and 

exclusive complement were defined by Çağman [5]. For the ease of illustration, we show these complements 

as + and 𝜃, respectively. These complements are binary operations and are defined as follows: Let Q and R be 

two subsets of U.  R-inclusive complement of Q is defined by, Q+R= Q’∪R and R-Exlusive complement of Q 

is defined by Q𝜃 R = Q’∩R’. Here, U refers to a universe, Q’ is the complement of Q over U. For more 

information, we refer to [35]. 

 

The relations between these two complements were examined in detail by Sezgin et.al [35] and they also 

introduced such new three complements as binary operations of sets as follows: Let Q and R be two subsets 

of U.  Then, Q*R=Q’∪R’, Q𝛾R= Q’∩R, Q𝝺R=Q∪R’. These set operations were also conveyed to soft sets by 

Aybek [4] and restricted and extended soft set operations were defined and their properties were examined. 

 

As a summary for soft set operations, we can categorize all types of soft set operations as follows: Let "∇" 

be used to represent the set operations (i.e., here ∇ can be ∩, ∪,\, ∆, +,θ, *, λ,γ),  then restricted soft set 

operations, extended soft set operations, complementary extended soft set operations, soft binary piecewise 

operations, complementary soft binary piecewise operations are defined in soft set theory as follows:  

 

Definition 2.5. Let (D, ℵ) and (J, R) be soft sets over U. The restricted  ∇ operation of (D, ℵ) and (J, R) is 

the soft set (Y,S), denoted by (D, ℵ)∇R(J, R) = (Y, S), where S = ℵ ∩ R ≠ ∅ and ∀t ∈ S, Y(t) =D(s)∇ J(t) 

[2,29]. 
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Definition 2.6. Let (D, ℵ) and (J, R) be soft sets over U. The extended  ∇ operation of (D, ℵ) and (J, R) is the 

soft set (Y,S) denoted by, (D, ℵ)∇ε(J, R) = (Y, S), where S = ℵ ∪ R and ∀t ∈ S,  

Y(s) = {

D(t), t ∈ ℵ\R,

J(t), t ∈ R\ℵ,

D(t)∇J(t), t ∈ ℵ ∩ R.

 

[2,4,20,37,42] 

       

Definition 2.7. Let (D, ℵ) and (J, R) be soft sets over U.  The complementary extended  ∇ operation of 

(D, ℵ) and (J, R) is the soft set (Y,S) denoted by, (D, ℵ) 
＊
  ∇ε

(J, R) = (Y, S), where S = ℵ ∪ R and ∀t ∈ S, 

Y(s) = {

D′(t), t ∈ ℵ\R

J′(t), t ∈ R\ℵ,

D(t)∇J(t), t ∈ ℵ ∩ R.

 

 [1,28]. 

       

Definition 2.8. Let (D, ℵ) and (J, R) be soft sets over U. The soft binary piecewise ∇ operation of (D, ℵ) and 

(J, R) is the soft set (Y, ℵ), denoted by (D, ℵ)
~
∇ (J, R ) = (Y, ℵ), where ∀s∊ℵ, 

                  D(s),                         s∊ℵ\R 

 Y(s)= 

                  D(s) ∇J(s),              s∊ℵ∩R 

[12,44]. 

 

Definition 2.9. Let (D, ℵ) and (J, R) be soft sets over U. The complementary soft binary piecewise ∇ 

operation of (D, ℵ) and (J, R) is the soft set (Y, ℵ) denoted by,  (D, ℵ)
＊
~
∇

(J, R) = (Y, ℵ), where ∀s∊ℵ; 

                  D’(s),                      s∊ℵ\R 

 Y(s)=  

                  D(s) ∇J(s),               s∊ℵ∩R 

[30-34,36]. 

 

3. Complementary Soft Binary Piecewıse Star  (∗) Operation And Its Properties 
 

Definition 3.1. Let (D, ℵ) and (J, R) be soft sets over U. The complementary soft binary piecewise star 

(＊) operation of (D, ℵ) and (J, R) is the soft set (Y, ℵ) denoted by, (D, ℵ)
＊
~
＊

 (J, R) = (Y, ℵ), where ∀s∊ℵ,  

                  D’(s),                       s∊ℵ\R 

 Y(s)= 

                 D’(s) ∪J’(s),             s∊ℵ∩R 
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Example 3.2. Let E={e1,e2,e3,e4,e5} be the parameter set  ℵ={e1, e3,e5} and R={e1, e2, e4} be the subsets 

of  E and U={h1,h2,h3,h4,h5} be the initial universe set. Assume that (D,ℵ) and (J,R) are  the soft sets over U 

defined as follows: (D,ℵ)={( e1, {h1,h3}), (e3,{h2,h4}), (e5,{h2,h4, h5})}, (J,R)={( e1,{h1,h4}), 

(e2,{h2,h3}),(e4,{ h4, h5})}. Let (D, ℵ)
＊
~
＊

 (J,R)=(Y,ℵ). Then,  

                  D’(s),                       s∊ℵ\R 

 Y(s)=        D’(s) ∪J’(s),             s∊ℵ∩R 

Since ℵ={e1, e3,e5} and ℵ\R={e3,, e5}, so Y(e3) = D’(e3)={ h1,h3,h5}, Y(e5) = D’(e5)={ h1,h3}. And since 

ℵ∩R={e1} soY(e1)=D’(e1)∪J’(e1)={h2,h4, h5}∪{h2,h3,h5}={h2,h3, h4, h5}. Thus, (D, ℵ)
＊
~
＊

 (J,R)={( e1,{ 

h2,h3, h4, h5),} (e3,{h1, h3,h5}), (e5, {h1, h3})}. 

 

Algebraic Properties of the Operation  

1)  The set SE(U) is closed under the operation 

＊
~
＊

.  That is, when (D,ℵ) and (J,R) are two  soft sets over  U, 

then so is (D, ℵ)
＊
~
＊

 (J,R). Hence, the set SE(U) is closed under the operation  

＊
~
＊

. 

2)  [(D, ℵ)
＊
~
＊

 (J,ℵ)] 

＊
~
＊

(Y, ℵ) ≠ (D, ℵ)
＊
~
＊

[(J,ℵ) 

＊
~
＊

(Y, ℵ)] 

 

Proof: Let  (D, ℵ)
＊
~
＊

 (J,ℵ)=(T,ℵ), where ∀s∊ℵ;   

                    D’(s),                  s∊ℵ\ℵ=∅    

T(s)=       

                   D’(s) ∪J’(s),       s∊ℵ∩ℵ=ℵ 

Let (T,ℵ) 

＊
~
＊

(Y, ℵ) =(M,ℵ), where ∀s∊ℵ;  

                 T’(s),                           s∊ℵ\ℵ=∅    

M(s)=       

                 T’(s) ∪Y’(s),               s∊ℵ∩ℵ=ℵ 

Thus, 

                  T’(s),                           s∊ℵ\ℵ=∅    

 M(s)=       

                  [D(s) ∩ J(s)] ∪Y’(s),   s∊ℵ∩ℵ=ℵ      

Let  (J,ℵ) 
＊
~
＊

 (Y,ℵ)=(L,ℵ), where ∀s∊ℵ;   
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                    J’(s),                         s∊ℵ\ℵ=∅    

 L(s)=     

                   J’(s) ∪Y’(s),              s∊ℵ∩ℵ=ℵ 

Let (D, ℵ)
＊
~
＊

(L,ℵ) =(N,ℵ), where ∀s∊ℵ;  

                    D’(s),                         s∊ℵ\ℵ=∅    

 N(s)=       

                   D’(s) ∪L’(s),              s∊ℵ∩ℵ=ℵ 

Thus, 

                  D’(s),                            s∊ℵ\ℵ=∅    

 N(s)=       

                  D’(s) ∪ [J(s) ∩Y(s)], s∊ℵ∩ℵ=ℵ            

It is seen that (M,ℵ)≠(N,ℵ). 

That is, for the soft sets whose parameter set are the same, the operation 

＊
~
＊

does not have associativity property. 

Moreover, we have the following: 

3)  [(D, ℵ)
＊
~
＊

 (J,R)] 

＊
~
＊

(Y,S) ≠ (D, ℵ)
＊
~
＊

[(J, R) 
＊
~
＊

(Y,S)] 

 

Proof: Let (D, ℵ)
＊
~
＊

 (J,R)=(T,ℵ), where ∀s∊ℵ;   

                  D’(s),                         s∊ℵ\R 7 

T(s)=       

                  D’(s) ∪J’(s),             s∊ℵ∩R 

Let (T,ℵ) 

＊
~
＊

(Y,S) =(M,ℵ), where ∀s∊ℵ;  

                  T’(s),                          s∊ℵ\S   

 M(s)=      

                  T’(s) ∪Y’(s),             s∊ℵ∩S 

Thus, 

                 D(s),                             s∊(ℵ\R)\S=ℵ∩R’∩S’ 

 M(s)=      D(s) ∩ J(s),                  s∊(ℵ∩R)\S=ℵ∩R∩S’ 

                  D(s) ∪Y’(s),                s∊(ℵ\R)∩S=ℵ∩R’∩S 

                 [ D(s) ∩J(s)] ∪Y’(s),   s∊(ℵ∩R) ∩S=ℵ∩R∩S                                                                              
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 Let (J, R) 
＊
~
＊

 (Y,S)=(K,R), where ∀s∊R;   

                  J’(s),                         s∊R\S 

 K(s)=       

                 J’(s) ∪Y’(s),             s∊R∩S 

Let (D, ℵ)
＊
~
＊

(K,R) =(S,ℵ), wher ∀s∊ℵ;  

                 D’(s),                        s∊ℵ\R   

 S(s)=      

                 D’(s) ∪K’(s),            s∊ℵ∩R 

Thus, 

                 D’(s),                              s∊ℵ\R 

 S(s)=       D’(s) ∪ J(s),                   s∊ℵ∩(R\S)=ℵ∩R∩S’ 

                D’(s) ∪ [J(s) ∩Y(s)],      s∊ℵ∩(R∩S)=ℵ∩R∩S                                                                               

 

Here let’s handle s∊ℵ\R in the second equation of the first line. Since ℵ\R= ℵ∩R’, if  s∊R’, then s∊S\R or 

s∊(R∪S)’. Hence, if s∊ℵ\R, then s∊ℵ∩R’∩S’ or s∊ℵ∩R’∩S. Thus, it is seen that (M,ℵ)≠(S,ℵ), that is, for the 

soft sets whose parameter set are not the same, the operation 

＊
~
＊

  does not have associativity property on the 

set SE(U). 

4) (D, ℵ)
＊
~
＊

 (J,R)≠(J, R) 
＊
~
＊

 (D,ℵ). 

 

Proof: Let (D, ℵ)
＊
~
＊

 (J,R)=(Y,ℵ). Then, ∀s∊ℵ; 

                  D’(s),                     s∊ℵ\R    

  Y(s)=     

                 D’(s) ∪J’(s),            s∊ℵ∩R     

Let  (J, R) 
＊
~
＊

 (D,ℵ)=(T,R). Then, ∀s∊R; 

                  J’(s),                        s∊R\ℵ      

 T(s)= 

                  J’(s) ∪ D’(s),              s∊R∩ℵ             

Here, while the parameter set of the soft set of the left hand side is ℵ; the parameter set of the soft set of the 

right hand side is R. Thus, by the definition of soft equality  
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(D, ℵ)
＊
~
＊

 (J,R)≠(J, R) 
＊
~
＊

(D, ℵ). 

Hence, the operation 

＊
~
＊

 does not have commutative property in the set SE(U), where the parameter sets of the 

soft sets are different.  However it is easy to see that  

(D, ℵ)
＊
~
＊

 (J,ℵ)=(J,ℵ) 

＊
~
＊

(D, ℵ). 

That is to say, the operation 

＊
~
＊

 does have commutative property where the parameter sets of the soft sets are 

the same.   

5)  (D, ℵ)
＊
~
＊

(D, ℵ)= (D, ℵ)r. 

 

Proof: Let (D, ℵ)
＊
~
＊

 (D,ℵ)=(Y,ℵ). Then, ∀s∊ℵ;   

                    D’(s),                         s∊ℵ\ℵ =∅    

 Y(s)=       

                   D’(s) ∪ D’ (s),            s∊ℵ∩ℵ =ℵ 

Here, ∀s∊ℵ, Y(s)= D’(s) ∪ D’(s)= D’(s), hence (Y,ℵ)= (D, ℵ)r. That is, the operation  
＊
~
＊

 does not have 

idempotency property on the set SE(U). 

6)  (D, ℵ)
＊
~
＊

 ∅ℵ=∅ℵ

＊
~
＊

 (D, ℵ)= Uℵ. 

 

Proof:  Let ∅ℵ=(S,ℵ). Hence, ∀s∊ℵ; S(s)= ∅.  Let (D, ℵ)
＊
~
＊

 (S,ℵ)=(Y,ℵ). Then, ∀s∊ℵ, 

                    D’(s),                     s∊ℵ\ℵ =∅    

Y(s)=       

                   D’(s) ∪S’(s),           s∊ℵ∩ℵ =ℵ 

Thus, ∀s∊ℵ, Y(s)= D’(s) ∪S’(s)= D’(s) ∪U= U. Hence (Y,ℵ)= Uℵ..  

7)  (D, ℵ)
＊
~
＊

∅E=∅E

＊
~
＊

(D, ℵ)=Uℵ. 

 

Proof:  Let ∅E =(S,E). Hence ∀s∊E;  S(s)=∅.  Let  (D, ℵ)
＊
~
＊

 (S,E)=(Y,ℵ). Thus, ∀s∊ℵ, 
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                    D’(s),                 s∊ℵ-E =∅ 

 Y(s)=         

                   D’(s) ∪S’(s),        s∊ℵ∩E=ℵ 

 Hence, ∀s∊ℵ, Y(s)= D’(s) ∪S’(s)= D’(s) ∪U= U, so (Y,ℵ)= Uℵ.    

8)  (D, ℵ)
＊
~
＊

  Uℵ=Uℵ 
＊
~
＊

 (D, ℵ)= (D, ℵ)r. 

 

Proof: Let  Uℵ=(T,ℵ). Hence, ∀s∊ℵ, T(s)=U. Let  (D, ℵ) 
＊
~
＊

(T, ℵ)=(Y,ℵ). Hence, ∀s∊ℵ; 

                    D’(s),                      s∊ℵ\ℵ =∅   

  Y(s)=       

                   D’(s) ∪ T’(s),          s∊ℵ∩ℵ =ℵ 

Hence, ∀s∊ℵ, Y(s)= D’(s)∪T’(s)= D’(s) ∪ ∅= D’(s), so (Y,ℵ)= (D, ℵ)r. 

9) (D,P

  ＊
)~
 ＊

UE=UE 
＊
~
＊

 (D, ℵ)= (D, ℵ)r. 

 

Proof:  Let UE =(T,E). Hence, ∀s∊E, T(s)=U. Let (D, ℵ)
＊
~
＊

 (T, E)=(Y,ℵ), then ∀s∊ℵ ; 

                    D’(s),                    s∊ℵ-E =∅  

 Y(s)=         

                   D’(s) ∪T’(s),           s∊ℵ∩E=ℵ 

Hence, ∀s∊ℵ, Y(s)= D’(s) ∪T’(s)= D’(s) ∪ ∅ = D’(s), so (Y,ℵ)= (D, ℵ)r 

10) (D, ℵ)
＊
~
＊

 (D, ℵ)r=(D, ℵ)r
＊
~
＊

 (D, ℵ)= Uℵ. 

 

Proof:  Let (D, ℵ)r=(Y,ℵ), so ∀s∊ℵ, Y(s)=D’(s). Let (D,P

  ＊
)~
 ＊

 (Y, ℵ)=(T,ℵ),  so ∀s∊ℵ, 

                    D’(s),                         s∊ℵ\ℵ =∅  

T(s)=        

                   D’(s) ∪Y’(s),             s∊ℵ∩ℵ =ℵ 

 Hence, ∀s∊ℵ, T(s)= D’(s) ∪Y’(s)= D’(s) ∪D(s)= U, so (T,ℵ)= Uℵ. 

11) [(D, ℵ)
＊
~
＊

(J,R)]r=(D, ℵ) ∩̃(J,R). 
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Proof:  Let (D, ℵ)
＊
~
＊

(J,R)=(Y,ℵ). Then, ∀s∊ℵ,   

                D’(s),                 s∊ℵ\R 

Y(s)= 

                D’(s) ∪J’(s),       s∊ℵ∩R 

Let (H, ℵ)r=(T,ℵ), so  ∀s∊ℵ, 

                D(s),                     s∊ℵ\R 

T(s)= 

                D(s) ∩J(s),          s∊ℵ∩R 

Thus, (T,ℵ) =(D, ℵ) ∩̃ (J,R). 

In classical theory, ℵ ∪ R = ∅ ⇔ ℵ = ∅  and R = ∅. Now, we have the following: 

12)  (D, ℵ)
＊
~
＊

(J, R)= ∅ℵ ⇔(D, ℵ) = Uℵ  and (J, R) = Uℵ∩R. 

 

Proof:  Let (D, ℵ)
＊
~
＊

(J, R) = (T,ℵ).  Hence, ∀s∊ℵ, 

                    D’(s),                 s∊ℵ\R 

T(s)=              

                   D’(s) ∪J’(s),       s∊ℵ∩R 

Since (T, ℵ) = ∅ℵ,  ∀s∊ℵ, T(s)= ∅. Hence, ∀s∊ℵ\R,  D’(s)= ∅, thus D(s)=U  and ∀s∊ℵ∩R, T(s)= D’(s) 

∪J’(s)=∅ ⇔ ∀s ∊ ℵ ∩ R,  D’(s)= ∅ and J’(s)= ∅  ⇔ ∀s∊ℵ, D(s)=U and for ∀s ∊ ℵ ∩ R, J(s)=U ⇔(D, ℵ) = Uℵ  

and (J, R) = Uℵ∩R. 

13)  (D, ℵ)
＊
~
＊

(J, ℵ)= ∅ℵ ⇔(D, ℵ) = (J, ℵ) = Uℵ. 

 

Proof:  Let  (D, ℵ)
＊
~
＊

(J, ℵ) = (T,ℵ).  Hence, ∀s∊ℵ, 

                    D’(s),                 s∊ℵ\ℵ=∅  

T(s)=              

                   D’(s) ∪J’(s),      s∊ℵ∩ℵ =ℵ 

Since (T, ℵ) = ∅ℵ,  ∀s∊ℵ, T(s)= ∅. Hence, ∀s∊ℵ, T(s)= D’(s)∪J’(s)=∅ ⇔ ∀s ∊ ℵ,  D’(s)= ∅ and J’(s)= ∅  ⇔ 

∀s∊ℵ, D(s)=U and J(s)= U ⇔(D, ℵ) = (J, ℵ) = Uℵ. 

In classical theory, for all ℵ, ∅ ⊆ ℵ. Now, we have the following: 

14) ∅ℵ ⊆̃ (D, ℵ)
＊
~
＊

(J, R) and ∅R ⊆̃ (J, R) 
＊
~
＊

(D, ℵ). 
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In classical theory, for all ℵ, ℵ ⊆ U. Now, we have the following: 

15)  (D, ℵ)
＊
~
＊

(J, R)  ⊆̃  Uℵ and (J, R) 
＊
~
＊

(D, ℵ) ⊆̃  UR 

In classical theory,  ℵ⊆ ℵ ∪ R. Now, we have the following: 

16)  (D,ℵ)r ⊆̃ (D, ℵ)
＊
~
＊

(J,R), however (J,R)r needs not to be a soft subset of (D, ℵ)
＊
~
＊

(J,R). 

 

Proof:  Let (D, ℵ)
＊
~
＊

(J,R)=(Y,ℵ). First of all, ℵ ⊆ ℵ. Moreover, ∀s∊ℵ, 

                D’(s),                 s∊ℵ\R 

Y(s)= 

                D’(s) ∪J’(s),      s∊ℵ∩R 

Since ∀s∊ℵ\R, D’(s) ⊆ D’(s) and ∀s∊ℵ∩R, D’(s) ⊆ D’(s) ∪ J’(s), hence ∀s∊ℵ, D’(s) ⊆ Y(s). Therefore, (D,ℵ)r 

⊆̃ (Y,ℵ)=(D, ℵ)
＊
~
＊

(J,R), 

19) (D, ℵ)r ⊆̃ (D, ℵ)
＊
~
＊

(J,ℵ), moreover (J, ℵ)r ⊆̃ (D, ℵ)
＊
~
＊

(J,ℵ). 

 

Proof:  Let (D, ℵ)
＊
~
＊

(J,ℵ)=(Y,ℵ). First of all, ℵ ⊆ ℵ. Moreover, ∀s∊ℵ, 

                D’(s),                 s∊ℵ\ℵ=∅ 

Y(s)= 

                D’(s) ∪J’(s),       s∊ℵ∩ℵ=ℵ 

Since  ∀s∊ℵ,Y(s)=D’(s)⊆ D’(s) ∪ J’(s), hence (D, ℵ)r ⊆̃ (Y, ℵ) = (D, ℵ)
＊
~
＊

(J,ℵ). 

4. Distribution Rules 

In this section, distributions of complementary soft binary piecewise star (∗) operation over other soft set 

operations such as extended soft set operations, complementary extended soft set operations, restricted soft set 

operations, soft binary piecewise operations and complementary soft binary piecewise operation are examined 

in detail and many interesting results are obtained. 

 

Proposition 4.1. Let (D, ℵ), (J,R) and (Y,S) be soft sets over U. Then, for the distributions of 

complementary soft binary piecewise star (∗) operation over extended soft set operations, we have the 

followings: 

i) (D, ℵ)
＊
~
＊

 ［(J,R)∩ε(Y,S)］=［(D, ℵ)
＊
~
＊

 (J,R)］∪ε［(D, ℵ)
＊
~
＊

 (Y,S)]. 
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Proof: Let’s first handle the left hand side of the equality and let (J,R)∩ε(Y,S)=(M,R∪S), so ∀s∊R∪S,  

                   J(s),                    s∊R\S 

M(s) =        Y(s),                  s∊S\R 

                   J(s)∩Y(s),         s∊R∩S 

Let (D, ℵ)
＊
~
＊

 (M,R∪S)=(N,ℵ), ∀s∊ℵ, 

                   D’(s),                       s∊ℵ\(R∪S)    

N(s)=           

                   D’(s) ∪M’(s),           s∊ℵ∩(R∪S) 

 Hence    

                   D’(s),                                 s∊ℵ\(R∪S) =ℵ∩R’∩S’             

  N(s)=       D’(s) ∪J’(s),                        s∊ℵ∩(R\S)= ℵ∩R∩S’              

                   D’(s) ∪ Y’(s),                     s∊ℵ∩(S\R)= ℵ∩R’∩S 

                   D’(s) ∪［(J’(s) ∪Y’(s)],    s∊ℵ∩R∩S= ℵ∩R∩S                                                                             

Now let’s handle the right hand side of the equality, that is, [(D, ℵ)
＊
~
＊

 (J,R)］∪ε［(D, ℵ)
＊
~
＊

 (Y,S)]. Assume 

that (D, ℵ)
＊
~
＊

 (J,R)=(V,ℵ), then for  ∀s∊ℵ, 

               D’(s),                         s∊ℵ\R 

V(s)= 

               D’(s) ∪J’ (s),               s∊ℵ∩R  

 Now let (D, ℵ
  ＊
)~
 ＊

 (Y,S)=(W,ℵ). Then, ∀s∊ℵ, 

                D’(s),                       s∊ℵ\S 

W(s)= 

                D’(s) ∪Y’(s),             s∊ℵ∩S 

 Assume that (V,ℵ) ∪ε(W,ℵ)=(T,ℵ), then ∀s∊ℵ, 

                 V(s),                      s∊ℵ\ℵ=∅ 

T(s)=        W(s),                      s∊ℵ\ℵ=∅ 

                 V(s) ∪W(s),           s∊ℵ∩ℵ=ℵ  

                 D’(s) ∪ D’(s),                                       s∊(ℵ\R)∩(ℵ\S) 

T(s)=        D’(s) ∪［D’(s) ∪Y’(s)],                      s∊(ℵ\R)∩(ℵ∩S) 

              ［D’(s) ∪J’(s)］∪ D’(s),                         s∊(ℵ∩R)∩(ℵ\S) 

              ［D’(s) ∪J’(s)］∪［D’(s) ∪Y’(s)],       s∊(ℵ∩R)∩(ℵ∩S) 
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Thus, 

                D’(s),                                                      s∊ℵ∩R’∩S’ 

T(s)=       D’(s) ∪Y’(s),                                          s∊ℵ∩R’∩S 

                D’(s) ∪J’(s),                                           s∊ℵ∩R∩S’ 

             ［D’(s) ∪J’(s)］∪［D’(s) ∪Y’(s)],         s∊ℵ∩R∩S                                                                            

It is seen that (N,ℵ)= (T,ℵ). 

ii)  (D, ℵ)
＊
~
＊

 ［(J, R)  ∪ε (Y,S)］=［(D, ℵ)
＊
~
＊

 (J,R)］∪ε［(D, ℵ)
＊
~
＊

(Y,S)], where ℵ∩R∩S =∅. 

iii) (D, ℵ)
＊
~
＊
［(J,R)λε(Y,S)］=［(D, ℵ)

＊
~
＊

 (J,R)］∩̃［(Y,S) 
＊
~
λ

 (D,ℵ)], where ℵ∩R’∩S=∅. 

iv)  (D, ℵ)
＊
~
＊
［(J,R)\ε(Y,S)］=［(D, ℵ)

＊
~
＊

 (J,R)］∪̃［(Y,S) 
＊
~
λ

 (D,ℵ)］where ℵ∩R’∩S =∅. 

v) ［(D, ℵ) ∪ε (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
＊
~
＊

 (Y,S)］∩ε［(J,R)

＊
~
＊

  (Y,S)］ 

Proof: Let’s first handle the left hand side of the equality and let (D, ℵ) ∩ε(J,R)=(M,ℵ∪R), so ∀s∊ℵ∪R, 

                    D(s),               s∊ℵ\R 

M(s) =        J(s),                  s∊R\ℵ 

                   D(s)∪J(s),        s∊ℵ∩R 

Let (M,ℵ∪R) 

＊
~
＊

 (Y,S)=(N,ℵ∪R), so ∀s∊ℵ∪R, 

                   M’(s),                   s∊(ℵ∪R)\S 

 N(s)=        

                   M’(s) ∪ Y’(s),     s∊(ℵ∪R)∩S 

Thus, 

                D’(s),                                   s∊(ℵ\R)\S=ℵ∩R’∩S’ 

                J’(s),                                    s∊(R\ℵ)\S=ℵ’∩R∩S’ 

 N(s)=     D’(s) ∩J’(s),                         s∊(ℵ∩R)\S=ℵ∩R∩S’ 

               D’(s) ∪Y’(s),                         s∊(ℵ\R)∩S=ℵ∩R’∩S 

               J’(s) ∪Y’(s),                          s∊(R\ℵ)∩S=ℵ’∩R∩S 

             ［ D’(s) ∩J’(s) ］∪Y’(s),       s∊(ℵ∩R)∩S=ℵ∩R∩S                                                                            

Now let’s handle the right hand side of the equality: [(D, ℵ)
＊
~
＊

 (Y,S)］∩𝛆［(J, R) 
＊
~
＊

 (Y,S). Let 

(D, ℵ)
＊
~
＊

(Y,S)=(V,ℵ), so ∀s∊ℵ, 
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               D’(s),                     s∊ℵ\S 

V(s)= 

               D’(s) ∪Y’(s),          s∊ℵ∩S  

Let  (J, R) 
＊
~
＊

 (Y,S)=(W,R), so ∀s∊R, 

 

                J’(s),                      s∊R\S 

W(s)= 

                J’(s) ∪Y’(s),            s∊R∩S 

Assume that  (V,ℵ) ∩ε (W,R)=(T,ℵ∪R), so ∀s∊ℵ∪R, 

                 V(s),                    s∊ℵ\R 

T(s)=        W(s),                    s∊R\ℵ 

                V(s)∩W(s),          s∊ℵ∩R 

Thus, 

                   D’(s),                                                   s∊(ℵ\S)\R=ℵ∩R’∩S’ 

                   D’(s) ∪Y’(s),                                       s∊(ℵ∩S)\R=ℵ∩R’∩S 

                   J’(s),                                                     s∊(R\S)\ℵ=ℵ’∩R∩S’ 

T(s)=          J’(s) ∪Y’(s),                                         s∊(R∩S)\ℵ=ℵ’∩R∩S 

                  D’(s)∩J’(s),                                           s∊(ℵ\S)∩(R\S)=ℵ∩R∩S’ 

                  D’(s) ∩［J’(s) ∪Y’(s)],                         s∊(ℵ\S)∩(R∩S)=∅ 

                 ［ D’(s) ∪Y’(s)］∩J’(s),                       s∊(ℵ∩S)∩(R\S)= ∅                

                 ［D’(s) ∪Y’(s) ］∩［J’(s) ∪Y’(s)],      s∊(ℵ∩S)∩(R∩S)=ℵ∩R∩S                                              

It is seen that (N,ℵ∪R)=(T,ℵ∪R). 

vi) ［(D, ℵ) ∩ε (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
＊
~
＊

 (Y,S)］∪ε［(J, R) 
＊
~
＊

 (Y,S)］ 

vii) [(D, ℵ)λε (J,R)］
＊
~
＊

 (Y,S)= [(D, ℵ)
＊
~
＊

 (Y,S)] ∩ε［(J, R) 
＊
~
λ

 (Y,S)], where ℵ∩R∩S’= ℵ’∩R∩S =∅. 

viii) [(D, ℵ)\ε (J,R)]

＊
~
＊

 (Y,S)=[(D, ℵ)
＊
~
＊

 (Y,S)］∪ε［(J, R) 
＊
~
λ

 (Y,S)], where ℵ∩R∩S’= ℵ’∩R∩S =∅. 

Proposition 4.2. Let (D, ℵ), (J,R) and (Y,S) be soft sets over U. Then, for the distributions of complementary 

soft binary piecewise star (∗) operation over complementary extended soft set operations, we have the 

followings: 

i) (D,ℵ) 
＊
~
＊
［(J, R) 

＊
  θε

(Y,S)］=［(D, ℵ)
＊
~
+

 (J,R)］∪ε［(D, ℵ)
＊
~
+

 (Y,S)], where ℵ∩R∩S=∅ 



38 

 

A. Sezgin et al. / IKJM/ 5(2) (2023) 24-52 

Proof: Let’s first handle the left hand side of the equality. Assume (J, R) 
＊
  θε

 (Y,S)=(M,R∪S), so ∀s∊R∪S, 

                  J’(s),                 s∊R\S 

M(s) =       Y’(s),                 s∊S\R 

                  J’(s)∩Y’(s),      s∊R∩S 

Let (D, ℵ)
＊
~
＊

 (M,R∪S)=(N,ℵ), then ∀s∊ℵ, 

                  D’(s),                   s∊ℵ\(R∪S)    

 N(s)=  

                  D’(s) ∪M’(s),      s∊ℵ∩(R∪S) 

Hence, 

                 D’(s),                               s∊ℵ\(R∪S) =ℵ∩R’∩S’             

                 D’(s) ∪J(s),                      s∊ℵ∩(R\S)= ℵ∩R∩S’   

N(s)=       D’(s) ∪Y(s),                     s∊ℵ∩(S\R)= ℵ∩R’∩S 

                 D’(s) ∪［(J(s) ∪Y(s)],    s∊ℵ∩R∩S= ℵ∩R∩S                                                                                

Now let’s handle the right hand side of the equality: [(D, ℵ)
＊
~
+

 (J,R)］∪ε［(D, ℵ)
＊
~
+

 (Y,S)]. Let (D, ℵ)
＊
~
+

 

(J,R)=(V,ℵ), so ∀s∊ℵ, 

               D’(s),                     s∊ℵ\R 

  V(s)=  

               D’(s) ∪J (s),          s∊ℵ∩R  

  Let (D, ℵ)
＊
~
+

 (Y,S)=(W,ℵ), hence ∀s∊ℵ, 

                D’(s),                      s∊ℵ\S 

W(s)= 

                D’(s) ∪Y(s),,           s∊ℵ∩S 

 Assume that (V,ℵ) ∪ε(W,ℵ)=(T,ℵ), hence ∀s∊ℵ, 

                 V(s),                     s∊ℵ\ℵ=∅ 

 T(s)=       W(s),                    s∊ℵ\ℵ=∅ 

                V(s) ∪W(s),          s∊ℵ∩ℵ=ℵ 

Hence, 

                 D’(s) ∪D’(s),                                    s∊(ℵ\R)∩(ℵ\S) 

T(s)=       D’(s) ∪[D’(s) ∪Y(s)],                       s∊(ℵ\R)∩(ℵ∩R) 

              ［D’(s) ∪J(s)］∪D’(s),                       s∊(ℵ∩R)∩(ℵ\S) 

              ［D’(s) ∪J(s)］∪［D’(s) ∪Y(s)],      s∊(ℵ∩R)∩(ℵ∩S)    
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Thus, 

                D’(s),                                                    s∊ℵ∩R’∩S’ 

T(s)=       D’(s) ∪Y(s),                                         s∊ℵ∩R’∩S 

                D’(s) ∪J(s),                                           s∊ℵ∩R∩S’ 

             ［D’(s) ∪J(s)］∪［D’(s) ∪Y(s)],           s∊ℵ∩R∩S                                                                           

It is seen that (N,ℵ)=(T,ℵ). 

ii)   (D, ℵ)
＊
~
＊
［(J, R) 

＊
  ＊ε

(Y,S)]=［(D, ℵ)
＊
~
+

 (J,R)］∪ε［(D, ℵ)
＊
~
+

(Y,S)] where ℵ∩R∩S=∅. 

iii)(D, ℵ)
＊
~
θ
［(J, R) 

＊
  +ε

 (Y,S)］=［(D, ℵ)
＊
~
+

 (J,R)］∩̃［(Y,S) 
＊
~
＊

 (D,ℵ)] where ℵ∩R’∩S=∅. 

iv) (D, ℵ)
＊
~
＊
［(J, R) 

＊
  ɣε

 (Y,S)]= [(D, ℵ)
＊
~
+

 (J,R)] ∪̃[(Y,S) 
＊
~
＊

 (D,ℵ)] where ℵ∩R’∩S= ∅. 

v) ［(D, ℵ)
＊

  ＊ε
 (J,R)］

＊
~
＊

 (Y,S)=［(D, ℵ)λ̃(Y,S)］∩ε［(J,R)λ̃(Y,S)]. 

 

 Proof: Let’s first handle the left hand side of the equality. Assume (D, ℵ)
＊

  ＊ε
 (J,R)=(M,ℵ∪R)  and ∀s∊ℵ∪R, 

                  D’(s),                s∊ℵ\R 

M(s) =       J’(s),                 s∊R\ℵ 

                  D’(s)∪J’(s),      s∊ℵ∩R 

Let (M,ℵ∪R) 
＊
~
＊

 (Y,S)=(N,ℵ∪R) and ∀s∊ℵ∪R,  

                  M’(s),                 s∊(ℵ∪R)\S  

  N(s)=   

                 M’(s) ∪Y’(s),       s∊(ℵ∪R)∩S 

 

Thus, 

               D(s),                                   s∊(ℵ\R)\S=ℵ∩R’∩S’ 

               J(s),                                    s∊(R\ℵ)\S=ℵ’∩R∩S’ 

  N(s)=   D(s)∩J(s),                           s∊(ℵ∩R)\S=ℵ∩R∩S’ 

               D(s) ∪Y’(s),                       s∊(ℵ\R)∩S=ℵ∩R’∩S 

              J(s) ∪Y’(s),                         s∊(R\ℵ)∩S=ℵ’∩R∩S 

              [D(s)∩J(s) ］∪Y’(s),          s∊(ℵ∩R)∩S=ℵ∩R∩S                                                                          
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Now let’s handle the right hand side of the equality: [(D, ℵ)λ̃(Y,S)］∩ε［(J, R) λ̃(Y,S)]. Let (D, ℵ)λ̃ 

(Y,S)=(V,ℵ) and ∀s∊ℵ 

               D(s),                      s∊ℵ\S 

 V(s)= 

               D(s) ∪Y’(s),           s∊ℵ∩S   

Let (J, R) λ̃ (Y,S)=(W,R) and ∀s∊R, 

                J(s),                     s∊R\S 

W(s)= 

                J(s) ∪Y’(s),          s∊R∩S 

Assume that (V,ℵ)∩ε (W,R)=(T,ℵ∪R) and ∀s∊ℵ∪R, 

                 V(s),                     s∊ℵ\R 

T( s)=       W(s),                    s∊R\ℵ 

                V(s)∩W(s),           s∊ℵ∩R 

Hence, 

                  D(s),                                         s∊(ℵ\S)\R=ℵ∩R’∩S’ 

                  D(s) ∪Y’(s)                              s∊(ℵ∩S)\R=ℵ∩R’∩S 

                  J(s),                                           s∊(R\S)\ℵ=ℵ’∩R∩S’ 

T(s)=        J(s) ∪Y’(s),                                s∊(R∩S)\ℵ=ℵ’∩R∩S 

                  D(s)∩J(s),                                  s∊(ℵ\S)∩(R\S)=ℵ∩R∩S’ 

                  D(s) ∩[J(s) ∪Y’(s)],                  s∊(ℵ\S)∩(R∩S)=∅ 

                [ D(s) ∪Y’(s)]∩J(s),                    s∊(ℵ∩S)∩(R\S)=∅                

                [D(s) ∪Y’(s)]∩[J(s) ∪Y’(s)],      s∊(ℵ∩S)∩(R∩S)=ℵ∩R∩S                                                            

 

It is seen that (N,ℵ∪R)=(T,ℵ∪R). 

vi) ［(D, ℵ)
＊
  θε

 (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ) λ̃ (Y,S)］∪ε［(J, R)  λ̃(Y,S)］ 

vii) [(D, ℵ)
＊
  ɣε

 (J,R)]

＊
~
＊

 (Y,S)=[(D, ℵ)
~
λ  (Y,S)]∪ε［(J, R) 

~
＊  (Y,S)] where ℵ∩R∩S’= ℵ’∩R∩S =∅. 

viii)[(D, ℵ)
＊

  +ε
 (J,R)］

＊
~
＊

 (Y,S)=[(D, ℵ)
~
λ   (Y,S)] ∩ε［(J, R) 

~
λ  (Y,S)], where ℵ∩R∩S’= ℵ∩R∩S =∅. 

Proposition 4.3. Let (D, ℵ), (J,R) and (Y,S) be soft sets over U. Then, for the distributions of complementary 

soft binary piecewise star (∗) operation over soft binary piecewise operations, we have the followings: 

i) (D, ℵ)
＊
~
＊

 ［(J, R)  ∪̃ (Y,S)］=［(D, ℵ)
＊
~
＊

 (J,R)］∩̃［(Y,S)

＊
~
＊

 (D, ℵ)]. 

Proof: Let’s first handle the left hand side of the equality and let (J, R) ∪̃ (Y,S)=(M,R), so ∀s∊R∪S,  
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                  J(s),                 s∊R\S 

M(s)= 

                  J(s) ∪Y(s),      s∊R∩S 

(D, ℵ)
＊
~
＊

 (M,R)=(N,ℵ), where ∀s∊ℵ; 

                D’(s),                  s∊ℵ\R       

 N(s)= 

                D’(s) ∪M’(s),      s∊ℵ∩R 

 Thus, 

                 D’(s),                                s∊ℵ\R  

   N(s)=     D’(s) ∪J’(s),                    s∊ℵ∩(R\S)= ℵ∩R∩S’              

                 D’(s) ∪ [J’(s)∩Y’(s)],     s∊ℵ∩R∩S= ℵ∩R∩S                                                                                  

Now let’s handle the right hand side of the equality: [(D, ℵ)
＊
~
＊

 (J,R)］∩̃［(Y,S)

＊
~
＊

 (D, ℵ)]. Assume that 

(D, ℵ)
＊
~
＊

 (J,R)=(V,ℵ), then for  ∀s∊ℵ, 

               D’(s),                         s∊ℵ\R 

V(s)= 

               D’(s) ∪J’(s),               s∊ℵ∩R  

Now let (Y,S

  ＊
)~
 ＊

 (D, ℵ)=(W,S). Then, ∀s∊S, 

                Y’(s),                       s∊S\ℵ 

W(s)= 

                Y’(s) ∪ D’(s),             s∊S∩ℵ 

 Assume that (V,ℵ) ∩̃(W,S)=(T,ℵ), then ∀s∊ℵ, 

                V(s),                      s∊ℵ\S 

T(s)=       V(s) ∩W(s),            s∊ℵ∩S 

Thus, 

                 D’(s),                                           s∊(ℵ\R)\S= ℵ∩R’∩S’ 

T(s)=        D’(s) ∪J’(s)                                 s∊(ℵ∩R)\S= ℵ∩R’∩S 

                D’(s) ∩Y’(s),                                s∊(ℵ\R)∩(S\ℵ)= ∅ 

                D’(s) ∩ [Y’(s) ∪ D’(s)],                s∊(ℵ\R)∩(S∩ℵ) = ℵ∩R’∩S 

                [D’(s) ∪J’(s)] ∩Y’(s)                    s∊(ℵ∩R)∩(S\ℵ) =∅ 

                [D’(s) ∪J’(s)] ∩ [Y’(s) ∪ D’(s)],   s∊(ℵ∩R)∩(S∩ℵ)=ℵ∩R∩S 
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Thus, 

                D’(s),                                           s∊(ℵ\R)\S= ℵ∩R’∩S’ 

                D’(s) ∪J’(s)                                 s∊(ℵ∩R)\S= ℵ∩R∩S’ 

                D’(s) ∩Y’(s),                               s∊(ℵ\R)∩(S\ℵ)=∅ 

   T(s)=    D’(s)                                            s∊(P\R)∩(S∩ℵ)= ℵ∩R’∩S 

                [D’(s) ∪J’(s)] ∩Y’(s)                  s∊(ℵ∩R)∩(S\ℵ)= ∅ 

                [D’(s) ∪J’(s)] ∩ [Y’(s) ∪ D’(s)], s∊(ℵ∩R)∩(S∩ℵ)= ℵ∩R∩S                                                          

 

Since ℵ\R= ℵ∩R’, if s∊R’, then s∊S\R or s∊(R∪S)’. Hence, if s∊ℵ\R, s∊ℵ∩R’∩S’ or s∊ℵ∩R’∩S. Thus, it is 

seen that (N,ℵ)=(T,ℵ). 

ii) (D, ℵ)
＊
~
＊

 ［(J, R)  ∩̃ (Y,S)］=［(D, ℵ)
＊
~
＊

 (J,R)］∩̃［(Y,S)

＊
~
＊

 (D, ℵ)] where ℵ∩R∩S=∅ 

iii) (D, ℵ)
＊
~
＊
［(J, R) λ̃ (Y,S)］=［(D, ℵ)

＊
~
＊

  (J,R)］∩̃［(Y,S) 
＊
~
λ

 (D,ℵ)]. 

iv) (D, ℵ)
＊
~
＊
［(J, R) \̃ (Y,S)］=［(D, ℵ)

＊
  ~

   ＊ 
  (J,R)］∩̃［(Y,S) 

＊
~
λ

(D, ℵ)] . 

v)［(D,ℵ) ∩̃ (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
＊
~
＊

 (Y,S)］∪̃［(J, R) 
＊
~
＊

 (Y,S)］ 

 

 Proof: Let’s first handle the left hand side of the equality. Suppose (D, ℵ) ∩̃ (J,R)=(M,ℵ), so ∀s∊ℵ için, 

                  D(s),                 s∊ℵ\R 

  M(s)= 

                  D(s)∩J(s),     s∊ℵ∩R 

Let (M,ℵ) 
＊
~
＊

 (Y,S)=(N,ℵ), so ∀s∊ℵ, 

                   M’(s),                  s∊ℵ \S     

N(s)= 

                   M’(s) ∪Y’(s),      s∊ℵ∩S 

Thus, 

               D’(s),                             s∊(ℵ\R)\S=ℵ∩R’∩S’ 

N(s)=     D’(s)∪J’(s),                    s∊(ℵ∩R)\S=ℵ∩R∩S’ 

               D’(s) ∪Y’(s),                 s∊(ℵ\R)∩S=ℵ∩R’∩S 

               [D’(s)∪J’(s)] ∪Y’(s),     s∊(ℵ∩R)∩S=ℵ∩R∩S   
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Now let’s handle the right hand side of the equality:［(D, ℵ)
＊
~
＊

 (Y,S)］∪̃［(J, R) 
＊
~
＊

 (Y,S)]. Let  (D, ℵ)
＊
~
＊

 

(Y,S)=(V,ℵ), so ∀s∊ℵ, 

               D’(s),                    s∊ℵ\S 

V(s)= 

               D’(s) ∪Y’(s),           s∊ℵ∩S  

Let (J, R) 
＊
~
＊

 (Y,S)=(W,R), so ∀s∊R, 

                J’(s),                      s∊R\S 

W(s)= 

                J’(s) ∪Y’(s),             s∊R∩S 

Assume that (V,ℵ)∪̃ (W,R)=(T,ℵ), so ∀s∊ℵ, 

                 V(s),                     s∊ℵ\R 

  T(s)= 

                 V(s)∪W(s),           s∊ℵ∩R 

Hence,  

                 D’(s),                                                   s∊(ℵ\S)\R=ℵ∩R’∩S’ 

                 D’(s) ∪Y’(s),                                       s∊(ℵ∩S)\R=ℵ∩R’∩S 

T(s)=        D’(s)∪J’(s),                                          s∊(ℵ\S)∩(R\S)=ℵ∩R∩S’ 

                 D’(s) ∪［J’(s) ∪Y’(s)],                        s∊(ℵ\S)∩(R∩S)=∅ 

                [D’(s) ∪Y’(s)］∪J’(s),                          s∊(ℵ∩S)∩(R\S)=∅                 

                [D’(s) ∪Y’(s) ］∪［J’(s) ∪Y’(s)],        s∊(ℵ∩S)∩(R∩S)=ℵ∩R∩S                                           

 

It is seen that  (N,ℵ)=(T,ℵ). 

vi) [(D, ℵ) ∪̃ (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
＊
~
＊

 (Y,S)］∩̃［(J, R) 
＊
~
＊

 (Y,S)］ 

vii) [(D, ℵ) \̃(J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
＊
~
＊

 (Y,S)］∪̃［(J, R) λ̃ (Y,S)]. 

viii) [(D, ℵ) λ̃(J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
＊
~
＊

 (Y,S)］∩̃［(J, R) λ̃  (Y,S)]. 

Proposition 4.4. Let (D, ℵ), (J,R) and (Y,S) be soft sets over U. Then, for the distributions of complementary 

soft binary piecewise star (∗) operation over complementary soft binary piecewise operations we have the 

followings: 

i)(D, ℵ)
＊
~
＊

[(J, R) 
＊
~
＊

 (Y,S)]=[(D, ℵ)
＊
~
+

 (J,R)］∩̃［(D, ℵ)
＊
~
+

 (Y,S)] where ℵ∩R∩S’=∅ 
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Proof: Let’s first handle the left hand side of the equality, suppose (J, R) 
＊
~
＊

 (Y,S)=(M,R), so ∀s∊R, 

                  J’(s),                 s∊R\S 

 M(s)= 

                  J’(s) ∪Y’(s),      s∊R∩S 

Let (D, ℵ)
＊
~
＊

 (M,R)=(N,ℵ), so ∀s∊ℵ, 

                   D’(s),                s∊ℵ\R       

 N(s)= 

                   D’(s) ∪M’(s),    s∊(ℵ∩R 

Thus, 

                 D’(s),                                   s∊ℵ\R  

   N(s)=    D’(s) ∪J(s),                         s∊ℵ∩(R\S)= ℵ∩R∩S’              

                 D’(s) ∪［(J(s) ∩H (s)],       s∊ℵ∩R∩S= ℵ∩R∩S                                                                         

Now let’s handle the right hand side of the equality:(D, ℵ)
＊
~
+

(J,R)］∩̃［(D, ℵ)
＊
~
+

 (Y,S)]. Let  (D, ℵ)
＊
~
+

  

(J,R)=(V,ℵ), so ∀s∊ℵ, 

               D’(s),                      s∊ℵ\R 

V(s)= 

               D’(s) ∪J(s),           s∊ℵ∩R  

  Let (D, ℵ)
＊
~
+

 (Y,S)=(W,ℵ), so ∀s∊ℵ, 

                D’(s),                     s∊ℵ\S 

W(s)= 

                D’(s) ∪Y(s),             s∊ℵ∩S 

 Assume that (V,ℵ)∩̃(W,ℵ)=(T,ℵ), so ∀s∊ℵ, 

                V(s),                      s∊ℵ\ℵ=∅ 

   T(s)= 

                V(s) ∩W(s),           s∊(ℵ∩ℵ=ℵ 

Thus,      

              D’(s)                                          s∊(ℵ\R)∩(ℵ\S)= ℵ∩R’∩S’ 

              D’(s) ∩［D’(s) ∪Y(s)],            s∊(ℵ\R)∩(ℵ∩S)= ℵ∩R’∩S  

T(s)=    [D’(s) ∪J(s)] ∩ D’(s),                 s∊(ℵ∩R)∩(ℵ\S)= ℵ∩R∩S’ 

              [D’(s) ∪J(s)] ∩ [D’(t) ∪ Y(t)],   s∊(ℵ∩R)∩(ℵ∩S)= ℵ∩R∩S 
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Thus,         

              D’(s)                                           s∊(ℵ\R)∩(ℵ\S)= ℵ∩R’∩S’ 

              D’(s),                                          s∊(ℵ\R)∩(ℵ∩S)= ℵ∩R’∩S  

T(s)=     D’(s),                                          s∊(ℵ∩R)∩(ℵ\S)= ℵ∩R∩S’ 

              [D’(s) ∪J(s)] ∩ [D’(t) ∪ Y(t)],   s∊(ℵ∩R)∩(ℵ∩S)= ℵ∩R∩S 

 

Since ℵ\R= ℵ∩R’, if s∊R’, then s∊S\R or s∊(R∪S)’. Hence, if s∊ℵ\R, s∊ℵ∩R’∩S’ or s∊ℵ∩R’∩S. Thus, it is 

seen that (N,ℵ)=(T,ℵ). 

ii) (D, ℵ)
＊
~
＊

[(J, R) 
＊
~
θ

 (Y,S)]=[(D, ℵ)
＊
~
+

 (J,R)］∪̃［(D, ℵ)
＊
~
+

 (Y,S)], where ℵ∩R’∩S=∅ 

iii)  (D, ℵ)
＊
~
＊
［(J, R) 

＊
~
γ

(Y,S)］=［(D, ℵ)
＊
~
+

 (J,R)］∪̃［(Y,S) 
＊
~
＊

 (D,ℵ)], where ℵ∩R’∩S=∅ 

iv) (D, ℵ)
＊
~
＊
［(J, R) 

＊
~
+

 (Y,S)］=［(D, ℵ)
＊
~
+

 (J,R)］∩̃［(Y,S) 
＊
~
＊

 (D,ℵ)] 

v) (D,ℵ) 
＊
~
＊

[(J, R) 
＊
~
∩

 (Y,S)]=[(D, ℵ)
＊
~
＊

 (J,R)]∪̃[(Y,S) 
＊
~
＊

 (D,ℵ)], where ℵ∩R∩S’=∅ and ℵ∩R’∩S=∅. 

vi)［(D,ℵ) 

＊
~
θ

 (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)λ̃ (Y,S)］∪̃［(J, R) λ̃  (Y,S)］ 

Proof: Let’s first handle the left hand side of the equality. Let (D, ℵ)
＊
~
θ

 (J,R)=(M,ℵ), so ∀s∊ℵ, 

             D’(s),                     s∊ℵ\R 

M(s)= 

             D’(s)∩J’(s),            s∊ℵ∩R 

Let (M,ℵ) 
＊
~
＊

 (Y,S)=(N,ℵ), so ∀s∊ℵ, 

              M’(s),                     s∊ℵ\S 

N(s)= 

              M’(s)∪Y’(s),          s∊ℵ∩S 

Thus, 

              D(s),                          s∊(ℵ\R)\S =ℵ∩R’∩S’                

N(s)=    D(s)∪J(s),                  s∊(ℵ∩R)\S= ℵ∩R∩S’              

              D(s) ∪Y’(s),             s∊(ℵ\R) ∩S = ℵ∩R’∩S 

           [ D(s)∪J(s)] ∪Y’(s),     s∊ℵ∩R∩S= ℵ∩R∩S         
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Now let’s handle the right hand side of the equality:［(D, ℵ)λ̃(Y,S)］∪̃［(J,R)λ̃(Y,S)]. Let 

(D, ℵ)λ̃(Y,S)=(V,ℵ), so ∀s∊ℵ, 

               D(s),                      s∊ℵ\S 

V(s)= 

               D(s) ∪Y’(s),           s∊ℵ∩S  

Let (J, R) λ̃ (Y,S)=(W,R), so ∀s∊R, 

                J(s),                      s∊R\S 

   W(s)= 

                J(s) ∪Y’(s),          s∊R∩S 

Let (V,ℵ) ∪̃ (W,R)=(T,ℵ), so ∀s∊ℵ, 

                 V(s),                     s∊ℵ\R 

   T(s)= 

                V(s)∪W(s),           s∊ℵ∩R 

Thus, 

               D(s),                                          s∊((P\S)\R=ℵ∩R’∩S’ 

               D(s) ∪Y’(s),                              s∊(ℵ∩S)\R=ℵ∩R’∩S 

T(s)=      D(s)∪J(s),                                  s∊(ℵ\S)∩(R\S)=ℵ∩R∩S’ 

                D(s)∪ [J(s) ∪Y’(s)],                 s∊(ℵ\S)∩(R∩S)=∅ 

               [ D(s) ∪Y’(s)]∪J(s),                  s∊(ℵ∩S)∩(R\S)=∅ 

               [D(s) ∪Y’(s)]∪J([s) ∪Y’(s)],    s∊(ℵ∩S)∩(R∩S)=ℵ∩R∩S                                                     

It is seen that (N,ℵ)=(T,ℵ). 

vii)  (D, P) 

＊
~
＊

 (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)λ̃ (Y,S)］∩̃［(J, R) λ̃ (Y,S)］ 

viii)[ (D, P) 

＊
~
ɣ

 (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
~
λ  (Y,S)］∪̃［(J, R) 

~
＊ (Y,S)], where ℵ∩R∩S’=∅  

ix) [ (D, P) 

＊
~
+

 (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
~
λ  (Y,S)］∩̃［(J, R) 

＊
~
λ

 (Y,S)], where ℵ∩R∩S=∅ 

Proposition 4.5. Let (D, ℵ), (J,R) and (Y,S) be soft sets over U. Then, for the distributions of complementary 

soft binary piecewise star (∗) operation over restricted soft set operations, we have the followings: 

𝒊)(D, ℵ)
＊
~
＊

[(J, R)  ∩R(Y,S)]= [(D, ℵ)
＊
~
＊

 (J,R)]∩R［(D, ℵ)
＊
~
＊

 (Y,S)], where  ℵ∩R∩S=∅. 

Proof: Let’s first handle the left hand side of the equality, suppose (J, R)  ∩R(Y,S)=(M,R∩S)  and so ∀s∊R∩S, 

M(s)=J(s) ∩Y(s). Let (D, ℵ)
＊
~
＊

 (M,R∩S)=(N,ℵ), so ∀s∊ℵ, 
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                  D’(s),                s∊ℵ\(R∩S)   

N(s)=     

                 D’(s) ∪M’(s),    s∊ℵ∩(R∩S) 

Thus, 

                   D’(s),                                 s∊ℵ\(R∩S)  

N(s)=      

                   D’(s) ∪［J’(s) ∪ Y’(s)],     s∊ℵ∩(R∩S)               

Now let’s handle the right hand side of the equality: [(D, ℵ)
＊
~
＊

 (J,R)］∩R［(D, ℵ)
＊
~
＊

  (Y,S)].  Let (D, ℵ)
＊
~
＊

 

(J,R)=(V,ℵ), so ∀s∊ℵ,          

                

               D’(s),                     s∊ℵ\R 

 V(s)= 

               D’(s) ∪J’(s),           s∊ℵ∩R  

Let  (D, ℵ)
＊
~
＊

 (Y,S)=(W,ℵ), so ∀s∊ℵ, 

                D’(s),                  s∊ℵ\S 

W(s)= 

                D’(s) ∪Y’(s),       s∊ℵ∩S 

Assume that (V,ℵ) ∩R (W,ℵ)=(T,ℵ), and so ∀s∊ℵ, T(s) =V(s) ∩ W(s), 

              D’(s) ∩ D’(s),                                    s∊(P\R)∩(ℵ\S) 

T(s)=    D’(s) ∩[D’(s) ∪Y’(s)],                       s∊(ℵ\R)∩(ℵ∩S) 

            [D’(s) ∪J’(s)]∩ D’(s),                          s∊(ℵ∩R)∩(ℵ\S) 

            [D’(s) ∪J’(s)]∩[D’(s) ∪Y’(s)],           s∊(ℵ∩R)∩(ℵ∩S) 

Hence, 

              D’(s),                                              s∊ℵ∩R’∩S’ 

T(s)=     D’(s),                                               s∊ℵ∩R’∩S 

              D’(s),                                              s∊ℵ∩R∩S’ 

           [D’(s) ∩J’(s)]∪[D’(s) ∩Y’(s)],        s∊ℵ∩R∩S     

Considering the parameter set of the first equation of the first row, that is, ℵ\(R∩S); since ℵ\(R∩S) =ℵ∩(R∩S)', 

an element in (R∩S)' may be in R\S, in S\R or (R∪S). Then, ℵ\(R∩S) is equivalent to the following 3 states: 

ℵ∩(R∩S'), ℵ∩(R'∩S) and ℵ∩(R'∩S'). Hence, (N,ℵ)=(T,ℵ). 

ii)(D, ℵ)
＊
~
＊
［(J, R)  ∪R(Y,S)］=［(D, ℵ)

＊
~
＊

 (J,R)］∩R［(D, ℵ)
＊
~
＊

 (Y,S)]. 
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iii)  (D, ℵ)
＊
~
＊
［(J, R) ＊R (Y,S)］=［(D, ℵ)

＊
~
+

 (J,R)］∩R［(D, ℵ)
＊
~
+

 (Y,S)]. 

iv) (D, ℵ)
＊
~
＊

[(J, R) θR(Y,S)]=[(D, ℵ)
＊
~
+

 (J,R)]∩R[(D, ℵ)
＊
~
+

 (Y,S)], where ℵ∩R∩S=∅. 

v)  (D, ℵ)
＊
~
＊
［(J, R) \R (Y,S)]=[(D, ℵ)

＊
~
＊

 (J,R)］∩R［(D, ℵ)
＊
~
+

  (Y,S)]. 

vi) (D, ℵ)
＊
~
＊
［(J, R) +R(Y,S)］=［(D, ℵ)

＊
~
+

 (J,R)］∩R［(D, ℵ)
＊
~
＊

 (Y,S)]. 

vi)  (D, ℵ)
＊
~
＊
［(J, R) γR(Y,S)］=[(D, ℵ)

＊
~
γ

 (J,R)]∪R [(D, ℵ)
＊
~
θ

 (Y,S)], where ℵ∩R∩S =∅. 

viii)［(D, ℵ) ∪R (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
＊
~
＊

 (Y,S)］∩R［(J, R) 
＊
~
＊

 (Y,S)]. 

Proof: Let’s first handle the left hand side of the equality, suppose (D, ℵ) ∪R(J,R)=(M,ℵ∩R) so, ∀s∊ℵ∩R, 

M(s)=D(s)∪J(s). Let (M,ℵ∩R) 
＊
~
＊

 (Y,S) =(N,ℵ∩R), so ∀s∊ℵ∩R,   

                    M’(s),                 s∊(ℵ∩R)\S 

  N(s)= 

                   M’(s) ∪Y’(s),      s∊(ℵ∩R)∩S   

Hence,  

                   D’(s)∩J’(s),                       s∊(ℵ∩R)\S= ℵ∩R∩S’ 

  N(s)=  

                 ［ D’(s)∩J’(s)］∪Y’(s),     s∊(ℵ∩R)∩S       

Now let’s handle the right hand side of the equality:［(D, ℵ)
＊
~
＊

 (Y,S)］∩R［(J, R) 
＊
~
＊

 (Y,S)]. Let (D, ℵ)
＊
~
＊

 

(Y,S)=(V,ℵ), so ∀s∊ℵ, 

 

               D’(s),                     s∊ℵ\S 

 V(s)= 

               D’(s) ∪Y’(s),          s∊ℵ∩S  

  Let (J, R) 
＊
~
＊

 (Y,S)=(W,R), so ∀s∊R,  

                J’(s),                      s∊R\S 

  W(s)= 

                J’(s) ∪Y’(s),            s∊R∩S 
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  Suppose that (V,ℵ)∩R (W,R)=(T,ℵ∩R), so ∀s∊ℵ∩R, T(s)=V(s)∩W(s). Thus, 

                D’(s)∩J’(s),                                      s∊(ℵ\S)∩(R\S)=ℵ∩R∩S’ 

T(s)=       D’(s) ∩ [J’(s) ∪Y’(s)],                     s∊(ℵ\S)∩(R∩S)=∅ 

               [D’(s) ∪Y’(s)] ∩J’(s),                       s∊(ℵ∩S)∩(R\S)=∅                

               [D’(s) ∪Y’(s)]∩[J’(s) ∪Y’ (s)],        s∊(ℵ∩S)∩(R∩S)=ℵ∩R∩S      

 

It is seen that (N,ℵ∩R)= (T,ℵ∩R), 

ix)[(D, ℵ) ∩R (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)
＊
~
＊

  (Y,S)］∪R［(J, R) 
＊
~
＊

 (Y,S)]. 

x) [(D, ℵ)＊R (J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)λ̃ (Y,S)］∩R［(J, R) λ̃ (Y,S)]. 

xi) [(D, ℵ)θR(J,R)］
＊
~
＊

 (Y,S)=［(D, ℵ)\̃(Y,S)］∪R［(J, R) \̃ (Y,S) ]. 

5. Conclusion 

The concept of soft set operations is an essential concept similar to fundamental operations on numbers and 

basic operations on sets. Proposing new soft operations and deriving their algebraic properties and 

implementations provide new perspectives for dealing with problems related to parametric data. The operations 

in soft set theory have proceed under two main headings up to now, as restricted soft set operations and 

extended soft set operations. In this paper, we contribute to the soft set literature by defining a new kind of soft 

set operation. Inspired by these ideas, in this paper we have defined a new soft set operation which we call 

complementary soft binary piecewise star operation. The basic algebraic properties of the operations have been 

investigated. Moreoverby examining the distribution rules, we have obtained the relationships between this 

new soft set operation and other types of soft set operations such as extended soft set operations, 

complementary extended soft set operations, soft binary piecewise operations, complementary soft binary 

piecewise operations and restricted soft set operations. This paper can be regarded as a theoretical study for 

soft sets and some future studies may continue by examining the distribution of other soft set operations over 

complementary soft binary piecewise star operation. Furthermore, since soft sets are a powerful mathematical 

tool for detecting insecure objects, researchers may be able to propose new cryptographic or decision methods 

based on soft sets with the help of this new soft set operation. Also, the study of soft algebraic structures can 

be handled again in terms of algebraic properties by the operations defined in this article and thus studying the 

algebraic structure of soft sets from the perspective of this new operation provides deep insight into the 

algebraic structure of soft sets. 
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Abstract − In this study, the solution of the second type of homogeneous nonlinear Fredholm 

integral equations is investigated using a three-step iteration algorithm. In other words, it has 

been shown that the sequences obtained from this algorithm converge to the solution of the 

mentioned equations. Also, data dependency is obtained for the second type of homogeneous 

nonlinear Fredholm integral equations and this result is supported by an example. 

Subject Classification (2020): 45B05, 47H10. 

1. Introduction 

The widely used fixed point theory has its origins in the approximation methods of Liouville, Cauchy, 

Lipschitz, Peano and Picard towards the end of the 19th century (for more detail see [2],[3],[7],[9],[10]). 

In 1922, Stephan Banach introduced the Banach fixed point theorem, which proved the existence and 

uniqueness of the fixed point under various conditions [22]. One of the important results obtained is 

that the sequence obtained by Picard iteration converges to the fixed point [6]. Since iteration methods 

have wide application areas, many researches have been done on this subject. This process, which 

started with Picard, has developed and has survived to the present day. There are two main points to 

consider when defining the iteration method. The first is that the iteration to be defined is faster than 

existing iteration methods, and the second is that this iteration method is simple. For detailed 

information about iteration methods frequently used in the literature, you can refer to the following 

sources: [1], [10]- [20]. 

    In addition to many iteration methods developed in this process, the strong convergence of these 

methods, convergence equivalence, convergence speed and whether the fixed points of these 

transformations are data dependent were investigated for certain transformation classes 

([4],[8],[10],[11],[20]- [24]).The knowledge of which method converges faster for two iteration 

methods whose convergence is equivalent is of great importance in applied mathematics. Another 
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transformation, called the approximation operator, can be used, which is close to the one used when 

constructing an iteration. Since this approximation operator has a different fixed point, the questions of 

how close the fixed point of the transformation and the fixed point of the approximation operator are to 

each other and how to calculate the distance between them bring up the concept of data dependency of 

fixed points. 

    One of the most common uses of fixed point theory, especially in applied mathematics, is the theory 

of integral equations. It is very important to determine the existence and uniqueness of integral 

equations. Fixed point theory is one of the most important tools used for this purpose. In our study, 

Fredholm integral equations, which are used in modeling many current problems, are discussed with 

the new three-step iteration method developed by Karakaya et al [14]. The reason why we use this 

iteration algorithm is that it has been proven to be faster than many iteration algorithms such as Picard, 

Mann, Ishikawa, Noor, SP, CR, Sahu-S and Picard-S [3]. Briefly, our study examines the strong 

convergence of the sequence obtained from the new three-step iteration method to the solution and the 

dependence of this solution on the data, under operators corresponding to nonlinear Fredholm integral 

equations. 

2. Known Results 

Definition 1. Let (𝑋, 𝑑) be a metric space and 𝑇 ∶ 𝑋 → 𝑋 be a mapping. 𝑇 is called a Lipschitzian mapping, 

if there is a 𝜆 > 0 number such that 

𝑑(𝑇𝑥, 𝑇𝑦) ≤ 𝜆𝑑(𝑥, 𝑦) 

for all 𝑥, 𝑦 ∈ 𝑋 [10].  

 

Definition 2. Let (𝑋, 𝑑) be a metric space and 𝑇 ∶ 𝑋 → 𝑋 be a Lipschitzian mapping. 𝑇 is called a 

contraction mapping, if there is at least one 𝜆 ∈ (0,1) real number such that 

𝑑(𝑇𝑥, 𝑇𝑦) ≤ 𝜆𝑑(𝑥, 𝑦) 

for all 𝑥, 𝑦 ∈ 𝑋. 𝜆 is called the contraction ratio [10].  

 

Definition 3. Let 𝑋 be a normed space and 𝑇 ∶ 𝑋 → 𝑋 be a Lipschitzian mapping. 𝑇 is called a contraction 

mapping, if there is at least one 𝜆 ∈ (0,1) real number such that 

‖𝑇𝑥 − 𝑇𝑦‖ ≤ 𝜆‖𝑥 − 𝑦‖ 

for all 𝑥, 𝑦 ∈ 𝑋 [10].  

 

Geometrically, Definition 2 and Definition 3 can be interpreted as 𝑇𝑥 and 𝑇𝑦, which are images of any 𝑥 

and 𝑦 points, are closer together than 𝑥 and 𝑦 [10]. 

 

Theorem 1. (Banach Fixed Point Theorem) If (𝑋, 𝑑) is a complete metric space and 𝑇 ∶ 𝑋 → 𝑋 is a 

contraction mapping, 

    • 𝑇 has one and only one fixed point 𝑥 ∈ 𝑋. 

    • For any 𝑥0 ∈ 𝑋, iteration sequence (𝑇𝑛𝑥0) (ie iteration sequence (𝑥𝑛) defined by 𝑥𝑛 = 𝑇𝑥𝑛−1 for all 

𝑛 ∈ ℕ) converges to unique fixed point of 𝑇 [6]. 
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The following three-step iteration algorithm, defined by Karakaya et al. in 2017, has been shown to be 

faster than many iteration algorithms such as Picard, Mann, Ishikawa, Noor, SP, S, CR and Picard-S [14]: 

 

Definition 4. The iteration method 

𝑥0 ∈ 𝑋
𝑥𝑛+1 = 𝑇𝑦𝑛
𝑦𝑛 = (1 − 𝛽𝑛)𝑧𝑛 + 𝛽𝑛𝑇𝑧𝑛
𝑧𝑛 = 𝑇𝑥𝑛

}                                                          (1) 

 

is called the three-step iteration method, where 𝑋 is a Banach space, 𝑇 ∶ 𝑋 → 𝑋 is an operator and 

{𝛽𝑛}𝑛=0
∞ ⊂ [0,1] is a sequence satisfying certain conditions [14].  

 

Definition 5. The integral equations in the form of 

𝑥(𝑡) = 𝜆 ∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑥(𝑠))𝑑𝑠,                                                                     (2) 

where 𝑘(𝑡, 𝑠, 𝑥) is the known function defined over the region 

𝐷 = {(𝑡, 𝑠, 𝑥) ∈ ℝ3 ∶ 𝑎 ≤ 𝑡, 𝑠 ≤ 𝑏,   − ∞ < 𝑥 < ∞} 

and 𝑥(𝑡) an unknown function whose solution is desired, and 𝜆 is any numerical parameter, are called 

the second type of nonlinear Fredholm integral equations. Here, 𝑘 is called the kernel of the integral 

equation [2]. 

 

Lemma 1. 𝐶([𝑎, 𝑏], ‖⋅‖∞) is the space of all continuous functions in the interval [𝑎, 𝑏] defined by 

𝑑(𝑥, 𝑦) = sup
𝑡∈[𝑎,𝑏]

‖𝑥(𝑡) − 𝑦(𝑡)‖∞. 

Now, let the theorem be expressed which gives the existence and uniqueness conditions of the second 

type of nonlinear Fredholm integral equations: 

 

Theorem 2. Consider the operator 𝑇 ∶ 𝐶([𝑎, 𝑏], ‖⋅‖∞) → 𝐶([𝑎, 𝑏], ‖⋅‖∞) defined by 

 𝑇𝑥(𝑡) = 𝜆 ∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑥(𝑠))𝑑𝑠.                                                                      (3) 

𝑘(𝑡, 𝑠, 𝑥) is continuous over the region 

𝐷 = {(𝑡, 𝑠, 𝑥) ∈ ℝ3 ∶ 𝑎 ≤ 𝑡, 𝑠 ≤ 𝑏,   − ∞ < 𝑥 < ∞} 

and if 𝐿 > 0 exists such that 

|𝑘(𝑡, 𝑠, 𝑥1) − 𝑘(𝑡, 𝑠, 𝑥2)| ≤ 𝐿|𝑥1 − 𝑥2| 

for 

∀(𝑡, 𝑠, 𝑥1), (𝑡, 𝑠, 𝑥2) ∈ 𝐷𝑟 = {(𝑡, 𝑠, 𝑥) ∈ ℝ
3 ∶ 𝑎 ≤ 𝑡, 𝑠 ≤ 𝑏,   |𝑥| ≤ 𝑟 (𝑟 > 0)}, 

there is only one solution 𝑥∗(𝑡) of equation (2) in 𝐶([𝑎, 𝑏]) when |𝜆| < 𝜆0. Here 
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𝜆0 = min {
1

𝐿(𝑏 − 𝑎)
 ,   

𝑟

𝑟𝐿(𝑏 − 𝑎) + 𝐿0
} 

and 

𝐿0 = max
𝑡,𝑠∈[𝑎,𝑏]

{∫
𝑏

𝑎

|𝑘(𝑡, 𝑠, 0)|𝑑𝑠}. 

The sequence (𝑥𝑛(𝑡)) defined as 

𝑥𝑛(𝑡) = 𝜆∫
𝑏

𝑎

𝑘(𝑡, 𝑠, 𝑥𝑛−1(𝑠))𝑑𝑠  ,    𝑛 = 1,2, … 

converges smoothly to the function 𝑥∗(𝑡) for any initial function 𝑥0 ∈ {𝐶([𝑎, 𝑏]), ‖𝑥‖∞ ≤ 𝑟} [2].  

 

Definition 6. Let 𝐴1, 𝐴2 ∶ 𝑌 → 𝑌 be operators. If ‖𝐴1𝑥 − 𝐴2𝑥‖ ≤ 𝜀 for each 𝑥 ∈ 𝑌 and constant 𝜀 > 0, then 

𝐴2 is called the approximation operator of 𝐴1 [24].  

 

Lemma 2. Let {𝑎𝑛}𝑛=0
∞  and {𝑏𝑛}𝑛=0

∞  be two non-negative real sequences satisfting the following 

condition: 

𝑎𝑛+1 ≤ (1 − 𝜇𝑛)𝑎𝑛 + 𝑏𝑛 , 

where 𝜇𝑛 ∈ (0,1) for each 𝑛 ≥ 𝑛0, ∑
∞
𝑛=0 𝜇𝑛 = ∞ and 

𝑏𝑛

𝜇𝑛
→ 0 as 𝑛 → ∞. Then lim𝑛→∞𝑎𝑛 = 0 [25].  

 

Lemma 3. Let {𝑎𝑛}𝑛=0
∞  be a non-negative real sequence and there exists 𝑛0 ∈ ℕ such that for each 𝑛 ≥ 𝑛0 

satisfting the following condition: 

𝑎𝑛+1 ≤ (1 − 𝜇𝑛)𝑎𝑛 + 𝜇𝑛𝛾𝑛 , 

where 𝜇𝑛 ∈ (0,1) such that ∑∞𝑛=0 𝜇𝑛 = ∞ and 𝛾𝑛 ≥ 0. Then the following inequality holds: 

0 ≤ lim
𝑛→∞

sup𝑎𝑛 ≤ lim
𝑛→∞

sup𝛾𝑛 

[24].  

3. Main Results 

Theorem 3. Let 𝑇 ∶ 𝐶([𝑎, 𝑏], ‖⋅‖∞) → 𝐶([𝑎, 𝑏], ‖⋅‖∞) be an operator and {𝛽𝑛}𝑛=0
∞ ⊂ [0,1] be a sequence 

satisfying certain conditions. In this case, the integral equation given by equation (2) has a unique 

solution in the form of 𝑥∗ ∈ 𝐶[𝑎, 𝑏] and the sequence {𝑥𝑛}𝑛=0
∞  obtained from the iteration algorithm 

given by equation (1) converges to this solution. 

 

Proof Consider the sequence {𝑥𝑛}𝑛=0
∞  obtained from the iteration algorithm given by equation (1) 

constructed with the operator 𝑇 ∶ 𝐶([𝑎, 𝑏], ‖⋅‖∞) → 𝐶([𝑎, 𝑏], ‖⋅‖∞). It will be shown that for 𝑛 → ∞ is 

𝑥𝑛 → 𝑥∗. Using equation (1), equation (2) and conditions of Theorem 2, we are obtained the following 

inequality: 

|𝑥𝑛+1(𝑡) − 𝑥
∗(𝑡)| = |𝑇𝑦𝑛(𝑡) − 𝑇𝑥

∗(𝑡)| 
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                                                                                                 = |𝜆 ∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑦𝑛(𝑠))𝑑𝑠 − 𝜆 ∫

𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑥∗(𝑠))𝑑𝑠| 

                                                                                                 = |𝜆| |∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑦𝑛(𝑠)) − 𝑘(𝑡, 𝑠, 𝑥

∗(𝑠))𝑑𝑠| 

≤ |𝜆|∫
𝑏

𝑎

|𝑘(𝑡, 𝑠, 𝑦𝑛(𝑠)) − 𝑘(𝑡, 𝑠, 𝑥
∗(𝑠))|𝑑𝑠 

≤ |𝜆|𝐿∫
𝑏

𝑎

|𝑦𝑛(𝑠) − 𝑥
∗(𝑠)|𝑑𝑠 

≤ |𝜆|𝐿(𝑏 − 𝑎)‖𝑦𝑛 − 𝑥
∗‖∞ 

                                                            ≤ 𝜆0𝐿(𝑏 − 𝑎)‖𝑦𝑛 − 𝑥
∗‖∞ .                                                                                      (4) 

Similarly, by making the necessary calculations, the following inequalities are obtained: 

‖𝑦𝑛 − 𝑥
∗‖∞ = ‖(1 − 𝛽𝑛)𝑧𝑛 + 𝛽𝑛𝑇𝑧𝑛 − 𝑇𝑥

∗‖∞ 

                                                                                = ‖𝑧𝑛 − 𝑥
∗ + 𝛽𝑛(𝑇𝑧𝑛 − 𝑧𝑛)‖∞ 

 ≤ ‖𝑧𝑛 − 𝑥
∗‖∞ ,                                                                                   (5) 

                                                     |𝑧𝑛 − 𝑥
∗| = |𝑇𝑥𝑛 − 𝑇𝑥

∗| 

                                                                        = |𝜆 ∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑥𝑛(𝑠))𝑑𝑠 − 𝜆 ∫

𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑥∗(𝑠))𝑑𝑠| 

                                                                        = |𝜆| |∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑥𝑛(𝑠)) − 𝑘(𝑡, 𝑠, 𝑥

∗(𝑠))𝑑𝑠| 

                                                                        ≤ |𝜆| ∫
𝑏

𝑎
|𝑘(𝑡, 𝑠, 𝑥𝑛(𝑠)) − 𝑘(𝑡, 𝑠, 𝑥

∗(𝑠))|𝑑𝑠 

                                                                        ≤ |𝜆|𝐿 ∫
𝑏

𝑎
|𝑥𝑛(𝑠) − 𝑥

∗(𝑠)|𝑑𝑠 

                                                                        ≤ |𝜆|𝐿(𝑏 − 𝑎)‖𝑥𝑛 − 𝑥
∗‖∞ 

                                                                        ≤ 𝜆0𝐿(𝑏 − 𝑎)‖𝑥𝑛 − 𝑥
∗‖∞ .                                                                         (6) 

Then, taking the supremum of both sides of inequality (6), 

‖𝑧𝑛 − 𝑥
∗‖∞ ≤ 𝜆0𝐿(𝑏 − 𝑎)‖𝑥𝑛 − 𝑥

∗‖∞                                              (7) 

is obtained. If inequality (7) and inequality (5) are written in inequality (4), 

‖𝑥𝑛+1(𝑡) − 𝑥
∗(𝑡)‖∞ ≤ 𝜆0

2𝐿2(𝑏 − 𝑎)2‖𝑥𝑛 − 𝑥
∗‖∞ 

And by applying induction to the last inequality, the following inequality is obtained: 

‖𝑥𝑛+1(𝑡) − 𝑥
∗(𝑡)‖∞ ≤ 𝛼2‖𝑥𝑛 − 𝑥

∗‖∞ 

                                           ≤ 𝛼4‖𝑥𝑛−1 − 𝑥
∗‖∞ 

                                            ≤ 𝛼6‖𝑥𝑛−2 − 𝑥
∗‖∞  

                       ⋮ 

                                               ≤ 𝛼2(𝑛+1)‖𝑥0 − 𝑥
∗‖∞ 

then  

‖𝑥𝑛+1(𝑡) − 𝑥
∗(𝑡)‖∞ ≤ 𝛼2(𝑛+1)‖𝑥0 − 𝑥

∗‖∞ , 

is found. Thus, since 0 < 𝛼 < 1, 

lim
𝑛→∞

‖𝑥𝑛+1(𝑡) − 𝑥
∗(𝑡)‖∞ = 0 . 

So, the proof is completed.  
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Now, let us examine the data dependency of the solution of the integral equation given by equation (2) 

using the iteration algorithm given in equation (1). On the other hand, for data dependency, consider 

the integral equation 

 𝑢(𝑡) = 𝜆1 ∫
𝑏

𝑎
ℎ(𝑡, 𝑠, 𝑢(𝑠))𝑑𝑠 ,                                                            (8) 

where ℎ(𝑡, 𝑠, 𝑢) is a continuous function given over the region 

𝐷 = {(𝑡, 𝑠, 𝑢) ∈ ℝ3 ∶ 𝑎 ≤ 𝑡, 𝑠 ≤ 𝑏 ,   − ∞ < 𝑢 < ∞} , 

and 𝜆1 is a parameter. If equation (8) is written with the operator 𝑆 ∶ 𝐶([𝑎, 𝑏], ‖⋅‖∞) → 𝐶([𝑎, 𝑏], ‖⋅‖∞) , 

 𝑆(𝑢(𝑡)) = 𝜆1 ∫
𝑏

𝑎
ℎ(𝑡, 𝑠, 𝑢(𝑠))𝑑𝑠                                       (9) 

is obtained. If the iteration algorithm given in equation (1) is reconstructed with operators 𝑇(3) and 

𝑆(9), respectively,  

𝑥𝑛+1(𝑡) = 𝜆 ∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑦𝑛(𝑠))𝑑𝑠

𝑦𝑛(𝑡) = (1 − 𝛽𝑛)𝑧𝑛(𝑡) + 𝛽𝑛 [𝜆 ∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑧𝑛(𝑠))𝑑𝑠]

𝑧𝑛(𝑡) = 𝜆 ∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑥𝑛(𝑠))𝑑𝑠 }

 
 

 
 

                  (10) 

and 

 

𝑢𝑛+1(𝑡) = 𝜆1 ∫
𝑏

𝑎
ℎ(𝑡, 𝑠, 𝑣𝑛(𝑠))𝑑𝑠

𝑣𝑛(𝑡) = (1 − 𝛽𝑛)𝑤𝑛(𝑡) + 𝛽𝑛 [𝜆1 ∫
𝑏

𝑎
ℎ(𝑡, 𝑠, 𝑤𝑛(𝑠))𝑑𝑠]

𝑤𝑛(𝑡) = 𝜆1 ∫
𝑏

𝑎
ℎ(𝑡, 𝑠, 𝑢𝑛(𝑠))𝑑𝑠 }

 
 

 
 

                    (11) 

iteration algorithms can be written. 

 

Theorem 4. Let the sequence {𝛽𝑛}𝑛=0
∞ ⊂ [0,1] satisfy the condition 𝛽𝑛 ≥

1

2
 for each 𝑛 ∈ ℕ. Consider the 

sequence {𝑥𝑛}𝑛=0
∞  obtained from equation (10) and the sequence {𝑢𝑛}𝑛=0

∞  obtained from equation (11). 

Let the solutions of equation (2) and equation (8) be 𝑥∗ and 𝑢∗, respectively, with the conditions of 

Theorem 2. Let the constant 𝜀 exists such that ‖𝑘(𝑡, 𝑠, 𝑝(𝑠)) − ℎ(𝑡, 𝑠, 𝑝(𝑠))‖
∞
≤ 𝜀 for each 𝑎 ≤ 𝑡, 𝑠 ≤ 𝑏 

and −∞ < 𝑝 < ∞. 𝑘(𝑡, 𝑠, 𝑝) and ℎ(𝑡, 𝑠, 𝑝) are continuous functions given over the region 

𝐴 = {(𝑡, 𝑠, 𝑝) ∈ ℝ3 ∶ 𝑎 ≤ 𝑡, 𝑠 ≤ 𝑏, −∞ < 𝑝 < ∞}. 

 𝜆 and 𝜆1 are parameters. 

If 𝑥𝑛 → 𝑥∗ and 𝑢𝑛 → 𝑢∗ as 𝑛 → ∞, then the inequality 

‖𝑥∗ − 𝑢∗‖ ≤
3𝜀𝜆max(𝑏 − 𝑎)

1 − 𝜆max(𝑏 − 𝑎)𝐿
 

is valid, with 𝜆max = max{|𝜆|, |𝜆1|}. 

 

Proof With the hypotheses of the theorem, the following inequality is obtained: 

‖𝑥𝑛+1 − 𝑢𝑛+1‖∞ = ‖𝜆∫
𝑏

𝑎

𝑘(𝑡, 𝑠, 𝑦𝑛(𝑠))𝑑𝑠 − 𝜆1∫
𝑏

𝑎

ℎ(𝑡, 𝑠, 𝑣𝑛(𝑠))𝑑𝑠‖
∞
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                                                                   ≤ ‖𝜆max ∫
𝑏

𝑎
(
𝑘(𝑡, 𝑠, 𝑦𝑛(𝑠)) − 𝑘(𝑡, 𝑠, 𝑣𝑛(𝑠))

+𝑘(𝑡, 𝑠, 𝑣𝑛(𝑠)) − ℎ(𝑡, 𝑠, 𝑣𝑛(𝑠))
)𝑑𝑠‖

∞

 

                                                                   ≤ 𝜆max(
𝐿 ∫

𝑏

𝑎
‖𝑦𝑛(𝑠) − 𝑣𝑛(𝑠)‖∞𝑑𝑠

+∫
𝑏

𝑎
‖𝑘(𝑡, 𝑠, 𝑣𝑛(𝑠)) − ℎ(𝑡, 𝑠, 𝑣𝑛(𝑠))‖∞𝑑𝑠

) 

≤ 𝜆max(𝑏 − 𝑎)(𝐿‖𝑦𝑛 − 𝑣𝑛‖∞ + 𝜀) 

                                                      ≤ 𝜆max(𝑏 − 𝑎)𝐿‖𝑦𝑛 − 𝑣𝑛‖∞ + 𝜆max(𝑏 − 𝑎)𝜀.                                       (12) 

Similarly, 

‖𝑦𝑛 − 𝑣𝑛‖∞ ≤ (1 − 𝛽𝑛)‖𝑧𝑛 −𝑤𝑛‖∞ + 𝛽𝑛 ‖𝜆∫
𝑏

𝑎

𝑘(𝑡, 𝑠, 𝑧𝑛)𝑑𝑠 − 𝜆1∫
𝑏

𝑎

ℎ(𝑡, 𝑠, 𝑤𝑛)𝑑𝑠‖
∞

 

                                           ≤ (1 − 𝛽𝑛)‖𝑧𝑛 −𝑤𝑛‖∞ + 𝛽𝑛 ‖𝜆max ∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑧𝑛) − ℎ(𝑡, 𝑠, 𝑤𝑛)𝑑𝑠‖

∞
 

                                            ≤ (1 − 𝛽𝑛)‖𝑧𝑛 −𝑤𝑛‖∞ + 𝛽𝑛𝜆max ∫
𝑏

𝑎
‖𝑘(𝑡, 𝑠, 𝑧𝑛) − ℎ(𝑡, 𝑠, 𝑤𝑛)‖∞𝑑𝑠 

                                            ≤ (1 − 𝛽𝑛)‖𝑧𝑛 −𝑤𝑛‖∞ + 𝛽𝑛𝜆max ∫
𝑏

𝑎
‖
𝑘(𝑡, 𝑠, 𝑧𝑛) − 𝑘(𝑡, 𝑠, 𝑤𝑛)

+𝑘(𝑡, 𝑠, 𝑤𝑛) − ℎ(𝑡, 𝑠, 𝑤𝑛)
‖
∞

𝑑𝑠 

                ≤ (1 − 𝛽𝑛)‖𝑧𝑛 −𝑤𝑛‖∞ + 𝛽𝑛𝜆max (𝐿∫
𝑏

𝑎

‖𝑧𝑛 −𝑤𝑛‖∞𝑑𝑠 + ∫
𝑏

𝑎

𝜀𝑑𝑠) 

 

                                            ≤ (1 − 𝛽𝑛)‖𝑧𝑛 −𝑤𝑛‖∞ + 𝛽𝑛𝜆max(𝑏 − 𝑎)(𝐿‖𝑧𝑛 −𝑤𝑛‖∞ + 𝜀) 

 

                               ≤ [1 − 𝛽𝑛 + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝐿]‖𝑧𝑛 −𝑤𝑛‖∞ + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝜀                                  (13) 

and 

‖𝑧𝑛 − 𝑤𝑛‖∞ = ‖𝜆∫
𝑏

𝑎

𝑘(𝑡, 𝑠, 𝑥𝑛)𝑑𝑠 − 𝜆1∫
𝑏

𝑎

ℎ(𝑡, 𝑠, 𝑢𝑛)𝑑𝑠‖
∞

 

                                                                     ≤ 𝜆max ‖∫
𝑏

𝑎
𝑘(𝑡, 𝑠, 𝑥𝑛) − ℎ(𝑡, 𝑠, 𝑢𝑛)𝑑𝑠‖

∞
 

                                                                      ≤ 𝜆max ∫
𝑏

𝑎
‖
𝑘(𝑡, 𝑠, 𝑥𝑛) − 𝑘(𝑡, 𝑠, 𝑢𝑛)

+𝑘(𝑡, 𝑠, 𝑢𝑛) − ℎ(𝑡, 𝑠, 𝑢𝑛)
‖
∞

𝑑𝑠  

                                                                      ≤ 𝜆max (𝐿 ∫
𝑏

𝑎
‖𝑥𝑛 − 𝑢𝑛‖∞𝑑𝑠 + ∫

𝑏

𝑎
𝜀𝑑𝑠) 

                                                                      ≤ 𝜆max(𝑏 − 𝑎)(𝐿‖𝑥𝑛 − 𝑢𝑛‖∞ + 𝜀) 

                                                                      ≤ 𝜆max(𝑏 − 𝑎)𝐿‖𝑥𝑛 − 𝑢𝑛‖∞ + 𝜆max(𝑏 − 𝑎)𝜀 

 ≤ ‖𝑥𝑛 − 𝑢𝑛‖∞ + 𝜆max(𝑏 − 𝑎)𝜀                                                             (14) 

are found. If inequality (14) is written in inequality (13), 

            ‖𝑦𝑛 − 𝑣𝑛‖∞ ≤ [1 − 𝛽𝑛 + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝐿]‖𝑧𝑛 −𝑤𝑛‖∞ + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝜀 

                                   ≤ [1 − 𝛽𝑛 + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝐿][‖𝑥𝑛 − 𝑢𝑛‖∞ + 𝜆max(𝑏 − 𝑎)𝜀] + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝜀 

                                   ≤ [1 − 𝛽𝑛 + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝐿]‖𝑥𝑛 − 𝑢𝑛‖∞ + [𝜆max(𝑏 − 𝑎)𝜀] + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝜀 

≤ [1 − 𝛽𝑛 + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝐿]‖𝑥𝑛 − 𝑢𝑛‖∞ + 𝜀𝜆max(𝑏 − 𝑎)(1 + 𝛽𝑛) 

is obtained. If the last inequality is written in inequality (12), 

‖𝑥𝑛+1 − 𝑢𝑛+1‖∞ ≤ ‖𝑦𝑛 − 𝑣𝑛‖∞ + 𝜆max(𝑏 − 𝑎)𝜀 

                                 ≤ [1 − 𝛽𝑛 + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝐿]‖𝑥𝑛 − 𝑢𝑛‖∞ + 𝜀𝜆max(𝑏 − 𝑎)(1 + 𝛽𝑛) + 𝜆max(𝑏 − 𝑎)𝜀 
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                                  ≤ [1 − 𝛽𝑛 + 𝛽𝑛𝜆max(𝑏 − 𝑎)𝐿]‖𝑥𝑛 − 𝑢𝑛‖∞ + 𝜀𝜆max(𝑏 − 𝑎)(2 + 𝛽𝑛) 

                                  ≤ {1 − 𝛽𝑛(1 − 𝜆max(𝑏 − 𝑎)𝐿)}‖𝑥𝑛 − 𝑢𝑛‖∞ +𝜀𝜆max(𝑏 − 𝑎)(2 + 𝛽𝑛) 

                                  ≤ {1 − 𝛽𝑛(1 − 𝜆max(𝑏 − 𝑎)𝐿)}‖𝑥𝑛 − 𝑢𝑛‖∞ + 𝛽𝑛(1 − 𝜆max(𝑏 − 𝑎)𝐿)
3𝜀𝜆max(𝑏−𝑎)

1−𝜆max(𝑏−𝑎)𝐿
  (15) 

is found. If is chosen 𝑎𝑛 , 𝜇𝑛 , 𝛾𝑛 as follows in inequality (15), satisfies the conditions of Lemma 3. 

𝑎𝑛 = ‖𝑥𝑛 − 𝑢𝑛‖∞, 

𝜇𝑛 = 𝛽𝑛(1 − 𝜆max(𝑏 − 𝑎)𝐿) ∈ (0,1), 

𝛾𝑛 =
3𝜀𝜆max(𝑏 − 𝑎)

1 − 𝜆max(𝑏 − 𝑎)𝐿
≥ 0. 

𝛽𝑛 ≥
1

2
 requires ∑∞𝑛=0 𝛽𝑛 = ∞ for each 𝑛 ∈ ℕ. Then, 

0 ≤ limsup
𝑛→∞

‖𝑥𝑛 − 𝑢𝑛‖∞ ≤ limsup
𝑛→∞

𝛾𝑛 = limsup
𝑛→∞

3𝜀𝜆max(𝑏 − 𝑎)

1 − 𝜆max(𝑏 − 𝑎)𝐿
 

is obtained. Since 𝑥𝑛 → 𝑥∗ and 𝑢𝑛 → 𝑢∗as 𝑛 → ∞, 

                                        ‖𝑥∗ − 𝑢∗‖∞ ≤
3𝜀𝜆max(𝑏−𝑎)

1−𝜆max(𝑏−𝑎)𝐿
                                                                  (16) 

is found.  

 

Example 1. 

𝑥(𝑡) =
17

64
∫
1

0

1

1 + 𝑥2(𝑠)
𝑑𝑠 

where 𝑘(𝑡, 𝑠, 𝑥) =
1

1+𝑥2(𝑠)
 is a continuous function given over the region 

𝐷 = {(𝑡, 𝑠, 𝑥) ∶ 0 ≤ 𝑡, 𝑠 ≤ 1 ,   − ∞ < 𝑥 < ∞}. 

The partial derivative of 𝑘(𝑡, 𝑠, 𝑥): 

𝜕𝑘

𝜕𝑥
= −

2𝑥

(1 + 𝑥2)2
 

is bounded over the region 𝐷. 

|
𝜕𝑘

𝜕𝑥
| = |−

2𝑥

(1 + 𝑥2)2
| ≤ 1 ,   (𝑡, 𝑠, 𝑥) ∈ 𝐷 

In this case, 𝑘(𝑡, 𝑠, 𝑥) satisfies the Lipschitz condition with the coefficient 𝐿 = 1. 

𝜆 =
17

64
, 𝑎 = 0, 𝑏 = 1, 𝛼 = |𝜆|𝐿(𝑏 − 𝑎) =

17

64
< 1 . 

The equation in question has only one continuous solution 𝑥∗ on [0,1]. 

 

Let’s define the following algorithm with the operator 

𝑇𝑥𝑛(𝑡) =
17

64
∫
1

0

1

1 + 𝑥𝑛
2(𝑠)

𝑑𝑠 

for the solution: 
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𝑥𝑛+1(𝑡) = 𝑇𝑦𝑛(𝑡) =
17

64
∫
1

0

1

1 + 𝑦𝑛
2(𝑠)

𝑑𝑠 

𝑦𝑛(𝑡) = (1 − 𝛽𝑛)𝑧𝑛(𝑡) + 𝛽𝑛𝑇𝑧𝑛(𝑡) = (1 − 𝛽𝑛)𝑧𝑛(𝑡) + 𝛽𝑛 (
17

64
∫
1

0

1

1 + 𝑧𝑛
2(𝑠)

𝑑𝑠) 

𝑧𝑛(𝑡) = 𝑇𝑥𝑛(𝑡) =
17

64
∫
1

0

1

1 + 𝑥𝑛
2(𝑠)

𝑑𝑠. 

On the other hand, let’s consider the integral equation 

𝑢(𝑡) =
65

256
∫
1

0

𝑠

1 + 𝑢2(𝑠)
𝑑𝑠 , 

where 

ℎ(𝑡, 𝑠, 𝑢) =
𝑠

1 + 𝑢2(𝑠)
 

is a continuous function given over the region  

𝐺 = {(𝑡, 𝑠, 𝑢) ∶ 0 ≤ 𝑡, 𝑠 ≤ 1 ,   − ∞ < 𝑢 < ∞} . 

The partial derivative of ℎ(𝑡, 𝑠, 𝑢): 

𝜕ℎ

𝜕𝑢
= −

2𝑠𝑢

(1 + 𝑢2)2
 

is bounded over the region 𝐺. 

|
𝜕ℎ

𝜕𝑢
| = |−

2𝑠𝑢

(1 + 𝑢2)2
| ≤ 1 ,   (𝑡, 𝑠, 𝑢) ∈ 𝐺 

In this case, ℎ(𝑡, 𝑠, 𝑢) satisfies the Lipschitz condition with the coefficient 𝐿 = 1. 

𝜆1 =
65

256
 ,   𝑎 = 0 ,   𝑏 = 1 ,   𝛼 = |𝜆1|𝐿(𝑏 − 𝑎) =

65

256
< 1 . 

The equation in question has only one continuous solution 𝑢∗on [0,1]. 

 

Let’s define the following algorithm with the operator 

𝑆(𝑢𝑛(𝑡)) =
65

256
∫
1

0

𝑠

1 + 𝑢2(𝑠)
𝑑𝑠 

for the solution: 

𝑢𝑛+1(𝑡) = 𝑆𝑣𝑛(𝑡) =
65

256
∫
1

0

𝑠

1 + 𝑣2(𝑠)
𝑑𝑠 

𝑣𝑛(𝑡) = (1 − 𝛽𝑛)𝑤𝑛(𝑡) + 𝛽𝑛𝑆𝑤𝑛(𝑡) = (1 − 𝛽𝑛)𝑤𝑛(𝑡) + 𝛽𝑛 (
65

256
∫
1

0

𝑠

1 + 𝑤2(𝑠)
𝑑𝑠) 

𝑤𝑛(𝑡) = 𝑆𝑢𝑛(𝑡) =
65

256
∫
1

0

𝑠

1 + 𝑢2(𝑠)
𝑑𝑠. 

Thus, 

𝜆max = max{|𝜆|, |𝜆1|} = max {
17

64
,
65

256
} =

17

64
 

is found. Let the constant 𝜀 exists such that 
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‖𝑘(𝑡, 𝑠, 𝑝(𝑠)) − ℎ(𝑡, 𝑠, 𝑝(𝑠))‖
∞
= ‖

1

1 + 𝑝2
−

𝑠

1 + 𝑝2
‖
∞

 

                                          ≤ ‖
1

1 + 𝑝2
‖
∞

 

                                ≤ 1 = 𝜀 

for each (𝑡, 𝑠, 𝑝) ∈ 𝐴. So, all the conditions of Theorem 4 are satisfied. Therefore, inequation (16) is valid. 

If the found values are written in the inequation (16), 

‖𝑥∗ − 𝑢∗‖∞ ≤
3𝜀𝜆max(𝑏 − 𝑎)

1 − 𝜆max(𝑏 − 𝑎)𝐿
=

3.1.
17
64
. 1

1 −
17
64
. 1.1

=
51

47
≃ 1.085 

is obtained. Indeed, 𝑥∗ =
1

4
 and 𝑢∗ =

1

8
 are found. So, 

‖𝑥∗ − 𝑢∗‖∞ = ‖
1

4
−
1

8
‖
∞
=
1

8
= 0.125 ≤ 1.085 

is found. Thus, the theorem is supported by this example.  

4. Conclusion 

Many real-life problems are expressed non-linearly. In the modeling of these problems, nonlinear 

integral equations are mostly used. Fixed point theory is very important for solving these integral 

equations. The basic idea here is to construct algorithms called iterations by including the equation in 

an operator class under certain conditions, and to determine the appropriate conditions for the 

sequence obtained from this iteration to converge to the fixed point of the operator, in other words, to 

the solution of the equation.In this study, the solution of the second type of homogeneous nonlinear 

Fredholm integral equations is investigated using a three-step iteration algorithm. In other words, the 

aim of this study is to show that the sequence obtained from equation (1) iteration method converges 

strongly to the solution of equation (2). It has been shown that the sequences obtained from this 

algorithm converge to the solution of the mentioned equations. In addition, data dependence was 

obtained for the second type of homogeneous nonlinear Fredholm integral equations and this result was 

supported by an example. Interested researchers can reconstruct the newly described three-step 

iteration method for more general transformation classes and apply it to many types of integral 

equations to examine the results of strong convergence and data dependence. 
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Abstract − This paper presents the solutions of fractional Drinfeld-Sokolov-Wilson (DSW) equa-

tions that occur in shallow water flow models using the residual power series method. The fractional

derivatives and integrals are considered in the conformable sense. In addition, surface plots of the
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effective due to the lack of a need for complex calculations and that the method also has a wide

range of practicability in the resolution of partial differential fractional equations.
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1. Introduction

The use of fractional differential operators and integral operators in mathematical models has become in-

creasingly popular in recent decades. Fractional calculus has, therefore, found numerous applications in

different technical and scientific fields, such as fluid mechanics [1], signal processing [2], thermodynamics

[3], biology [4], economics [5], viscoelasticity [6], control [7] and many other physical mechanisms.

In conjunction with these efforts in research, fractional differential equations (FDEs) have also been pro-

posed and implemented in modeling several physical and engineering problems. As a result, an active

consulting firm has been involved in discovering reliable and effective methods for resolving FDEs. Since,

it is not easy to find the exact solutions of most FDEs, some approximate and numerical schemes must

be produced. Some of the numerical methods used to solve FDEs are differential transform method [8]

for fractional partial differential equation from finance, Adams-Bashforth method [9] for chaotic differen-

tial equations and Fisher’s equation, homotopy analysis method [10] for Nizhnik-Novikov-Veselov system,

q-homotopy analysis method [11] for seventh-order time-fractional Lax’s Korteweg-de Vries and Sawada-

Kotera equations, Shehu transform method [12] for Burgers-Fisher, backward Klomogorov and Klein-Gordon
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equations and some other systems, perturbation-iteration algorithm [13] for fuzzy partial differential equa-

tions and Adomian decomposition method [14] for Burger-Huxley’s equation.

Besides, as analytical methods, the functional variable method [15] for the Zakharov-Kuznetsov equation,

the Benjamin-Bona-Mahony equation and the Korteweg-de Vries equation, Sine-Gordon expansion method

[16] for RLW-class equations, modified Khater method and sech-tanh functions expansion method [17] for

emerging telecommunication model, E xp(−φ(ξ))-expansion method [18] for nematicons, new extended

direct algebraic method [19] for Konno-Ono equation and Kudryashov’s method [20] for nonlinear schrödinger

equation are worth mentioning.

In this piece of research, the residual power series method [21–23] is used to obtain new approximate so-

lutions for below mentioned time-fractional Drinfeld-Sokolov-Wilson equation that arise in shallow water

flow models. We successfully solved differential equations with this method before [26–29]. Also Jaradat et.

al.[30] used RPSM for solving DSW equation where the fractional derivatives are in Caputo sense.

Consider the following nonlinear conformable time-fractional DSW equation, as

∂αw(x, t )

∂tα
+µv(x, t )

∂v(x, t )

∂x
= 0,

∂αv(x, t )

∂tα
+η∂

3v(x, t )

∂x3 +γw(x, t )
∂v(x, t )

∂x
+ξv(x, t )

∂w(x, t )

∂x
= 0, 0 <α< 1,

(1.1)

subject to the initial conditions

w(x,0) = ℏ(x),

v(x,0) =ℵ(x).
(1.2)

The purpose of this study is to construct a power series solution for Eqs. (1.1) and (1.2) by its power series

expansion among its truncated residual function.The major improvement of the RPSM is that by choosing

suitable initial conditions, it can be applied directly to the problem without perturbation, linearization or

discretization, in other words, without any adjustments. Furthermore, present method is capable of obtain-

ing results without complicated calculations.

The remainder of the study is carried out as follows: In Section 2, we present essential definitions and results

for RPSM. Within Section 3, general procedure of the RPSM is summarized In Sections 4, Implementation of

RPSM for Drinfeld-Sokolov-Wilson system is presented. In Section 5, numerical results illustrated. Finally,

Section 5 is reserved for conclusion.

2. Essential Definitions and Results for RPSM

Suppose that f is an infinitely α-differentiable function, for some α ∈ (0,1] at a neighborhood of a point

t = t0 then f has the following conformable fractional power series expansion [24, 25]:

f (t ) =
∞∑

p=0

(T t0
α f )(p)(t − t0)pα

αp p !
, t0 < t < t0 +R1/α, R > 0. (2.1)

where (T t0
α f )(p) is the application of the fractional derivative p times. [23, 25] A power series of the form∑∞

p=0 gp (x)(t )pα for 0 ≤ m −1 <α≤ m is called multiple fractional power series about t0 = 0, where gp ’s are

functions of x called the coefficients of the series. [25] Suppose that u(x, t ) has the following multiple
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fractional power series representation at t0 = 0:

u(x, t ) =
∞∑

p=0
gp (x)t pα, 0 <α≤ 1, x ∈ I ,0 ≤ t ≤ R1/α. (2.2)

If u(pα)
t (x, t ) are continuous on I × (0,R1/α), k = 0,1,2, . . . , then gp (x) = u(pα)

t (x,0)
αp p ! .

3. General Procedure of the RPSM

The main steps of this procedure are described as follows:

Step 1. Suppose that the solution of Eq. (1.1) and Eq. (1.2) is expressed in the form of fractional power series

expansion about the initial point t = 0, as

w(x, t ) =
∞∑

p=0
hp (x)

t pα

αp p !
,

v(x, t ) =
∞∑

p=0
zp (x)

t pα

αp p !
, 0 <α≤ 1, x ∈ I , 0 ≤ t < R

1
α .

(3.1)

The RPSM guarantees that the analytical approximate solution for Eq. (1.1) and Eq. (1.2) are in the form of

an infinite fractional power series. To obtain the numerical values from these series, let wk (x, t ) and vk (x, t )

denotes the k-th truncated series of w(x, t ) and v(x, t ), respectively. i.e.,

wk (x, t ) =
k∑

p=0
hp (x)

t pα

αp p !
,

vk (x, t ) =
k∑

p=0
zp (x)

t pα

αp p !
, 0 <α≤ 1, x ∈ I , 0 ≤ t < R

1
α .

(3.2)

Take k = 0 and by the initial condition, the 0-th residual power series approximate solution of w(x, t ) and

v(x, t ) can be written in the following form, as

w0(x, t ) = h0(x) = w(x,0) = ℏ(x),

v0(x, t ) = z0(x) = v(x,0) =ℵ(x).
(3.3)

The Eq. (3.2) can be rewritten, as

wk (x, t ) = ℏ(x)+
k∑

p=1
hp (x)

t pα

αp p !
,

vk (x, t ) =ℵ(x)+
k∑

p=1
zp (x)

t pα

αp p !
, 0 <α≤ 1, x ∈ I , 0 ≤ t ,

(3.4)

where k = 1,2,3, . . . . By viewing the representations of wk (x, t ) and vk (x, t ), the k-th residual power series

approximate solutions will be obtained after hp (x), zp (x), p = 1,2,3, ...,k, are available.

Step 2. Define the residual function, for Eq. (1.1) and Eq. (1.2), as

Resw (x, t ) =∂
αw(x, t )

∂tα
+µv(x, t )

∂v(x, t )

∂x
,

Resv (x, t ) =∂
αv(x, t )

∂tα
+η∂

3v(x, t )

∂x3 +γw(x, t )
∂v(x, t )

∂x
+ξv(x, t )

∂w(x, t )

∂x

(3.5)
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and the k-th residual functions, k = 1,2,3, . . ., can be expressed, as

Resw,k (x, t ) =∂
αwk (x, t )

∂tα
+µvk (x, t )

∂vk (x, t )

∂x
,

Resv,k (x, t ) =∂
αvk (x, t )

∂tα
+η∂

3vk (x, t )

∂x3 +γwk (x, t )
∂vk (x, t )

∂x
+ξvk (x, t )

∂wk (x, t )

∂x
.

(3.6)

From [25], some useful results for Resw,k (x, t ) and Resv,k (x, t ) which are essential in the residual power

series solution for j = 0,1,2, ...,k are stated as follows:

(i ) Resw (x, t ) = 0,Resv (x, t ) = 0,

(i i ) lim
k→∞

Resw,k (x, t ) = Resw (x, t ), lim
k→∞

Resv,k (x, t ) = Resv (x, t ), f or each x ∈ I and t ≥ 0,

(i i i )
∂ jα

∂t jα
Resw (x,0) = ∂ jα

∂t jα
Resw,k (x,0) = 0,

∂ jα

∂t jα
Resv (x,0) = ∂ jα

∂t jα
Resv,k (x,0) = 0.

(3.7)

Step 3. Substitute the k-th truncated series of w(x, t ) and v(x, t ) into Eq. (3.6) and calculate the fractional

derivative ∂(k−1)α

∂t (k−1)α of Resw,k (x, t ) and Resv,k (x, t ) , k = 1,2,3, ... at t = 0, together with Eq. (3.7), the following

algebraic systems are obtained:

∂(k−1)α

∂t (k−1)α
Resw,k (x,0) = 0,

∂(k−1)α

∂t (k−1)α
Resv,k (x,0) = 0, 0 <α≤ 1, k = 1,2,3, . . . .

(3.8)

Step 4. After solving the systems (3.8), the values of the coefficients hp (x), zp (x), p = 1,2,3, ...,k are obtained.

Thus, the k-th residual power series approximate solutions is derived.

In the next discussion, the 1st, 2nd, 3rd and 4th residual power series approximate solutions are determined

in detail by following the above steps.

4. Implementation of RPSM

For k = 1, the 1st-residual power series solutions can be written, as

w1(x, t ) = ℏ(x)+h1(x)
tα

α
,

v1(x, t ) =ℵ(x)+ z1(x)
tα

α
.

(4.1)

The 1st-residual functions can be written, as

Resw,1(x, t ) =∂
αw1(x, t )

∂tα
+µv1(x, t )

∂v1(x, t )

∂x
,

Resv,1(x, t ) =∂
αv1(x, t )

∂tα
+η∂

3v1(x, t )

∂x3 +γw1(x, t )
∂v1(x, t )

∂x
+ξv1(x, t )

∂w1(x, t )

∂x
.

(4.2)
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Substitute the 1st truncated series, w1(x, t ) and v1(x, t ) into the 1st residual functions, Resw,1(x, t ) and

Resv,1(x, t ), respectively. i.e.,

Resw,1(x, t ) = h1(x)+µ
(
ℵ(x)+ z1(x)

tα

α

)(
ℵ(1)(x)+ z(1)

1 (x)
tα

α

)
,

Resv,1(x, t ) = z1(x)+η
(
ℵ(3)(x)+ z(3)

1 (x)
tα

α

)
+γ

(
ℏ(x)+h1(x)

tα

α

)(
ℵ(1)(x)+ z(1)

1 (x)
tα

α

)
+ξ

(
ℵ(x)+ z1(x)

tα

α

)(
ℏ(1)(x)+h(1)

1 (x)
tα

α

) (4.3)

From Eq. (3.8) and Eq. (4.3), it can be written, as

h1(x) =−(
µℵ(x)ℵ(1)(x)

)
,

z1(x) =−(
ξℵ(x)ℏ(1)(x)+γℏ(x)ℵ(1)(x)+ηℵ(3)(x)

)
.

(4.4)

The 1st RPS approximate solutions can be written in the following form, as

w1(x, t ) = ℏ(x)− tα

α

(
µℵ(x)ℵ(1)(x)

)
,

v1(x, t ) =ℵ(x)− tα

α

(
ξℵ(x)ℏ(1)(x)+γℏ(x)ℵ(1)(x)+ηℵ(3)(x)

)
.

(4.5)

For k = 2, the 2nd-residual power series solution can be written, as

w1(x, t ) = ℏ(x)+h1(x)
tα

α
+h2(x)

t 2α

2α2 ,

v1(x, t ) =ℵ(x)+ z1(x)
tα

α
+ z2(x)

t 2α

2α2 .

(4.6)

Substitute the 2nd truncated series u2(x, t ) into the 2nd residual function Res2(x, t ), i.e.,

Resw,2(x, t ) = h1(x)+h2(x)
tα

α
+µ

(
ℵ(x)+ z1(x)

tα

α
+ z2(x)

t 2α

2α2

)(
ℵ(1)(x)+ z(1)

1 (x)
tα

α
+ z(1)

2 (x)
t 2α

2α2

)
,

Resv,2(x, t ) = z1(x)+ z2(x)
tα

α
+η

(
ℵ(3)(x)+ z(3)

1 (x)
tα

α
+ z(3)

2 (x)
t 2α

2α2

)
+γ

(
ℏ(x)+h1(x)

tα

α

+h2(x)
t 2α

2α2

)(
ℵ(1)(x)+ z(1)

1 (x)
tα

α
+ z(1)

2 (x)
t 2α

2α2

)
+ξ

(
ℵ(x)+ z1(x)

tα

α

+ z2(x)
t 2α

2α2

)(
ℏ(1)(x)+h(1)

1 (x)
tα

α
+h(1)

2 (x)
t 2α

2α2

)
(4.7)

From Eq.(3.8) and Eq.(4.7), it can be written, as

h2(x) =−
(
µz1(x)ℵ(1)(x)+µℵ(x)z(1)

1 (x)
)
,

z2(x) =−
(
ξz1(x)ℏ(1)(x)+ξℵ(x)h(1)

1 (x)+γh1(x)ℵ(1)(x)

+γℏ(x)z(1)
1 (x)+ηz(3)

1 (x)
) (4.8)
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The 2nd residual power series approximate solutions can be written in the following form, as

w2(x, t ) = ℏ(x)− tα

α

(
µℵ(x)ℵ(1)(x)

)
− t 2α

2α2

(
µz1(x)ℵ(1)(x)+µℵ(x)z(1)

1 (x)
)
,

v2(x, t ) =ℵ(x)− tα

α

(
ξℵ(x)ℏ(1)(x)+γℏ(x)ℵ(1)(x)+ηℵ(3)(x)

)
− t 2α

2α2

(
ξz1(x)ℏ(1)(x)

+ξℵ(x)h(1)
1 (x)+γh1(x)ℵ(1)(x)+γℏ(x)z(1)

1 (x)+ηz(3)
1 (x)

)
.

(4.9)

For k = 3, substitute the 3rd truncated series,

w3(x, t ) = ℏ(x)+h1(x)
tα

α
+h2(x)

t 2α

2α2 +h3(x)
t 3α

6α3 ,

v3(x, t ) =ℵ(x)+ z1(x)
tα

α
+ z2(x)

t 2α

2α2 + z3(x)
t 3α

6α3 .

, (4.10)

of Eq. (1.1) and Eq. (1.2) into the 3rd residual function, Res3(x, t ), of Eq.(3.6), i.e.,

Resw,3(x, t ) = h1(x)+h2(x)
tα

α
+h3(x)

t 2α

2α2 +µ
(
ℵ(x)+ z1(x)

tα

α
+ z2(x)

t 2α

2α2 + z3(x)
t 3α

6α3

)(
ℵ(1)(x)

+ z(1)
1 (x)

tα

α
+ z(1)

2 (x)
t 2α

2α2 + z(1)
3 (x)

t 3α

6α3

)
,

Resv,3(x, t ) = z1(x)+ z2(x)
tα

α
+ z3(x)

t 2α

2α2 +η
(
ℵ(3)(x)+ z(3)

1 (x)
tα

α
+ z(3)

2 (x)
t 2α

2α2 + z(3)
3 (x)

t 3α

6α3

)
+γ

(
ℏ(x)+h1(x)

tα

α
+h2(x)

t 2α

2α2 +h3(x)
t 3α

6α3

)(
ℵ(1)(x)+ z(1)

1 (x)
tα

α

+ z(1)
2 (x)

t 2α

2α2 + z(1)
3 (x)

t 3α

6α3

)
+ξ

(
ℵ(x)+ z1(x)

tα

α
+ z2(x)

t 2α

2α2 + z3(x)
t 3α

6α3

)(
ℏ(1)(x)

+h(1)
1 (x)

tα

α
+h(1)

2 (x)
t 2α

2α2 +h(1)
3 (x)

t 3α

6α3

)

(4.11)

Now, solving the equation ∂(k−1)α

∂t (k−1)α Resk (x,0) = 0, for k = 3 gives the required value of g3(x), as

h3(x) =−
(
µz2(x)ℵ(1)(x)+2µz1(x)z(1)

1 (x)+µℵ(x)z(1)
2 (x)

)
,

z3(x) =−
(
ξz2(x)ℏ(1)(x)+2ξz1(x)h(1)

1 (x)+ξℵ(x)h(1)
2 (x)+γh2(x)ℵ(1)(x)

+2γh1(x)z(1)
1 (x)+γℏ(x)z(1)

2 (x)+ηz(3)
2 (x)

) (4.12)

Based on the previous results for g0(x), g1(x) and g2(x), the 3rd residual power series approximate solution

becomes

w3(x, t ) = ℏ(x)− tα

α

(
µℵ(x)ℵ(1)(x)

)
− t 2α

2α2

(
µz1(x)ℵ(1)(x)+µℵ(x)z(1)

1 (x)
)

− t 3α

6α3

(
µz2(x)ℵ(1)(x)+2µz1(x)z(1)

1 (x)+µℵ(x)z(1)
2 (x)

)
,

v3(x, t ) =ℵ(x)− tα

α

(
ξℵ(x)ℏ(1)(x)+γℏ(x)ℵ(1)(x)+ηℵ(3)(x)

)
− t 2α

2α2

(
ξz1(x)ℏ(1)(x)

+ξℵ(x)h(1)
1 (x)+γh1(x)ℵ(1)(x)+γℏ(x)z(1)

1 (x)+ηz(3)
1 (x)

)
− t 3α

6α3

(
ξz2(x)ℏ(1)(x)+2ξz1(x)h(1)

1 (x)+ξℵ(x)h(1)
2 (x)+γh2(x)ℵ(1)(x)

+2γh1(x)z(1)
1 (x)+γℏ(x)z(1)

2 (x)+ηz(3)
2 (x)

)
.

(4.13)
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For k = 4, substitute the 4th truncated series,

w4(x, t ) = ℏ(x)+h1(x) tα

α +h2(x) t 2α

2α2 +h3(x) t 3α

6α3 +h4(x) t 4α

24α4 , v4(x, t ) =ℵ(x)+ z1(x) tα

α + z2(x) t 2α

2α2 + z3(x) t 3α

6α3 +
z4(x) t 4α

24α4 of Eq. (1.1) and Eq. (1.2) into the 4th residual function,Res4(x, t ), of Eq.(3.6), i.e., Res4(x, t ) is

equals to

Resw,4(x, t ) = h1(x)+h2(x)
tα

α
+h3(x)

t 2α

2α2 +h4(x)
t 3α

6α3 +µ
(
ℵ(x)+ z1(x)

tα

α
+ z2(x)

t 2α

2α2

+ z3(x)
t 3α

6α3 + z4(x)
t 4α

24α4

)(
ℵ(1)(x)+ z(1)

1 (x)
tα

α
+ z(1)

2 (x)
t 2α

2α2 + z(1)
3 (x)

t 3α

6α3

+ z(1)
4 (x)

t 4α

24α4

)
,

Resv,4(x, t ) = z1(x)+ z2(x)
tα

α
+ z3(x)

t 2α

2α2 + z4(x)
t 3α

6α3 +η
(
ℵ(3)(x)+ z(3)

1 (x)
tα

α

+ z(3)
2 (x)

t 2α

2α2 + z(3)
3 (x)

t 3α

6α3 + z(3)
4 (x)

t 4α

24α4

)
+γ

(
ℏ(x)+h1(x)

tα

α
+h2(x)

t 2α

2α2

+h3(x)
t 3α

6α3 +h4(x)
t 4α

24α4

)(
ℵ(1)(x)+ z(1)

1 (x)
tα

α
+ z(1)

2 (x)
t 2α

2α2 + z(1)
3 (x)

t 3α

6α3

+ z(1)
4 (x)

t 4α

24α4

)
+ξ

(
ℵ(x)+ z1(x)

tα

α
+ z2(x)

t 2α

2α2 + z3(x)
t 3α

6α3

+ z4(x)
t 4α

24α4

)(
ℏ(1)(x)+h(1)

1 (x)
tα

α
+h(1)

2 (x)
t 2α

2α2 +h(1)
3 (x)

t 3α

6α3 +h(1)
4 (x)

t 4α

24α4

)

(4.14)

From Eq. (3.8) and Eq. (4.14), it can be written, as

h4(x) =−
(
µz3(x)ℵ(1)(x)+3µz2(x)z(1)

1 (x)+3µz1(x)z(1)
2 (x)+µℵ(x)z(1)

3 (x)
)
,

z4(x) =−
(
ξz3(x)ℏ(1)(x)+γh3(x)ℵ(1)(x)+3ξz2(x)h(1)

1 (x)+3ξz1(x)h(1)
2 (x)+ξℵ(x)h(1)

3 (x)

+2γh2(x)z(1)
1 (x)+3γh1(x)z(1)

2 (x)+γℏ(x)z(1)
3 (x)+ηz(3)

3 (x)
) (4.15)

Based on the previous results for h0(x), h1(x), h2(x) and h3(x) and z0(x), z1(x), z2(x) and z3(x), the 4th

residual power series approximate solution can be obtained. For the convergence analysis, see [25]

5. Numerical Results

To illustrate the authenticity of the RPSM method to solve the nonlinear conformable time-fractional Drinfeld-

Sokolov-Wilson equation, three applications are considered. Consider the following time-fractional Drinfeld-

Sokolov-Wilson equation, as

∂αw(x, t )

∂tα
+3v(x, t )

∂v(x, t )

∂x
= 0,

∂αv(x, t )

∂tα
+2

∂3v(x, t )

∂x3 +2w(x, t )
∂v(x, t )

∂x
+ v(x, t )

∂w(x, t )

∂x
= 0, 0 <α< 1,

(5.1)

subject to the initial conditions

w(x,0) = 3sech2(x),

v(x,0) = 2sech(x).
(5.2)
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The exact solution of this problem for α= 1 is given in , as

w(x, t ) = 3sech2(x −2t ),

v(x, t ) = 2sech(x −2t ).
(5.3)

It can be observed that numerical results are agreement with the exact solution with a high accuracy. Also,

it is clear that the adding new terms of the residual power series approximations can make the overall error

smaller.

Figure 1. 3D surface plots for the 4th residual power series solution w4(x, t ) with a. α = 0.8 and b. α = 0.9
for Example 5

Figure 2. 3D surface plots of exact solution and approximate solution w4(x, t ) at α= 1 of Example 5.

6. Conclusion

In this research, we have given an algorithm, namely the Residual Power Series Method (RPSM), for the ap-

proximate solution of the fractional Drinfeld - Sokolov - Wilson equation system. The scheme is based on

the power series and the solutions are determined in the form of a converging series with simple calcula-

tions. The approach offers approximate solutions with a good level of precision. Summing up these results,

we can conclude that the residual power series method, in its general form, offers a fair amount of calcu-

lations, is an efficient method and simple to apply for nonlinear fractional differential equations in general

form.
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Figure 3. 3D surface plots for the 4th residual power series solution v4(x, t ) with a. α= 0.8 and b. α= 0.9 for
Example 5

Figure 4. 3D surface plots of exact solution and approximate solution v4(x, t ) at α= 1 of Example 5.

Figure 5. 2D plot of solutions w3 at t = 0.1 for Example 5.
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Figure 6. 2D plot of solutions v2 at t = 0.1 for Example 5.
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Abstract − This article employs a novel method, namely the conformable q-Sawi homotopy 

analysis transform method (Cq-SHATM) to investigate the numerical solutions of the nonlinear 

conformable time-fractional Noyes-Field model. The proposed method, namely Cq-SHATM, is a 

hybrid approach that integrates the q-homotopy analysis transform method and the Sawi 

transform using the concept of conformable derivative. 3D graps of the solutions obtained with 

this method were drawn. Additionally, 2D graphs of the solutions were obtained in the Maple 

software program. The computer simulations were conducted in order to validate the efficacy 

and reliability of the proposed method. 

Subject Classification (2020): 65H05,26A33,35R11. 

1. Introduction 

Beyond the integer order of calculus is the arbitrary order of fractional calculus (FC). When renowned 

scientists Leibniz and L'Hospital first spoke to one another in roughly 1695, it was discussed. Because 

fractional calculus may be used to accurately describe a wide variety of nonlinear phenomena, several 

writers have recently begun to investigate it. Differential equations of the fractional order variety have 

an impact on both genetic material and non-local material features. Many well-known mathematicians 

have studied and written on fractional calculus. They created the foundation for fractional calculus 

through their work. Nowadays, systems that vary over time are frequently studied and nonlinear models 

created using fractional partial differential equations. Numerous concepts, including chaos theory, have 

been connected to fractional-order calculus theory.  In order to characterize the characteristics of 

natural systems that don't behave linearly, fractional differential equations are used. We obtain precise 

answers to fractional differential equations that model nonlinear processes using a variety of analytical 

and numerical techniques [1–13]. 

Mohand and Mahgoub [14] introduced a novel integral transform known as the Sawi transform. 

Problems with population increase and decay were satisfactorily explained using the Sawi transform 

[15]. In [16], it introduces the "Sawi decomposition method," a novel approach for solving Volterra 
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integral equations and its application. The Sawi transformation is employed in the computation of 

solutions for systems of ordinary differential equations, specifically in the context of determining the 

concentration of chemical reactants involved in a series chemical reaction [17]. A novel double fuzzy 

transform, referred to as the double fuzzy Sawi transform, is proposed. This paper presents a formal 

proof of fundamental properties associated with the single fuzzy Sawi transform and the double fuzzy 

Sawi transform. The present study employs a technique to derive the precise solution of a non-

homogeneous linear fuzzy telegraph equation, incorporating a generalized Hukuhara partial 

differentiability [18]. 

 

The Belousov–Zhabotinsky (B-Z) reaction is a classic example of a chemical oscillating reaction. It was 

discovered independently by Boris Belousov and Anatol Zhabotinsky in the 1950s. The B-Z reaction is a 

type of non-equilibrium chemical system that exhibits periodic changes in color, indicating oscillations 

between different chemical states. One of the remarkable aspects of the B-Z reaction is its ability to 

exhibit spontaneous oscillations in concentrations of different chemical species. These oscillations are 

typically observed through changes in color, and the reaction cycles through various states over time. 

The reaction is autocatalytic, meaning that one of the products of the reaction catalyzes its own 

formation. This positive feedback loop is essential for the oscillatory behavior observed in the system. 

The B-Z reaction is relatively complex and involves the interaction of multiple chemical species. It 

typically includes the oxidation of an organic compound by bromate ions in the presence of various 

catalysts, such as cerium ions. While the B-Z reaction itself is a fascinating example of chemical kinetics 

and nonlinear dynamics, its practical applications are limited. However, the principles learned from 

studying such systems contribute to our understanding of complex dynamic behavior in chemical 

systems. The Belousov–Zhabotinsky reaction has been of interest in the fields of chemistry and physics, 

particularly for its ability to illustrate concepts related to chaos and nonlinear dynamics. Researchers 

have also explored its potential relevance to understanding certain biological processes, as oscillatory 

behavior is observed in various biological systems. The B-Z reaction is often demonstrated in 

educational settings to illustrate the dynamic and unpredictable behavior that can arise in chemical 

systems, challenging the common perception of chemical reactions as static processes.In the current 

study, we take into consideration the Belousov-Zhabotinsky (B-Z) nonlinear oscillatory system with 

conformable time-fractional derivative in Caputo sense. The B-Z family of oscillating chemical reactions 

is intriguing because it can exhibit both spatial traveling concentration waves and temporal oscillations, 

both of which are accompanied by striking color changes [19]. In a closed system, this reaction can 

produce up to many thousands of oscillatory cycles, making it possible to study the chemical waves and 

patterns without having to constantly replace the reactants [20]. 

 

For this B-Z, the streamlined conformable time-fractional Noyes-Field model is given as  

  

{
 

 𝑇𝜇𝑡 𝜌(𝑥, 𝑡) = 𝜗1
𝜕2𝜌(𝑥, 𝑡)

𝜕𝑥2
+ 𝛽𝛿𝑤(𝑥, 𝑡) + 𝜌 − 𝜌2 − 𝛿𝜌𝑤(𝑥, 𝑡),

𝑇𝜇𝑡 𝑤(𝑥, 𝑡) = 𝜗2
𝜕2𝑤(𝑥, 𝑡)

𝜕𝑥2
+ 𝛾𝑤(𝑥, 𝑡) − 𝜆𝜌(𝑥, 𝑡)𝑤(𝑥, 𝑡).

 (1) 

  

where, 𝑇𝜇𝑡  is conformable time-fractional oder 𝜇 ∈ (0,1] in Caputo sense and 0 < 𝑡 < 1.      
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Since the operator in a nonlinear problem with fractional order is described by an integral, these issues 

are frequently more challenging to solve. The exact and numerical solutions to the fractional problems, 

however, have been investigated using a variety of computing approaches that have been created. Some 

of the utilized methods are Adomian decomposition method (ADM) [21-23], variational iteration 

method (VIM) [24], homotopy analysis method (HAM) [25-28], differential transform method (DTM) 

[29-30], homotopy perturbation method (HPM) [31-33], residual power series method (RPSM) [34-36], 

Laplace decomposition method (LDM) [37], q-homotopy analysis method (q-HAM) [38-44], q-

homotopy analysis transform method (q-HATM) [45], fractional reduced differential transfofrm method 

(FRDTM) [45], conformable fractional Elzaki decomposition method (CFEDM) [46], conformable q-

homotopy analysis transform method (Cq-HATM) [47], conformable Shehu homotopy perturbation 

method (CSHPM) [47], conformable fractional q-Shehu homotopy analysis transform method (CFq-

SHATM) [48], conformable Shehu transform decomposition method (CSTDM) [48]. The main goal of 

this study is to come up with a new method: the conformable q-Sawi homotopy analysis transform 

method (Cq-SHATM). 

 

Here is a list of the rest of the study. The basics of conformable fractional calculus and the Sawi transform 

are explained in the second part. In Section 3, the new conformable fractional numerical methods are 

presented. Section 4 shows an example of the conformable time-fractional Noyes Field model. In Section 

5, the result is given. 

2. Preliminaries 

Now let's give the definitions to be used in the study. 

 

Definition 2.1. [49-52] Let a function 𝑓: [0,∞) → ℝ. Then, the conformable fractional derivative of 𝑓 

order 𝜇 is described by  

𝑇𝜇(𝑓)(𝑥) = lim
𝜀→0

𝑓(𝑥 + 𝜀𝑥1−𝜇) − 𝑓(𝑥)

𝜀
,       (2) 

for all 𝑥 > 0, 𝜇 ∈ (0, 1]. 

 

Theorem 2.1. [49-50, 52] Let 𝜇 ∈ (0, 1] and 𝑓, 𝑔 be 𝜇 −differentiable at a point 𝑥 > 0. Then  

(𝑖) 𝑇𝜇(𝑎𝑓 + 𝑏𝑔) = 𝑎𝑇𝜇(𝑓) + 𝑏𝑇𝜇(𝑔), for all 𝑎, 𝑏 ∈  ℝ,       (3) 

(𝑖𝑖) 𝑇𝜇(𝑥
𝑝) = 𝑝𝑥𝑝−1, for all 𝑝 ∈ ℝ,       (4) 

(𝑖𝑖𝑖) 𝑇𝜇(𝜏) = 0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠, 𝑓(𝑡) = 𝜏,       (5) 

(𝑖𝑣) 𝑇𝜇(𝑓𝑔) = 𝑓𝑇𝜇(𝑔) + 𝑔𝑇𝜇(𝑓),       (6) 

(𝑣) 𝑇𝜇 (
𝑓

𝑔
) =

𝑔𝑇𝜇(𝑓) − 𝑓𝑇𝜇(𝑔)

𝑔2
.       (7) 

Definition 2.2. Let 0 < 𝜇 ≤ 1, 𝑓: [0,∞) → ℝ  be real valued function. Then, the conformable fractional 

Sawi transform (CFST) of order 𝜇 of 𝑓 is defined by  
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𝑆𝜇𝑐 [𝑓(𝑡)](𝑣) = 𝑅𝜇(𝑣) =
1

𝑣2
∫ 𝑒𝑥𝑝 (

−𝑡𝜇

𝑣𝜇
)𝑓(𝑡)𝑡𝜇−1𝑑𝑡

∞

0

, 𝑣 > 0.       (8) 

Definition 2.3. Let 0 < 𝜇 ≤ 1,  𝑓: [0,∞) → ℝ  be real valued function. The conformable fractional Sawi 

transform for the conformable fractional-order derivative of the function 𝑓 ∈ ℂ𝜂(𝜂 ≥ −1) is defined by  

𝑆𝜇𝑐 [𝑇𝜇𝑓(𝑡)](𝑣) =
1

𝑣𝜇
𝑅𝜇(𝑣) −∑ (

1

𝑣
)
𝜇−(𝑘−1)𝜎−1

𝑘=0

𝑓(𝑘)(0+), 𝜎 − 1 < 𝜇 ≤ 𝜎.       (9) 

3. Conformable q-Sawi Homotopy Analysis Transform Method  

We will introduce a new method. Consider the conformable time-fractional nonlinear partial differential 

equation (CTFNPDE) to explain the fundamental idea of Cq-SHATM: 

𝑇𝜇𝑤(𝑥, 𝑡) +𝑡 𝐴𝑤(𝑥, 𝑡) + 𝐻𝑤(𝑥, 𝑡) = 𝑓(𝑥, 𝑡), 𝑛 − 1 < 𝜇 ≤ 𝑛,    (10) 

where 𝐴 is a linear operator, 𝐻 is a nonlinear operator, 𝑓(𝑥, 𝑡) is a source term, and 𝑇𝜇𝑡  is a conformable 

time-fractional derivative of order 𝜇. 

 

Applying the conformable fractional Sawi transform to Eq. (10) and utilizing the initial condition, then 

we have  

 

𝑆𝜇𝑐 [𝑤(𝑥, 𝑡)]

𝑣𝜇
− ∑ (

1

𝑣
)
𝜇−(𝑘−1)

𝑤(𝑘)(𝑥, 0)

𝑚−1

𝑘=0

= 𝑆𝜇𝑐 [𝑓(𝑥, 𝑡) − 𝐴𝑤(𝑥, 𝑡) − 𝐻𝑤(𝑥, 𝑡)].    (11) 

 

Rearranging the last equation, then we get  

𝑆𝜇𝑐 [𝑤(𝑥, 𝑡)] − 𝑣𝜇 ∑ (
1

𝑣
)
𝜇−(𝑘−1)

𝑤(𝑘)(𝑥, 0)

𝑚−1

𝑘=0

+ 𝑣𝜇 𝑆𝜇𝑐 [𝐴𝑤(𝑥, 𝑡) + 𝐻𝑤(𝑥, 𝑡)]

− 𝑣𝜇 𝑆𝜇𝑐 [𝑓(𝑥, 𝑡)] = 0. 

       

(12) 

With the help of HAM, we can describe the nonlinear operator for real function 𝜑(𝑥, 𝑡; 𝑞)  as follows: 

𝑁[𝜑(𝑥, 𝑡; 𝑞) ] = 𝑆𝜇𝑐 [𝜑(𝑥, 𝑡; 𝑞) ] − 𝑣𝜇 ∑ (
1

𝑣
)
𝜇−(𝑘−1)

𝜑(𝑘)
𝑚−1

𝑘=0

(𝑥, 𝑡; 𝑞)(0+) + 𝑣𝜇 𝑆𝜇𝑐 [𝐴𝜑(𝑥, 𝑡; 𝑞)  

+𝐻𝜑(𝑥, 𝑡; 𝑞)] − 𝑣𝜇 𝑀𝛼𝑐 [𝑓(𝑥, 𝑡)],    (13) 

where 𝑞𝜖 [0,
1

𝑛
]. 
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We construct a homotopy as follows:  

(1 − 𝑛𝑞) 𝑆𝛼𝑐 [𝜑(𝑥, 𝑡; 𝑞) − 𝑤0(𝑥, 𝑡)] = ℎ𝑞𝐻
∗(𝑥, 𝑡)𝐻[𝜑(𝑥, 𝑡; 𝑞)],    (14) 

where, ℎ ≠ 0 is an auxiliary parameter and 𝑆𝛼𝑐  represents conformable fractional Sawi transform. For 

𝑞 = 0 and 𝑞 =
1

𝑛
, the results of Eq. (14) are as follows: 

𝜑(𝑥, 𝑡; 0) = 𝑤0(𝑥, 𝑡), 𝜑 (𝑥, 𝑡;
1

𝑛
) = 𝑤(𝑥, 𝑡).    (15) 

Thus, by amplifying 𝑞 from 0 to 
1

𝑛
, then the solution 𝜑(𝑥, 𝑡; 𝑞) converges from 𝑤0(𝑥, 𝑡) to the solution 

𝑤(𝑥, 𝑡).  

 

Using the Taylor theorem around 𝑞 and then expanding 𝜑(𝑥, 𝑡; 𝑞), we get  

𝜑(𝑥, 𝑡; 𝑞) = 𝑤0(𝑥, 𝑡) +∑𝑤𝑚(𝑥, 𝑡)𝑞
𝑚

∞

𝑖=1

,    (16) 

where  

𝑤𝑚(𝑥, 𝑡) =
1

𝑚!

𝜕𝑚𝜑(𝑥, 𝑡; 𝑞)

𝜕𝑞𝑚
|𝑞=0.    (17) 

Eq. (16) converges at 𝑞 =
1

𝑛
  for the appropriate 𝑤0(𝑥, 𝑡), 𝑛 and ℎ. Then, we have 

𝑤(𝑥, 𝑡) = 𝑤0(𝑥, 𝑡) + ∑ 𝑤𝑚(𝑥, 𝑡) (
1

𝑛
)
𝑚∞

𝑚=1

.    (18) 

If we differentiate the zeroth order deformation Eq. (14) m-times with respect to 𝑞 and we divide by 𝑚!, 

respectively, then for 𝑞 = 0, we acquire 

𝑆𝛼𝑐 [𝑤𝑚(𝑥, 𝑡) − 𝑘𝑚𝑤𝑚−1(𝑥, 𝑡)] = ℎ𝐻
∗(𝑥, 𝑡)ℛ𝑚(�⃗⃗� 𝑚−1),    (19) 

where the vectors are described by 

�⃗⃗� 𝑚 = {𝑤0(𝑥, 𝑡), 𝑤1(𝑥, 𝑡), … ,𝑤𝑚(𝑥, 𝑡)}.    (20) 

Applying the inverse conformable fractional Sawi transform to Eq. (20), we get  

𝑤𝑚(𝑥, 𝑡) = 𝑘𝑚𝑤𝑚−1(𝑥, 𝑡) + ℎ( 𝑆𝛼𝑐 )
−1
[𝐻∗(𝑥, 𝑡)ℛ𝑚(�⃗⃗� 𝑚−1)],    (21) 

where 

ℛ𝑚(�⃗⃗� 𝑚−1) = 𝑆𝛼𝑐 [𝑤𝑚−1(𝑥, 𝑡)] − (1 −
𝑘𝑚
𝑛
)
1

𝑣
𝑤0(𝑥, 𝑡) + 𝑣

𝜇 𝑆𝜇𝑐 [𝐴𝑤𝑚−1(𝑥, 𝑡)  

+𝐻𝑚−1(𝑥, 𝑡)−𝑓(𝑥, 𝑡)],    (22) 
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and  

𝑘𝑚 = {
0, 𝑚 ≤ 1,
𝑛, 𝑚 > 1.

                (23) 

Here, 𝐻𝑚
∗  is homotopy polynomial and presented by 

𝐻𝑚
∗ =

1

𝑚!

𝜕𝑚𝜑(𝑥,𝑡;𝑞)

𝜕𝑞𝑚
|𝑞=0   and 𝜑(𝑥, 𝑡; 𝑞) = 𝜑0 + 𝑞𝜑1 + 𝑞

2𝜑2 +⋯.    (24) 

Using Eqs. (21) - (22), we get  

𝑤𝑚(𝑥, 𝑡) = (𝑘𝑚 + ℎ)𝑤𝑚−1(𝑥, 𝑡) − (1 −
𝑘𝑚
𝑛
)𝑤0(𝑥, 𝑡)

+ h( 𝑆𝛼𝑐 )
−1
[𝑣𝜇 𝑆𝜇𝑐 [𝐴𝑤𝑚−1(𝑥, 𝑡) + 𝐻𝑚−1(𝑥, 𝑡)−𝑓(𝑥, 𝑡)]]. 

   (25) 

  

When Cq-SHATM is utilized, the series solution is given by  

𝑤(𝑥, 𝑡) = ∑ 𝑤𝑚(𝑥, 𝑡)

∞

𝑚=0

(
1

𝑛
)
𝑚

.    (26) 

4. Applications  

Example 4.1. [45] Consider the conformable time-fractional Noyes Field model  

{
 

 
𝜕𝜇𝜌(𝑥, 𝑡)

𝜕𝑡𝜇
=
𝜕2𝜌(𝑥, 𝑡)

𝜕𝑥2
+ 𝜌 − 𝜌2 − 𝛿𝜌𝑤(𝑥, 𝑡),

𝜕𝜇𝑤(𝑥, 𝑡)

𝜕𝑡𝜇
=
𝜕2𝑤(𝑥, 𝑡)

𝜕𝑥2
− 𝜆𝜌𝑤(𝑥, 𝑡),

    (27) 

where 𝜆 ≠ 1 and 𝛿 are positive constants, 𝑥 ∈ [−10,10], 𝑡 ∈ [0,1], 0 < 𝜇 ≤ 1,  subject to initial 

conditions  

  

{
  
 

  
 𝜌(𝑥, 0) =

1

(exp(√
𝜆

6
𝑥)+1)

2 ,

𝑤(𝑥, 0) =
(1−𝜆)exp(√

𝜆

6
𝑥)(exp(√

𝜆

6
𝑥)+1)

𝛿(exp(√
𝜆

6
𝑥)+1)

2 .

    (28) 

Cq-SHATM solution 

Implementing the conformable fractional Sawi transform to Eqs. (27) and using Eqs. (28), then it is 

obtained as 

𝑆𝜇𝑐 [𝜌(𝑥, 𝑡)]

𝑣
−
𝜌(𝑥, 0)

𝑣2
= 𝑆𝜇𝑐 [

𝜕2𝜌(𝑥, 𝑡)

𝜕𝑥2
+ 𝜌 − 𝜌2 − 𝛿𝜌𝑤(𝑥, 𝑡)],    (29) 
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𝑆𝜇𝑐 [𝑤(𝑥,𝑡)]

𝑣
−
𝑤(𝑥,0)

𝑣2
= 𝑆𝜇𝑐 [

𝜕2𝑤(𝑥,𝑡)

𝜕𝑥2
− 𝜆𝜌𝑤(𝑥, 𝑡)].    (30) 

Rearranging Eqs.(29)-(30), then we have 

𝑆𝜇𝑐 [𝜌(𝑥, 𝑡)] =
𝜌(𝑥, 0)

𝑣
+ 𝑣 𝑆𝜇𝑐 [

𝜕2𝜌(𝑥, 𝑡)

𝜕𝑥2
+ 𝜌 − 𝜌2 − 𝛿𝜌𝑤(𝑥, 𝑡)],    (31) 

     𝑆𝜇𝑐 [𝑤(𝑥, 𝑡)] =
𝑤(𝑥,0)

𝑣
+ 𝑣 𝑆𝜇𝑐 [

𝜕2𝑤(𝑥,𝑡)

𝜕𝑥2
− 𝜆𝜌(𝑥, 𝑡)𝑤(𝑥, 𝑡)].    (32) 

We define the nonlinear operators by using Eqs. (31)-(32), as  

𝑁1[𝜑(𝑥, 𝑡; 𝑞) ] = 𝑆𝜇𝑐 [𝜑(𝑥, 𝑡; 𝑞) ] −
1

𝑣 (exp(√
𝜆
6
𝑥) + 1)

2 
 

+𝑣 𝑆𝜇𝑐 [
𝜕2𝜑(𝑥, 𝑡; 𝑞)

𝜕𝑥2
+ 𝜑(𝑥, 𝑡; 𝑞) − 𝜑2(𝑥, 𝑡; 𝑞) − 𝛿𝜑(𝑥, 𝑡; 𝑞)𝜓(𝑥, 𝑡; 𝑞)], 

   (33) 

𝑁2[𝜓(𝑥, 𝑡; 𝑞) ] = 𝑆𝜇𝑐 [𝜓(𝑥, 𝑡; 𝑞) ] −

(1 − 𝜆) exp(√
𝜆
6
𝑥)(exp(√

𝜆
6
𝑥) + 1)

𝛿𝑣 (exp(√
𝜆
6
𝑥) + 1)

2   

+𝑣 𝑆𝜇𝑐 [
𝜕2𝜓(𝑥, 𝑡; 𝑞)

𝜕𝑥2
− 𝜆𝜑(𝑥, 𝑡; 𝑞)𝜓(𝑥, 𝑡; 𝑞)]. 

   (34) 

By applying the proposed algorithm, the 𝑚 − 𝑡ℎ order deformation equations are defined by 

𝑆𝜇𝑐 [𝜌𝑚(𝑥, 𝑡) − 𝑘𝑚𝜌𝑚−1(𝑥, 𝑡)] = ℎℛ1,𝑚[𝜌 𝑚−1],    (35) 

𝑆𝜇𝑐 [𝑤𝑚(𝑥, 𝑡) − 𝑘𝑚𝑤𝑚−1(𝑥, 𝑡)] = ℎℛ2,𝑚[�⃗⃗� 𝑚−1],    (36) 

where 

ℛ1,𝑚[𝜌 𝑚−1] = 𝑆𝜇𝑐 [𝜌 𝑚−1(𝑥, 𝑡)] − (1 −
𝑘𝑚
𝑛
)

1

𝑣 (exp(√
𝜆
6𝑥) + 1)

2 

 

 

−𝑣 𝑆𝜇𝑐 [
𝜕2𝜌𝑚−1(𝑥, 𝑡)

𝜕𝑥2
+ 𝜌𝑚−1(𝑥, 𝑡) − ∑ 𝜌𝑟(𝑥, 𝑡)𝜌𝑚−1−𝑟(𝑥, 𝑡)

𝑚−1

𝑟=0

− 𝛿 ∑ 𝜌𝑟(𝑥, 𝑡)𝑤𝑚−1−𝑟(𝑥, 𝑡)

𝑚−1

𝑟=0

], 
  

(37) 
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ℛ2,𝑚[�⃗⃗� 𝑚−1] = 𝑆𝜇𝑐 [�⃗⃗� 𝑚−1(𝑥, 𝑡)] − (1 −
𝑘𝑚
𝑛
)

(1 − 𝜆) exp(√
𝜆
6
𝑥)(exp(√

𝜆
6
𝑥) + 1)

𝛿𝑣 (exp(√
𝜆
6𝑥) + 1)

2   

−𝑣 𝑆𝜇𝑐 [
𝜕2𝑤𝑚−1(𝑥, 𝑡)

𝜕𝑥2
− 𝜆 ∑ 𝜌𝑟(𝑥, 𝑡)𝑤𝑚−1−𝑟(𝑥, 𝑡)

𝑚−1

𝑟=0

]. 
    

(38) 

On applying inverse conformable Sawi transform to Eqs. (35)-(36), then we have  

𝜌𝑚(𝑥, 𝑡) = 𝑘𝑚𝜌𝑚−1(𝑥, 𝑡) + ℎ( 𝑆𝜇𝑐 )
−1
{ℛ1,𝑚[𝑝 𝑚−1]}, 

              

(39) 

𝑤𝑚(𝑥, 𝑡) = 𝑘𝑚𝑤𝑚−1(𝑥, 𝑡) + ℎ( 𝑆𝜇𝑐 )
−1
{ℛ2,𝑚[�⃗⃗� 𝑚−1]}.  (40) 

By the use of initial conditions, then we obtain 

𝜌0(𝑥, 𝑡) =
1

(exp(√
𝜆
6𝑥) + 1)

2 , 
  (41) 

𝑤0(𝑥, 𝑡) =

(1 − 𝜆) exp(√
𝜆
6
𝑥)(exp(√

𝜆
6
𝑥) + 2)

𝛿 (exp(√
𝜆
6𝑥) + 1)

2 .   (42) 

To find the values of 𝜌1(𝑥, 𝑡) and 𝑤1(𝑥, 𝑡), putting 𝑚 = 1 in Eqs. (39)-(40), then we obtain  

𝜌1(𝑥, 𝑡)

= −
2

3
ℎ

𝑡𝜇 exp(
𝑥√6𝜆
6 )((((

3
2 + 𝜆)𝛿 +

3
2𝜆 −

3
2) exp (

𝑥√6𝜆
6 ) + (−

𝜆
2 + 3)𝛿 + 3𝜆−3

)

𝜇𝛿 (exp(
𝑥√6𝜆
6 ) + 1)

4 , 
  (43) 

𝑤1(𝑥, 𝑡) =
5

3

𝑡𝜇(−1 + 𝜆)𝜆 exp(
𝑥√6𝜆
6 )

𝜇𝛿 (exp(√
𝜆
6𝑥) + 1)

3 .   (44) 

In the same way, if we put 𝑚 = 2 in Eqs. (39)-(40), we can obtain the values of 𝜌2(𝑥, 𝑡) and 𝑤2(𝑥, 𝑡) 
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𝑤2(𝑥, 𝑡) =

−5ℎ(𝑛 + ℎ)𝑡𝜇(−1 + 𝜆)𝜆 exp(
𝑥√6𝜆
6 )

3𝜇𝛿 (exp(√
𝜆
6
𝑥) + 1)

3 +
8

9𝜇2𝛿2 (exp(√
𝜆
6
𝑥) + 1)

6 

 

 

× [ℎ2𝑡2𝜇𝜆(−1 + 𝜆) exp (
𝑥√6𝜆

6
)(
−9

4
(−1 + 𝜆)(𝛿 − 1) exp(

𝑥√6𝜆

6
) + ((𝛿 +

9

16
) 𝜆 +

9

16
𝛿 

 

 

−
9

16
) exp(

𝑥√6𝜆

6
) +

3

4
(−3 + (3 +

𝛿

8
) 𝜆+3𝛿) exp(

𝑥√6𝜆

6
) −

25

32
𝜆𝛿)] . 

 

   (46) 

In this way, the other terms can be found. So, the Cq-SHATM solutions of the Eq. (27) are given by 

𝜌(𝑥, 𝑡) = 𝜌0(𝑥, 𝑡) + ∑ 𝜌𝑚(𝑥, 𝑡) (
1

𝑛
)
𝑚∞

𝑚=1

,   (47) 

𝑤(𝑥, 𝑡) = 𝑤0(𝑥, 𝑡) + ∑ 𝑤𝑚(𝑥, 𝑡) (
1

𝑛
)
𝑚∞

𝑚=1

.    (48) 

If we put 𝜇 = 1, 𝑛 = 1, ℎ = −1 in Eqs. (47)-(48), then the obtained results  

 

∑ 𝜌𝑚(𝑥, 𝑡) (
1

𝑛
)
𝑚

𝑀
𝑚=1 , ∑ 𝑤𝑚(𝑥, 𝑡) (

1

𝑛
)
𝑚

𝑀
𝑚=1  

 

converges to the exact solutions  

 

𝜌(𝑥, 𝑡) =
exp(

5𝜆

3
𝑡)

(exp(√
𝜆

6
𝑥)+exp(

5𝜆

6
𝑡))

2 𝑤(𝑥, 𝑡) =
(1−𝜆)exp(√

𝜆

6
𝑥)(exp(√

𝜆

6
𝑥)+2exp(

5𝜆

6
𝑡))

𝛿(exp(√
𝜆

6
𝑥)+exp(

5𝜆

6
𝑡))

2   

 

of the Eqs. (27) when 𝑀 → ∞.  

 

Figure 1 shows the 3D graphs of 𝜌(𝑥, 𝑡) solution for Cq-SHATM, 𝑤(𝑥, 𝑡)solution for Cq-SHATM, exact 

solutions of 𝜌(𝑥, 𝑡), 𝑤(𝑥, 𝑡) and absolute errors. 
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Figure 1. (a) Nature of 𝜌(𝑥, 𝑡)solution with Cq-SHATM (b) Nature of 𝑤(𝑥, 𝑡)solution with Cq-SHATM (c) Exact of 

𝜌(𝑥, 𝑡) solution (d) Exact of 𝑤(𝑥, 𝑡) solution (e) Nature of absolute error=|𝜌𝑒𝑥𝑎𝑐𝑡 − 𝜌𝐶𝑞−𝑆𝐻𝐴𝑇𝑀| (f) Nature of 

absolute error=|𝑤𝑒𝑥𝑎𝑐𝑡 − 𝑤𝐶𝑞−𝑆𝐻𝐴𝑇𝑀| at ℎ = −1, 𝑛 = 1, 𝜇 = 1, 𝜆 = 3, 𝛿 = 2 for Eqs. (37). 

 

Figure 2 depicts comparison 2D plots of 𝜌(𝑥, 𝑡) solution with Cq-SHATM, 𝑤(𝑥, 𝑡) solution with Cq-

SHATM, and exact solutions for distinct 𝜇 values. 

 

  

Figure 2. The comparison of the 𝜌(𝑥, 𝑡) solution with Cq-SHATM and exact solution (b) The comparison of the 

𝑤(𝑥, 𝑡) solution with Cq-SHATM and exact solution at ℎ = −1, 𝑛 = 1, 𝑥 = 0.5, 𝜆 = 3, 𝛿 = 2 with different 𝜇 for 

Eqs. (37). 
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A comparison of the absolute error for 𝜌(𝑥, 𝑡) between Cq-SHATM and FRDTM [45] for Eq. (37) with 

𝜇 = 1, 𝜆 = 3, 𝛿 = 2, ℎ = −1, 𝑛 = 1 is presented in Table 1. 

 

𝒙 𝒕 

𝟎. 𝟎𝟎𝟏 𝟎. 𝟎𝟎𝟑 𝟎. 𝟎𝟎𝟓 𝟎. 𝟎𝟎𝟕 

Cq-SHATM 𝟎. 𝟎𝟎 0.0001878902 0.0005660070 0.0009472246 0.0013315278 

FRDTM  1.0149996100 1.0137464930 1.0124902750 1.0112309720 

Cq-SHATM 𝟏. 𝟎𝟎 0.0000976247 0.0002956422 0.0004973550 0.0007027695 

FRDTM  0.8256007700 0.8248666560 0.8241288453 0.8233873339 

Cq-SHATM 𝟐. 𝟎𝟎 0.0000370568 0.0001128071 0.0001907491 0.0002708944 

FRDTM  0.4254561817 0.4251463250 0.4248342767 0.4245200242 

Cq-SHATM 𝟑. 𝟎𝟎 0.0000114341 0.0000349498 0.0000593341 0.0000845935 

FRDTM  0.1584645226 0.1583613457 0.1582572998 0.1581523788 

Table 1. Comparison of absolute error for 𝜌(𝑥, 𝑡) between Cq-SHATM and FRDTM [45] for Eq. (37) with  

𝜇 = 1, 𝜆 = 3, 𝛿 = 2, ℎ = −1, 𝑛 = 1. 

 

Comparing the absolute errors for 𝑤(𝑥, 𝑡) for Eq. (37) with 𝜇 = 1, 𝜆 = 3, 𝛿 = 2, ℎ = −1, 𝑛 = 1 for Cq-

SHATM and FRDTM [45] is provided in Table 2. 

𝒙 𝒕 

𝟎. 𝟎𝟎𝟏 𝟎. 𝟎𝟎𝟑 𝟎. 𝟎𝟎𝟓 𝟎. 𝟎𝟕 

Cq-SHATM 𝟎. 𝟎𝟎 3.9 × 10−7 3.5 × 10−6 9.7 × 10−6 1.9 × 10−5 

FRDTM  1.0149996100 1.0137464930 1.0124902750 1.0112309720 

Cq-SHATM 𝟏. 𝟎𝟎 4.6 × 10−7 4.1 × 10−6 0.0000115353 0.0000226217 

FRDTM  0.8256007696 0.8248666555 0.8241288453 0.8233873341 

Cq-SHATM 𝟐. 𝟎𝟎 2.7 × 10−7 2.4 × 10−6 6.8 × 10−6 0.0000134002 

FRDTM  0.4254561817 0.4251463250 0.4248342767 0.4245200246 

Cq-SHATM 𝟑. 𝟎𝟎 1.0 × 10−7 9.6 × 10−7 2.7 × 10−6 5.3 × 10−6 

FRDTM  0.1584645226 0.1583613454 0.1582572998 0.1581523789 

Table 2. Comparison of absolute error for 𝑤(𝑥, 𝑡) between Cq-SHATM and FRDTM [45] for Eq. (37) with  

𝜇 = 1, 𝜆 = 3, 𝛿 = 2, ℎ = −1, 𝑛 = 1. 
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5. Conclusion (if necessary) 

Figure 1 displays the three-dimensional graphs of the Cq-SHATM solutions 𝜌(𝑥, 𝑡) and 𝑤(𝑥, 𝑡), the exact 

solutions of 𝜌(𝑥, 𝑡) and 𝑤(𝑥, 𝑡), as well as the absolute errors for Eq. (27). Figure 2 illustrates a 

comparison of two-dimensional plots of the solutions 𝜌(𝑥, 𝑡) and 𝑤(𝑥, 𝑡) obtained using the Cq-SHATM, 

as well as the corresponding exact solutions for different values of 𝜇. Table 1 presents a comparison of 

the absolute error for the function 𝜌(𝑥, 𝑡) between the Cq-SHATM and FRDTM methods [45] for Eq. (27), 

with the parameter values 𝜇 = 1, 𝜆 = 3, 𝛿 = 2, ℎ = −1, and 𝑛 = 1. Table 2 presents a comparison of the 

absolute errors of 𝑤(𝑥, 𝑡) for Eq. (27) with the given parameter values 𝜇 = 1, 𝜆 = 3, 𝛿 = 2, ℎ = −1, 

and 𝑛 = 1, between Cq-SHATM and FRDTM in [45]. The data presented in Tables 1-2 indicates that the 

Cq-SHATM exhibits a significantly lower error rate in comparison to the FRDTM in [45]. The results 

presented in Tables 1-2 demonstrate that the techniques proposed in this study yield significantly 

superior outcomes compared to those achieved through the utilization of FRDTM.  

 

The present study aims to examine the behavior of conformable time-fractional Noyes Field model 

through the utilization of Cq-SHATM. In addition, the utilization of the MAPLE software has been 

employed to generate two-dimensional and three-dimensional graphs that illustrate the solutions to Eq. 

(37) for various values of 𝜇 = 1. Observations have been made regarding the variations in the overall 

structure of the surface graphs produced by the Maple computational software for Eq. (37). Differences 

in the overall configuration of surface graphs generated by the Maple software for Eq. (37) have been 

observed. The study findings indicated that the approaches presented in Tables 1-2 produced results 

that are much better than those obtained through the use of FRDTM, with the independent variable 

being 𝑡 and 𝑥 being held at a constant value. A new hybrid method is proposed. This method is Cq-

SHATM, which is a combination of the conformable Sawi transform and the q-homotopy analysis 

transform method. With this new method, new numerical solutions of the conformable Noyes-Field 

model have been obtained. It has been observed that this solution provides better results than the 

FRDTM existing in the literature. The effectiveness and advantages of the recently developed method 

for tackling nonlinear conformable time-fractional models have been acknowledged. The recent method 

proposed for the resolution of nonlinear conformable time-fractional models have been determined to 

possess distinct advantages and demonstrate notable efficacy. 
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