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Abstract 

The importance of boron for human life is increasing day by day, and its 

usage areas are gradually expanding thanks to developing science and technology. In 

the present study, the antimicrobial effects of ammonium borate, lithium metaborate 

dehydrate, and potassium tetraborate were investigated. Kirby Bauer Disc diffusion 

method was used to determine the antimicrobial effect. In the study, streptomycin 

standard discs were used as the positive control. Boron compounds showed an 

antimicrobial effect on Enterococcus faecalis (ATCC 29212), Streptococcus 

pyogenes (ATCC 19615), Pseudomonas aeruginosa (ATCC 27853), Enterobacter 

aerogenes (ATCC 13048), Escherichia coli (ATCC 35218), Proteus mirabilis 

(ATCC 7002), Candida tropicalis (ATCC13803), Citrobacter freundii (ATCC 

8090), Bacillus subtilis (ATCC6633), Burkholderia cepacia (ATCC25608). In 

conclusion, our results showed that these boron compounds may be used as 

antimicrobial agents. 

. 
 

 
1. Introduction 

 

Boron, the 5th element of the periodic table, is a 

naturally occurring element. Boron is an essential 

element primarily for plants and some animals and is 

present in low concentrations in human and animal 

tissues [1]. Boron forms compounds called borates 

with oxygen and other elements [2]. Borates are 

widely used in many industries, such as electricity, 

computers, energy, textiles, pharmaceuticals, and 

cosmetics [3]. In addition, the effects of borates on 

vitamin D metabolism [1], some enzymes such as 

aldehyde dehydrogenase and cytochrome b5 

reductase [4], hormones such as insulin, T3, T4 [5], 

energy substrates such as triglycerides and glucose [6] 

and reactive oxygen species [7] have been shown. On 

the other hand, boron has low toxicity for humans and 

is used in the treatment of some diseases, such as 

cancer [8]. It has been reported in studies that some 

bacteria synthesize boron-containing antibiotics that 

improve their protection systems [9]. Boromycin, 

Aplasmomycin, and Tartrolone are boron-containing 

antibiotics synthesized by bacteria, and it has been 

reported that Boromycin strongly inhibits HIV-1 

                                                            
*Corresponding author: ccelikezen@beu.edu.tr             Received: 03.11.2022, Accepted: 17.06.2023 

replication as well as RNA, DNA, and protein 

synthesis. It has been reported that boron will have an 

important place in the treatment of AIDS in the future, 

as this antibiotic has a strong effect against HIV [10, 

11, 12]. Aplasmomycin is synthesized by 

Streptomyces griseus and has been reported to be 

particularly effective on gram-positive bacteria [13]. 

Tartralone was isolated from Streptomyces species 

and showed an effect on gram-positive bacteria [14].    

Today, many boron compounds are synthesized 

by various laboratories, and the interest shown in the 

biological activities of these compounds is increasing 

day by day. Studies examining the antimicrobial 

activities of boron compounds are limited in the 

literature. In this context, the antimicrobial effects of 

potassium tetraborate (PTB), ammonium borate 

(ABB), and lithium metaborate dihydrate (LMBDH) 

were investigated in the presented study. 

 

2. Material and Method 

 
In this study, the following bacteria and yeast isolates 

from the culture collection of Bitlis Eren University 

Medical Microbiology Laboratory were used, and 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1197472
https://orcid.org/0000-0001-5489-7384
https://orcid.org/%200000-0001-7667-9310
mailto:ccelikezen@beu.edu.tr
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antimicrobial activities against the isolates were 

tested using the Kirby Bauer disk diffusion method. 

 

2.1 Test Microorganisms and Growth Conditions 

Enterococcus faecalis (ATCC 29212), Streptococcus 

pyogenes (ATCC 19615), Pseudomonas aeruginosa 

(ATCC 27853), Enterobacter aerogenes (ATCC 

13048), Escherichia coli (ATCC 35218), Proteus 

mirabilis (ATCC 7002), Candida tropicalis 

(ATCC13803), Citrobacter freundii (ATCC 8090), 

Bacillus subtilis (ATCC6633). Bacterial isolates were 

activated in Mueller Hinton Broth (OXOID), and 

yeast fungi were inoculated into SD Broth (DIFCO) 

broth and incubated for 24 hours at 35±2 °C. To 

prepare stock solutions, a second dose was inoculated 

into liquid media. After 24 hours of incubation, stock 

solutions were obtained at 0.5 McFarland turbidity for 

1-1.5 x 108 (CFU/ml) cells. Bacteria Mueller Hinton 

Agar (OXOID), and yeast fungus Sabouraud 

Dextrose Agar (OXOID) were left on the media with 

100 µl and applied with a glass baguette and waited 

for 15 minutes to dry. 

 

2.2 Disk diffusion method 

  20 µl of the solution prepared with 32 mg/ml 

distilled water of all boron compounds used in the 

study was absorbed into 6 mm diameter sterile paper 

discs (Whatman No: 3). Test microorganisms were 

adjusted to concentration according to McFarland 0.5 

(108 cfu/ml) and inoculated on Mueller-Hinton Agar 

(Oxoid). Afterward, the discs were dried at room 

temperature and in a sterile environment and placed 

at regular intervals under aseptic conditions. Purified 

water was used in the preparation of boron 

compounds and purified water was used as negative 

control. Streptomycin antibiotic discs (10 g) were 

used as positive control [19, 20]. 

 

2.3 Mueller- Hinton agar Media preparation 

        General Formula 

        Peptone   17.5 g/l 

        Beef infusion solids  2.0 g/l 

        Starch    1.5 g/l 

        Agar              17.0 g/l 

        Final pH                             7.3 ± 0.1 at 25 oC. 

        

Mueller-Hinton agar was made according to the 

manufacturer's recipe (Scharlab). 38 g of powder was 

added to 1 L of distilled water and brought to a boil to 

dissolve the medium completely. Then, sterilize by 

autoclaving at 121 oC for 15 minutes. 

 

2.4. Preparation of boron solutions 

 

The PTB, ABB, and LMBDH were synthesized for 

our previous studies [15-17]. These compounds were 

dissolved in ultra-pure water. Concentrations were 

prepared at 32 mg/ml [18]. 

 

 

 

 

Table 1. Antimicrobial effects of PTB. 
Microorganism PTB 

(32mg/ml) 

Zone 

Diameter 

(mm) 

Streptomycin Zone 

Diameter 

(mm) 

E. faecalis - - + 36 

S. pyogenes - - + 40 

B. subtilis + 9 + 35 

P.aeruginosa + 9 + 31 

E. aerogenes - - + 30 

E. coli + 10 + 34 

P. mirabilis - - + 35 

C. freundii - - + 32 

C. tropicalis + 8  31 

                               (+ : there is a zone of inhibition , - : no zone of inhibition) 

 

Table 2. Antimicrobial effects of AAB. 
Microorganism ABB 

(32mg/ml) 

Zone 

Diameter 

(mm) 

Streptomycin Zone 

Diameter 

(mm) 

E. faecalis - - + 36 

S. pyogenes - - + 40 

B. subtilis + 10 + 35 
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P.aeruginosa + 8 + 31 

E. aerogenes + 10 + 30 

E. coli + 9 + 34 

P. mirabilis - - + 35 

C. freundii + 8 + 32 

C. tropicalis + 7 + 31 

     (+ : there is a zone of inhibition , - : no zone of inhibition) 

 

Table 3. Antimicrobial effects of LMBDH 

Microorganism LMBDH 

(32 mg/ml) 

Zone 

Diameter 

(mm) 

Streptomycin Zone 

Diameter 

(mm) 

E. faecalis - - + 36 

S. pyogenes - - + 40 

B. subtilis + 9 + 35 

P.aeruginosa - - + 31 

E. aerogenes + 8 + 30 

E. coli - - + 34 

P. mirabilis - - + 35 

C. freundii - - + 32 

C. tropicalis + 10 + 31 

     (+ : there is a zone of inhibition , - : no zone of inhibition) 

 

 

3. Results and Discussion 

 

Boron is one of the most common elements in 

nature. Increasing the amount of boron may adversely 

affect the microflora of plants, soil, and water [21]. 

This can have negative consequences for the 

environment and public health. It has been reported in 

the literature that boron compounds, which are 

effective on microorganisms, can be used as 

antiseptics and disinfectants [22]. 

 

In the study, PTB at 32 mg/ml concentration was 

applied to standard strains of B. subtilis, 

P.aeruginosa, E. coli, and C. tropicalis; 32 mg/ml 

concentration of ABB on B. subtilis, P.aeruginosa, E. 

aerogenes, E. coli, C. freundii, C. tropicalis strains, 

and LMBDH at the same concentration on B. subtilis, 

E. aerogenes, and C. tropicalis standard strains was 

found to have an antibiotic effect (Table 1, Table 2, 

Table 3). 

 

In parallel with the results obtained, some recent 

studies have found that diazo bore is effective against 

bacteria and yeasts [22, 23]. In addition, antifungal 

compounds containing B-N [24], boric acid, and 

diazoborin were found to have antibacterial effects 

[25]. In studies on the bacteriostatic and bacteriocidal 

effects of boric acid, which is also one of the boron 

compounds, it has been reported to have antimicrobial 

effects against Streptococcus sp. and Staphylococcus 

sp. [26, 27]. 

 

In a study conducted, it has been reported that clinical 

isolates of Candida albicans are inhibited by boric 

acid at a concentration of 0.4-5% by the agar dilution 

method and have an antifungal effect, while 500 mg 

of boric acid inhibits 50-90% of C.albicans isolates 

within 48 hours [28]. In another study, Peerters et al. 

[29] investigated the antimicrobial effect of some 

metal compounds (phenylmercury borate, thiomersal, 

mercury chloride, silver nitrate, sodium selenite, and 

copper sulfate) against penicillinase-producing and 

non-penicillinase-producing strains of Neisseria 

gonorrhoeae, which causes gonococcal ophthalmia; 

showed that phenylmercury borate inhibits 90% of 

Neisseria gonorrhoeae strains. In addition, 

Pannerselvan et al. [30], 3 amino-6-8 dibromo-2 

phenyl quinazoline 4 (3H), which is one of the boron-

derived compounds, was found in Staphylococcus 

aureus ATCC 914, Staphylococcus epidermidis 

ATCC-155, Micrococcus luteus ATCC 4698, 

Bacillus cereus ATCC 11778, Escherichia coli 

ATCC 2592. In their studies on the antibacterial and 

antifungal effects of Pseudomonas aeruginosa ATCC 

2953, Klebsiella pneumoniae ATCC 1298 bacteria, 

and Aspergillus niger ATCC 9028, Aspergillus 

fumigatus ATCC46645 fungi according to disc 

diffusion and MIC (minimal inhibition concentration) 

methods; they stated that the inhibition amount of 3 

amino-6-8 dibromo-2 phenyl quinazoline 4 (3H) 

compound against fungi was higher than bacteria. 
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On the other hand, Luan et al. [31] stated that AN0128 

containing boron showed an antimicrobial effect 

against Prevotella intermedia, Porphyromonas 

gingivalis, Eubacterium nodatum and Treponema 

denticola bacteria that cause periodontal diseases. 

Similarly, AN0128 (3-hydroxypyridine-2-

carbonylosi-bis (3-chloro-4-methylphenyl) borate), 

one of the esters of boronic acid picolinate, which is 

an antibacterial compound, has been reported to show 

both antibacterial and anti-inflammatory activity. 

Baker et al. [32] reported that AN0128 has an 

antimicrobial effect against Staphylococcus aureus 

colonizing skin and skin diseases. In a different study, 

it was stated that (Hea)[B(ph)2(2,3-pydc)] and 

(Hea)[B(ph)2(2,5-pydc)] boron compounds showed 

antimicrobial activity [33]. 

 

4. Conclusion and Suggestions 

 

In conclusion, the antimicrobial effects of PTB, 

ABB, and LMBDH were demonstrated in the 

presented study. These compounds may be used as 

antimicrobial agents in different branches of industry. 

However, further research is required to fully 

understand the mechanism of action. 
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Abstract 

With the development of technology and hardware possibilities, it has become 

possible to analyze the changes that occur as a result of the reflection of emotional 

state on facial expression with computer vision applications. Facial expression 

analysis systems are used in applications such as security systems, early diagnosis of 

some diseases in the field of medicine, human-computer interaction, and safe driving. 

Facial expression analysis systems developed using image data consist of 3 basic 

stages. These are; extracting the face area from the input data, extracting the feature 

vectors of the data and classifying the feature vectors. In this study, a hybrid method 

for facial expression analysis is proposed. The method aims to combine the ability of 

deep learning models in feature extraction with the ability of machine learning to 

classify small datasets. Multi Task Cascaded Convolutional Network (MTCNN) has 

been used to detect the face region in the input data. The features extracted from the 

fully connected layer of the AlexNet model, which achieves successful results in 

classification problems, have been classified with K-Nearest Neighborhood (KNN), 

Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) 

algorithms. Machine learning and deep learning methods are widely used in facial 

expression analysis systems proposed in the literature. In this study, the performances 

of LDA, SVM and KNN algorithms have been analyzed using JAFFE dataset without 

data augmentation. With LDA, SVM and KNN algorithms, 89.2%, 88.3% and 87.8% 

accuracy has been achieved respectively. 
 

 

1. Introduction 

 
Facial expressions that appear as a result of the 

change in emotional state can variety in different 

cultures. However, as a result of the study achieved 

by Ekman and Friesen in 1971, 6 emotion 

expressions were universally accepted all around 

the world [1]. As a result of experiments in 

different parts of the world, the 6 basic emotions 

universally defined are happiness, sadness, 

surprise, fear, anger and disgust. 
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It is known that the effect of nonverbal 

communication tools is higher than nonverbal 

communication tools in interpersonal 

communication [2]. In addition to the importance 

of facial expressions in communication, it is used 

in research subjects such as mental health diagnosis 

in psychiatry, early diagnosis of autism spectrum 

disorder and Parkinson's diseases, behavioral 

analysis of delinquent people in the field of security 

[3]–[5]. It is used in various application areas by 

classifying emotions with information obtained 

from text data, brain wave activities, audio data or 

image data [6]-[8]. 
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Facial expression analysis systems using 

image data consist of 3 basic stages. Firstly, the 

face area is detected to remove the unnecessary 

parts. Then, the features of the face area are 

extracted in order to reduce the size of the data and 

highlight the robust features. In the last stage, the 

class of the test data is estimated with the extracted 

features. The general flow diagram of facial 

expression analysis systems is shown in Figure 1. 

 

 
Figure 1. Main steps of facial expression analysis 

systems. 

The systems proposed for facial expression 

analysis can be classified under two headings: 

traditional and deep learning-based. In traditional-

based approaches, features are manually acquired 

and classified. However, in deep learning-based 

approaches with end-to-end learning, the network 

acquires the attributes of the data through its layers. 

Deep learning-based approaches require more 

training data than traditional-based approaches. 

Suk et al. [9] proposed a system to classify 

7 emotions. In this proposed system, Active Shape 

Model is used to extract feature vectors from input 

images, and support vector machine (SVM) is used 

to classify features. Extended Cohn Kanade (CK+) 

data set was used in the study. As a result of the 

study, 86% accuracy in theoretical tests and 72% 

accuracy in real-time applications was achieved. 

Nicolai et al. [10] used image processing 

methods to extract features of the face area. An 

accuracy of 78.8% was obtained by using fuzzy 

logic-based approach in classification. The 

Japanese Female Facial Expression (JAFFE) 

dataset was used in the study. 

Fatima Zahra et al. [11] proposed a 

geometric-based approach for feature extraction. In 

the study, in which JAFFE and Cohn Kanade (CK) 

datasets were used, decision trees algorithm, one of 

the supervised machine learning algorithms, was 

used. Accuracy of 89.20% for JAFFE dataset and 

90.61% for CK dataset was achieved. 

In the study by Ju et al. [12], emotion 

analysis was performed using the JAFFE dataset. 

Principal component analysis was used for feature 

extraction and random forest algorithm was used 

for classification of extracted features. In the study, 

in which 8 emotional states were classified, an 

average accuracy rate of 77.1% was achieved with 

the proposed method. 

Gonzalez et al [13] proposed a system in 

which 6 different data sets are combined at 

different rates for the recognition of facial 

expressions and micro expressions. Convolutional 

neural networks (CNN) were used for feature 

extraction in the proposed facial expression 

recognition system. The proposed facial expression 

recognition system has achieved a success rate of 

92%. 

The methods that are frequently used in 

traditional based approaches for facial expression 

recognition systems are shown in Figure 2. 

 

 

Figure 2. Approaches frequently used in facial expression analysis systems. 

Detection of the 
facial area

Extracting 
features from 

images

Classification of 
features
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In recent years, following the proven 

success of deep learning models in classification 

problems [14]-[16], deep learning based methods 

have been proposed for facial expression analysis 

in addition to the traditional based approach given 

above.    

Shervin et al. [17] proposed a deep 

learning-based attentive CNN model that can focus 

on important parts of the face with robust features. 

FER2013, FERG, JAFFE and CK+ datasets were 

used in the study, where a new visualization 

technique was proposed to take attention to distinct 

facial regions in different emotions. Accuracy 

values of 70.02%, 99.3%, 92.8% were obtained in 

the applications performed on the listed datasets, 

respectively.  

Barman et al. [18] used landmarks to 

accurately detect facial expressions. In the face 

region, 3 points for eyebrows, 4 points for eyes, 3 

points for nose and 4 points for mouth region were 

considered. A grid was created with these points. 

The distance and shape information obtained from 

the grid is normalized. The features obtained from 

the distance and shape pair were classified with a 

multilayer classifier.  In the study performed on 

JAFFE, CK+, MMI and MUG datasets, accuracy 

between 90.1% and 100% was achieved. 

Deepak et al. [19] offered suggestions to 

eliminate the negative effects of illumination and 

pose variation on facial expression recognition 

systems. In the study, a multi-angle optimal model-

based deep learning method consisting of 5 main 

processes was used. After removing the 

background from the input image, the resulting 

image is isolated from illumination and pose 

variations. This deep learning based method 

achieved 74.4%, 91.34%, 84.32%, 94.62%, 

86.19%, 98.7% accuracy for anger, disgust, fear, 

happiness, sadness and surprise expressions in the 

CK dataset, respectively. 

In this study, 7 basic emotions such as 

happiness, sadness, fear, anger, surprise, disgust 

and normal were determined from facial images. 

The JAFFE dataset prepared in the laboratory 

environment, which is frequently used in facial 

expression analysis systems, was used [20]. 

Multistage convolutional neural networks 

(MTCNN) were used to detect the face area and 

CNN architecture was used to obtain features. In 

order to examine the effects on system 

performance, the features were classified with 

different supervised machine learning algorithms. 

In the study, the highest accuracy rate was achieved 

when the features extracted with the AlexNet 

model were classified by Discriminant Analysis. 

 

2. Material and Method 
 

In this study, MTCNN architecture is used to detect 

the faces in the JAFFE dataset. The input data were 

resized in accordance with the input layer of the 

CNN architecture. The extracted feature vectors 

were classified using machine learning algorithms 

and their performances were compared. The 

proposed approach is shown in Figure 3. 

 

 

 

Figure 3. Proposed facial expression analysis system. 
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The hybrid approach of feature extraction and 

machine learning involves extracting valuable 

features from the data and then classifying them with 

machine learning algorithms. In the deep learning 

approach, multilayer neural networks are used to 

automatically learn from the raw data. The network is 

trained using large amounts of data and features are 

learned end-to-end.  

The hybrid method preferred in this study 

aims to achieve the highest accuracy without 

augmenting the dataset. The success of the hybrid 

system created by combining the feature extraction 

success of deep learning models with machine 

learning algorithms is evaluated. 

 

2.1. Dataset 
 

For the development of facial expression analysis 

systems, datasets are available for researchers to 

perform comparative and detailed experiments [20]-

[23]. In this study, the Japanese Female Facial 

Expression (JAFFE) dataset published by researchers 

from the ATR Human Computing Laboratory and the 

Department of Psychology at Kyushu University has 

been used.  

Facial expression analysis systems can use 

deep learning models to directly classify facial 

expressions. However, deep learning models require 

more data and more computing power than machine 

learning. For this reason, this study examines the 

classification performance of a hybrid system with the 

JAFFE dataset containing 213 data. It is believed that 

considering the amount of data, the results of the 

study are comparable to the results obtained with deep 

learning-based systems in the literature. The dataset 

contains data on 7 different emotions: happiness, 

sadness, surprise, anger, fear, disgust and normal. The 

class distributions of the JAFFE dataset are shown in 

Figure 4. 

 

 

Figure 4. JAFFE dataset class distributions 

2.2. Multitask Cascaded Convolutional 

Network (MTCNN) 

 
Face detection has some difficulties in real-time 

applications. Many different methods have been 

proposed in the literature to overcome these 

difficulties. The proposed MTCNN architecture for 

face detection consists of 3 models: Proposal Network 

(P-Net), Refine Network (R-Net), Output Network 

(O-Net). 

In the first stage, the input image is scaled and 

sent to P-Net. Here, the regions candidate to be faces 

and the bounding boxes are quickly identified. Then, 

R-Net rejects frames that do not contain faces from 

the selected candidate regions. In the third stage, the 

positions of some critical points on the face are 

determined with O-Net and the results are improved. 

In addition to providing the detection of the face 

region in the frame by obtaining the positions of the 

critical points of the MTCNN architecture, a solution 

is also offered to the face alignment problem [24]. 

2.3. Convolutional Neural Network (CNN) 

CNN [25], one of the most basic neural network types 

in the field of deep learning, has been successfully 

applied in problems such as image classification, 

object identification, face recognition, autonomous 

vehicle technology. Researchers can solve various 

problems by using open-source datasets with CNNs 

[26,27]. Unlike machine learning algorithms, CNN 

does not require an additional processing step for 

feature extraction. CNN uses the knowledge obtained 

from the training set for classification due to the 

convolution layers it contains. 

In the 2012 ImageNet Large Scale Visual 

Recognition Competition, the AlexNet model [16] 

proposed by Alex Krizhevskyi et al. has achieved 

significant success in object classification. The 

proposed model consists of 7 layers, 5 convolutional 

layers and 2 fully connected layers named FC6 and 

FC7. The convolutional layers contain 11×11, 5×5 

and 3×3 filters.  

The AlexNet model provides faster learning 

and higher accuracy rates due to the use of ReLU 

activation functions [16].  The model is also trained 

on the ImageNet dataset. Training with this very large 

dataset allows the model to extract features more 

efficiently [16]. For this reason, the AlexNet model is 

selected in this study in order to extract precious 

features from the dataset. 

The feature vector obtained from the FC7 

layer of the AlexNet model consists of 1000 columns. 

For 213 input images, 1000 feature vectors are 

obtained. In the feature extraction step, both valuable 
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features of the data are extracted and the size of the 

image data is reduced indirectly. 

 

2.4. Linear Discriminant Analysis (LDA) 

LDA is a technique used to classify datasets with 2 or 

more classes. Two different types of classification can 

be used: class-dependent transformation and 

interclass transformation. The choice of classification 

type depends on the type of dataset and the 

classification problem [28].  Class-dependent 

transformation aims to maximize the ratio of the 

variance between classes to the variance within the 

class, while class-independent transformation aims to 

maximize the ratio of the overall variance to the 

variance within the class. It is also used to reduce the 

number of features in datasets. In this process, 

uncorrelated features are preserved as much as 

possible. 

 

2.5. Support Vector Machine (SVM) 

Support vector machine is a supervised machine 

learning algorithm often used in classification and 

regression problems [29]. It can also be used in 

problems that cannot be linearly separated with 

different kernel functions. SVMs can use sigmoid, 

polynomial or Gaussian kernel functions.  

Linear SVMs are used for datasets consisting 

of linearly separable classes. In the SVM algorithm, 

the decision boundary that separates the classes is 

basically created. When determining the decision 

boundary, the aim is to maximize the distance of the 

decision boundary to the samples belonging to the 

classes. For example, in a 2-class problem, the 

samples belonging to the classes can be separated 

from each other as in equation (1). 

 

𝑓(𝑥) = 𝑤. 𝑥 + 𝑏 = 0                                             (1) 

 

2.6. K-Nearest Neighbor (k-NN) 

KNN which is an easy-to-implement machine 

learning algorithm, is frequently used in classification 

and regression problems. In the algorithm, the class of 

the test data is decided according to the similarity 

between the examples in the training set [30]. 

Basically, the algorithm evaluates the class labels of 

the k samples that are nearest to the test data. The 

class of the test data is determined by evaluating the 

majority of the class labels of these samples.  

In the k-NN algorithm, which is based on 

feature similarity, the selection of the k parameter is 

critical. In the classification problem given in Figure 

5, if k parameter is selected 3, the decision will be 

made according to the class information of the 3 

nearest neighbors. In this case, it will be decided that 

the test data belongs to class 1. On the other hand, if 

k parameter is selected 7, it will be decided that the 

test data belongs to class 2. 

 

 

Figure 5. Selection of parameter k in k-NN algorithm. 

3. Results and Discussion 

The classification performances of different machine 

learning algorithms for emotion analysis were 

analyzed using image data. In this study, all 

experiments were performed in MATLAB R2019B 

environment with Intel Core CPU at 1.5 GHz, 8 GB 

RAM and NVIDIA GeForce MX330 graphics card. 

In this study, we used Classification Learner, an 

application used in MATLAB. This application 

allows the user to build classification models using 

the dataset and evaluate the performance of these 

models. The application provides various graphs and 

metrics to evaluate the performance of the generated 

models. In addition, optimizable models are used to 

efficiently classify the data and to find the most 

appropriate parameters. 

Facial areas were detected using the MTCNN 

architecture to remove the unnecessary background in 

the input images and reduce the size of the image. The 

process is shown in Figure 6. 

 

 
Figure 6. Face area detection from input images. 
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An object containing the weights and other 

parameters of the pre-trained AlexNet model was 

created and used. 

Facial expression analysis using image data, 

LDA, SVM and KNN classifiers have been 

performed 50 iterations with 10-fold cross-validation 

technique on the JAFFE dataset. The optimized 

parameters of the classifiers, training times and total 

misclassification costs have been recorded. These 

values are given in Table 1 and Figure 7. 

 

Table 1. Classification results. 

 Accuracy Iterations Training time 

(sec.) 

Total 

misclassification cost 
Optimized hyperparameters 

LDA %89,2 

50 

733,99 23 Discriminant type Linear 

Optimizer type Bayesian 

SVM %88,3 2383,8  25 Kernel function Gaussian 

Kernel scale 151,21 

KNN %87,8 679,19 26 Number of 

neighbors 

1 

Distance metric Correlation 

 

Figure 7. Accuracy scores of classifiers. 

 

According to Table 1, the highest 

performance in facial expression analysis using the 

JAFFE dataset has been 89.2% with LDA, while the 

lowest performance has been 87.8% with the KNN 

classifier. Training time of the classifiers is analyzed 

and it is seen that the SVM classifier takes 

considerably more time compared to the other 

methods. During the training of the classifiers, 

optimal parameters are defined as the parameters with 

minimum error. In Figure 8, the confusion matrices of 

the models and Figure 9, the minimum classification 

error graphs of the classifiers are shown. For LDA, 

SVM and KNN classifiers respectively, the confusion 

matrix parameters and performance metrics for the 

emotion states are shown in Tables 2,3,4,5,6,7. 
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Figure 8. Confusion matrices of classifiers. 
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Figure 9. Minimum classification error graphs of classifiers. 
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Table 2. Confusion matrix parameters of emotions for AlexNet+LDA 

 Fear Happiness Normal Anger Sadness Disgust Surprise 

TP 29 27 30 27 27 23 27 

TN 176 180 178 181 176 182 182 

FN 3 4 0 3 4 6 3 

FP 5 2 5 2 6 2 1 

 

Table 3. Performance metrics of emotions for AlexNet+LDA 

 Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) 

Fear 0,96 0,85 0,91 0,97 

Happiness 0,97 0,93 0,87 0,99 

Normal 0,98 0,86 1,00 0,97 

Anger 0,98 0,93 0,90 0,99 

Sadness 0,95 0,82 0,87 0,97 

Disgust 0,96 0,92 0,79 0,99 

Surprise 0,98 0,96 0,90 0,99 

 

Table 4. Confusion matrix parameters of emotions for AlexNet+SVM 

 Fear Happiness Normal Anger Sadness Disgust Surprise 

TP 28 28 28 25 25 27 27 

TN 179 178 177 181 179 180 180 

FN 4 3 2 4 6 2 3 

FP 2 4 6 3 3 4 3 

 

Table 5. Performance metrics of emotions for AlexNet+SVM 

 Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) 

Fear 0,99 0,93 0,88 0,99 

Happiness 0,97 0,88 0,90 0,98 

Normal 0,96 0,82 0,93 0,97 

Anger 0,97 0,89 0,86 0,98 

Sadness 0,96 0,89 0,81 0,98 

Disgust 0,97 0,87 0,93 0,98 

Surprise 0,97 0,90 0,90 0,98 

 

Table 6. Confusion matrix parameters of emotions for AlexNet+KNN 

 Fear Happiness Normal Anger Sadness Disgust Surprise 

TP 28 25 29 30 25 25 25 

TN 177 179 176 181 175 182 182 

FN 4 6 1 0 6 4 5 

FP 4 3 7 2 7 2 1 
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Table 7. Performance metrics of emotions for AlexNet+KNN 

 Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) 

Fear 0,96 0,88 0,88 0,98 

Happiness 0,96 0,89 0,81 0,98 

Normal 0,96 0,81 0,97 0,96 

Anger 0,99 0,94 1,00 0,99 

Sadness 0,94 0,78 0,81 0,96 

Disgust 0,97 0,93 0,86 0,99 

Surprise 0,97 0,96 0,83 0,99 

 

The comparison of the proposed facial 

expression analysis system with other studies using 

the same dataset is presented in Table 8. When the 

table is analyzed, Nicolai et al. [10] achieved 78.8% 

accuracy with Fuzzy classifier using JAFFE dataset, 

Fatima Zahra et al. achieved 89.2% accuracy with 

decision trees in a study on JAFFE dataset, and Ju Jia 

et al. achieved 77.1% accuracy with SVM classifier. 

In the proposed study, a higher accuracy rate was 

achieved than the studies performed on the JAFFE 

dataset in the literature. It is seen that the proposed 

system with the features extracted with the AlexNet 

model and the LDA classifier from machine learning 

algorithms gives higher results compared to other 

studies using the JAFFE dataset. 

 

Table 8. Comparison of the proposed study with studies using the same data sets. 

Author Dataset Classifier Success rate (%) 

Nicolai at al. (2015) [10] JAFFE Fuzzy classification %78,8 

Fatima Zahra at al. (2016) 

[11] 

JAFFE 

Cohen-Kanade 

Decision tree %89,2 

%90,61 

Ju Jia at al. (2016) [12] JAFFE Support vector machine %77,1 

Proposed system JAFFE Linear discriminant 

analysis 

%89,2 

4. Conclusion and Suggestions 

In this study, a comparative analysis of the 

performance of machine learning techniques in 

expression classification from facial images has been 

aimed. For this reason, the JAFFE dataset, which has 

open source access for researchers to perform their 

studies, has been used. Facial expressions have been 

classified with LDA, SVM and KNN classifiers, 

which are frequently used in classification problems. 

The experimental results show that the LDA classifier 

is more successful than other methods in facial 

expression analysis. In addition, considering the 

training time of the classifiers, SVM has been the 

classifier which has been trained in the longest time. 

The recognition of facial expressions has 

been used in the early diagnosis of some diseases, 

behavioral analysis, security systems, and safe 

driving. In facial expression recognition, which is a 

multi-class classification problem, it is possible to 

achieve high success with machine learning methods 

as well as deep learning methods. According to the 

results of this study, without any data augmentation, 

LDA has achieved 89.2% success in the classification 

of the JAFFE dataset. 

There are many challenges in detecting the 

facial area in computer vision applications with facial 

images. In addition, many factors directly affect the 

success of deep learning or machine learning 

methods. Considering all these challenges, the 

research on facial expression analysis is expected to 

continue. 
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Abstract 

With the development of technology, Wireless Power Transfer (WPT) systems have 

also started to be used in charging applications for electric vehicles. The basic 

methods of WPT systems are based on power transmission systems with laser, 

microwave, magnetic induction, and magnetic resonance. Factors such as the limited 

use of fossil fuels and environmental pollution have led researchers to see electric 

vehicles as a solution and to charge these vehicles with wireless systems. Most 

commercial wireless power transmission applications are currently limited to close 

contact transmission distances. There are challenges in increasing coverage, routing 

transmissions, and safely exploiting sufficiently strong electric fields. To provide 

power efficiently, highly directional transmitters must be used. Otherwise, with an 

omnidirectional transmission, only a small part of the transmitted power will reach 

the receiver. Especially in order to distribute power over long distances, it is often 

necessary to resort to radiation transfer methods that tightly combine electric and 

magnetic fields. In this study, important studies on WPT systems were investigated 

and examined. Then, a WPT transformer is modeled with the Finite Element Method 

based ANSYS-Maxwell-3D. The results obtained using the simulation method are 

presented in comparison with the research findings. Determining the efficiency of 

wireless power transfer used in electric vehicle charging applications is the expected 

result of the study. 

 

 
1. Introduction 

 

Wireless Power Transmission is the transmission of 

electrical energy through electric, magnetic or 

electromagnetic fields rather than wires or cables. 

Wireless power transmission can be used attractively 

in situations where it is dangerous or impossible to 

use interconnected cables. Wireless power 

transmission is widely used in electric vehicle 

charging systems, implantable medical devices such 

as artificial cardiac pacing, RFID tags, and many 

other applications. The basic concepts of wireless 

communication and wireless power transmission are 

very similar in that they use the same area and waves, 

but the main goal in wireless communication is to 

transfer data. In wireless communication, the 
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transmitted power is not important as long as the 

signal-to-noise ratio of the received signal is 

acceptable. On the other hand, wireless power 

transmission aims to maximize power transmission 

efficiency and coverage while ensuring people's 

health and safety. 

Most commercial wireless power transmission 

applications are currently limited to close contact 

transmission distances. There are two main 

challenges in increasing coverage: routing 

transmissions and safely benefiting from sufficiently 

strong electric fields. First of all, highly directional 

transmitters need to be applied to deliver power 

efficiently [1]. Otherwise, with an omnidirectional 

transmission, only a small part of the transmitted 

power will reach the receiver. Second, to distribute 
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power over long distances, it is often necessary to 

resort to radiation transfer methods that tightly 

combine electric and magnetic fields [3]-[5]. 

Unfortunately, prolonged exposure to large electric 

fields causes serious injury to living tissues. Thus, 

safety concerns require small electric fields, while 

long-distance transmissions require strong emissions 

of electromagnetic waves [6]. 

To overcome the above problems, Disney-Research 

engineers have recently proposed a system that can 

safely transfer kW-level power from a room to mobile 

devices. The main contribution of this research is to 

provide a sufficient amount of power, taking into 

account safety concerns. For this purpose, by 

simulating the resonant electromagnetic mode of a 

metallic room by allowing current to flow through the 

walls, ceiling, and floor, the researchers produced 

uniform magnetic fields penetrating into the room. 

To separate potentially harmful electric fields from 

magnetic ones, Disney engineers diverted the current 

through some discrete capacitors. In this way, the 

resonant frequency of the chamber is significantly 

lowered so that the cavity enters the deep sub-

wavelength pattern. Working in the deep sub-

wavelength regime, the cavity produces magnetic 

fields one hundred times stronger than the electric 

fields produced. In conclusion, the experimental 

results of the new method have shown that it can 

successfully avoid the harmful effects of large electric 

fields without sacrificing the transmit power. 

Wireless power transfer systems are usefully used in 

many areas, such as charging electric vehicles (EV), 

depending on the developing technological 

developments. Wireless power transfer offers many 

such advantages to the user [7]. Among the earliest 

records of work to use a lot of power in wireless 

power transfer, it is known that it provided power to 

electric trains running in a mine in the Soviet Union 

in 1980 through wireless power transfer. It is possible 

to control large amounts of currents, which has 

rapidly developed wireless power transfer innovation 

[8]. 

There are three different charching methods hat are 

effectively used in electric vehicles: battery 

replacement, wired charging, and wireless (inductive) 

charging [8]. The advantage of inductive power 

transfer is its high efficiency and high-power 

capacity. It has also been the most commercially 

successful wireless power transmission technology. 

Its application areas include widely integrated 

circuits, biomedical devices, sensor networks, 

portable electronic products, and electric vehicles. 

High efficiency can be achieved by regularly 

adjusting the system efficiency, circuit resonances, 

and energy transfer distance. The distance can be 

further extended using intermediate resonant coils 

without significantly affecting efficiency. Due to its 

technological features, it can be concluded that an 

inductive power transfer system is a good solution to 

realize wireless power transfer for electric vehicle 

charging applications. In this paper, wireless power 

transfer methods for electric vehicles were examined, 

and a wireless power transfer circuit for inductive 

wireless power transfer for electric vehicles was 

modeled in the Finite Element Method (FEM) based 

ANSYS-Maxwell program, and results were obtained 

according to the technical data of the circuit. 

 

2. Material and Method 

 

An inductive power transfer system uses a non-

radioactive magnetic field, typically in the kHz to 

MHz range, to affect the power transfer. Since there 

are resonances in the circuit, it is also called magnetic 

resonance. Two planar coils form a loosely coupled 

transformer called a magnetic or inductive coupler to 

create a magnetic field. Since there is a large air gap 

between the coils, their magnetic coupling is 

relatively low [9]. The basic idea of the inductive 

power transfer system used in the wireless charging 

system is based on the well-established Ampere's law 

of circulation and Faraday's law of induction. The 

basic structure of the system is shown in Figure 1 

[10]. 

 

Figure 1. Structure of the inductive power transmission 

system 

 

Figure 1 shows two coils connected by inductive 

coupling. Here, the subscript P and S denote the 

primary and secondary coil, respectively. The terms 

∅𝑚, ∅𝑖𝑝, and ∅𝑖𝑠 are mutual flux, primary leakage 

flux and secondary leakage flux, respectively. M, 𝐿𝑃 

and 𝐿𝑠 are represent mutual inductance, self-

inductance of primary coil and self-inductance of 

secondary coil, respectively. When a time varying 

current is applied to the primary coil, a time varying 

flux of the same frequency is produced in the region 

surrounding the primary coil. The strength of the 

magnetic field around a closed path is directly 

proportional to the current carried by the coil and can 

be found by Ampere's law. A generalized block 
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diagram of the inductive power transmission system 

for EV battery charging can be drawn as in Figure 2 

[11]. 

 

 

Figure 2. Block diagram of the inductive power transfer 

system for EV battery charging 

 

Usually mounted under the vehicle, the receiving coil 

converts the oscillating magnetic flux fields into high 

frequency AC. The high frequency AC is then 

converted into a stable DC source used by the onboard 

batteries. Magnetic planar ferrite plates are used on 

both the transmitter and receiver sides to reduce any 

harmful leakage flux and improve the magnetic flux 

distribution [12]. The energy is then transferred to the 

vehicle side via the secondary coil, which is 

reciprocally connected to the primary coil via the flux 

produced in the air gap by the primary coil current 

[13]. The energy received by the secondary coil is 

then processed by the secondary compensation 

circuit, which is added to improve the power 

transmission capacity of the system [14]. Finally, the 

voltage received in this way is corrected to make it 

usable by the load [15]. 

In the case of using a magnetic induction system to 

wirelessly charge electric vehicles, a suitable air gap 

should be selected between the transmitter coil 

mounted on the road and the vehicle. Because of this 

large air gap, the leakage flux is very high, and the 

coupling coefficient remains constant at certain 

ranges. Such applications are classified as loosely 

coupled systems [16-19]. Weak connections in 

loosely coupled systems lead to poor power 

transmission. To improve coupling and compensate 

for leakage inductance, capacitive compensation is 

required in the primary and secondary windings. 

 

2.1. Compensation Topologies 

Compensator networks, which are capacitors, are 

made to resonate with the coil inductance, thereby 

creating a resonant inductive connection. Depending 

on the connection of the compensation capacitor in 

the primary and secondary windings, four types of 

resonant inductive connections can be identified. 

These are Serial-Serial (SS), Serial-Parallel (SP), 

Parallel-Serial (PS), and Parallel-Parallel (PP) 

connections as shown in Figure 3 [15]. 

 

 

Figure 3. Compensation topologies 

 

In this study, the Serial-Serial topology example is 

preferred. The Series-to-Series topology option 

allows selection of compensation capacitances based 

only on self-inductance, regardless of load and 

magnetic coupling. Therefore, in case of 

misalignments between coils, the system continues to 

operate under resonance despite the mutual 

inductance changes. Accordingly, the Serial-to-Serial 

topology becomes suitable for EV battery charging. A 

Series-Series resonant inductive connection is 

theoretically the best in terms of efficiency, number 

of components, less complexity of control, and cost, 

and therefore, in this study, a simulation study was 

carried out on a Series-Series inductively connected 

circuit. 

The Figure 4 shows the equivalent circuit of a series-

to-series compensated resonant inductive power 

transfer system. The primary side of the series-to-

series compensated resonant inductive power transfer 

junction is powered by a voltage source full bridge 

inverter that converts direct voltage 𝑉𝐷𝐶  to high 

frequency alternating voltage 𝑉𝐴𝐵. On the secondary 

side, a rectifier with capacitive filter 𝐶𝐶𝑓  converts the 

high-frequency voltage into direct voltage 𝑉0  and 

direct current 𝐼0  required by the load 𝑅0. The Series-

Series topology acts as a current source when 

powered from the primary voltage source in ideal 

resonance condition. Therefore, a simple capacitive 

filter is sufficient. The full bridge inverter generates a 

square wave voltage 𝑉𝐴  with an infinite number of 
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harmonics. However, the Series-to-Serial inductive 

power transmission junction acts as a bandpass filter 

that blocks unwanted frequency components 

generated from the primary-fed power electronics 

converter. Therefore, the current through the 

inductive power transmission coupling is almost 

sinusoidal. This allows the first harmonic 

approximation method to be used to calculate the 

parameters of the Series-to-series-inductive power 

transmission connection. 

 

 

Figure 4. Equivalent circuit of Series-Series compensated 

resonant inductive power transfer system 

 

 

Figure 5. Simplified equivalent model of Series-Series 

inductive power transmission circuit 

 

2.2. Calculation of Electrical Parameters 

Figure 6 shows the block diagram and components of 

an SS-inductive power transfer based wireless 

charger. The aim is to calculate the parameters of the 

SS-inductive power transmission coupling (shown in 

the red dotted box) for a given load (battery). 

 

 

Figure 6. Block diagram of a SS-inductive power transfer 

based wireless charger 

To simplify the calculation of the parameters of the 

SS-inductive power transmission coupling, the 

following assumptions are made: 

 The efficiency of the SS-inductive power 

transmission link is assumed to be full. This 

assumption is valid since the value of the coil 

resistance is not known prior to the connection 

design and is therefore assumed to be negligible. 

 Only the fundamental component of the input 

voltage 𝑉𝑃  (first harmonic) and the output voltage 

of the SS-inductive power transmission link are 

taken into account, and higher order harmonics 

are neglected. In other words, the quality factor of 

the primary and secondary circuit is considered 

high to obtain sinusoidally varying primary and 

secondary currents. 

 All switching elements are considered ideal 

with zero commutation time (instant on and off). 

In other words, all converters are assumed to be 

fully efficient. 

 The magnitude of the input voltage to the SS-

inductive power transmission connection, ie 𝑉𝑃, 

is considered equal to the grid (supply) voltage 

magnitude 𝑉𝑆. This assumption is valid as there is 

usually a power factor correction stage between 

the grid supply and the full bridge inverter. At this 

stage, the DC junction voltage of the full-bridge 

inverter can adjust 𝑉𝐷𝐶  so that 𝑉𝑃 is equal to the 

grid voltage. 

 Ideal resonance is assumed on the primary 

and secondary sides. Let the desired output power 

be 𝑃0. Because the load is a battery pack, the 

charging voltage is known as defined by the 

manufacturer of the battery pack. If 𝑉0 denotes 

rated charging voltage or output voltage, DC 

resistance (battery resistance) 𝑅0 can be 

calculated by equation (1). 
2

0
0

0

V
R

P


                                     (1) 

 

The AC equivalent of a DC resistive load with a diode 

rectifier and a capacitive output filter can be given by 

equation (2). This is the value of the resistance seen 

from the secondary side of the SS-inductive power 

transmission link. 
2
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           (2) 

 

The secondary voltage 𝑉𝑆  is a square wave due to the 

capacitive output filter. The RMS value of the 

principal component 𝑉𝑆 can be given by equation (3). 

The RMS value of secondary current 𝑖𝑆, can be 

calculated by equation (4). 
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Assuming that 𝑉𝑃 is equal to the mains voltage 𝑉𝑆, the 

RMS value of the primary current can be given by 

equation (5). 

rms

rms

in
P

P

P
I

V


                   (5) 

Once the values of the primary and secondary currents 

are known, the mutual inductance value for the 

desired amount of output power can be derived by 

applying Kirchhoff's voltage law equation on the 

secondary side of the SS-inductive power 

transmission junction. From Figure 8, it can be 

written as equation (6) at the resonant frequency. 

 

0 P L Sj Mi R i 
                       (6) 

The secondary inductance is calculated from the 

secondary quality factor 𝑄𝑆. As mentioned earlier, the 

value of 𝑄𝑆 should be chosen as a higher value may 

complicate the tuning of the system and will generate 

harmonics in a lower current and voltage waveform. 

Equation (7) gives the required secondary inductance 

value. 

0
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                                 (7) 
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Equation (8) can calculate the minimum air gap 

between the primary and secondary coils. Also, the 

coupling factor must be well chosen for high 

efficiency. This is an important difference between a 

loosely coupled system, such as an SS-inductive 

power transmission system, and a closely coupled 

system, such as power transformers, if possible. Once 

the k value has been decided, the primary inductance 

value can be calculated using equation (9). 
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                                (9) 

 

2.3. Design of Rectangular WPT Transformer 

Model 

In this section, the design of rectangular coil 

transformers using ANSYS-Maxwell software is 

explained. In this study, a unique rectangular coil 

arrangement is considered, as shown in Figure 7. The 

rectangular transformer model consists of a coil of 

circular cross section wound in a rectangular shape. 

The side lengths of the rectangular transformer model 

are taken to be equal to the diameter of the circular 

transformer model. The dimensions of the rectangular 

transformer model are given in Table 1.  

 
Table 1. Dimensions of rectangular WPT transformer 

Parameter Receiver 

coil 

Transmitter 

coil 

Turn Number 42 24 

Material thickness 2 mm 2 mm 

Coil dimension (395x395) 

mm 

(395x395) 

mm 

 
The primary and secondary winding numbers of this 

model are the same as the circular transformer model. 

Figure 7 shows the coreless circular transformer coils.  

 

 

Figure 7. Coreless transformer model 

 

 

3. Results and Discussion 

 

The system’s circuit was installed on the Ansys 

Simplorer interface, the coils were installed on the 

Maxwell 3D interface, and the WPT system was 

analyzed by simulating the two programs. The input, 

output power and efficiency of the system are 

observed. The co-simulation circuit of the WPT 

system is shown in Figure 8. 

The ANSYS/Workbench model shown in Figure 9 

was used to make the inductance calculations of the 

system and the analysis of the variation of the mutual 

inductance with respect to distance. This model 

calculates the input inductance of the system, the 

capacitance value that meets the resonance condition, 

and the quality factor by analyzing the mutual 

inductance in the desired distance range. Thus, 

transmission power and efficiency can be interpreted 

more easily. 
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Figure 8. WPT co-simulation circuit 

 

Figure 9. Inductance analysis and mutual inductance ANSYS model 

 

The results obtained from the simulation were 

compared with the mathematical results. The 

results obtained for simulation and calculated 

values are presented graphically. The variation of 

the coupling coefficient with respect to the air gap 

distance is given in Figure 10. 

  
Figure 10. Coupling coefficient graph of the WPT 

system 

The graph of the mutual inductance change is also 

given in Figure 11. The magnetic flux distribution 

between the windings is given in Figure 12. The 
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values of the results obtained depending on the 

distance variation are presented in Tables 2 and 3. 

 

 
Figure 11. Variation of mutual inductance according to 

air gap distance 

 
Figure 12. Magnetic flux distribution 

Table 2. Coupling coefficient results 

Distance (cm)                          k                                                     

 0                  0.416 

 2  0.409 

 4  0.387 

 6 0.353 

 8  0.311 

10 0.263 

 

Table 3. Mutual inductance results 

Distance (cm)                          Mutual Inductance (nH)                                                    

 0                  252.288 

 2 247.851 

 4 234.912 

 6 214.867 

 8 189.533 

10 160.946 

 

The wireless power transfer method can be used in 

many different systems, including electric cars.. 

The simulated circuit topology is the most 

commonly used series-to-series topology for 

electric vehicles. A full-bridge inverter circuit is 

used to convert the rectified voltage to high-

frequency AC current after the grid voltage. In this 

study, the efficiency obtained with a 10 cm air gap 

between two opposing coils at a 20 kHz operating 

frequency was calculated to be approximately 

92.6%. In addition, the improvement of the system 

design is possible with the four-coil system or the 

compensation structures derived from the classical 

topologies and will increase the efficiency in 

common. In general, the overall performance of the 

circuit in terms of power and efficiency is 

determined by the compensation circuit on the 

secondary side of the topologies. Therefore, it is 

both experimentally and theoretically known that 

the efficiency decreases according to the order of 

Series-Series, Series-Parallel, Parallel-Serial and 

Parallel-Parallel. Because of its high-power output, 

a car to be charged is preferably charged using SS 

compensation or SP. In small powerful devices, 

generally Parallel-Parallel or Parallel-Serial 

topologies are preferred. In this study, the SS 

inductive power transmission topology was used 

because it is aimed to provide constant power in 

electric vehicles and to maximize power transfer 

efficiency. 

 

4. Conclusion and Suggestions 

 

With inductive power transfer technology, 

electrical power can be sent wirelessly in a safe and 

efficient way. Current research on Inductive Power 

Transfer focuses primarily on voltage source 

inverter technology, whereas current source 

technology has received very limited attention. 

This study also provides a comprehensive 

overview of compensation networks and converter 

topologies used in current inductive power transfer 

systems. Since wireless power transfer is carried 

out over loosely coupled windings, power transfer 

efficiency is expected to be low. Efficiency should 

be increased by using compensation topologies. In 

Inductive Power Transfer systems, power is 

transferred between the coils in the system. In 

inductive power transfer, the coils are not around 

the same core like in transformers, but there is a 

distance between the coils that makes the system 

loosely coupled. The concept of resonance is used 

to transfer power efficiently. There are four 

classical topologies, and there are also new 

proposed topologies derived from these topologies. 

It uses the series-series compensation topology, 

which is adequate for battery charging 

applications. The results obtained in the Series-

Series topology show that the capacitor voltages 

increase very much and require special capacitors 

for this. In this study, WPT based on Inductive 

Power Transfer system was designed and analyzed. 

It was observed that the efficiency was high.  
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Abstract 

In this study, the sun follow-up systematic parabolic collector typed collector's 

design and experimental study were made. The system provides sun tracking in the 

east-west direction. Instead of a mirror, chromium-nickel metal was used to reflect 

the sun's rays onto the focusing tube. Sanliurfa offers a conducive environment for 

conducting systematic performance evaluations through a series of thoughtfully 

designed experiments. These experiments aim to compare theoretical values with 

actual experimental results, ensuring a comprehensive analysis of the system's 

capabilities. It was possible to obtain 380 W of thermal power from the collector, 

whose area is 1.2 m2. The thermal efficiency is high at 43% and low at 26%. 

 

 

 

1. Introduction 

The interest in continuous renewable energy 

sources is increasing, especially solar heating, 

cooling, and electricity generation are spreading.  

Solar concentrators are used to achieve high 

temperatures with solar radiation. They follow the 

sun on only one axis or two. There is a wide variety 

of solar collectors [1,2]. These are examined in two 

parts linear focus (Fresnel and parabolic collector 

type) and point (dish type and tower type) focus. 

The parabolic solar collector transfers the thermal 

energy to oil, water, and a similar flow by reflecting 

the sun rays with mirrors placed towards the 

absorber at the parabolic focal point on its surface 

and circulating it in the system. It is possible to 

reach very high temperatures using a very large 

parabolic surface area. Parabolic collectors work 

only with direct radiation and are more efficient in 

areas with plenty of sun throughout the year. 

The flat reflector is used in Heliostat-type 

and Fresnel-type collectors. In the manufacture of 

dish-type and trough-type parabolic collectors, 

special manufacturing is required to use the mirror 

on the parabolic surface. In the manufacture of the 

parabola, easily shaped aluminum or chrome-

nickel surface plate can be used to act as a reflector 

in terms of material. Venegas-Reyes designed a 

solar parabolic trough concentrator (PTC), 4.88 m 
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high and 5.8 m2 aperture area, with aluminum 

construction and efficiency of approximately 60% 

[3]. Irving Eleazar conducted a fascinating study on 

a parabolic field collector, measuring an 

impressive 2.44 m in length and 1.6 m in width, 

providing a collection area of approximately 3.8 

m2. The aluminum plate is used as reflective 

material in the parabolic collector whose 

construction is made of aluminum, and it is stated 

that its thermal efficiency is around 60% [4]. The 

thermal efficiency shows that the reflector, 

absorber material, environment, and heat carrier 

vary according to the fluid [5]. However, the 

efficiency of flat collectors is high (70%) [6]. 

In this study, chromium-nickel material was 

used as reflective material. This collector, which 

has 1.5 x 0.80 m dimensions and a 1.2 m2 opening 

area, was circulated with a flow rate of 0.04 kg/s. 

The theoretical thermal efficiency of the system 

was compared with the experimental findings. 

 

2. Material and Method 

 

Figures 1 and 2 visually demonstrate the intriguing 

process where the sun's rays converge at the focal 

point, resulting in the transformation of the 

reflective material into a parabolic surface. The 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1224055
https://orcid.org/0000-0002-5105-5699
mailto:ccetiner@harran.edu.tr
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copper tube is placed inside the glass tube. The 

low-temperature water entering from Tin, shown in 

Figure 2, is collected in the tank, leaving the Tout 

section. The water in the tank is re-entered into the 

pipe with a pump and the water in the system is 

circulated. With the current coming from the solar 

ray’s sensor placed on the parabolic collector, the 

tracking system moves the collector toward the 

direction of the sun’s rays. The parabolic collector 

has a solar sensor as shown in Figure 1 and follows 

the sun in the east-west direction. It follows the sun 

automatically with the electronic card as shown in 

Figure 2 in the control unit. The system acts 

according to the radiation detected in the sun 

sensor. In the experiments, the inlet and outlet 

temperatures of the water, the ambient temperature, 

and the glass temperature were measured with a 

data logger.  

 

 
Figure 1. Inlet, outlet, glass, and ambient temperature measurements in the parabolic collector 

 

As seen in Figure 2 and Figure 3, the length 

of the concentrator is 150 cm (L) with a parabolic 

opening of 80 cm (B). The copper outer diameter 

of the pipe used for the absorber is 35 mm and the 

inner diameter is 32 mm. A glass tube is placed 

inside this 42 mm diameter copper tube. The flow 

rate of the circulated water is 0.040 kg/sec. 

 
Figure 2. Parts of the parabolic collector 
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Equation (1) is related to the manufacture of 

the parabolic collector, f is the focal length (20 cm), 

y is the collector aperture (40 cm), x is the height 

(20 cm), and L is the length (150 cm). The x and y 

values obtained in Equation 1 for the parabolic 

collector designed for manufacturing are given in 

Table 1. 

 

𝑦 = √4 𝑓 𝑥                 (1) 

 
Table 1. Parabolic of the collector coordinate values 

X(c

m) 

20.

0 

15.

8 

12.

1 

8.9 6.2 4.0 2.2 1.

0 

Y(c

m) 

-

40.

0 

-

35.

6 

-

31.

1 

-

26.

7 

-

22.

2 

-

17.

8 

-

13.

3 

-

8.

9 

 

As seen in Figure 3 below, the x arm gives 

the height of the parabolic, and the 2y value gives 

the total span length of the parabolic. The focal 

length has been taken to be the same as the height 

for ease of fabrication. 

 
Figure 3. Height, width, and focal dimensions of the 

parabolic collector 

 

3. Thermal Analysis of Parabolic Collector 

 

While some of the amounts of radiation reaching 

the absorber from the condenser are thrown into the 

low-temperature environment due to losses, the 

other part is absorbed by the fluid and turns into 

useful energy. The useful thermal energy of the 

parabolic collectors transferred to the fluid in the 

absorber can be found in the following Hotel-

Willer-Bliss equation 2 [7]. 

𝑄𝑢 = 𝐴𝑎𝐹𝑅 [𝐼𝑑𝛼𝜌𝛾𝜏 −
𝐴𝑦

𝐴𝑎
𝑈𝑇(𝑇𝑖𝑛 − 𝑇𝑎)]         (2) 

In this equation (Qu) is the useful heat 

energy, (Aa) is the aperture area, (Ay) is the 

absorber area, (FR) is the heat gain factor, and (Id) 

represents the amount of direct radiation falling 

over the unit aperture area. α is the absorption rate 

of the absorber material, ρ is the reflectance rate of 

the reflective material, γ is the intercept factor, and 

τ is the transmittance coefficient of the transparent 

cover. (UT) is the total heat transfer coefficient 

given from the absorber to the environment, (Tin) is 

indicated by the fluid inlet temperature and the 

ambient temperature (Ta). 

The thermal efficiency of the concentrator 

and the useful thermal power of the collector are 

found by the aperture area of the parabolic collector 

and the rate of incident direct radiation. 

Accordingly, the theoretical thermal efficiency is 

as follows [7], 

𝜂0 =
𝑄𝑢

𝐴𝑎𝐼𝑑
= 𝐹𝑅(𝜏𝛼𝜏) − 𝐹𝑅𝑈𝑇

𝐴𝑦(𝑇𝑖𝑛−𝑇𝑎)

𝐴𝑎𝐼𝑑
         (3) 

In addition, when the inlet and temperatures 

of the fluid and the experimental values such as the 

flow rate are known, the thermal power can be 

found from the equation given below. 

𝑄𝑢 = 𝑚 𝑐𝑝(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)               (4) 

Here, m is the flow rate and Tout is the exit 

temperature of the fluid from the absorber. Thermal 

efficiency is defined as the ratio of the amount of 

heat transferred to the water to the direct solar 

energy coming to the total reflective surface. 

Accordingly, thermal efficiency is found equality 

as follows. 

 

𝜂 =
𝑚 𝑐𝑝(𝑇𝑜𝑢𝑡−𝑇𝑖𝑛)

𝐴𝑎𝐼𝑑
               (5) 

 

3.1 Calculation of Total Heat Transfer 

Coefficient 

 

For the heat gains and losses in the parabolic 

collector, the total heat transfer coefficient in the 

pipe must be calculated. The total heat transfer 

coefficient UT for conduction, convection, and 

radiation heat losses from the absorber to the 

environment can be found in equation (6) below 

[8]. 

 

𝑈𝑇 = [
𝐴𝑦

𝐴𝑎(ℎ𝑏𝑐+ℎ𝑟𝑐)
+

1

ℎ𝑤
]

−1
              (6) 

 

The losses occur by radiation and convection 

emitted from the outer surface of the absorber tube 

to the environment. As shown in the total heat 

transfer equation, it is necessary to calculate the 

radiation resistances in the pipe in terms of 

convection. Forced convection occurs on the outer 

surface of the glass pipe due to the wind in the 

environment. Reynold and Nusselt’s values must 

be found because forced convective conditions 
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occur. Nusselt value is suitable for glass pipe in the 

horizontal position (Equation 7) [9]. 

 

𝑁𝑢 =
𝜌 𝑉𝐷𝑐

𝜇
= 0. 193𝑅𝑒0.618𝑃𝑟0.333             (7) 

 

After the equation is found, the forced (hbc) 

value is found. The radiation between the glass 

tube and the medium is shown in equation 8. 

 

ℎ𝑟𝑐 = 𝜀𝑟𝜎(𝑇𝑐 + 𝑇𝑎)(𝑇𝑐
2 + 𝑇𝑎

2)               (8) 

 

The radiation coefficient occurs between the 

copper tube and the glass tube. Where Tc is the 

transparent cover temperature, Stefean-Boltzman 

constant, and c is the radiation emission 

coefficient of the surface.  

The radiation between the copper tube and 

the glass tube is the radiation between two parallel 

plates. It is found from the following equation 9 in 

terms of convection. 

 

ℎ𝑤 =
𝜎(𝑇𝑐+𝑇𝑎)(𝑇𝑐

2+𝑇𝑎
2) 

1

𝜀𝑟
+

𝐴𝑟
𝐴𝑎

(
1

𝜀𝑐
−1)

                (9) 

 

From equations 7, 8, and 9 above, the total 

heat loss coefficient for the absorber is found by 

substituting it in equation 6. 

The heat gain factor FR for the collector used in the 

useful power equation is derived from the 

following equation 10 [10]. 

 

𝐹𝑅 =
�̇�𝑐𝑝

𝐴𝑟𝑈𝑇
[1 − 𝑒𝑥𝑝 (−

𝐴𝑦𝑈𝑇𝐹

�̇�𝑐𝑝
]            (10) 

Here, the collector efficiency factor F is 

independent of the operating conditions and is a 

factor dependent on the construction of the 

collector. This value is found in the equation 11 

below. 

 

𝐹 =

1

𝑈𝑇

1

𝑈𝑇
+

𝑑𝑑
ℎ𝑤𝑑𝑖

+
𝑑𝑑𝑙𝑛 (

𝑑𝑑
𝑑𝑖

)

2𝑘

             (11)  

 

When the values in equations 10 and 11 were 

put in their places, the heat gain factor FR was found 

to be 0.98. An Excel file was prepared to use the 

formulas given above and theoretical values were 

obtained.  

 

4.  Results and Discussion 

 

The experiments were carried out in Şanlıurfa 

(e=37.1) between 8 a.m. and 5 p.m. In the collector, 

which is manufactured in small sizes, water is 

circulated at a low flow rate. Equation 3 was used 

for the theoretical thermal efficiency. In the 

calculation made, the total heat transfer coefficient 

from the glass pipe to the environment is around 

4.98 W/m2K. Since the copper pipe is not selective, 

the absorption ratio of the pipe is 0.82, the 

transmittance coefficient of the glass pipe is 0.83, 

and since the reflective surface is not a mirror, the 

reflection ratio is 0.75 and the intercept factor is 

0.95. Using these values, the theoretical thermal 

efficiency value was calculated as 46-48% (Figure 

4). Experimental efficiency was found from 

equation 5 by using inlet and outlet water 

temperatures and flow rates in the experiment. It 

can be seen in Figure 4 that the curve found for the 

experimental experiment is closer to the theoretical 

thermal efficiency in the afternoon. 

 

 
Figure 4. Theoretical and experimental thermal efficiency 
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The measured direct radiation value is 

around 600 to 800 W/m2. Thermal efficiency 

calculations were made with direct radiation values 

(Sanliurfa, Lat 37.1). The radiation values were 

taken from the radiation measurement center at 

Harran University Engineering Faculty. The 

experimental section was set up at a distance of 20 

m from this measurement center [11]. It was 

calculated that approximately 420 W of thermal 

power could be obtained theoretically from the 

parabolic collector (Figure 5). The reflectance rate, 

transmittance and absorption coefficient values 

selected in the theoretical calculation are effective. 

It is seen that the experimental results are closer to 

the useful power value at noon. In the morning and 

evening times, the thermal power values also 

decrease due to the low solar radiation intensity. 

 

 
Figure 5. Theoretical and experimental thermal power and direct radiation values 

 

 

Although the glass pipe temperature varies 

slightly in the experimental measurements in the 

collector, it is seen that the ambient, water inlet and 

outlet temperatures are in harmony (Figure 6). 

Since the parabolic is of small size, the difference 

between the inlet and outlet temperatures of the 

water is very small (Table 2). 

 
Figure 6. Ambient, glass pipe, water inlet, and outlet temperatures were measured in the parabolic collector 
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Table 2. Ambient, water inlet, and outlet temperatures were measured in the parabolic collector

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7 shows the graph obtained by direct 

radiation division of the thermal data and the inlet 

and ambient temperature values of the water. In 

this graph, the line equation for thermal efficiency 

shows a decreasing slope. Although the efficiency 

of the system is low, it is seen that it complies with 

the ASHRAE 93-863 standard for thermal 

applications [12,13,14,15]. 

 

Ambient C   Water Inlet C Water Outlet  C 

37,2 37,4 39,5 

37,5 37,1 39,3 

38,1 37,2 39,8 

37,3 37,2 39,9 

37,6 37,4 40,3 

37,9 37,6 40,6 

39,2 38,0 41,0 

38,5 37,9 41,0 

39,0 38,2 41,1 

39,2 37,9 41,0 

40,6 38,0 41,3 

40,1 38,6 41,6 

41,4 38,7 42,0 

40,6 39,1 42,4 

40,7 39,5 42,7 

41,1 39,2 42,3 

42,2 39,4 42,6 

41,5 39,6 42,9 

43,6 40,9 44,4 

43,9 40,9 44,5 

42,7 41,7 45,6 

42,0 41,1 45,1 

41,9 41,1 45,1 

41,1 40,7 44,9 

41,7 40,1 44,4 

40,9 40,0 44,1 

39,9 40,1 44,1 

39,2 40,2 44,0 

38,9 39,9 43,9 

38,0 39,3 43,0 

37,8 39,0 42,6 

36,4 38,2 41,9 

36,2 38,2 41,7 

37,6 37,9 41,4 

37,7 38,0 41,5 

36,5 37,7 40,7 

32,7 37,3 40,1 

28,3 36,9 39,6 
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Figure 7. Thermal efficiency of the collector for hot water 

 

 

6. Conclusions and Suggestions 

 

If this collector, which is made in small sizes, can 

be made in larger sizes, more thermal power and 

high temperature can be obtained. The reason for 

choosing the reflective surface chrome-nickel 

material is that there is no ready-made mirror with 

a suitable parabola surface in the market. If a 

reflective mirror could be used, the thermal 

efficiency, power, and temperature would be 

greater. The theoretical and experimental values 

were close to each other. A thermal power of 380 

W could be obtained from this collector with a 

collector area of 1.2 m2 at noon. The thermal 

efficiency was the highest at 43% and the lowest at 

26%. 

 

Conflict of Interest Statement 

 
There is no conflict of interest between the authors. 

 

Statement of Research and Publication 

Ethics 

 
The study is complied with research and 

publication ethics. 

 

Symbols 

Aa  : Reflective surface area (m2) 

Ay  : Absorber surface area (m2) 

Cp  : Specific heat (kJ/kgK) 

Id  : Direct radiation (W/m2) 

          : Fluid flow rate (kg/s) 

Tin  : Water inlet temperature C 

Tout : Water outlet temperature C 

Ta  : Ambient temperature C 

UT  : Total heat transfer coefficient (W/m2K) 

Qu  : Useful energy (W) 

 : Intercept factor (0.95) 

:  Collector thermal efficiency 

τ  : Heat transition coefficient (0.78) 

α  : Absorbtion coefficient (0.82) 

ρ  : Reflection ratio (0.83) 
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Abstract 

In this study, the iron oxide and copper oxide structures were grown with the DC 

magnetron and RF magnetron sputtering respectively and the CuxFe3-xO4 structure 

was grown with the co-sputtering. Structural optical and topographic examination 

of the grown thin films has been done in detail. Absorption measurements of the 

thin films were taken with the help of a Perkin Elmer UV/Visible Lambda 2S 

spectrometer at room temperature. The value of the band gap energy with the fit 

drawn in the (ahυ)2 (cm-1 eV2) counter energy graph of Fe2O3, CuxFe3-xO4, Cu2O 

thin film is grown on glass was calculated as 2.44, 2.39, 2.55 eV respectively. Also, 

the structural and topographic properties of thin film structures were investigated 

by scanning electron microscopy (SEM), atomic force microscopy (AFM), X-ray 

diffraction (XRD), X-ray photoelectron spectroscopy (XPS), and Raman 

spectroscopy. According to XPS results; the binding energies of the 2p3\2 orbital 

for the Fe3+ (Fe2O3) ion is 710.85 eV and for the Fe3+ (CuxFe3-xO4) ion is 712.49 

eV. The binding energy of the 2p3\2 orbital for the Cu1+ (Cu2O) ion is 933.64 eV, 

and for the Cu2+ (CuxFe3-xO4) ion is 935.58 eV. O2- the binding energy of the 1s 

orbital of the ions are 529.95, 531.35 and 529.39 eV for Fe2O3, CuxFe3-xO4, and 

Cu2O respectively. 
 

 
1. Introduction 

 

For a long time, extensive studies have been carried 

out on the optical, magnetic, and electrical 

properties of many nanostructures that are 

important for scientific, technological, 

environmental security, cyber security, industrial 

and medical applications [1], [2]. Evaluation of 

nano-scale events with nanotechnology and the 

development of similar ones with applications have 

created new perspectives in science. In terms of 

optical, magnetic, thermal, electrical and 

mechanical properties, nano-sized particles have 

quite different properties than micron-sized 

particles and are more advantageous [3]-[5]. These 

advantages include applications in different fields 

such as energy, environmental biology, catalyst, 

magnetic and gas sensors, and electromagnetic 

interference problems. It has a very important place 

in applications such as imaging, magnetic 

recording, magnetic cooler and magnetic printers. 

                                                            
*Corresponding author: sevda.saritas@atauni.edu.tr    Received: 14.02.2023, Accepted: 16.09.2023 

Iron is the most abundant metal on earth. 

This element has played a role in the development 

of our civilization, as in Antiquity, as the basis of 

numerous structural materials. Corrosion processes 

associated with iron oxides (excluding pigment 

applications) and iron oxide have long been 

considered a nuisance. However, in recent years, 

iron oxides have become increasingly studied 

materials as extremely useful materials in various 

fields such as medicine, biology, catalysis, 

photovoltaics, and combustible gas sensors [6]-

[12].  

As a metal oxide, CuO attracts attention 

due to its low cost and intense solar absorption, 

which can be found in abundance in nature. 

However, CuO has been reported to be a profitable 

and promising nanomaterial for applications such 

as gas sensors, batteries, catalysis, semiconductor 

photovoltaic cells, field emission, and 

photocatalytic reactions. The CuO structure is 

grown with very different growth techniques such 

https://dergipark.org.tr/tr/pub/bitlisfen
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as electrospin [13], e-beam evaporation, wet 

chemical methods [14]-[16], microwave heating 

technique [17], electropolymerization [18], and 

hydrothermal method [19]. CuO is an important 

monoclinic semiconductor with a narrow band gap 

in the (1.2-1.9 eV) range, an important structure 

used in solar cell and sensor technology. In 

addition, CuO is a p-type semiconductor material 

and worldwide research is carried out by 

researchers [20]-[22]. Copper oxide and iron oxide 

thin films are ideal materials in terms of band gap, 

especially in solar cell applications. The band gap 

of the films changes by changing the growth 

parameters (power, growth pressure, oxygen partial 

pressure, substrate temperature, etc.) [23]. 

Cations such as Cr, Co, Ni, Cu, Zn, and Ag 

can be located in interstitial sites and tetrahedral 

places instead of Fe cation with appropriate cation 

distribution in Fe2O3. Thus, changes can occur in 

the electronic and magnetic properties of 

maghemite [24]. Iron oxide and copper oxide 

structures may differ in terms of optical and 

structural properties, depending on the growth 

technique and growth parameters. Copper oxide 

and iron oxide thin films are ideal materials in 

terms of band gap, especially in solar cell 

applications. The band gap of the films grown by 

the sputter technique changes by changing the 

growth parameters (power, growth pressure, 

oxygen partial pressure, substrate temperature, 

etc.). The main applications of CuO are in 

optoelectronic and high-performance electronic 

devices [25]. CuO belongs to antiferromagnetic 

materials and has a different crystal system [17]. 

Besides, the bandgap is not a single value but a 

range of values from 1.75 eV up to 2.45eV. Copper 

vacancies in CuO play an important role in hole 

conduction [26], [27], [17], [28]. As an important 

semiconductor metal oxide, hematite (α-Fe2O3) is 

the most stable phase of iron oxide under ambient 

conditions [29]. α-Fe2O3, which is an n-type 

semiconductor with an indirect band gap of 2.2 eV, 

is regarded as an attractive material due to its 

applications in photoelectrochemical devices [30], 

photocatalysts [31], magnetic materials [32], 

pigments, anticorrosive agents and sensors [33].  

Recent studies have shown the availability 

of Fe2O3/CuO composite structures [34]-[36], 

which aim to enhance the absorption range in solar 

cell research. Adjusting the band gap is crucial for 

numerous optical applications. In this study, our 

objective is to obtain three distinct structures. The 

first two structures are commonly used in optical 

and solar cell applications, while the third structure 

is a novel combination of the first two. This study 

aims to demonstrate the impact of magnification 

techniques on various aspects of a structure, 

including its structural, optical, morphological, and 

topographic features. Additionally, the study aims 

to highlight how adjusting magnification 

parameters can lead to the creation of more 

practical and beneficial structures. 

So, it is aimed to show that thin films can 

be grown in a wide band range, especially by 

changing the growth parameters of the copper iron 

oxide structure grown by the co-sputtering 

technique. In this study, the iron oxide and copper 

oxide structures were grown with the DC 

magnetron, RF magnetron sputter technique 

respectively, and the CuxFe3-xO4 structure was 

grown with the co-sputtering. Structural optical and 

topographic examination of the grown thin films 

has been done in detail. 

 

2. Material and Method 

 
The iron oxide and copper oxide structures were 

grown with the DC magnetron and RF magnetron 

sputter technique respectively, and the CuxFe3-xO4 

structure was grown with the co-sputtering. 

The sputter technique is the growth of ions, 

atoms and molecules broken from the metal target 

on the heated substrate cleaned by chemical 

processes as a thin film with the help of inert gas. 

To break the material to be grown from the metal 

target, argon is turned into an inert gas carrier 

plasma with the help of an RF or DC power source 

and the plasma performs the detachment process by 

beating the surface of the target metal. The copper 

sputtering foil target has 2 inches (dia) x 0.005 

inches (thickness) and the iron sputtering foil target 

has 2 inches (dia) x 0.005 inches (thickness). An 

iron target was placed in the DC power gun and a 

copper target was placed in the RF gun source. The 

sputter technique has been preferred because it is a 

reproducible, relatively low cost, and low surface 

roughness film growth technique that can more 

easily control the optical and structural properties 

of the grown film. In the sputter technique, due to 

the vacuum environment, the pollution rate is lower 

and higher quality binary and triple compounds are 

grown. 

In this experimental study, an iron thin foil 

was attached to the DC power supply and a copper 

metal foil target was attached to the RF power 

supply part. While the DC power supply is 120 

watts, the RF power supply is set to 40 watts. The 

glass substrates placed for the vacuum chamber up 

to 5*10-6 Torr pressure (base pressure) were heated 

up to 450 degrees. Then 100 sscm of inert argon gas 



S. Saritas / BEU Fen Bilimleri Dergisi 12 (3), 625-633, 2023 

627 
 

was sent in and plasma was formed. Then, 40 sscm 

of argon and 3 sscm of oxygen gas were given to 

grown pressure of 8.5*10-3 Torr and growth was 

made for 35 minutes. Also, the copper oxide and 

iron oxide films grown on glass substrates at 8 

mTorr grown pressure. 

In this study, the structural, optical, and 

topographic properties of copper iron oxide 

structures grown by RF-DC co-sputtering were 

investigated by scanning electron microscopy 

(SEM), atomic force microscopy (AFM), X-ray 

diffraction (XRD), X-ray photoelectron 

spectroscopy (XPS) and UV-VIS spectroscopy and 

Raman spectroscopy. 
 

3. Results and Discussion 

 

One of the most used methods to determine the 

optical absorption edge and band gap of 

semiconductors is the absorption measurement 

method. Absorption measurements of the thin films 

on the glass substrate were taken with the help of 

Perkin Elmer UV/Visible Lambda 2S spectrometer 

at room temperature. The spectrometric 

measurement range used is 300–900 nm. In the 

measurements (Figure 1a) made, information about 

the band gap of (Figure 1b) the material was 

obtained. 

 

 

Figure 1.   a) Absorption measurements of the Fe2O3, 

CuxFe3-xO4, Cu2O thin films, b) the value of the band 

gap energy with the fit drawn in the (ahυ)2 (cm-1 eV2) 

counter energy graph of Fe2O3, CuxFe3-xO4, Cu2O 

In Figure 1b, the value of the band gap 

energy with the fit drawn in the (ahυ)2 (cm-1 eV2) 

counter energy graph of Fe2O3, CuxFe3-xO4, Cu2O 

thin film grown on glass was calculated as 2.44, 

2.39, 2.55 eV.  This value of the iron oxide film is 

compatible with the literature for maghemite and 

hematite phases. While the Fe2O3 and Cu2O thin 

films absorb at smaller wavelengths, shifts are 

observed at larger wavelengths as a result of 

doping. This may mean that the imperfections in 

the structure cause the energy gap to shrink, as it 

creates the possibility of transition at the band gab 

edge. 

The XRD diffraction pattern of the iron 

oxide, structure growing on the glass substrate is 

given in Figure 2 and it has been determined that 

the structure has a tetragonal structure. The lattice 

constants have the values a=b=8.34 �̇�, c=25.02 �̇� 

[JCPDS 39-1346]. Cu2O (Figure 2a) has been 

determined that the structure has a cubic structure 

[JCPDS 45–0937] and the lattice constants have the 

values a=b=c= 4.26 �̇� [37]. Two distinct peaks 

were observed, among which the characteristic 

maghemite and hematite peaks with orientations of 

35.84 and 18.65 degrees. Also, two distinct peaks 

were observed, which are the characteristic cuprite 

peaks with orientations of 36.5o and 42.40o [JCPDS 

05–0667 and 45–0937]. The values of the three 

peaks obtained in the XRD analysis (Figure 2a) 

results show that there is a polycrystalline structure 

for CuxFe3-xO4 thin film [38]. 

 



S. Saritas / BEU Fen Bilimleri Dergisi 12 (3), 625-633, 2023 

628 
 

 

 

 
Figure 2.  The XRD diffraction pattern of the a) Fe2O3 

b) CuxFe2-xO3 c) CuxFe3-xO4, Fe2O3 and d) Cu2O 

 

In Cu cation-doped ferrites (CuxFe3-xO4), 

oxygen ions are replaced by Cu1+ and Fe3+ ions and 

have a tetragonal and cubic strong packing 

arrangement in two different crystallographies. In a 

published study, researchers tried to understand 

how Cu atoms change the structure properties of 

maghemite with Raman measurements. They 

revealed the active modes of five Raman spectra at 

room temperature, which are compatible with 

previous Raman spectra. The Raman active mode 

for Fe2O3 shifted (Figure 3) from 670 cm-1 for 

doped CuxFe3-xO4 to 660 cm-1 in the Raman 

spectrum with Cu doping and Cu doping density 

function [39], [40]. In line with their results, the 

researchers suggested that Cu1+ ions are mostly 

located in interstitial sites places [23]. 

 

 
Figure 3.  Raman shift graph of Fe2O3 and CuxFe3-xO4 

structure 

 

Figure 3 shows the stretching vibration 

mode of the Fe2O3 film. Peaks showing the Raman 

shift are seen. It can be said that these peaks are 

relatively narrow and intense and show Raman 

active states belonging to hematite phases [41], 

[42]. 
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Figure 4.  The binding energies of a) Fe 3+, b) Cu 2+ 

and c) O-2 ions 

 

As seen in Figure 4a, the binding energies 

of the 2p3\2 orbital for the Fe3+ (Fe2O3) ion are 

710.85 eV and the binding energies of the 2p3\2 

orbital for the Fe3+ (CuxFe3-xO4) ion are 712.49 eV. 

O2- the binding energy of the 1s orbital of the ion is 

529.95, and 531.35 eV for Fe2O3, CuxFe3-xO4 

respectively.  In Figure 4b, the binding energies of 

the 2p3\2 orbital for the Cu1+ (Cu2O) ion are 933.64 

eV, and the binding energies of the 2p3\2 orbital for 

the Cu2+ (CuxFe3-xO4) ion are 935.58 eV. In Figure 

4c, O2- the binding energy of the 1s orbital of the 

ion is 529.95, 531.35 and 529.39 eV for Fe2O3, 

CuxFe3-xO4, Cu2O respectively. The peak 

intensities, which are an indicator of the number of 

bonding electrons, are very close to each other and 

the number of non-bonding electrons is low, which 

can be seen as the reason for its insulating property. 

In addition, we can say that its conductivity is low 

because the amount of oxygen and carbon with the 

atomic percentage of copper-iron oxide is high and 

it causes less oxygen vacancies that cause 

conductivity [41]. 

As seen in Figure 4(a, b, c), the graph 

showing the binding energies of Fe 3+, Cu 2+, and 

O2- ions of the CuxFe3-xO4 compound, although the 

atomic oxygen amount is almost the same as in the 

Fe2O3 compound, there has been a decrease in the 

number of bonding oxygen electrons and hence the 

intensity of the peak. The reason for this situation 

can be thought that Cu may have bonded with 

Fe2O3 as well and some Cu may have bonded with 

O [42]. 

 

 

 
Figure 5.  2D and 3D AFM images and SEM images 

of the Fe2O3 

The surface morphology of the iron oxide 

thin films was analyzed using the non-contact 

mode of AFM. Figure 5 shows 2D and 3D AFM 

images of the iron oxide films grown on glass 

substrates at 8.5 mTorr-grown pressure. The 

roughness values of the film are Ra= 1.88 nm and 

Sa=2.09 nm. In the SEM image (Fig. 5), it is seen 

that the structure is homogeneously distributed on 

the surface. In addition, a dark surface layer is 

observed, and under it, lighter colored structures 

with tetragonal shapes are observed. 
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Figure 6.  2D and 3D AFM images and SEM images 

of the CuxFe3-xO4 

The surface morphology of the copper-iron 

oxide thin films was analyzed using the non-

contact mode of AFM. Figure 6 shows 2D and 3D 

AFM images of the copper-iron oxide films grown 

on glass substrates at 8.5 mTorr grown pressure. 

The roughness values of the film are Ra= 4.83 nm 

and Sa=4.19 nm. In the SEM (Fig. 6) image, it is 

seen that the structure is homogeneously 

distributed on the surface. In addition, a dark 

surface layer is seen, on which lighter colored 

structures are seen as lumps. 

 

 

 

Figure 7.  2D and 3D AFM images and SEM images 

of the Cu2O 

The surface morphology of the copper 

oxide thin films was analyzed using the non-

contact mode of AFM. Figure 7 shows 2D and 3D 

AFM images of the copper oxide films grown on 

glass substrates at 8 mTorr grown pressure. The 

roughness values of the film are Ra= 4.44 nm and 

Sa=4.10 nm. In the SEM image, it is seen that the 

structure is homogeneously distributed on the 

surface. In addition, relatively smaller-sized 

structures are observed. 

Iron oxide and copper oxide structures may 

differ in terms of optical and structural properties, 

depending on the growth technique and growth 

parameters in terms of band gap, especially in solar 

cell applications. In this study, aims to show that 

thin films can be grown in a wide band range, 

especially by changing the growth parameters of 

the copper iron oxide structure grown by the co-

sputter technique. 

Structural optical and topographic 

examination of the grown thin films has been done 

in detail. The value of the band gap energy with the 

fit drawn in the (ahυ)2 (cm-1eV2) counter energy 

graph of Fe2O3, CuxFe3-xO4, Cu2O thin film grown 

on glass was calculated as 2.44, 2.39, 2.55 eV. The 

binding energies of the 2p3\2 orbital for the Fe3+ 

(Fe2O3) ion are 710.85 eV and the binding energies 

of the 2p3\2 orbital for the Fe3+ (CuxFe3-xO4) ion are 

712.49 eV. The binding energies of the 2p3\2 

orbital for the Cu1+ (Cu2O) ion are 933.64 eV, and 

the binding energies of the 2p3\2 orbital for the 

Cu2+ (CuxFe3-xO4) ion are 935.58 eV. O2- the 

binding energy of the 1s orbital of the ion is 529.95, 

531.35 and 529.39 eV for Fe2O3, CuxFe3-xO4, and 

Cu2O respectively.  

The band gap of the iron-copper oxide 

structure differs from that of the iron oxide and 

copper oxide structures and exhibits a value that 

falls between the two energy levels. This is 

consistent with the result reported in the literature, 

which suggests that doping induces a change in the 

forbidden band gap. SEM and AFM results show 

that the structures are homogeneously distributed 

across the surface. Angular or oval shapes are 

clearly visible. It can be observed that the 

contribution has taken on a new structural form. 

Additionally, the alteration in surface roughness 

reinforces this scenario. The changes in peak angles 

and intensities observed in the XRD results suggest 

the formation of a new crystal structure. 

As can be seen from the XPS and Raman 

results, chemical bond changes in the iron oxide 

and copper oxide structures show that the desired 

thin film is grown. In all SEM images, they are seen 

that the structure is homogeneously distributed on 

the surface. The roughness values of CuxFe2-xO3 
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film are Ra= 4.83 nm and Sa=4.19 nm and these 

roughness values are bigger than others. 

4. Conclusion and Suggestions 

 

The band gap values of 2.44 and 2.55 eV in the 

films grown by the sputter technique. These results 

are different from the literature and it can be said 

that the growth parameters and the growth 

technique are quite effective. The change of the 

band gap (2.39 eV) of the iron copper oxide 

structure grown by the co-sputtering technique is a 

natural process, but it indicates a useful method for 

band gap engineering. In addition, it can be said 

that it is a useful method to produce materials with 

suitable band gaps for solar cells. Especially by 

combining the optical and structural properties of 

binary and ternary compounds, paves the way for 

the production of materials that will work more 

efficiently. 
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Abstract 

In this study, it was aimed to investigate the antiproliferative and apoptotic effects of 

nivolumab, cetuximab and gemcitabine used in the treatment of different cancer 

types as well as cisplatin and cyclophosphamide used in the treatment of 

neuroblastoma on SH-SY5Y neuroblastoma cells. The effect of each 

chemotherapeutic on cell viability and the individual half-maximal inhibitory 

concentration (IC50) values were determined by the crystal violet method. To 

determine their apoptotic effects, RT-PCR and Annexin V-FITC apoptosis detection 

technique were used. The results indicated that all the used chemotherapeutic drugs 

showed dose-dependent cytotoxic effects and induced apoptosis in SH-SY5Y cells. 

The IC50 values of cisplatin, cyclophosphamide, nivolumab, cetuximab, and 

gemcitabine were calculated as 10.91 µM, 0.54 µM, 30.26 μM 4.74 μM and 0.036 

μM, respectively. After IC50 dose treatment of cisplatin, cyclophosphamide, 

nivolumab, cetuximab, and gemcitabine, apoptotic cell rates were found as 21%, 

12%, 16%, 10% and 39% respectively. It was determined that statistically significant 

changes in mRNA expression levels in almost all apoptosis-related genes occurred 

after chemotherapeutic drugs treatment. In conclusion, gemcitabine showed more 

antiproliferative and apoptotic effects on neuroblastoma cells than the other 

chemotherapeutics. It is clear that further studies that will elucidate the mechanism 

of action of gemcitabine may contribute to the treatment of neuroblastoma. 
 

 
1. Introduction 

 

Neuroblastoma is an extracranial solid tumor of the 

autonomic nervous system that is frequently 

encountered in children [1]. It constitutes 7% of 

pediatric neoplasms and 10% of all pediatric deaths 

caused by cancer [2]. When evaluated in terms of 

incidence rate among pediatric cancers, it ranks third 

after leukemia and brain tumor [3]. 

Neuroblastoma is quite diverse, ranging from 

incidental tumors without symptoms to diffuse 

metastases with systemic signs. The biological 

variability of neuroblastoma causes it to exhibit 

various clinical behaviors with outcomes ranging 

from spontaneous regression or progression to 

metastasis and mortality despite extensive treatment 
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[4]-[6]. The etiology of neuroblastoma is not known 

exactly, but the early diagnosis age and heterogeneity 

of the disease show that the main cause of 

neuroblastoma cases is that the development of 

irregular neural crest cells may cause tumors in the 

adrenal glands or sympathetic ganglia [7]-[9]. 

Familial neuroblastoma can generally result from 

mutations in various genes and has been associated 

with a poor prognosis [2], [10]. However, DNA 

methylation changes also appear to contribute to 

neuroblastoma biology and clinical behavior [11]. 

The age of the patient at the time of diagnosis, 

the stage of the disease, the tumor’s histology, and the 

ploidy of the tumor cells are some of the factors used 

for stratifying the risk of the disease. Based on these 

variables and clinical and biological standards, 
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patients are divided into low, medium, and high-risk 

groups [6], [12]. Patients in the high-risk group 

receive intensive, multimodal treatment including 

chemotherapy, surgery, immunotherapy with 

antibodies, radiotherapy, autologous stem cell 

transplantation, and myeloablative chemotherapy [6], 

[12], [13]. However, the disease can often exhibit a 

resistant picture and relapse [14], [15]. 

Chemotherapy for neuroblastoma usually 

involves a combination of drugs. Various drugs such 

as cyclophosphamide, cisplatin, vincristine, 

doxorubicin, etoposide, and topotecan are used in the 

treatment of the disease, but resistance to these 

chemotherapeutic drugs may develop [16]. Therefore, 

patients need new drugs to overcome 

chemoresistance, but drug development phases are 

multifaceted and complex, and there is a risk that the 

drug will not be successful even after many resources 

have been invested [17]. Developing drugs related to 

nervous system diseases, in particular, presents a 

series of difficulties that complicate the process due 

to the complex nature of the nervous system [18]. 

Therefore, there is an urgent need for in vitro drug 

screening with clinically approved drugs for the 

treatment of different types of cancer. 

It has been established that high-risk 

neuroblastoma patients who develop metastatic 

neuroblastoma also have an immune resistance 

mechanism mediated by programmed death ligand 1 

(PD-L1). [19]. Blocking the PD-1/PD-L axis seems 

important in a combined immunotherapy approach. In 

the treatment of neuroblastoma, nivolumab, a PD-1 

inhibitor immunotherapeutic drug, stands out in terms 

of in vitro cytotoxicity. However, it is known that 

epidermal growth factor receptor (EGFR) expression 

is high in neuroblastoma tissues, suggesting that it is 

possible to develop treatment strategies for 

neuroblastoma by targeting EGFR [20]. Cetuximab is 

an anti-cancer agent that works by inhibiting the 

growth and survival of tumor cells that express 

EGFR. Gemcitabine, the deoxycytidine analog, 

works by a different mechanism than the drugs used 

in the treatment of neuroblastoma. In addition, it has 

been shown that gemcitabine is not a substrate for P-

glycoprotein and some proteins associated with 

multidrug resistance in neuroblastoma [21]. 

Most of the currently used anticancer drugs 

direct cancer cells to apoptosis by acting on different 

signaling pathways. To avoid apoptosis, cells use 

different signal transduction pathways. A better 

understanding of these apoptotic signaling pathways 

could increase the effectiveness of cancer therapy. 

Therefore, in this study, it was aimed to 

comparatively investigate the antiproliferative and 

apoptotic effects of nivolumab, cetuximab, and 

gemcitabine used in the treatment of different cancer 

types as well as cisplatin and cyclophosphamide used 

in the treatment of neuroblastoma on SH-SY5Y 

neuroblastoma cells. 

 

2. Material and Method 

 

2.1. Cell Culture 

 

The human neuroblastoma cell line SH-SY5Y 

(ATCC CRL-2266) was used in the experiments. 

DMEM-F12 medium supplemented with 1% 

antibiotic and 10% heat-inactivated fetal bovine 

serum (FBS) was used to grow cells at 37°C in a 

humidified incubator with 5% CO2. By changing the 

medium every two days, cells were produced in a 

monolayer and grown in cell culture dishes. After the 

cells adhered to the culture dishes in a single layer, 

they were separated from the surface with Trypsin-

EDTA, the cell mixture/trypan blue (1:1) was counted 

on the Thoma slide and made ready for cultivation 

[22]. All the chemicals were purchased from Sigma-

Aldrich (Germany). 

 

2.2. Determination of Cytotoxic Activity 

 

At a density of 2 × 103 cells/ml in the culture medium, 

SH-SY5Y cells were seeded in 96-well plates. Cells 

were exposed to various chemotherapeutic drug 

concentrations (ranging from 0.0025 μM to 100 μM) 

after a 24-h incubation period prior to treatment. 

Cisplatin, cyclophosphamide, nivolumab, cetuximab, 

and gemcitabine used in the study were obtained from 

MCE (Sweden). Cells were incubated for 24 h at 37°C 

in a humidified 5% CO2 atmosphere, either with 

chemotherapeutic drugs or as controls. Crystal violet 

solution (0.5% concentration, in 50% methanol) was 

added to the medium after incubation. The plates were 

incubated for 10 min at room temperature, washed 

with water, and the adsorbed dye was eluted with Na-

citrate (0.1 M Na-citrate in 50 percent ethanol, pH 

4.2). At 600 nm, the absorbance, a measure of cell 

viability, was taken. Viable cell was expressed as the 

percentage of viable cells compared to control cells 

[23]. 

 

2.3. RNA Isolation and RT-PCR 

 

The innuPREP RNA Mini Kit 2.0 (Analytic Jena 

GmbH, Germany) was used to extract RNA from SH-

SY5Y cells in accordance with the manufacturer’s 

recommendations. The NanoDrop 1000 

spectrophotometer (MaestroNano Micro-volume 

Spectrophotometer, USA) was used to measure the 

quantity and quality of RNA. The Easy Script cDNA 
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Synthesis Kit (ABM, Canada) was utilized to create 

cDNA. The gene-specific primer sequences used in 

the study are given in Table 1. RT-PCR was carried 

out using the CFX96 Touch Real-Time PCR 

Detection System (Bio-Rad, Dubai) and KiloGreen 

2X qPCR Master Mix (ABM). β-actin was used as a 

control gene [24]. 

 
Table 1. Primer sequences of human genes associated 

with apoptosis 

Gene Primer sequence 

ACTB F TCCTCCTGAGCGCAAGTACTC 
R CTGCTTGCTGATCCACATCTG 

Bax F AGAGGATGATTGCCGCCGT 

R CAACCACCCTGGTCTTGGATC 

Bcl-2 F ATGTGTGTGGAGAGCGTCAACC 

R TGAGCAGAGTCTTCAGAGACAGCC 

p53 F ATCTACAAGCAGTCACAGCACAT 

R GTGGTACAGTCAGAGCCAACC 

 

2.4. V/PI Staining for the Identification of 

Apoptotic Cells 

 

2 × 105 cells were plated in 6-well dishes to identify 

apoptotic cells. After 24 h of incubation, the cells 

were exposed to the half-maximal inhibitory 

concentration (IC50) of the tested drugs. Cells were 

harvested after 24 h and then treated with Annexin V-

EGFP Apoptosis Detection Kit (BioVision, USA) in 

accordance with the manufacturer’s instructions. 

Counting of cells was done using a NanoEnTek 

(USA) Arthur Novel Fluorescence Cell Counter. 

Calculations were made to determine the proportion 

of necrotic and apoptotic cells relative to the total cell 

population. A positive control for apoptosis was 

hydrogen peroxide (H2O2) [25]. 

 

2.5. Statistical Analysis 

 

Minitab 13 statistical software was used to conduct 

the statistical analysis. The mean and standard 

deviation (SD) of independent experimental sets were 

used to express all results. The value needed for 

statistical significance was set at p < 0.05 when 

making comparisons between groups using the 

Student’s t-test. 

 

3. Results and Discussion 

 

Neuroblastoma, a clinically heterogeneous pediatric 

cancer of the sympathetic nervous system, is the most 

common childhood tumor [14]. Although 

neuroblastoma has a high morbidity and mortality 

rate, it can sometimes disappear spontaneously [6]. 

Therefore, it shows a heterogeneous malignancy 

ranging from long-term survival to a high risk of 

death [26]. Mortality analyzes performed in high-risk 

groups have shown little success despite intensive 

multimodal therapy [27]. This lack of success can be 

explained by the fact that the etiology of the disease 

is not fully explained and it has a significant 

heterogeneity in its pathophysiology [28]. The high-

risk group has the worst prognosis, and the disease 

may metastasize to various organs [27]. 

Chemotherapy and immunotherapeutic drugs are used 

in the treatment of the disease. All these drugs show 

beneficial effects on neuroblastoma symptoms. 

However, the treatment of the disease is limited due 

to the side effects of these drugs and the development 

of resistance to the drugs used [29], [30]. Thus, it is 

essential to identify novel therapeutics that can be 

applied to the management of neuroblastoma and to 

investigate their outcomes. Since drug development 

stages are challenging and risky processes, it is 

important to test the usability of various clinically 

approved therapeutics for the treatment of 

neuroblastoma. In the present study, the cytotoxic and 

apoptotic effects of five different drugs approved by 

the US Food and Drug Administration (FDA), which 

are used in various cancer treatments, on 

neuroblastoma cells were comparatively investigated. 

Cisplatin and cyclophosphamide were used as 

references because these drugs are the backbone of 

current clinical protocols for the treatment of 

neuroblastoma. 

Investigation of drug candidates and/or drugs 

on cancer cells has become the primary strategy for 

discovering anti-cancer agents. For this reason, the 

effects of these drugs, which are effective on various 

cancer cells, on the viability in SH-SY5Y cells were 

determined and IC50 values were calculated in the 

present study. In all chemotherapeutic drug groups, 

the cell viability seemed to decrease with increasing 

drug concentration. The IC50 values of cisplatin and 

cyclophosphamide used in the treatment of 

neuroblastoma were determined as 10.91 µM and 

0.54 µM, respectively (Table 2). These values are in 

agreement with the ones reported by several studies 

in the literature. For instance, in a study conducted to 

investigate the intracellular mechanisms of 

neurotoxicity of platinum drugs, the effect of cisplatin 

on SH-SY5Y neuroblastoma cell line was examined, 

and the IC50 value of cisplatin was calculated as 15 

µM [31]. In another study investigating the effect of 

cyclophosphamide on the cell viability and tumor 

progression of neuroblastoma cell line, it was shown 

that the IC50 value was 0.602 µM and that the drug 

caused antiproliferative effects [32]. Based on the 

IC50 value results in the present study, it can be 
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suggested that cyclophosphamide has more toxic 

effect on SH-SY5Y cells compared to cisplatin. 

The IC50 values of nivolumab, cetuximab, 

and gemcitabine, which are clinically approved for 

the treatment of other cancer types, were calculated as 

30.26 µM, 4.74 µM, and 0.036 µM, respectively 

(Table 2). It was observed in a study that the 

inhibitory effect of nivolumab on ovarian cancer cells 

increased in a dose-dependent manner and that 

nivolumab at a concentration of 20 µM could play a 

synergistic antitumor role with cisplatin in ovarian 

cancer cells [33]. However, in the literature, there is 

no study regarding the antiproliferative activity of 

nivolumab in SH-SY5Y cells. On the other hand, in a 

study on the efficacies of several drugs, including 

cetuximab, and their combinations in eight different 

lung cancer cell lines with different genetic 

characteristics, the IC50 value of cetuximab in these 

cell lines was found at concentrations ranging from 

0.05 μM to 12 μM [34]. In another study, the IC50 

value of cetuximab in four different 

rhabdomyosarcoma cell lines was determined to be at 

concentrations ranging from 4.7 μM to 9.1 μM [35]. 

In a study investigating the effect of disulfiram and 

copper complex, which is used as a radiosensitizing 

anticancer agent, on cell cycle regulation, it was 

shown that approximately 50% of the SH-SY5Y cells 

treated with 40 nM gemcitabine did not survive [36]. 

Taken together, among the chemotherapeutic drugs 

tested in the present study, gemcitabine exhibited the 

most cytotoxic effect on neuroblastoma cells. 

Apoptosis plays a strategic role in cancer 

treatment because one of the most important 

distinguishing features of cancer is avoidance of 

apoptosis. Mutations in various genes can occur in 

cancer cells. For this reason, it is important to know 

through which pathway chemotherapeutic drugs 

designed to induce apoptosis act in order to destroy 

cancer cells. In general, the pathway inhibited in 

cancer cells is the intrinsic pathway. Overexpression 

of Bcl-2 and loss of Bax are ways that cancer cells 

avoid apoptosis. In addition, these cells ensure that 

the tumor suppressor gene p53, which regulates Bax, 

is inhibited [37]. 

 
Table 2. The cytotoxic effects of five different drugs on 

neuroblastoma cell line (SH-SY5Y) 

Drug IC50 (µM), mean ± SD 

Cisplatin 10.91 ± 2.23 

Cyclophosphamide 0.54 ± 0.13 

Nivolumab 30.26 ± 6.27 

Cetuximab 4.74 ± 1.09 

Gemcitabine 0.036 ± 0.009 

 

The mRNA expressions of Bcl-2, Bax and 

p53 genes in SH-SY5Y neuroblastoma cells treated 

with cisplatin, cyclophosphamide, nivolumab, 

cetuximab, and gemcitabine were normalized with β-

actin mRNA expression. As compared to the control 

group, treatment of SH-SY5Y cells with the 

chemotherapeutic drugs examined in the current 

study increased the expression of p53 mRNA; the 

increase in expression level was statistically 

significant for cisplatin, cyclophosphamide, 

cetuximab, and gemcitabine (4.53-fold, 4.57-fold, 

3.43-fold, and 5.40-fold, respectively) but not for 

nivolumab (Table 3). The highest increase in p53 

mRNA expression was observed after gemcitabine 

treatment. In contrast, all the chemotherapeutic drugs 

tested in the present study decreased the Bcl-2 mRNA 

expression compared to the control group; the 

decrease in expression level was statistically 

significant for cisplatin, cyclophosphamide, 

nivolumab, and gemcitabine (3.60-fold, 2.08-fold, 

4.00-fold, and 3.95-fold, respectively) but not for 

cetuximab (Table 3). In addition, compared to the 

control group, the relative Bax mRNA level was 

statistically increased in SH-SY5Y cells treated with 

cisplatin, cyclophosphamide, nivolumab, cetuximab, 

and gemcitabine (3.07-fold, 5.58-fold, 2.23 fold, 

4.47-fold, and 6.02-fold, respectively) (Table 3). 

 

 
Table 3. Expression levels of Bax, Bcl-2 and p53 genes after five different drugs treatment 

Drug Bax Bcl-2 p53 

Cisplatin 3.07 ± 0.28* −3.60 ± 0.03* 4.53 ± 0.83* 

Cyclophosphamide 5.58 ± 0.72* −2.08 ± 0.08* 4.57 ± 0.12* 

Nivolumab 2.23 ± 0.24* −4.00 ± 0.14* 1.94 ± 0.04 

Cetuximab 4.47 ± 0.45* −1.74 ± 0.02 3.43 ± 0.50* 

Gemcitabine 6.02 ± 0.68* −3.95 ± 0.62* 5.40 ± 0.65* 

*Significantly different from respective control value for each gene (p < 0.05). 

 

The percentage of apoptotic cells over the 

total cell population was calculated in the Novel 

Fluorescence Cell Counter after the neuroblastoma 

cells were stained with Annexin V/PI to determine 

whether they underwent apoptosis after being 

treated with drug. Apoptotic cell rates were 21%, 

12%, 16%, 10%, and 39% after IC50 dose 

treatment of cisplatin, cyclophosphamide, 
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nivolumab, cetuximab, and gemcitabine, 

respectively (Figure 1). Among all drug groups, the 

greatest increase in apoptosis was seen in the cells 

treated with gemcitabine compared to the control 

group.

 

 

Figure 1. Apoptosis assay in SH-SY5Y cells after cisplatin, cyclophosphamide, nivolumab, cetuximab, and 

gemcitabine treatment. H2O2 was used as a positive control for cells 

 

In a study investigating possible 

mechanism of cisplatin and nivolumab on 

platinum-resistant ovarian cancer cells, it was 

shown that these two drugs decreased Bcl-2 protein 

expression level but increased Bax protein 

expression level and that 50 µM cisplatin and 50 

µM nivolumab induced apoptosis at a rate of 

42.67% and 40.73%, respectively [33]. It was 

reported that p53 had an important role in cisplatin-

induced apoptosis in neuroblastoma and renal 

tubular cells [38], [39]. Álvarez-León et al. showed 

that cyclophosphamide exhibited ~35% apoptotic 

induction and caused an increase in the apoptotic 

index Bax/Bcl-2 ratio, which is an indicator of 

caspase pathway activation in neuroblastoma cell 

line [32]. Moreover, gemcitabine was reported to 

induce p53-dependent apoptosis associated with 

proapoptotic proteins such as PUMA and Bax in 

pancreatic cancer cells [40], and cetuximab was 

revealed to promote apoptosis in head and neck 

squamous cell carcinoma cell lines [41]. 

 

4. Conclusions 

 

Neuroblastoma, a disease with a high morbidity 

and mortality rate, originates from neural crest cells 

and is classified as an embryonal neuroendocrine 

tumor. Due to the serious side effects of the 

chemotherapeutic and immunotherapeutic drugs 

used in the treatment and the development of 

resistance to the drugs used, scientists and 

pharmaceutical companies have started to search 

for new drugs. However, due to the complex nature 

of the nervous system and the difficulty of drug 

development stages, it has revealed the necessity of 

in vitro drug screening with clinically approved 

drugs in the treatment of various cancer types. In 

conclusion, in the present study, it was determined 

that some cancer drugs (cisplatin, 

cyclophosphamide, nivolumab, cetuximab, and 

gemcitabine) have antiproliferative and apoptotic 

effects on SH-SY5Y neuroblastoma cells. 
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Gemcitabine was found to be more effective than 

the other four drugs in reducing cell viability and 

tending to apoptosis in neuroblastoma cells. 

However, it is recommended that further studies 

that will elucidate the mechanism of action of 

gemcitabine are necessary to contribute to the 

treatment of neuroblastoma. 
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Abstract 

This study examines the controllability issue pertaining to the main road with a single 

on-ramp segment within the context of freeway traffic flow. In this regard, a finite-

dimensional nonlinear model is formulated by integrating variable speed limit (VSL) 

and ramp metering (RM) techniques with the controllability property of the system 

derived under continuous VSL and RM controllers. This allows us to simultaneously 

control the density of the main line and reduce the queue density of the merging 

sector.  In the numerical experiment, numerical simulations are conducted on  a 

sample model of a main road to investigate the null controllability of the system and 

validate the theoretical findings. The numerical findings suggest that it is possible to 

achieve a consistent queue length for the on-ramp section through the 

implementation of suitable VSL and RM controls. Therefore, the primary 

accomplishment of this study is to effectively regulate the traffic flow on the main 

road segment by managing the density of vehicles within a specified timeframe while 

also considering the queue density of the on-ramp section.  

 
 

 
1. Introduction 

 

Increasing mobility has been a challenging and 

interesting task in the last decade to provide service 

and maintenance in urban regions. Hence, with the 

growing needs of mobility, intelligent transportation 

systems (ITS) become an important topic in 

transportation research. The tools, together with 

applications such as dynamic traffic signaling, RM, 

VSL, vehicle navigation systems, cooperative 

driving, and so on, are the major parts of ITS that 

increase the quality of mobility and the level of safety. 

On the freeway, it is crucial to maintain the traffic 

flow without building unnecessary road structures 

like extra road lanes or ramps. For this reason, various 

constructions and techniques are provided for 

building effective control strategies to increase the 

safety factor and, on the other hand, decrease traffic 

on the road [1]. As an example, various coordinated 

RM approaches are investigated in [2]. Model-

predictive control approaches have also been 
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emerging for optimal coordination of VSL and RM. 

The integrated free-way traffic flow management 

scheme is applied in [3] by means of VSL to design 

an optimal model of controlling freeway traffic flow 

with minimum travel time in the network. Several RM 

algorithms have been used to manage the inputs to 

freeways from entry ramps in an effort to reduce 

peak-hour congestion on the roads. In [4], a freeway 

system made up of an entry/exit ramp and a highway 

segment is examined as a ramp control problem to 

reduce the overall system time on the freeway. 

Sometimes, VSLs and RM solutions frequently fall 

short of the anticipated outcomes when dealing with 

the merging zone of a freeway or managing heavy 

traffic demand due to poor traffic information transfer 

and the inability to actively control vehicles. An 

integrated technique for controlling traffic flow in the 

expressway merging region is suggested in order to 

increase traffic efficiency [5]. 

In a variety of traffic flow models, [6] uses ramp 

control frameworks via cell transmission. In recent 

https://dergipark.org.tr/tr/pub/bitlisfen
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years, RM and VSL controls have been used for 

different purposes, such as robust control [7], 

feedback control [8], optimal control [9], and so on. 

In the context of the controllability of traffic models, 

we refer to [10] for studying the controllability 

problem of traffic network models from the optimal 

control point of view. The exact boundary 

controllability problem is considered in [11] for the 

class of non-local conservation laws that control the 

traffic flow of the given system. Moreover, a novel 

methodology is developed in [12] for investigating 

the problem of controllability on a free-way traffic 

model by means of knowledge of routing and arcs. A 

controllability problem is studied in [13] for complex 

networks under both propagation/spill-back dynamics 

and drivers’ behavior by means of route selection. 

In this work, we investigate the controllability 

problem of a main road with one on-ramp sector in 

the freeway traffic flow. Roughly speaking, the 

concept of controllability means investigating 

whether it is possible to derive the solution of the 

given control system to a desired final state at the final 

time by means of a control [14]. More precisely, if 

any given final target is exactly achieved by a suitable 

control, then the system becomes exactly 

controllable. On the other hand, there are two more 

concepts of controllability: the system becomes null 

controllable whenever the solution hits zero at the 

final time [15], [16], and the system becomes 

approximate controllable whenever the solution 

nearly achieves the given final input at the terminal 

time [17]. These notions coincide in finite-

dimensional space. This is because the only subspace 

that is dense in finite-dimensional space is the whole 

space itself. However, this is not the case in infinite-

dimensional spaces. Here, we study the finite-

dimensional controllability problem in freeway traffic 

flow with ramp dynamics. In this regard, we build a 

finite-dimensional control system via VSL control 

and RM control by applying the conservation law and 

Newtonian physics law on the main road as well as 

taking into account the ramp dynamics of the on-ramp 

sector. Once we establish the traffic model on the 

main road, we prove that the system is always 

controllable by means of continuous VSL and RM 

controllers. 

Hence, the main contributions of the study could be 

briefly highlighted as follows:  

 A road model is proposed, along with 

parameters and descriptions related to the 

mainstream and road dynamics. 

 Controllability property is obtained for the 

main road with one on-ramp segment in the 

freeway traffic flow.  

  A special case is regarded as a null 

controllability problem for controlling the 

mainstream density at critical levels and 

reducing the queue length of the on-ramp 

segment at any given final time by a 

continuous controller. 

 A consistent queue length for the on-ramp 

segment and a controlled mainstream density 

are determined through numerical 

simulations conducted on a sample model of 

a main road within a specified time frame.   

This study is presented as follows. Firstly, several 

notions and theorems are provided in section 2. In this 

part, the idea of controllability for finite-dimensional 

systems is explained, and the Kalman rank condition 

is given as a necessary and sufficient condition for the 

controllability property of linear finite-dimensional 

systems. Later, we state the problem in section 3, 

where the road model is proposed together with a 

nonlinear control system designed by means of VSL 

and RM controls. Here, the property of controllability 

is derived for the traffic model, and the existence of a 

continuous controller is proven for the system. In 

section 4, numerical experiments are conducted on a 

sample main road model, and the null controllability 

property of the system is numerically derived by 

means of VSL and RM controls. Finally, the paper 

concludes with further remarks and future work in 

section 5. 

 

2. Material and Method 

 

In this part, we provide several notions and theorems, 

some of which are novel in the context of matrix 

theory. Here, we mainly concentrate on the following 

control model: 

 

  𝑥′(𝑡)  =  𝐴𝑥(𝑡)  +  𝐵𝑢(𝑡)  +  𝑤(𝑡),                (1) 

with the standard assumption that 𝑤(𝑡) is continuous 

in [0, 𝑇] where 𝑇 >  0 stands for a final time and the 

linear part is provided by means of the real matrices 

𝐴, 𝐵 of reasonable dimensions 𝑛 ×  𝑛, 𝑛 ×  𝑚 with 

𝑛 ≥  𝑚.  
On the other hand, the control model (1) is the 

perturbed version of the following finite-dimensional 

control system: 

     𝑥′(𝑡)  =  𝐴𝑥(𝑡)  +  𝐵𝑢(𝑡).                               (2)  
Now, we define the notion of controllability for the 

model (1) in two directions:  

Definition 1. ( Exact Controllability)  

The system (1) is exactly controllable in finite time 

𝑇 if for each 𝑡0 ∈  [0, 𝑇] and arbitrary initial and 

final state 𝑥0, 𝑥1 ∈  ℝ𝑛, one can find a control input 

𝑢(·): [𝑡0, 𝑇] →  ℝ𝑚 in such a way that the solution 

𝑥(𝑡) hits the target at the given time 𝑇, i.e., 𝑥(𝑇) =
 𝑥1. 

 

Definition 2. ( Null Controllability)  
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The system (1) is null controllable in finite time 𝑇 if 

for each 𝑡0 ∈  [0, 𝑇] and arbitrary initial  𝑥0 ∈  ℝ𝑛,  

one can find a control input 𝑢(·): [𝑡0, 𝑇] →  ℝ𝑚 in 

such a way that the solution 𝑥(𝑡) satisfies 𝑥(𝑇) =  0. 

 

Theorem 1. (Duality of Controllability in ℝ𝑛)  

In ℝ𝑛, the concepts of null controllability and exact 

controllability are equivalent. 

 

The last theorem comes from the fact that the only 

affine subspace of ℝ𝑛 is the whole space itself. Next, 

we define Kalman rank criteria [18] for the linear 

control system (2):  

Theorem 2. (Kalman Rank Condition [18])  

The continuous time system (2) becomes 

controllable whenever the following rank condition 

satisfies  

𝑟𝑎𝑛𝑘[𝐵;  𝐴 𝐵; 𝐴2𝐵; · · · ;  𝐴𝑛−1𝐵] =  𝑛.            (3) 

 

Now, we provide the following result [19]: 

 

Theorem 3. (Controllability of Perturbed System 

[19]) 

The control system (1) is controllable if Kalman rank 

condition is satisfied and the function 𝑤(𝑡) is 

continuous and bounded in (0, 𝑇). More precisely, if 

𝑤(𝑡) is bounded and continuous in a given domain, 

then, the perturbed system (1) is controllable on that 

domain. In addition, we have the following result: 

 

Corollary 1. (Existence of Continuous Controller 

[19]) 

There exists a continuous controller that makes the 

perturbed control system (1) controllable. 

 

In the following sections, we investigate the problem 

of controllability on the main road with one on-ramp 

section to control the traffic flow in the mainstream. 

Since the concept of exact controllability coincides 

with the null controllability notion, we build the first-

order continuous time system on the traffic density of 

the main road and on-ramp section in order to control 

the traffic flow both ways. 

 
3. Controllability of Main Road with On-ramp 

Segment 

 

In this section, we study the freeway composed of the 

main road and an on-ramp segment. Firstly, we start 

by proposing the road model and all related 

parameters that would be used to build the first-order 

nonlinear continuous time system. Then, we derive 

the controllability result from that system by applying 

the Kalman rank condition. Lastly, we investigate an 

application of the main result. 

 

3.1. Road Model 

 

In this part, we study a road model with a main road 

and an on-ramp shown in Figure 1. In this road model, 

we assume that the flow from the on-ramp sector is 

continuous, which means that there is no traffic 

congestion on the on-ramp section. More precisely, 

the function is assumed to be continuous in time. 

 

Figure 1. The free-way consisting of the main road with 

an on-ramp sector. 

 

Define the following parameters for this road model: 

 𝜌(𝑡) as the density of the main road at the 

time 𝑡.  

  𝑞0(𝑡) and 𝑞𝑓  (𝑡) as the number of vehicles 

coming from the initial road segment (Start) 

into the main road and the main road into the 

final road segment (End) at a time 𝑡 

respectively.  

 ℓ(𝑡) as the queue length of the on-ramp 

segment at the time 𝑡.  
  𝑞𝑅𝑀(𝑡) as the number of vehicles entering 

from the on-ramp into the main road at the 

time 𝑡 respectively.  

  𝑟(𝑡) as the number of vehicles entering the 

on-ramp at a given time 𝑡.  

  𝐿 and 𝜆 as the length and the number of lines 

of the main road, respectively. 

From the conservation law, we have  

𝜌′(𝑡) =  
 𝑞0(𝑡)– 𝑞𝑓(𝑡) +  𝑞𝑅𝑀(𝑡)

𝜆 𝐿
  .                      (5) 

The linear car-following model is widely used in 

traffic flow models, which simply depend on 

Newtonian physics laws. In this regard, the speed and 

the density are related and represented as the 

following piecewise function [20]:  

𝑣(𝜌) = {

𝑣𝑓 ,                         𝜌 < 𝜌𝑐

𝐶(
1

𝜌
−  

1

𝜌𝑚
), 𝜌 ≥ 𝜌𝑐

 

where 𝜌𝑐 and 𝜌𝑚 represent critical density and 

maximum density of the traffic flow on the road, 
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respectively, and 𝐶 is a sensitive constant [20]. 

Hence, by using 𝑞(𝜌)  =  𝑣 𝜌, one can get the 

following flow-density relationship: 

𝑞(𝜌) = {

𝑣𝑓𝜌 ,                         𝜌 < 𝜌𝑐

𝐶(1 −  
𝜌

𝜌𝑚
), 𝜌 ≥ 𝜌𝑐

 

Define,  𝑒(𝑡)  =  𝜌(𝑡)  −  𝜌𝑐, then the flow dynamics 

for the congested state becomes 

    𝑞𝑓 = 𝐶 (1 −  
𝑒(𝑡)+ 𝜌𝑐 

𝜌𝑚
 )                                    (6) 

By using (5) and (6), we finally have the following 

first-order nonlinear differential system for the 

proposed road model: 

𝑒′(𝑡) =  
𝑞0(𝑡) +  𝑞𝑅𝑀(𝑡)

𝜆𝐿
 −  

𝐶

𝜆𝐿
 (1 −  

𝑒(𝑡)+ 𝜌𝑐 

𝜌𝑚
 )      (7) 

with the ramp dynamics 

                  ℓ′(𝑡)  =  𝑟(𝑡) − 𝑞𝑅𝑀(𝑡).                          (8) 

To control the solutions of (7) and (8) together, we 

utilize VSL control as well as RM control in the 

following sense: 

𝑢𝑉𝑆𝐿(𝑡) = 𝑞0(𝑡) − 𝐶(1 −  
𝜌𝑐

𝜌𝑚
), 

𝑢𝑅𝑀(𝑡) = 𝑞𝑅𝑀(𝑡). 

Now, we concentrate on the following finite-

dimensional control system:  

           𝑥′(𝑡) =  𝑨𝑥(𝑡) +  𝑩𝑢(𝑡) +  𝒘(𝑡),         (9) 

where 

𝑥(𝑡) =  (
𝑒(𝑡)

ℓ(𝑡)
) , 𝑢(𝑡) = (

𝑢𝑉𝑆𝐿(𝑡)

𝑢𝑅𝑀(𝑡)
) , 𝒘(𝑡) = (

0

𝑟(𝑡)
) 

𝑨 =  (

𝐶

𝜆𝐿𝜌𝑚
0

0 0

) ,     𝑩 =  (
1

𝜆𝐿

1

𝜆𝐿
0 −1

) 

In the following section, we investigate the problem 

of controllability on a nonlinear first-order system (9) 

and obtain the main result of this work. 

3.2. Controllability  

 

In this part, we study the controllability problem for 

the control system (9) as follows:  

Given any initial state 𝑥0 ∈  ℝ2 and final state 𝑥𝑓 ∈

 ℝ2 , is it possible to find a control input 𝑢(𝑡) ∈

 𝐶(𝑡0, 𝑡𝑓)
2
  that is the space of continuous functions 

defined in (𝑡0, 𝑡𝑓) such that the solution of the 

system (9), 𝑥(𝑡) satisfies 𝑥(𝑡𝑓) =  𝑥𝑓 . For this 

controllability problem, we prove the following main 

result of the paper: 

 

Theorem 4. (Main Result) 

The system (9) is exactly controllable with 

continuous controllers 𝑢𝑉𝑆𝐿(𝑡) and 𝑢𝑅𝑀(𝑡). 

Proof:  Since traffic flow on the on-ramp sector is 

continuous on time,  𝒘(𝑡) becomes continuous and 

bounded on time 𝑡, which provides that the 

controllability problem of the system (9) becomes the 

controllability problem of a perturbed version of the 

following linear control system:                

                 𝑥′(𝑡) =  𝑨𝑥(𝑡) +  𝑩𝑢(𝑡),                     (10) 

according to Theorem 3. Hence, it suffices to check 

the Kalman rank condition for the system (10) 

according to Teorem 2. Since,  

𝐴 × 𝐵 =  (
𝐶

𝜆2𝐿2𝜌𝑚

𝐶

𝜆2𝐿2𝜌𝑚

0 0
), 

which makes 

𝑑𝑒𝑡[𝐵 𝐴𝐵] = 𝑑𝑒𝑡 |
1

𝜆𝐿

1

𝜆𝐿
0 −1

   

𝐶

𝜆2𝐿2𝜌𝑚

𝐶

𝜆2𝐿2𝜌𝑚

0 0

| =

=  𝑑𝑒𝑡 |
1 0
0 1

   
0 0
0 0

|  =   2. 

Hence, the Kalman rank condition is satisfied for the 

system (10) which implies that the system (9) is 

exactly controllable. This concludes the proof.  

                                                                                  
3.3. An Application      

                                                                                                                 

As an application of Theorem 4, under any given 

initial data, this result provides 𝑒(𝑡𝑓) =  𝜌(𝑡𝑓)– 𝜌𝑐 =

 0 and ℓ(𝑡𝑓) =  0 under the suitable choice of 

continuous VSL control and RM control, which is 

simply the property of null controllability of the 

system as a result of Teorem 1. As a result,  the null 

controllability issue, which is the special class of 

exact controllability, provides a way to manage the 

mainstream density at a critical level and to reduce the 

queue length of the on-ramp segment by VSL and RM 

continuous controllers at any given final time.  

 

4. Numerical Results 

 

This section presents numerical simulations 

conducted on a sample road model in order to provide 

numerical validation for the primary finding of the 

study. In this regard, we consider the problem of null 

controllability on a main road with a length 𝐿 = 100 , 
consisting of  𝜆 = 4 number of lines. Moreover, we 

assume a sensitivity constant C = 800 and a maximum 

road density 𝜌𝑚 = 2.  Finally, we consider the 

number of vehicles entering the on-ramp at time 𝑡 as 

a nonlinear function, 𝑟(𝑡) = 𝑡2 . Hence, we have the 

following nonlinear system:                         (
�̇�(𝑡)

ℓ̇(𝑡)
)  = 

(
1 0
0 0

) (𝑒(𝑡)
ℓ(𝑡)

)  + 

+ (
1

400

1

400

0 −1
) (𝑢𝑉𝑆𝐿(𝑡)

𝑢𝑅𝑀(𝑡)
) + ( 0

𝑡2),                      (11) 

 

In the context of this particular system, we address the 

issue of null controllability pertaining to the road 

model within a time span of one hour as follows: 

given (𝑒(0)
ℓ(0)

) =  (𝑒−1
0

), find VSL and RM controls 
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(𝑢𝑉𝑆𝐿(𝑡)
𝑢𝑅𝑀(𝑡)

) such that the solution of the above system  

satisfies (𝑒(1)
ℓ(1)

) = (0
0
).  In this particular problem, the 

constant 𝑒 represents Euler's number, while the 

variable time 𝑡 is defined within the interval of 0 and 

1. Furthermore, we make the initial assumption that 

there is an absence of traffic congestion by letting 

ℓ(0) = 0.  

 

 

 
Figure 2. Five distinct VSL and RM control models 

numerically implemented to achieve the null 

controllability of the system (11) within a time span of 

one hour. 

 

According to Theorem 4, it can be deduced that the 

system (11) fulfills the Kalman rank condition, 

thereby establishing the theoretical basis for the null 

controllability of the system (11). On the other hand, 

in this study, we evaluate and conduct simulations on 

five distinct VSL and RM control models in order to 

ascertain their effectiveness in achieving the null 

controllability outcome, depicted in Figure 2 and 

Figure 3. These analyses are performed using the 

MATLAB R2021b version toolbox. 

 

 
Figure 3. The numerical  solutions of the system (11) 

under five different VSL and RM controls over a duration 

of one hour. 

 

Figure 2 depicts the computed numerical values of 

VSL and RM controls over the course of one hour. 

These parameters are numerically implemented in the 

system (11) and their corresponding solutions are 

shown in Figure 3 as traffic flow density 𝑒(𝑡) and 

queue length ℓ(𝑡) over the course of one hour.  

In these numerical simulations illustrated in Figure 2 

and Figure 3, we derive the fact that the green curves 

establish the null controllability of the system. In 

other words, numerical results show that the solution 

of the system (11) under the   𝑢𝑉𝑆𝐿
5  and 𝑢𝑅𝑀

5  controls 

 provides 𝑒(1) = 0 and ℓ(1) = 0 in the final round. 

This outcome signifies the null controllability of the 

system (11). 

 

5. Conclusion  

 

This study focuses on the issue of controllability 

within the traffic model, which comprises a single 

main road and an on-ramp sector. The controllability 

is achieved through the implementation of continuous 

VSL control and RM control strategies. This work 

demonstrates that by implementing appropriate VSL 
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and RM controls, it is possible to effectively manage 

the main road density at its critical level while 

simultaneously reducing the queue length in the on-

ramp segment. Theoretical findings are enhanced by 

conducting numerical simulations on a sample main 

road model. In this study, the concept of null 

controllability is derived through the implementation 

of VSL and RM controls. The numerical results 

indicate that it is feasible to maintain a constant queue 

length for the on-ramp segment by implementing 

appropriate VSL and RM controls. This can be 

achieved while also ensuring that the density of 

vehicles on the main road remains at the critical level 

within a specified time frame. As a future work, It 

would be an interesting and motivating attempt to 

focus on the controllability problem of a more general 

integrated traffic system where the road model 

consists of 𝑁 number of main roads with 𝑁 number 

of on-ramp segments for 𝑁 >  1. 
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Abstract 

In this study, a simple thermoacoustic refrigerator system experiment set was 

established by using the design parameters in accordance with the relevant literature. 

In the experimental setup, a loudspeaker was used as an acoustic power source, and 

a suitable frequency value was determined for the system. Three kinds of stack 

materials with different thermal conductivity coefficients, respectively, mylar, 

cotton, and glass wool, were placed in the resonance tube. The temperature values at 

both ends of the stack material were measured by placed temperature gauges. In the 

measurements made within the same time period, the temperature differences were 

measured as 5.2°C for mylar, 4.7°C for cotton, and 4.3°C for glass wool, 

respectively. It was determined that the highest temperature difference was in the 

mylar material. 
 

 

1.Introduction 

 

Refrigerators are used in almost all areas. 

Hydrofluorocarbons (HFC) and chlorofluorocarbons 

(CFC) found in refrigerants used in conventional 

refrigerators cause harmful environmental effects 

such as thinning and perforation of the ozone layer. 

Therefore, taking harmful environmental effects into 

account is becoming more and more important in the 

design and development of cooling systems. In order 

to eliminate the harmful effects of refrigerants on the 

environment, research efforts are more focused on the 

development of environmentally friendly refrigerants 

and alternative cooling technologies. One of the 

alternative cooling technologies is thermoacoustic 

refrigerating (TAR), which produces cooling from 

sound. Devices that cool by using acoustic energy are 

called thermoacoustic coolers. The basic principle in 

thermoacoustic coolers is the thermoacoustic effect 

resulting from the interaction between the solid 

surface and the compressed fluid. The power of the 

TAR system depends on the power of the sound 

                                                            

*Corresponding author: nduman@cumhuriyet.edu.tr             Received: 22.03.2023, Accepted: 14.09.2023 

waves that create vibrational motion within the 

molecules of the working fluid.  

TAR systems can be thermally or electrically 

operated. The first is driven by heat energy, while the 

second is driven by the compressor. Thermoacoustic 

systems working with thermal energy are used for 

cryogenic cooling and ambient cooling. The purpose 

of cryogenic thermoacoustic cooling is to achieve the 

lowest possible temperature, while the TAR of the 

other is to achieve the highest cooling effect. In 

conventional cooling systems, the necessary working 

pressure is provided by the compressor, while the 

required working pressure in TAR systems, 

loudspeakers producing sound energy, etc., is 

supplied with components. One of the positive effects 

of TAR systems on the environment is that they can 

also work with atmospheric air. However, the use of 

air as a refrigerant gas causes a slight decrease in the 

cooling effect compared to the use of helium and 

hydrogen [1]. 

The only disadvantage of the TAR system 

compared to conventional mechanical vapor 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1268718
https://orcid.org/0000-0002-9926-8511
https://orcid.org/0000-0003-3951-6138
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https://orcid.org/0000-0003-3680-0862
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compression systems is that it has a lower coefficient 

of cooling effect. On the other hand, it has advantages 

such as the absence of moving parts, the use of 

working fluids that are not harmful to the 

environment, such as argon and helium, and being 

safer. In addition, this cooling system also protects the 

ecosystem by transferring energy from economic 

sources such as waste heat and solar energy. 

The discovery of acoustic cooling dates back 

about 250 years. The observations made by Higgins 

[2] in 1777 are the first records of heat-induced 

oscillations, as Putnam and Dennis (1956) 

highlighted. Higgins [3] conducted experiments with 

an open glass tube in which acoustic oscillations were 

stimulated by the appropriate placement of a 

hydrogen flame, the so-called “singing flame”. The 

concept of thermoacoustics was first used by 

Sondhauss (1850) and entered the literature. Later, 

Rayleigh (1878 and 1945) called this phenomenon the 

“thermoacoustic effect”. About 20 years later, Rott et 

al. derived linear equations based on thermo-acoustic 

theory and presented their solutions in their article [4], 

[5]. 

A thermoacoustic cooling system consists of 

four basic components: a stack, hot and cold end heat 

exchangers, a resonance tube, and an acoustic source 

[6]. The heat energy is carried over the stack, which 

is the heart of the acoustic system. The stack is a solid 

component that contains pores, and its purpose is to 

cause the working fluid to oscillate when in contact 

with the solid walls. A temperature distribution 

occurs on the stack due to the heat carried from one 

end to the other by the operation of the acoustic 

source. With the heat exchangers mounted at both 

ends of the stack, cooling is done by utilizing the 

decreasing temperature of the stack, and waste heat is 

given to the outside from the heat exchanger on the 

side with an increasing temperature. The stack of a 

thermoacoustic cooler system without heat 

exchangers is called a thermoacoustic couple [7]. As 

a result of the interaction between the solid surface of 

the stack and the gas parcels, a temperature gradient 

is formed across the stack. The stack or couple 

temperature difference (ΔTs) occurs from the hot end 

close to the pressure antinode to the cold end away 

from the pressure antinode. Understanding the basic 

thermoacoustic process that occurs in thermoacoustic 

couples is crucial for the design and development of 

thermoacoustic devices. 

Experimental studies of thermoacoustic 

couples (TAC) usually indicate the temperature 

difference from one end to the other. The 

thermoacoustic temperature couple forming the basis 

of the thermoacoustic system TAC was first 

introduced by Wheatley et al. [8]. In their study, they 

measured the temperature differences using three 

different stack materials. The first thermoacoustic 

coolers were designed by Wheatley and his team and 

started to be used in the cooling sector. Piccolo and 

Cannistraro [9] carried out experimental studies on a 

TAC using a 7-cm-long stack of polyethylene with a 

thermal conductivity of about 0.11 W/mK. The 

experimental results were compared with the ΔTs 

values predicted by the theoretical model of Atchley 

et al. [10]. Worlikar et al. [11] developed a numerical 

model to predict the temperature difference across the 

thermoacoustic couple. Zoontjens et al. [12] 

performed numerical modeling of the temperature 

couple of the different edge profiles of the stack 

plates. Terdi [13], placed photographic film as stack 

material inside the resonator tube and experimentally 

investigated acoustic cooling. In his study, Girgin 

used polypropylene lemonade straws with a heat 

transmission coefficient of 0.15 W/mK as a stack and 

placed the stack in a resonance tube of different sizes 

(10 cm, 15 cm, and 22 cm), and compared the acoustic 

cooling effects that occurred. Girgin conducted 

experiments using atmospheric air and helium as the 

working fluids and compared the results in both cases 

[14]. In another study, Somasekher et al. [15] 

experimentally investigated the effect of tube length 

on acoustic cooling by using different lengths of 

resonator tubes in the system.  

Teja et al. [16] placed leather as stack 

material inside the resonator tube and wrapped the 

skin with nylon fishing line to create a space between 

the plates. In their experimental studies, acoustic 

cooling was investigated experimentally by using 

helium as a working fluid. Mergen [17] numerically 

investigated the effects of thermophysical properties 

on thermoacoustic cooling by using five different 

plastic-derived stack materials, namely PVC, nylon, 

polyethylene, polyamide, and polypropylene, in 

standing wave model thermoacoustic coolers. Alcock 

et al. [18] developed an adjustable-length resonance 

tube. Wang et al. [19] showed that the multi-stage 

thermoacoustic cooler designed for operation at room 

temperature has a better cooling effect than the single-

stage case. İlker and Karabacak [20] used air as the 

working fluid and polypropylene as the stack material 

and carried out experiments for different sound wave 

types by changing the diameter of the resonator tube.  

In this study, a sinusoidal sound wave with a 

frequency of 340 Hz was used. With the up-and-down 

movement of this sound wave, the air passing through 

the stack is compressed and expanded, and in this 

way, the air is heated and cooled. The temperature 

difference between heating and cooling of the air is 

equivalent to the temperature difference between the 

ends of the stack. Then, an experimental simple TAC 

system was established using the design systematics 

available in the literature [4], [6], [21]. In the 
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experimental setup, a loudspeaker capable of 

converting electrical power into acoustic power was 

used as an acoustic source. As a result of the 

calculations made with the determined frequency, the 

length of the resonance tube was found to be one 

quarter of the ideal wavelength. One end of the 

resonance tube is fixed to the loudspeaker and the 

speaker is enclosed in a wooden box for sound 

isolation.  

Except for Mylar, cotton and glass wool, 

which have not been used before in the literature, 

were preferred as stacking materials. Then, the 

temperature difference between the two ends of the 

stack material was measured using temperature 

gauges. 

 
2. Material and Method 

 

In this study, a simple thermoacoustic refrigerator 

system experiment set was established by using the 

design parameters in accordance with the relevant 

literature. TAR design parameters can be divided into 

three groups. As seen in Table 1, the first group 

includes the geometric parameters, the second group 

includes the thermophysical properties of the working 

fluid and stack material, and the third group includes 

the operating parameters. 

 
Table 1. Design parameters of TAR [22]. 

Geometric Parameters                Material Specific Parameters             Operating   Parameters                                                                                                                                                        

λ- Wavelength 

L s - Stack length 

x c - Center of stack 

2y0 - Stack space 

2l- Plate thickness 

A-Cross-sectional area 

Working Fluid 

K- Thermal Conductivity 

α- Speed of sound 

µ-Dynamic viscosity 

γ- Ratio of isobaric and isochoric 

specific heats 

β- Coefficient of thermal 

expansion 

Stack Material 

ρs _ -İntensity 

c s - Specific heat 

K s -Thermal conductivity 

𝑄�̇�-Cooling power 

∆ T m -Desired temperature range 

T m - Average operating temperature 

P m -Average pressure 

P r - Pressure amplitude 

f - Frequency 

 

2. 1. Design of the system 

 

The heat and work equations on the stack material in a thermoacoustic cooling system are given in equations (1) 

and (2). [4], [23] 

 

𝐇�̇� = −
𝟏

𝟒
𝚷𝛅𝐤 (

𝐓𝐦𝛃𝐩𝟏
𝐬 〈𝐮𝟏

𝐬 〉

(𝟏+𝛆𝐬)(𝟏+𝛔)(𝟏−
𝛅𝐯
𝐲𝟎

+
𝛅𝐯

𝟐

𝟐𝐲𝟎
𝟐)

) [Г
𝟏+√𝛔 +𝛔+𝛔𝛆𝐬

𝟏+√𝛔
− (𝟏 + √𝛔 −

𝛅𝐯

𝐲𝟎
)] − 𝚷(𝐲𝟎𝐊 + 𝐥𝐊𝐬)

𝐝𝐓𝐦

𝐝𝐱
     (1) 

 

𝑊2
̇ = −

1

4
𝛱𝛿𝑘∆𝑥

(𝛾−1)𝜔(𝑝1
𝑠)2

𝜌𝑚𝑎2(1+ 𝑠)
(

Г

(1+𝜎)(1−
𝛿𝑣
𝑦0

+
𝛿𝑣

2

2𝑦0
2)

− 1) −
1

4
𝛱𝛿𝑣∆𝑥

𝜔𝜌𝑚〈𝑢1
𝑠〉2

(1−
𝛿𝑣
𝑦0

+
𝛿𝑣

2

2𝑦0
2)

                                          (2)

 

𝑄𝑐𝑛 = −
𝛿𝑘𝑛𝐷2𝑠𝑖𝑛(2𝑥𝑛)

8𝛾(1+𝜎)𝛬
[

∆𝑇𝑚 tan(𝑥𝑛)

(𝛾−1)𝐵𝐿𝑠𝑛

1+√𝜎 +𝜎

1+√𝜎
− (1 + √𝜎 − √𝜎𝛿𝑘𝑛)] − 𝐾𝑝𝑡[𝐵 + (1 − 𝐵)𝐾∗]∆𝑇𝑚𝑛                (3) 

 

𝑊𝑛 =
𝛿𝑘𝐿𝐷2

4𝛾
(𝛾 − 1)𝐵𝑐𝑜𝑠(𝑥𝑛)2 (

∆𝑇𝑚𝑛 tan(𝑥𝑛)

𝐵𝐿𝑠𝑛(𝛾−1)(1+√𝜎)𝛬
− 1) −

𝛿𝑘𝑛𝐿𝑠𝑛𝐷2

4𝛾

√𝜎sin(𝑥𝑛)2

𝐵𝛬
                                   (4) 

 

 

 

Considering the axial heat conduction effects, these 

equations are dimensionless and equation (3) and 

equation (4) are obtained. 
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𝜦, 𝑲𝑷𝑻, 𝑲∗ in the equation are given below. 

 

𝛬 = 1 − √𝜎𝛿𝑘𝑛 +
1

2
𝜎𝛿𝑘𝑛

2, 

 

𝐾𝑃𝑇 =
𝐾𝑇𝑚

𝑝𝑚𝛼𝐿𝑆
,    

 

 𝐾∗ =
𝐾𝑠

𝐾
 

 
2.2. Design systematic 

 
The parameters used in the experimental study are 

given in Table 2. 

Table2. Parameters used in the experimental study. 

Parameter  Studied value 

Wave Structure  Sinusoidal 

Resonance tube material PVC 

Resonance tube length 0.25m 

Resonant frequency 340Hz 

Stack material 

 

Stack length                                       

Working fluid 

Mylar, glass wool and 

cotton 

8 cm 

Weather 

 
As the resonance tube in the system, a PVC pipe 

with a length of 25 cm and an inner diameter of 2.3 

cm, which is a good insulator, was preferred 

instead of the glass tube since the necessary holes 

for the temperature gauge can be opened more 

easily, the necessary adjustments are made in the 

length, and there is no heat transfer in the system 

[23], [24]. The length of the resonance tube is 

adjusted to be one-quarter of the wavelength [17], 

[24]. 

 

The Length of the Resonance Tube  

 

L = 
𝜆

4
= 

1

4
= 0.25 m = 25 cm (5) 

 

Sound speed;          𝜈 ≅340 m/s and 

 

𝜆 =
𝜈

ƒ
 (6) 

 

From the equation (6), the operating frequency in 

the system is chosen as ƒ = 340 Hz. In the 

experimental study, air [24], [25] was used as the 

working gas and three different stack materials 

were used in the system design. 75-micron-thick 

mylar [26] with a heat conduction coefficient of 

0.16 W/mK was cut into parallel plates of 

approximately 0.3 cm width and 8 cm length, and 

wrapped in a tape that functions as a stack holder, 

and made ready for experimental study. Cotton, the 

next stack material used in the system with a heat 

conduction coefficient of 0.07 W/mK and a 

thickness of 50 microns, was wrapped in a diameter 

of 2.3 cm, which is the diameter of the resonance 

tube, and cut into 8 cm in length. The stack is made 

ready for experimental work by being wrapped in a 

tape that functions as a holder.  The thickness of the 

Glass wool, which is the last stack material used in 

the experimental study, is 180 microns, and the 

heat transmission coefficient is 0.04 W/mK. 

 

3. Experimental setup  

 

The experimental setup, shown schematically in 

Figure 1, was set up using the design systematic 

described in the previous section.  

 
1- Loudspeaker, 2-Resonance Tube, 3-Stack, 4-Power 

Source, 5-DC 12V, 6-Operational Amplifier, 7-Signal 

Generator, 8-Oscilloscope, 9-Datalogger, 10-

Computer,T1-T hot,T2-T col, T3-TAmb,  

 

Figure 1. Schematic representation of the experimental 

setup. 

Technical specifications of devices use in 

this study are shown in Table 3. 
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Table 3. Technical specifications of devices use in this study. 

System Elements     Model Technicial specifications 

Loudspeaker Suzhou YDD103-04B 

Rated power: 15W 

Maximum power: 20W 

Sensitivity: 82 ± 3dB Diameter: 100mm 

Signal generator EZ Digital  FG – 7005C 

60V DC or 30V AC 

Mode: Linear 

Width: Variable from 1: 1 to 100: 1 

Rate: 0.5 Hz to 50 Hz (20 mS to 2 S) 

External VCF Input: Input Voltage: 0 to 10 V 

Display: 6 digit green LED 

Frequency Range: 500 mHz to 50 MHz with Auto 

Range. 

Accuracy: ± Time base error ± 1 count 

Input Sensitivity: 100 mVrms 

Max. Power: 15W 

Max. Input Voltage: 250 Vpp 

Temperature: -20° C to +70° C 

Humidity: below 85% RH 

Oscilloscope EZ Digital DS – 1150 

-150MHz bandwidth, 2 CH dual digitizer. 

-100MS/s simultaneous maximum sampling rate 

per channel. 

-200MS/s sampling rate for one channel only. 

-25GS/s equivalent sampling rate per channel. 

- 10ns peak detection for glitch capture even in 

ROLL mode. 

- Max. 400Vpk input voltage into all channels. 

- Direct single trigger capture function using a 

hot-key. 

- Simultaneous 5 waveform information auto 

measurement and FFT analysis. 

- Auto trigger level setting to 50%. 

- Saving 10 waveforms & 10 setup parameters. 

- Convenient inserting interface card for RS-

232C, hardcopy and USB. 

- Operating temperature 0 C to +40 C. 

- Relative humidity <80%. 

Digital multimeter Fluke  87 – V 

 

Rate: 0.1 mV to 1000 V 

Accuracy: ±(0.7% + 4) true-rms 

AC bandwidth: 20 kHz with low pass filter; 3 dB 

@ 1 kHz 

Max. Resolution: 0.1 mV 

Temperature meter HTC - 2 

-Temperature range: Indoor & Outdoor -50 ~ +70 

degree (-58 ~ +158°F). 

 

-Temperature measurement accuracy: ±1°C 

(1.8°F). 

-Humidity range: 10% ~ 99% RH. 

-Humidity accuracy: ±10% RH. 

In the experimental setup, consists of three 

main parts: the acoustic power supply, resonance 

tube, and stack. In the setup, a Suzhou brand 

YDD103-04B model 15 W loudspeaker with a 10 

cm diameter was used as an acoustic power source. 

The resonant tube and the loudspeaker are 

combined with the help of an aluminum conical 

piece. In order to provide sound insulation, the 

loudspeaker was placed in a closed wooden box, 

and a hole in the diameter of the resonance tube 

was drilled in the top cover of the box. The 

loudspeaker is mounted at the bottom of the hole, 
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and in this way, the passage of sound waves into 

the resonance tube is provided. On the bottom 

cover of the box, a small hole is made for the output 

of the speaker cables. The lid of the box was 

screwed on all four sides in order to provide good 

sound insulation during the experiment. According 

to the results of the calculations, the stack material 

was placed 4 cm below the top of the resonance 

tube. In this way, sufficient distance is left for the 

sound waves to return again.  

In order to measure the temperatures at 

both ends of the stack material, HTC-2 brand 

temperature meters were used. In the system, one 

of the temperature meters was placed at the top of 

the stack by puncturing the plug of the resonance 

tube, and the other was fixed to the bottom of the 

stack by adjusting it to leave a gap of 12 cm (8 + 4) 

from the top of the resonance tube. An EZ Digital 

brand FG – 7005C model signal generator was used 

as a signal source in the system. The sinusoidal 

sound waves produced in the signal generator are 

amplified in an operational amplifier and applied to 

the loudspeaker. The signal is also sent to the 

oscilloscope so that the shape of the signal used in 

the system can be seen. The operational amplifier 

used in the experimental study is Y – 0014 model, 

and there are many input and output elements 

required for a constant symmetrical power supply, 

signal generator, voltmeters, and Op–Amp 

applications. DS – 1150 model oscilloscope is used 

in the system. The horizontal axis of the 

oscilloscope is set to 2 ms and the vertical axis ~to 

5V. Fluke brand 87 – V model digital multimeter 

was used to clearly see the sensitivity of the 3.029 

amplitude value applied in the system. The 

measurement was made in the AC volt range of the 

multimeter. 

 

4. Experimental Results and Suggestions 

 

Since there is no heat exchanger in the 

experimental setup, heat transfers between the ends 

of the stack and the fluid and between the stack and 

the surface of the resonance tube are neglected, and 

it is assumed that the system does not transfer heat 

to the environment. Since air is used at atmospheric 

pressure in the study, the cooling power is low. In 

addition, although it is very small, there is 

convection heat transfer with air from the ends of 

the stack and heat transfer by conduction between 

the stack and the resonance tube. Frequency and 

ambient temperature were kept constant in the 

experiments. 

Initially, the temperature values at the top 

and bottom of the stack are the same. Temperature 

measurements were made every 10 minutes. The 

temperature difference between the ends of the 

stack remained constant after 140 min. Since there 

was no change in the temperature difference after 

this value, the measurement was ended. In the 

experimental study, three different stack materials 

were used: mylar, cotton, and glass wool, and test 

results were obtained for each case. It is given in 

Table 4, Table 5, and Table 6. 

 

 

Table 4. Measurements with a stack of Mylar material. 

 Duration ( min ) 𝐓𝒉𝒐𝒕( °C ) 𝐓𝒄𝒐𝒍( °C ) ∆𝐓( °C ) 

1 − 24.5 24.5 0 

2 10 24.6 24.5 0.1 

3 20 24.7 24.5 0.2 

4 30 25.1 24.4 0.7 

5 40 25.1 24.2 0.9 

6 50 25.2 24.0 1.2 

7 60 25.3 23.9 1.4 

8 70 25.4 23.7 1.7 

9 80 25.4 23.3 2.1 

10 90 26.2 23.0 3.2 

11 100 26.2 22.6 3.6 

12 110 26.3 22.4 3.9 

13 120 26.7 22.3 4.4 

14 130 26.8 22.1 4.7 

15 140 27.1 21.9 5.2 

  ( + ) 2.6 ( - ) 2.6 𝟓. 𝟐 

As seen in Table 4, Thot and Tcol values, 

which were both 24.5°C at the beginning, were 

measured as 26.9°C, and 22.2°C, respectively, after 

140 minutes. It can be seen from the table that the 
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temperature difference between the two ends of the 

stack material is 4.7°C 

Thot and Tcol values, which were both 

24.5°C at the beginning, were measured as 27.1°C 

and 21.9°C, respectively, after 140 minutes. It can 

be seen from the table that the temperature 

difference between the two ends of the stack 

material is 5.2°C. The results in the table are shown 

in figure 2 in graphic form. As can be seen from the 

graph, the temperature at the lower end of the stack 

material increased over time, and the temperature 

at the upper end decreased over time. 

Figure 2. Temperature and time graph of stack with 

mylar material. 

.

  
Table 5. Measurements with cotton material stack. 

 Duration ( min ) 𝐓𝒉𝒐𝒕( °C ) 𝐓𝒄𝒐𝒍( °C ) ∆𝐓( °C ) 

1 − 24.5 24.5 0 

2 10 24.6 24.2 0.4 

3 20 24.7 23.9 0.8 

4 30 24.9 23.7 1.2 

5 40 25.2 23.7 1.5 

6 50 25.4 23.7 1.7 

7 60 25.8 23.7 2.1 

8 70 26.1 23.5 2.6 

9 80 26.1 23.2 2.9 

10 90 26.2 23.2 3.0 

11 100 26.4 23.0 3.4 

12 110 26.5 23.0 3.5 

13 120 26.7 22.8 3.9 

14 130 26.8 22.8 4.0 

15 140 26.8 22.5 4.3 

  ( + ) 2.3 ( - ) 2.0 𝟒. 𝟑 

The results in the table are shown in the 

graph in Figure 3. As can be seen from the graph, 

the temperature at the lower end of the stack 

material increased with time, while the temperature 

at the upper end decreased with time. 

As can be seen in Table 5, Thot and Tcol 

values, which were both 24.5°C at the beginning, 

were measured as 26.8°C and 22.5°C, respectively, 

after 140 minutes. It can be seen from the table that 

the temperature difference between the two ends of 

the stack material is 4.3°C.  

 

 

 

 

Figure 3. The temperature-time graph of the cotton 

material stack. 
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Table 6. Measurements with glass wool material stack. 

  Duration (min ) 𝐓𝒉𝒐𝒕( °C ) 𝐓𝒄𝒐𝒍( °C ) ∆𝐓( °C ) 

1  − 24.5 24.5 0 

2  10 24.6 24.2 0.4 

3  20 24.7 23.9 0.8 

4  30 24.9 23.7 1.2 

5  40 25.2 23.7 1.5 

6  50 25.4 23.7 1.7 

7  60 25.8 23.7 2.1 

8  70 26.1 23.5 2.6 

9  80 26.1 23.2 2.9 

10  90 26.2 23.2 3.0 

11  100 26.4 23.0 3.4 

12  110 26.5 23.0 3.5 

13  120 26.7 22.8 3.9 

14  130 26.8 22.8 4.0 

15  140 26.8 22.5 4.3 

   ( + ) 2.3 ( - ) 2.0 𝟒. 𝟑 

The results in the table are shown in the 

graph in Figure 4. As can be seen from the graph, 

the temperature at the lower end of the stack 

material increased with time, while the temperature 

at the upper end decreased with time. 
 

Figure 4 Temperature – time graph of the stack with 

Glass Wool material. 

 

In the case of using three different stack materials, 

the variation of the measured temperature values at 

the cold end of the stack materials with respect to 

time can be seen comparatively in Figure 5. 

Initially, the values measured at the hot ends of all 

three stack materials were 24.5 °C. As seen in 

Figure 5, the cold end temperatures after 140 

minutes were 21.9 ° C for mylar, 22.2 °C for cotton, 

and 22.5 °C for glass wool. It was observed that the 

lowest cold-end temperature was in the mylar stack 

material. 

Figure 5. Temperature values at the cold end of the 

stack. 
 

In Figure 6, the temperature differences 

between the two ends of the stack are given 

graphically when different stack materials are used. 

The highest temperature difference occurred when 

mylar stack material was used, followed by cotton 

and glass wool, respectively. With the increase in 

the heat transfer coefficients of these stack 

materials, an increase was observed in the 

temperature differences. 

Figure 6. Comparison of temperature difference 

(Mylar - Cotton - Glass Wool). 
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5. Conclusion  

 

As a result of the experiments, it has been observed 

that a temperature difference may occur due to the 

acoustic effect. These temperature differences are 

different for each stack material used. In the 

measurements made within the same time period, 

it is seen that the acoustic cooling and temperature 

difference obtained from the mylar material with a 

high heat transmission coefficient are the highest, 

the cotton material with a lower heat transmission 

coefficient than mylar has a lower acoustic cooling 

and temperature difference than mylar, and finally, 

the cotton material has the lowest heat transmission 

coefficient. It has been observed that the 

temperature difference obtained from the glass 

wool material, which has the lowest heat 

transmission coefficient, is the lowest. When the 

related studies are examined, it is seen that 

generally the same stack materials are used. In this 

study, unlike previous studies, glass wool and 

cotton were used as stack materials for the first 

time. The temperature differences between the two 

ends of the stack were compared with each other by 

using three different materials with different heat 

conduction coefficients as the stack material. 

Prototype development costs are quite high 

since the performance of acoustic cooling systems 

is relatively low. For now, it is very difficult to 

predict whether thermoacoustic coolers will be 

used commercially. However, as efforts to improve 

performance in this area progress, the possibility of 

thermoacoustic coolers competing with 

conventional coolers will increase. 

The efficiency of thermoacoustic devices 

is not yet at a level that can compete with 

commercial solutions. For this reason, many 

studies have been carried out to improve the design 

and performance of thermoacoustic coolers. 

Focusing on theoretical as well as 

experimental analysis will facilitate the 

optimization of geometric parameters such as stack 

location, stack length, resonator length, or 

operating parameters such as frequency, mean 

pressure, and temperature gradient. The 

investigation of TAC between the stack ends will 

increase the performance of the thermoacoustic 

refrigerators. 

 

Icons ındex 

a Sound velocity, acoustic velocity (m/s) B Stack fill rate 

𝒄𝒑 Specific heat at constant pressure (J/kgK) f Acoustic frequency 

l Half of the stack thickness (mm) 𝑯𝟐
̇  Carried heat 

k Heat transfer coefficient (W/mK) I Current from speaker 

𝑳𝒔 Stack length (cm) L Resonance tube length 

P Pressure (kPa) l m Dimensionless stack length 

𝒑𝟏 Pressure variation amplitude Pm _ Average pressure 

Q Heat (J) 𝒑𝟏
𝒔  The positive real part of the pressure 

amplitude 

t Time(s) R Gas constant 

𝑻𝟏 Acoustic temperature amplitude 𝒔𝒎 Average entropy 

𝑻𝒔 Temperature of the stack 𝑻𝒎 Average temperature 

x x Axis 𝑻𝒌𝒓 Critical temperature 

𝒖𝟏 Speed amplitude ΔTs Temperature difference 

𝒗 y component of speed u Speed 

𝑾𝟐
̇  Work 𝒖𝟏

𝒔  The positive real part of the velocity 

amplitude 

Г Ratio of the temperature distribution on the 

heap to the critical temperature distribution 

  

𝜹𝒌 Thermal penetration depth 𝒚𝟎 Half the distance between the plates 

𝜸 Specific heats ratio 𝜷 Coefficient of thermal expansion 

𝜺𝒔 Stack thermal capacity ratio Δx Plate (stack) length 

ϗ Thermal dissipation coefficient 𝜹𝒗 Viscous penetration depth 

λ Wavelength 𝜺 Internal energy 

ν Kinematic viscosity 𝝶 Efficiency 

Ʃ Viscous stress tensor K s Thermal dissipation coefficient of the 

stack 

𝝆𝒎 Average density 𝝁 Dynamic viscosity 

𝝎 Angular frequency Π The circumference of the plate 

𝝈 Prandtl number 𝝆 Intensity 
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Abstract 

This study involved the synthesis of the potential drug candidate 2-[(9,10-dioxo-

9,10-dihydroanthracen-2-yl) diazenyl]-5-hydroxybenzoic acid (DHA), the elucida-

tion of its structure using spectroscopic techniques, and the determination of the com-

pound's lowest energy structure using the DFT/B3LYP method and the 6-311G(d,p) 

basis set. The compound's vibration frequencies and NMR chemical shift values were 

then determined using optimized geometry. The three-dimensional molecular elec-

trostatic potential (MEP) map of the compound and the HOMOs-LUMOs and mo-

lecular orbital energies were examined using the DFT approach. The compound's 

ADMET properties were then determined, and its potential to usage as a drug was 

assessed. The predicted toxicity class and LD50 value for the DHA were also estab-

lished. The outcomes demonstrated that by having ADMET properties, this newly 

synthesized compound has the potential to be a drug. 

 
 

 
1. Introduction 

 

Due to their high bioactivity and low toxicity, anthra-

quinones, which include three benzene rings wherein 

the keto groups are located on the central ring (9,10-

anthracenedione), have been discovered to be fasci-

nating. Due to their biological, pharmacological, and 

industrial potential, they are receiving greater atten-

tion today. For example, they exhibit great enzyme 

inhibition properties [1]-[3]. In addition to being used 

as dye pigments in the cosmetics, pharmaceutical, and 

food sectors [4], [5], its pharmacological potential 

also includes anticancer, antibacterial, immunosup-

pressive, antioxidant, antipyretic, diuretic, anti-in-

flammatory, and antiviral properties [6]-[9]. The 

compounds should exhibit both strong biological ac-

tivity and minimal toxicity. In the process of develop-
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ing a new drug, it is critical to assess the pharmacoki-

netic characteristics of newly synthesized com-

pounds. Lipinski's rule of five, also known as the 

drug-similarity test, establishes the structural charac-

teristics desired in a candidate compound that can be 

a drug based on the relationship between pharmaco-

kinetic and physicochemical parameters [10]. In silico 

research thus enables us to understand the likelihood 

that a chemical may be a potentially good drug [11]. 

Based on all of this knowledge, a compound 

with a strong potential to become a drug, 2-[(9,10-di-

oxo-9,10-dihydroanthracen-2-yl)diazenyl]-5-hy-

droxybenzoic acid (DHA) based on anthraquinones, 

was synthesized in our work. One of the factors con-

tributing to the preference for this molecule is the in-

clusion of azo and anthraquinone groups in its struc-

ture. The presence of azo groups in a compound's 
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structure is known to confer highly bioactive charac-

teristics. There have been more studies in recent years 

on the synthesis of azo-containing compounds and the 

analysis of their in vitro and in silico characteristics. 

It is stated that synthesized azo molecules show sig-

nificant anticancer properties against cancer cells in 

in vitro studies and even have the potential to become 

anticancer drugs as a result of in vivo and other stud-

ies [12]-[14]. Because of the biological significance 

of anthraquinones and azo groups in the literature, this 

study was designed to discover novel potential bioac-

tive chemicals. Spectroscopic techniques were used to 

clarify its structure. The 6-311G(d,p) basis set and the 

DFT/B3LYP method were used to perform quantum 

chemical calculations on the molecule's molecular 

structure, vibrational spectroscopic data, electronic 

transition absorption wavelengths, HOMOs and LU-

MOs analyses, and molecular electrostatic potential 

(MEP). Absorption, distribution, metabolism, excre-

tion, and toxicity (ADMET) parameters were calcu-

lated using the SwissADME and ProTox-II servers. 

 

2. Material and Method 

 

2.1. Physical measurements 

Sigma&Aldrich and Merck Chemical Companies 

provided the chemicals and solvents used in the in-

vestigation, which were then used directly without 

further purification. With the use of a Perkin Elmer 

Frontier Spectrometer and KBr, FT-IR analysis was 

carried out. Utilizing a Varian 600 MHz NMR spec-

trometer, NMR analyses were carried out on deuter-

ated dimethylsulfoxide (DMSO-d6), and chemical 

shifts are given in δ units (ppm). On a Shimadzu UV-

1800 spectrophotometer, UV-Visible absorption 

spectra were captured at the wavelength of DHA's 

maximum absorption (max) in dimethylsulfoxide 

(DMSO). Acetone was used to produce high-resolu-

tion electrospray ionization mass spectra (HR-ESI-

MS) on a Thermo Scientific Q Exactive, Orbitrap 

LC/HRMS system. A BÜCHI Melting Point M-565 

equipment was used to determine the melting point in 

an open glass capillary tube. 

 

2.2. Synthesis of 2-[(9,10-dioxo-9,10-dihydroan-

thracen-2-yl) diazenyl]-5-hydroxybenzoic acid 

(DHA) 

An ice-salt bath was used to cool a solution of 558 mg 

(2.5 mmol, 1.00 eq) 2-aminoanthraquinone in 5 mL 

of concentrated HCl and 3 mL of water to (-5)-0 °C. 

Next, a cold solution of NaNO2 (190 mg, 2.75 mmol, 

and 1.10 eq) in 2 mL of water was added dropwise 

while being constantly stirred. The diazonium salt 

was produced when the mixture was agitated for an 

hour at a temperature of 0 °C or lower. The freshly-

prepared anthraquinonediazonium salt was slowly 

added into the solution of m-hydroxybenzoic acid 

(345 mg, 2.5 mmol, 1.00 eq) in saturated NaHCO3 

a.q. (150 mL) at 0-5 °C. The reaction mixture was 

stirred for 4 h at 0-5 °C. After adding 1M HCl solution 

to the resulting dark brown solution to bring the pH 

level to 4-5, 100 mL of ice water was added. The mix-

ture was stirred for 1 hour at 5 °C. The precipitated 

material was removed through filtering, washed with 

cold water, and then recrystallized using a 1:1 solu-

tion of ethanol and water before being dried at 50 °C 

under vacuum. 2-[(9,10-dioxo-9,10-dihydroanthra-

cen-2-yl)diazenyl]-5-hydroxybenzoic acid, (DHA) 

was obtained 720 mg as brown solid, yield is %77. 

Figure 1 illustrates the synthetic method for produc-

ing DHA. Mp 251-253 °C; FT-IR (KBr): max (cm-1) 

= 3066, 2673, 1716, 1674, 1587, 1572, 1466, 1429, 

1326, 1291, 1223, 1169, 1127, 1068, 982, 931, 896, 

848, 839, 808, 780, 724, 708, 657, 635, 595, 571, 485, 

471, 454; 1H-NMR (600 MHz, DMSO-d6): δ = 13.02 

(br, s, 1H), 11.30 (br, s, 1H), 8.38 (d, J = 2.2 Hz, 1H), 

8.31 (d, J = 8.2 Hz, 1H), 8.19-8.14 (m, 3H), 7.91-7.88 

(m, 2H), 7.73 (d, J = 8.7 Hz, 1H), 7.08 (d, J = 2.8 Hz, 

1H), 7.03 (dd, J = 8.8, 2.6 Hz, 1H); 13C-NMR (150 

MHz, DMSO-d6): δ = 182.0, 181.8, 168.5, 161.5, 

154.9, 142.2, 136.0, 134.7, 134.6, 134.5, 134.3, 133.7, 

133.2, 133.1, 128.6, 127.7, 126.8, 119.9, 119.7, 117.9, 

114.8; HR-ESI-MS (C21H12N2O5 Exact Mass: 

372.07462): calcd for [M + H]+ : 373.08190, found: 

373.07877 (Figure 2); UV-VIS (DMSO): λmax (Abs.) 

= 342 nm (1.723), 390 nm (2.161).
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Figure 1. Synthesis of the DHA 

 

 

Figure 2. Experimental HR-ESI-MS spectrum of the DHA 

2.3. Computational methods 

 

Calculations for quantum chemistry were performed 

using the Gaussian 09 package, and visualizations 

were done using the GaussView 5.0.9 program [15], 

[16]. The molecular structure of the DHA in the 

ground state was calculated using the DFT method 

and the B3LYP functional with the 6-311G(d,p) basis 

set [17], [18]. Additionally, vibrational wavenumbers 

at the DFT/B3LYP/6-311G(d,p) level were deter-

mined. In order to avoid systematic mistakes, the cal-

culated vibrational wavenumbers for the B3LYP/6-

311G(d,p) basis set were scaled as 0.9682 for frequen-

cies greater than 1700 cm-1 and 1.0119 for frequencies 

less than 1700 cm-1 [19]. The same basis set and 

B3LYP level of the time dependent density functional 

theory (TD-DFT) were used to model UV-vis spectra 

[20], [21]. The excitations' contribution rates were 

computed with GaussSum 3.0 [22]. To find the 

shielding factors for 1H, and 13C-NMR, the gauge-in-

variant atomic orbital (GIAO) method was used [23], 

[24]. 

 

2.4. ADMET predictions 

 

The SwissADME web server calculated ADME char-

acteristics for the DHA, including its physicochemi-

cal, pharmacokinetic, lipophilicity, and drug similar-

ity [25]. Using the ProTox-II web server, the toxicity 

profile, LD50 value, and acceptable use range of 

DHA were discovered [26]. 

 

3. Results and Discussion 

 

3.1. NMR spectra 

 

The 1H- and 13C-NMR chemical shifts of the DHA 

were determined using the Gauge-Independent 

Atomic Orbital (GIAO) method at DFT/B3LYP/6-

311G(d,p) level. 
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While its estimated chemical shift was deter-

mined to be 5.10 ppm, the O-H group proton H40 was 

found to be a singlet signal at 11.30 ppm. Although 

the carboxylic acid proton H39 was empirically de-

tected as a singlet peak at 13.02 ppm, the DFT method 

calculated its value to be 5.90 ppm. In the expected 

region, aromatic protons were discovered. They were 

meant to be in the range of 7.04-8.79 ppm in theory, 

but they were actually measured empirically to be in 

the range of 7.03-8.38 ppm. For ease of comparison 

between the experimental and predicted chemical 

shift values of the DHA, 1H-NMR values were given 

collectively in Table 1. In Figures 3 and 4, experi-

mental and calculated 1H-NMR spectra for the sub-

stance were displayed. 

 
 

Table 1. Experimentally and theoretically obtained 1H-NMR chemical shifts 

 
H Number Experimental Theoretical 

H35 7.73 8.79 

H33 8.38 8.69 

H31-H32-H34 8.19-8.14 8.52 

H36 8.31 8.30 

H29-H30 7.91-7.88 8.04 

H37 7.03 7.40 

H38 7.08 7.04 

H39 13.02 5.90 

H40 11.30 5.10 

 

 
 

Figure 3. Experimental 1H-NMR (DMSO-d6) spectrum of the DHA 
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Figure 4. Theoretical 1H-NMR (DMSO-d6) spectrum of the DHA 

 

In the 13C-NMR spectrum, the C22 atom as-

sociated with the O-H group was measured and 

logged at 161.5 ppm, while this signal was discovered 

at 166.4 ppm in the theoretical spectrum. The carbox-

ylic acid group's carbon atom C25 was correlated with 

a signal at 168.5 ppm, and their computed chemical 

shift was visible at 174.1 ppm. The results are detailed  

 

 

in Table 2, and all other carbon atoms were 

found in the predicted area. In Figures 5 and 6, the 

compound's experimental and computed 13C-NMR 

spectra were displayed. 

 

 

Table 2. Experimentally and theoretically obtained 13C-NMR chemical shifts 

 

C Number Experimental Theoretical 

C10 182.0 186.6 

C7 181.8 185.9 

C25 168.5 174.1 

C22 161.5 166.4 

C13 154.9 158.9 

C19 142.2 151.2 

C12 119.9 142.3 

C20 127.7 140.6 

C2 133.7 139.4 

C1 134.3 139.2 

C8 134.7 137.9 

C9 136.0 137.6 

C5 134.6 137.0 

C4 134.5 136.9 

C11 126.8 133.4 

C6-C3 133.1 131.6 

C24 117.9 127.2 

C21 119.7 121.2 

C23 114.8 120.7 

C14 128.6 115.3 
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Figure 5. Experimental 13C-NMR (DMSO-d6) spectrum of the DHA 

 

 
 

Figure 6. Theoretical 13C-NMR (DMSO-d6) spectrum of the DHA 

 

Theoretical predictions and experimental data had 

good agreement, according to an analysis of the cor-

relation between theoretical and experimental NMR 

chemical shift values. The data from the literature and 

the findings that were obtained agreed [27]-[29]. 

 

3.2. FT-IR spectra 

 

The FT-IR spectra of DHA revealed bands at 3542 

cm-1 for phenolic -OH, 1716 cm-1 for C=O carbonyl, 

1587 cm-1 for azo (N=N), and 1674 cm-1 for COOH  

 

 

carboxylic acid. The following bands were detected at 

B3LYP/6-311G (d,p) calculations: the azo (N=N) 

band at 1322 cm-1, the COOH carboxylic acid band at 

1667 cm-1, the phenolic -OH band at 3701 cm-1, and 

the C=O carbonyl band at 1751 cm-1. The azo (-N = 

N-) functional group's distinctive peak confirms the 

synthesis of the intended molecule. Because the vi-

bration bands are complex, there were minor differ-

ences when the results were compared [26]. Figures 

7 and 8, respectively, show the compound's experi-

mental and theoretical FT-IR spectra. 
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Figure 7. Experimental FT-IR spectrum of the DHA 

 
 

Figure 8. Theoretical FT-IR spectrum of the DHA 

  

 

3.3. UV-vis spectrum and frontier molecular orbit-

als 

 

Between 300 and 600 nm, the UV-vis spectra of DHA 

in DMSO were recorded. The electronic transition 

wavelengths of the DHA were computed using the 

TD-DFT technique and the B3LYP/6-311G (d,p) 

level. Figures 9 and 10 represent the experimental 

and theoretical UV-vis spectra of the compounds, re-

spectively. The experimental UV-vis spectra of the 

compound were detected at 390 nm and theoretically 

calculated to be at 351 nm. This band was caused by 

the π→ π* transition in DHA and contributed 61% by 

HOMO→ LUMO. The other band observed in the ex-

perimental spectrum belonged to the n→ π* transition 

and was at 342 nm. This band was calculated theoret-

ically at 306 nm and it was determined that the 

HOMO→LUMO+1 transition contributed 49% to 

this band. 
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Figure 9. Experimental UV-VIS spectrum of the DHA in DMSO 

 

 

 
 

Figure 10. Theoretical UV-VIS spectrum of the DHA in DMSO 

 

When studying the light that is released or re-

flected when an object is excited, the HOMO-LUMO 

energy gap offers crucial information about the hard-

ness, softness, stability, and color of the compounds. 

The HOMOs and LUMOs of the DHA were calcu-

lated at the B3LYP/6-311G(d,p) level using the DFT 

method. The molecular orbital surfaces, energies, and 

energy difference between HOMO and LUMO of the 

compound were detailed in Figure 11. 

Analysis of the HOMO-LUMO graph of 

DHA revealed that HOMOs clustered on the hy-

droxybenzoic acid moiety, whereas LUMOs clustered 

on the hydroxybenzoic acid and anthraquinone moie-

ties. The DHA's HOMO and LUMO energies were 

determined to be -6.461 and -3.212 eV, respectively, 

and the energy value for the HOMO-LUMO gap was 

determined to be 3.249 eV. 

 

 

 
 
Figure 11. Molecular orbital surfaces, energies, 

and energy gap between HOMO and LUMO of the DHA 

 

Some of the global reactivity characteristics 

identified using the HOMO-LUMO energy values of 

the DHA are shown in Table 3. The following elec-

tronic factors were created:  

 

𝐼 (Ionization Potential) = −𝐸𝐻𝑂𝑀𝑂, 

𝐴 (Electron Affinity) = −𝐸𝐿𝑈𝑀𝑂,  
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𝜒 (Electronegativity) = (𝐼 + 𝐴) 2⁄ , 

𝜂 (Chemical Hardness) = (𝐼 − 𝐴) 2⁄ , 

𝑆 (Chemical Softness) = 1 2𝜂⁄   

 
Table 3. Global reactivity descriptors for the DHA 

 
Parameter Value 

EHOMO (eV) -6.461 

ELUMO (eV) -3.212 

∆E (eV) 3.249 

I (eV) 6.461 

A (eV) 3.212 

χ (eV) 4.836 

η (eV) 1.624 

S (eV–1) 0.308 

 

 

3.4. Computational details 

 

3.4.1. Molecular structure 

 

To achieve the optimized geometry for the DHA, a 

B3LYP functional with a 6-311G(d,p) basis set was 

used. The complete optimized geometry of DHA, in-

cluding atom numbering, is shown in Figure 12. 

 

 
Figure 12. Optimized molecular geometry of the DHA 

calculated at DFT/B3LYP/6-311G(d,p) level 

 

The values for the computed bond lengths 

(Å), bond angles (°), and dihedral angles (°) were 

shown in Table 4, and according to this, the shortest 

calculated bond length belonged to the atoms C25 and 

O27. After comparing the bond angles between the 

atoms, it was discovered that the C24-C25-O27 bond 

angle was a little larger. A dihedral angle equal to or 

close to 0° or 180° indicates that the atoms are in the 

same plane. C13-N17-N18-C19 had a dihedral angle 

of 178.4°, which indicated that these units were lying 

in the same plane. 

 
Table 4. Some selected calculated bond lengths (Å), bond 

and dihedral angles (°) for the DHA at the B3LYP/6-

311G(d,p) level. 

 
Parameters   B3LYP/6-311G(d,p) 

Bond lengths (Å) 

N17-N18 1.254 

N18-C19 1.405 

C22-O28 1.357 

C25-O27 1.205 

C25-O26 1.350 

C7-O16 1.220 

C10-O15 1.218 

Bond angles (°) 

C4-C7-O16 121.4 

C5-C10-O15 121.4 

C13-N17-N18 115.0 

C24-C25-O27 124.1 

N17-N18-C19 114.9 

C21-C22-O28 117.6 

C24-C25-O26 112.4 

Dihedral angles (°) 

C13-N17-N18-C19 178.4 

O15-C10-C9-C8 179.5 

 

3.4.2. Molecular electrostatic potential (MEP) dia-

gram 

 

The Molecular Electrostatic Potential (MEP) dia-

gram, which is essential in distinguishing the nucleo-

philic and electrophilic regions of the molecule, can 

provide information on the value of the electrostatic 

potential and the distribution of charges. The MEP 

maps' red and blue areas, respectively, correspond to 

the molecule's electronically dense and deficient re-

gions. DFT/B3LYP/6-311G(d,p) was used to com-

pute the MEP surface diagram of the DHA, which is 

depicted in Figure 13. 

 

 
Figure 13. MEP diagram of the DHA calculated at 

DFT/B3LYP/6-311G(d,p) level 

 

On the oxygen atoms in the anthraquinone 

group and the oxygen atom in the carboxylic acid 

moiety in the MEP diagram of DHA, some electron 

density was found. These red areas, which the high 
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electronegativity of oxygen caused, were the mole-

cule's interaction sites for potential nucleophilic reac-

tions. On the other hand, the phenolic proton and the 

proton linked to the carboxylic acid group were the 

electron-poor blue regions of DHA. Potential DHA 

interaction sites in electrophilic reactions were lo-

cated in these blue regions. 

 

3.5. ADMET predictions 

A pharmacological molecule's creation must begin 

with the identification of ADMET properties. Most 

potential substances are rejected due to their unsuita-

ble pharmacokinetic, druglikeness, etc. profiles.  

When the physicochemical characteristics of 

the synthesized molecule DHA were assessed (Fig-

ure 14), its molecular weight was determined to be 

372.33 g/mol. This value is within the limits of being 

a drug (150 g/mol <MW<500 g/mol). The TPSA 

value should be less than 140 Å2 because TPSA val-

ues greater than 140 Å2 make it more difficult to get 

through cell membranes [30]. DHA's TPSA value was 

determined to be 116.39 Å2. 

The dispersion between lipids and water is 

known as lipophilicity. Drug molecules must pass 

through numerous biological membranes, including 

the blood-brain barrier, the skin, and the gut, in order 

to reach their target areas. A chemical must therefore 

dissolve at specific rates in both water and oil [31]. 

The many types of lipophilicity shown in Figure 14 

were discovered by various researchers using various 

mathematical equations. The mean lipophilicity 

(CLogPo/w) value of DHA was calculated to be 3.18. 

One of the fundamentally important features 

in studies on drug development is solubility. This is 

because the drug's molecule must be soluble to reach 

its target. The maximum quantity of drug that can dis-

solve in the given mixture is known as logSw. When 

Figure 14 is examined, it is seen that DHA resolution 

is moderately soluble according to the first two reso-

lution types and poorly soluble according to the last 

resolution type. 

A pharmacokinetic analysis of the compound 

DHA was also conducted. The liver contains crucial 

enzymes called cytochrome P450 (CYP) inhibitors 

that are involved in the metabolism of numerous 

drugs. Determining whether a specific substance will 

be a cytochrome P450 substrate is crucial. 2D6 and 

3A4 are the two main isoforms in charge of drug me-

tabolism. Five main cytochrome isoforms (CYP1A2, 

CYP2C19, CYP2C9, CYP2D6, and CYP3A4) are 

thought to be its estimated substrates. DHA inhibits 

the activity of CYP2C9 isoforms, as shown by Figure 

14. 

 

 
 

Figure 14. Physicochemical, lipophilicity, solubility, pharmacokinetics and druglikeness properties of the DHA 

 

In Figure 15, DHA's BOILED-Egg graph, 

the ADME parameters GI (gastrointestinal absorp-

tion) and BBB (blood-brain barrier) were estimated. 

In this diagram, the white region contains potential GI 

absorption locations, while the yellow region has po-

tential BBB permeability areas. Additionally, red dots 

(PGP-) show that P-gp is not a substrate, whereas blue  

 

dots (PGP+) show that P-gp is an active substrate. A 

red dot (PGP-) indicates that the synthesized DHA 

compound is not a P-gp substrate, and its presence in 

the white region indicates that it is predicted to have 

high intestinal absorption and low brain permeability 

[32]. 
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The DHA compound was assessed for phar-

macological similarity using five different filters, in-

cluding Lipinski (Pfizer), Ghose (Amgen), Veber 

(GSK), Egan (Pharmacia), and Muegge (Bayer), that 

are commonly employed by large pharmaceutical 

companies to enhance the quality of their proprietary 

drugs. According to all of the filters, it can be shown 

that the compound meets all requirements. 

When DHA, a medication candidate chemi-

cal, is assessed using the PAINS, Brernk, Lead-like-

ness, and synthetic accessibility metrics, it is discov-

ered that it provides two warnings in PAINS, one 

warning in Brenk, and two warnings in Lead-likeness. 

A measure of how simple it is to synthesize drug-like 

compounds is called synthetic accessibility. A scale 

from 1 (easiest to make) to 10 (very difficult to make) 

is used to rate synthetic accessibility. The DHA com-

pound's synthetic accessibility score was determined 

to be 3.11. 

 

 
 

Figure 15. BOILED-Egg model of the DHA 

The toxicity level and LD50 number of DHA 

were calculated using the ProTox-II web server. 

DHA's LD50 value was found to be 4000 mg/kg, and 

it had no immunotoxicity or mutagenicity. Addition-

ally, the predicted toxicity classes for the compounds 

were established on the web server from worst to best, 

ranging from 1 to 6. The DHA was in the fifth class, 

which was made up of substances with the highest 

LD50 values due to its LD50 value of 4000 mg/kg (Fig-

ure 16). 

 

 

 

 
Figure 16. The predicted toxicity classes of the DHA 

 

4. Conclusion and Suggestions 

 

This research involved the synthesis of 2-[(9,10-di-

oxo-9,10-dihydroanthracen-2-yl)diazenyl]-5-hy-

droxybenzoic acid (DHA). HR-ESI-MS, FT-IR, 1H- 

 

NMR, 13C-NMR, and UV-vis spectroscopy were used 

to analyze the structure of the DHA. The 

DFT/B3LYP/6-311G(d,p) level was used to compute 

all of the DHA's spectral information. The character-

ization of the compound was helped by the fact that 
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all of the experimental results were in good agreement 

with the theoretical values. Additionally, DHA's 

global reactivity parameters and frontier molecular 

orbitals were determined. On the other side, it was 

found that DHA had a very high LD50 value (4000 

mg/kg). Thus, it was determined that the compound's 

toxicity was extremely minimal. The DHA computed 

all of the ADMET and drug similarity parameters 

within allowable ranges. In light of this, we believe 

that the DHA has the potential to be applied in more 

extensive studies in related areas. 
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Abstract 

Vehicle active suspension systems play an important role in ride comfort and driving 

safety. This study considers the problem of an efficient control scheme design for 

vehicle active suspension systems. The active suspension systems aim to get more 

comfortable riding and good handling for random road disturbances. The purpose of 

this work is to reduce the driver’s entire body acceleration and thereby improve ride 

comfort. The inertial weight-free particle swarm optimization (PSO) method is 

utilized to obtain weighting matrices of the optimal control namely linear quadratic 

regulator (LQR) for the active suspension systems. The designed state-feedback 

controller is applied to the quarter-car suspension system under different road 

profiles. Simulation results of the inertia weight-free PSO-tuned LQR are compared 

with the results of the classical-tuned controller and standard PSO-tuned LQR 

controller to show the effectiveness. 

 
 

 
1. Introduction 

Active suspension systems in vehicles aim to ensure 

ride comfort, road holding, and passenger safety for 

different road irregularities. To utilize the potential of 

active suspension systems, the control algorithms 

should deal with changing road profiles. In the 

literature, various control methods have been 

designed for active suspension systems such as 

sliding mode control [1], adaptive control [2], fuzzy 

𝐻∞ control [3], fuzzy [4], machine learning-based 

controller [5], and PID (Proportional-Derivative–

Integral) with the genetic algorithm [6]. The control 

objectives of active suspension systems are passenger 

comfort, minimum vehicle body acceleration, and 

road handling. The linear quadratic controller is 

designed to obtain optimal performance without 

deteriorating conflict design requirements [7-9]. A 

state feedback optimal control law namely Linear 

Quadratic Regulator (LQR) offers guaranteed 

stability, robustness, and a structured design method 

for multiple-input multiple-output systems. The LQR 
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approach computes an optimal state-feedback gain by 

minimizing a quadratic performance index, which 

consists of the state and input variables penalized by 

the weighting matrices. In the spite of the potential 

advantages, one of LQR design difficulties is the 

optimal selection of the weighting matrices, which 

does not have an efficient procedure. Bryson’s 

method [10] can be used to obtain the initial selection 

of weighting matrices. However, this method is a 

check-test method that is a time-consuming and tiring 

approach. Hence, we focus on the problem of the 

selection of weighting matrices for the LQR control 

design using inertia weight-free particle swarm 

optimization (PSO) approach. 

 In literature, several researchers have 

proposed swarm intelligence methods to find out the 

optimal weighting matrices. For instance, Kumar et 

al. [11] use the PSO approach to obtain the weighting 

matrices of LQR for a two-degrees-of-freedom 

helicopter system. It is reported that weighting 

matrices obtained with the PSO make the control law 
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optimal and also eliminate the tiring manual tuning 

procedure. A reinforced quantum-behaved PSO is 

proposed in [12] to optimize the weighting matrices 

of the LQR controller, which is applied to an inverted 

pendulum system and a flight landing system. 

Maghfiroh et al. [13] utilize the PSO algorithm to find 

optimal weighting matrices for a DC motor system. 

The controller provides the smallest integral of 

absolute the error index. Karanki et al. [14] design a 

PSO-based state feedback controller for a unified 

power-quality conditioner. Shao et al. [15] propose 

PSO-based LQR for a model of an overhead crane 

system. For vehicle active suspension systems, the bat 

algorithm [16], artificial fish swarm algorithm [17], 

and adaptive predator–prey optimization algorithm 

[18] are employed for the selection of optimal 

weighting matrices of the LQR controller.  

The main contribution of this work is to propose the 

inertia weight-free PSO algorithm tuned optimal LQR 

controller for an active suspension system. The inertia 

weight-free PSO algorithm improves the convergence 

speed and accuracy of the standard PSO algorithm. 

The simulation studies are conducted to show the 

effectiveness of the proposed method. The inertia 

weight-free PSO-tuned LQR controller is compared 

with the classical tuned LQR controller and the 

standard PSO-tuned LQR in terms of the vehicle body  

acceleration, suspension deflection, and tire 

deflection. 

2. Material and Method 

 

2.1. Model of Active Suspension System 

This section gives the dynamic equations of a quarter-

active suspension system. The quarter active 

suspension system is depicted in Figure 1. The system 

has two inputs (control input 𝐹 and the road surface 

position, 𝑧𝑟). The vehicle body displacement and the 

tire displacement are denoted by 𝑧𝑠 and 𝑧𝑢𝑠 from the 

ground respectively.  

 

Figure 1. Diagram of the quarter active vehicle suspension 

system 

The quarter active suspension system equation of 

motion are derived in [16] using the Newton law as 

follows: 

musz̈us = −busżus − bsżus − F + bsżs

+ busżr − (zus − zs)ks

− (zus − zr)kus 

(1) 

msz̈s = bsżus + F − bsżs − (zs − zus)ks (2) 

Equations (1)-(2) can be given in the state–space 

realization as: 

ẋ(t) = 𝒜x(t) + ℬu(t) 

y(t) = 𝒞x(t) + 𝒟u(t) 
(3) 

where the state variable vector is 𝑥 = [(𝑧𝑠 −
𝑧𝑢𝑠) �̇�𝑠 (𝑧𝑢𝑠 − 𝑧𝑟)  �̇�𝑢𝑠]

𝑇 and the input vector is 𝑢 =
[�̇�𝑟 𝐹 ]𝑇 and the output vector is 𝑦 = [ (𝑧𝑠 −
𝑧𝑢𝑠)  �̈�𝑠 ]

𝑇. (𝑧𝑠 − 𝑧𝑢𝑠)  and (𝑧𝑢𝑠 − 𝑧𝑟)  are the 

suspension and tire deflections, �̇�𝑠 and �̇�𝑢𝑠  are the body 

and the tire vertical velocities respectively. Matrices 

𝒜,ℬ, 𝒞and 𝒟 are obtained as follows: 

𝒜 =

[
 
 
 
 

0 1
−ks

ms

−bs

ms

0 −1

0
bs

ms

0 0
ks

mus

bs

mus

0 1
−kus

mus
−

(bs+bus)

mus ]
 
 
 
 

,   

ℬ =

[
 
 
 
 0

0

0
1

ms

−1
bus

mus

0

−
1

mus]
 
 
 
 

, 

(4) 
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 𝒞 = [
1 0 0 0

−ks

ms

−bs

ms
0

bs

ms

],  𝒟 = [
0 0

0
1

ms

] 

 Table 1 gives the parameters of the quarter active 

suspension system. 

Table 1. Model parameters [16]. 

Symbol Value Definition 

𝐦𝐬 2.45 kg Sprung mass 

𝐦𝐮𝐬 1 kg Unsprung mass 

𝐤𝐬 900  N/m Suspension stiffness 

𝐤𝐮𝐬 1250 N/m Tire stiffness 

𝐛𝐬 7.5 Ns/m Suspension damping 

coefficient 

𝐛𝐮𝐬  5 Ns/m Tire inherent damping 

coefficient 

2.2. Performance Requirements 

The performance requirements of the active suspension 

system are given in [8, 9] as: 

1) Ride comfort: The vehicle body acceleration, 

�̈�𝑠 must be reduced by the active suspension 

system. 

2) Suspension deflection: The active suspension 

system has to maintain the suspension 

deflection within the allowable interval to 

avoid vehicle damage.|(𝑧𝑠 − 𝑧𝑢𝑠)| ≤ 𝑧̅, 𝑧̅ is 

the greatest acceptable suspension deflection. 

3) Road handling: The wheel assembly has to stay 

in firm contact with the road to ensure 

passenger safety. Therefore, the tire’s dynamic 

load has to be smaller than its static load 

(|𝑘𝑠(𝑧𝑢𝑠 − 𝑧𝑟)| ≤ (𝑚𝑠 + 𝑚𝑢𝑠)𝑔). 

2.3. Problem Description  

Consider the following linear time-invariant system: 

ẋ(t) = 𝒜x(t) + ℬu(t), x(0) = x0 

y(t) = 𝒞x(t) + 𝒟u(t) 
(5) 

 in which 𝑥(0) is the initial condition. The purpose is 

to find the optimal control law,  𝑢(𝑡) which can drive 

the state variables of the dynamics to demand state by 

optimizing the following quadratic objective function: 

J = ∫ xT(t)Qx(t) + uT(t)ℛ u(t)dt,

 ∞ 

0

 (6) 

Here 𝑄 is the positive semi-definite state and ℛ is the 

positive-definite weighting matrices respectively. 

Diagonal weighting matrices are generally selected. 

The order of 𝑄 and ℛ matrices equals the number of 

states and the number of inputs. Assume that  (𝒜, ℬ) is 

stabilisable and (𝒜, 𝒞) is observable, then the LQR 

controller computes as follows: 

u(t) = −Kx(t) (7) 

 in which 𝐾 is the optimal state-feedback gain 

computed by 𝐾 = ℛ−1ℬ𝑇𝒫 that is called the Lagrange 

multiplier based on optimization. The positive definite-

matrix, 𝒫 is obtained from the solution of the following 

algebraic Riccati equation: 

𝒜T𝒫 + 𝒫𝒜 + Q − 𝒫ℬℛ−1ℬT𝒫 = 0 (8) 

 The design of the LQR control approach has a 

challenging issue in selecting the weighting matrices. 

The selection of weighting matrices 𝑄 and ℛ affect the 

speed of state variables and control effort [17]. Hence, 

the weighting matrices can be determined by using the 

inertial weight-free PSO in this work. The model of the 

active suspension system is given as a fourth-order 

system. Therefore, the weighting matrix 𝑄 is set to be a 

4x4 diagonal semidefinite matrix (𝑄 =
diag([𝑞1 𝑞2  𝑞3  𝑞4]). The system has a control input, 

𝐹   thereby a scalar, ℛ is considered as ℛ = 𝑟1. The 

corresponding 𝐽 to be minimized is given as follows: 

𝐽 = ∫ [

𝑥1

𝑥2
𝑥3

𝑥4

]

𝑇

[

𝑞1 0
0 𝑞2

0 0
0 0

0 0
0 0

𝑞3 0
0 𝑞4

] [

𝑥1

𝑥2
𝑥3

𝑥4

]

 ∞ 

0

+ 𝑢1𝑟1𝑢1𝑑𝑡 

= ∫ (𝑞1𝑥1
2 + 𝑞2𝑥2

2 + 𝑞3𝑥3
2 + 𝑞4𝑥4

2

 ∞ 

0

+ 𝑟1𝑢1
2)𝑑𝑡 

(9) 

 in which 𝑞1, 𝑞2,  𝑞3 and 𝑞4 are scalar weights of state 

variables. 𝑟1 is the scalar weight of the controlled force. 

LQR weighting matrices are optimized using the PSO 

algorithm whose fitness function is given by the 

following integral of the time-weighted absolute error 

(ITAE): 
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ITAE = ∫ t|e|dt

 ∞ 

0

 (10) 

where e =𝒆(𝒛𝒔−𝒛𝒖𝒔) + 𝒆�̇�𝒔
+ 𝒆(𝒛𝒖𝒔−𝒛𝒓)  + 𝒆�̇�𝒖𝒔

 and 

𝒆(𝒛𝒔−𝒛𝒖𝒔),  𝒆�̇�𝒔
, 𝒆(𝒛𝒖𝒔−𝒛𝒓) and 𝒆�̇�𝒖𝒔

 are tracking errors of 

state variables for the given road profile. 

2.4. Inertia Weight-free Particle Swarm 

Optimization  

Many realistic optimization issues demand costly 

computation-based assessments in order to find the 

optimal solution. The optimization method should be 

carried out speedily and it should not be overly 

complicated [17] due to various limits in research such 

project time needs and computer resource constraints. 

Performances of optimization techniques are evaluated 

using different benchmark fitness functions. These 

algorithms often provide acceptable results by utilizing 

their unique information transmission methods in 

conjunction with a variety of first-candidate solutions 

in various fitness evaluations. These procedures 

frequently run-time and resource-intensive computer 

resources since they evaluate each potential resolution. 

The study and creation of effective optimization 

algorithms for assessing a small number of functions is 

therefore an expanding research topic. Several novel 

ideas have been proposed and published recently. 

These techniques with constrained function evaluations 

have produced some pleasing results [17-19].  

  Wilson [20] first put out the swarm idea in 

1975. Each member of a swarm may use the discoveries 

and experiences of the others to escape from predators 

and find food. Each bird in a swarm can identify where 

it is within the swarm. Every individual will observe 

neighbouring individuals' flight motions to modify their 

own flight trajectory, giving the impression that a single 

entity is in charge of the whole swarm. The positions of 

two or three of its neighbours, as well as the flight path 

of the entire swarm, are the three features that each bird 

must see [21]. Reynolds [22] established a distributed 

behavioural model in light of this. 

 Kennedy and Eberhart [23] first developed the 

stochastic population-based technique known as 

particle swarm optimization (PSO), which was inspired 

by some animals' intelligent group behaviour. This 
technique is a unique evolutionary technique, first 

motivated by the specific social behaviours of fish 

schools and bird flocks. PSO blends evolutionary 

calculations with social psychology concepts from 

socio-cognition agents. It uses a swarm of particles to 

represent the potential solutions to the objective issue 

when applied for optimization processes. Each particle 

will move in the direction of the problem's probable 

solution after a search has started, based on its own and 

the partner particles' investigations. The easy 

implementation and the limited number of adjustable 

parameters of PSO are its two main benefits. Inertia 

weight (w), one of PSO's parameters, to strike a balance 

between the features of exploration and exploitation. 

Since the parameter's inception, several ideas for 

various approaches to calculating the value of inertia 

weight throughout the duration of a run have been 

made. 

The standard PSO contains the following four items: 

1. Determine the objective function. 

2. Set parameters. 

The basic parameters of the PSO include: 

(i) Space dimension 

(ii) Particle swarm size 

(iii) Location constraint 

(iv) Velocity constraint 

(v) Number of iterations 

(vi) Inertia weight 

(vii) Learning factor: The ranges of the 

independent variables should be 

considered while determining the learning 

factor. Particle and particle swarm learning 

factors are the two different categories of 

learning factors. Typically, a value 

between 0 to 5 can be used. 

3. Initialize particle swarm. 

4. Update velocity and location. 

Updating velocity and position is the essence of the 

standard PSO. The function velocity and position, 

which is called the PSO algorithm, is as follows: 

𝑣𝑘+1(𝑚, 𝑛) = 𝑤𝑣𝑘(𝑚, 𝑛)

+ 𝑟1𝑐1(𝑥𝑝𝑘(𝑚, 𝑛)

− 𝑥𝑘(𝑚, 𝑛))

+ 𝑟2𝑐2(𝑥𝑔𝑘(𝑛)

− 𝑥𝑘(𝑚, 𝑛)) 

𝑥𝑘+1(𝑚, 𝑛) = 𝑥𝑘(𝑚, 𝑛) + 𝑣𝑘+1(𝑚, 𝑛)   

(11) 

Where 𝑣k(𝑚, 𝑛) is the velocity of the 𝑚𝑡ℎ particle for 

the 𝑛𝑡ℎ  dimension at the 𝑘𝑡ℎ iteration,  𝑥k(𝑚, 𝑛) is the 

current position of the 𝑚𝑡ℎ particle for the 𝑛𝑡ℎ  

dimension at the 𝑘𝑡ℎ iteration. 𝑥𝑝(𝑚, 𝑛) represents the 
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position of the best solution that the 𝑚𝑡ℎ particle has 

achieved so far, for the 𝑛𝑡ℎ dimension of the problem. 

𝑥𝑔(𝑛) is the current global best obtained so far by the 

particle swarm optimization for the 𝑛𝑡ℎ dimension of 

the problem.  𝑤, 𝑐1,  𝑐2 and 𝑟1,  𝑟2 are defined as inertia 

weight, single particle’s learning factor, particle 

swarm’s learning factor and random values in [0,1], 

respectively [24]. The hybrid optimization algorithm is 

an effective combination of a metaheuristic 

optimization algorithm with another optimization 

algorithm that can exhibit more stable behaviour and 

greater flexibility against complicated and difficult 

problems. Local search algorithms use a well-specified 

neighborhood mechanism to recursively explore the 

search space for a better answer than an already existing 

one. Metaheuristics are made up of iterative processes 

that successfully integrate many sub-heuristics to find 

a search space. To locate global optimal areas, certain 

learning algorithms are employed. Natural approaches 

known as population-based metaheuristics investigate 

the search space by manipulating the population, and 

the outcomes heavily depend on these particular 

manipulative techniques. Compared to other trajectory 

approaches, which are easily impacted by local optima, 

population-based metaheuristics methods are better at 

characterizing local optima. Because of this, 

metaheuristic hybrids that effectively combine the 

advantages of population-based and trajectory 

approaches are typically quite effective and successful 

[25-26]. 

During the early search phase, the standard PSO 

technique often converges quickly before slowing 

down. It frequently has slow convergence and becomes 

locked in local minima. Moreover, the inertia weight, 

𝑤  and the pair of learning factors (𝑐1,  𝑐2) are important 

variables affecting the standard PSO convergence. The 

way each particle updates are the main difference 

between the inertia weight-free PSO and the standard 

PSO algorithm.  In this work, the inertia weight-free 

means that PSO algorithm does not have adjustable 

parameters of  𝑤, 𝑐1 and 𝑐2.The following equations 

show the calculation of particle positions and velocity 

in the inertia weight-free PSO algorithm [27]: 

 𝑣𝑘+1(𝑚, 𝑛) = (2𝑟1 − 0.5)𝑣𝑘(𝑚, 𝑛)

+ (2𝑟2 − 0.5)(𝑥𝑝𝑘(𝑚, 𝑛)

− 𝑥𝑘(𝑚, 𝑛))

+ (2𝑟3 − 0.5)(𝑥𝑔𝑘(𝑛)
− 𝑥𝑘(𝑚, 𝑛)) 

(12) 

𝑢𝑘+1(𝑚, 𝑛) = (2𝑟4 − 0.5)(𝑥𝑔𝑘(𝑛)

− 𝑥𝑝𝑘(𝑚, 𝑛))

+ (2𝑟5 − 0.5)(𝑥𝑔𝑘(𝑛)

− 𝑥𝑘(𝑚, 𝑛)) 

(13) 

 𝑥𝑘+1(𝑚, 𝑛) = 𝑥𝑝𝑘(𝑚, 𝑛)

+ (2𝑟6 − 0.5)𝑣𝑘+1(𝑚, 𝑛)
+ (2𝑟7 − 0.5)𝑢𝑘+1(𝑚, 𝑛)   

(14) 

where, 𝑟1,  𝑟2 ,  𝑟3   𝑟4  𝑟5  𝑟6 and   𝑟7   are defined as 

random values in [0,1]. Figure 1 illustrates the 

flowchart of the inertia weight-free PSO algorithm. 
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Figure 2. Flowchart of the inertia weight–free PSO algorithm 

The process of LQR controller design through the 

inertia weight-free PSO algorithm can be summarized 

as follows: A state-feedback gain is computed using 

with Matlab lqr() command for the pair of system 

matrices (A,B) from equation (4) and matrices Q and R  

are found by the inertia weight-free PSO algorithm. For 

each iteration, the closed-loop system is simulated to 

calculate ITAE (fitness) given in equation (10). 

Obtained ITAE values are compared. As a result, the 

lowest ITAE value and corresponding matrices Q and 

R are recorded at the final iteration. Simulation results 

will be given in next section. 

3.  Simulation Results and Discussion 

In this section, simulation results are given to show the 

effectiveness of the active suspension system with the 

designed LQR controller against random road 

disturbances. A square shape (with an amplitude of 

0.01 m and frequency of 0.3 Hz) and a bumpy shape 

(with an amplitude of 0.1 m and 0.175 Hz) signals are 

taken into consideration as random road disturbances. 

Classical-tuned LQR, standard PSO-tuned LQR, and 

inertia weight-free PSO-tuned LQR are tested under 

random road disturbances. 

           The parameters of the standard PSO and the 

inertia weight–free PSO are given in Table 1. The 

number of the optimized parameter is five which 

consists of four states and a control variable. The range 

of weighting matrices Q and R are set between 0.01 and 

500. Both the standard PSO and weight–free PSO have 

60 particles and 50 iterations.  The standard PSO has an 

inertia weight and a cognitive constant but the weight-

free PSO algorithm does not have these critical weight 

and cognitive constants.  

            For both the standard PSO and the inertia 

weight-free PSO, the convergence of the fitness 

function is shown in Figure 3. It can be seen that the 

weight-free PSO reaches the minimum fitness value 

faster than the standard PSO. The standard PSO 

approach typically converges rapidly during the initial 

search period and then slows. It has the tendency of 

being trapped in local minima and slow convergence. 

Furthermore, inertia weight w, c1 and c2 are critical 

factors that affect the convergence of the PSO. The 

inertia weight–free PSO algorithm overcomes these 

problems.  The inertia weight-free PSO takes 27 

iterations to find the minimum fitness value whereas 

the standard PSO obtains the minimum fitness value 

with 34 iterations. The resulting weighting matrices and 

gains of state-feedback controllers are reported in Table 

2. 

Start

Initialise particle with random position and velocity

Compute the initial firtness, F for each particle's position and 
determine pbest of each particle and gbest

For each particle,  update the velocity using equation (12) and 
the position using equation (14)

Compute the fitness F of each particle's positin and determine 
pbest of each particle and g bbest

If 𝐹(𝑝𝑏𝑒𝑠𝑡) > 𝐹(𝑥)  set 𝑝𝑏𝑒𝑠𝑡 = 𝑥 and set the best of pbest as 
gbest 

The iteration is equal to the 
maximum

Report the best fitness and position 

End

No 

Yes 
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Table 1.  Parameters of the standard PSO and the inertia 

weight-free PSO 

Parameters Standard PSO Inertia weight-

free PSO 

Iterations 50 50 

Particles 60 60 

Variables 5 5 

Inertia weight 0.9 - 

Cognitive  

constants  

2 - 

 

       Figure 3. Comparison of fitness function values 

 

 

Table 2.  State feedback gains and weighting matrices 

 

 

State-feedback gain Weighting matrices 

Classical-tuned LQR 

[8]  
𝐾 = [

469.4581 
52.2394
−179.95
−12.35

]

𝑇

 

𝑄 = diag(692.52, 0.16,  

652.52,0.16) 

ℛ = 0.00065 

Standard PSO-tuned 

LQR 
𝐾 = [

0.0006 
73.96

−347.90
−13.6843

]

𝑇

 

𝑄 = diag(0.0100, 53.5209,  

1.2415, 14.0084) 

ℛ = 0.01 

 Inertia weight-free  

PSO-tuned LQR 

𝐾 = [

0.00060
116.9200

−494.5004
−13.6274

]

𝑇

 

𝑄 = diag(0.0101, 136.7950,  

204.8922, 19.2798) 

ℛ = 0.01 

Figure 4 compares the vehicle body acceleration 

closed-loop responses for the square road profile. The 

inertia weight-free PSO-tuned LQR controller (black 

line) provides lower body acceleration than other 

controllers do. Figures 5 and 6 display the vehicle body 

and tire positions respectively. It can be seen from plots 

that the inertia weight-free PSO-tuned LQR controller 

achieves better road profile tracking. However, the 

classical-tuned LQR controller (green line) has an 

oscillatory response that might damage the vehicle. To 

void structural damage, the absolute value of the 

suspension deflection should be less than 0.038 m 

(|(𝑧𝑠 − 𝑧𝑢𝑠)| ≤ 0.038 m) [8]. The results of 

suspension deflections with all designed controllers are 

given in Figure 7. It can be seen that |(𝑧𝑠 − 𝑧𝑢𝑠)| ≤
0.02 m which is within the acceptable range. The tire 

deflection responses are plotted in Figure 8. For road 

handling requirements, the tire’s dynamic load has to 

be smaller than its static load (((𝑚𝑠 + 𝑚𝑢𝑠)𝑔 =
33.84 𝑁). All controllers satisfy this performance 

requirement. The active suspension system with the 

classical tuned LQR controller has tire’s dynamic load, 
|𝑘𝑠(𝑧𝑢𝑠 − 𝑧𝑟)| = 17.16 N and with the standard PSO-

tuned LQR controller has tire’s dynamic load |𝑘𝑠(𝑧𝑢𝑠 −
𝑧𝑟)| = 17.12 N. Although, the inertia weight-free 

PSO-tuned LQR controller has a less dynamic load 
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(|𝑘𝑠(𝑧𝑢𝑠 − 𝑧𝑟)| = 17.07 N) within the permissible 

range. 

 Similarly, closed-loop responses are given in Figures 

9, 10, 11, 12 and 13 under the bumpy road profile. 

Vehicle body acceleration plots are given in Figure 9 to 

evaluate the passenger ride comfort. It is clearly seen 

that the inertia weight-free PSO-tuned LQR controller 

improves the ride comfort better than other controllers 

do. Figures 10 and 11 show that the vehicle body and 

the tire positions are tracked well with the inertia 

weight-free PSO-tuned LQR controller so passenger 

safety is ensured. Figure 12 indicates the suspension 

deflection under the bumpy road profile. The inertia 

weight-free PSO-tuned LQR controller increases the 

suspension deflection to improve ride comfort. The 

maximum value of the suspension deflection is 0.0124 

m with the inertia weight-free PSO-tuned LQR 

controller, which is less than the permissible travel 

range of 0.038 m. Lastly, the tire deflection is depicted 

in Figure 13. The dynamic loads with the classical 

tuned LQR, the standard PSO-tuned LQR and the 

inertia weight-free PSO tuned LQR controllers are 

3.049 N, 2.755 N, and 2.62 N respectively which are 

lower than the tire’s static load. Furthermore, the 

closed-loop response with the inertia weight-free PSO-

tuned LQR controllers has the best tire deflection 

amongst all designed controllers. ITAE values under 

different road profiles are reported in Table 3. Closed-

loop response with the inertial weight-free PSO-tuned 

LQR controller has the lowest ITAE index. The above 

discussion and figures show that the inertial weight-free 

PSO-tuned LQR controller outperforms the other 

controllers and enhances ride comfort without an 

important deterioration in suspension deflection. 

 

Table 3.  ITAE values of controllers in the different road conditions. 

Road Profile Controller ITAE values 

Square road profile Classical tuned LQR 12.7569 

Standard PSO-tuned LQR 5.2322 

Inertia weight-free PSO-tuned LQR 5.2296 

Bumpy road profile Classical tuned LQR 8.9835 

Standard PSO-tuned LQR 8.3998 

Inertia weight-free PSO-tuned LQR 7.9868 

Figure 4.  The vehicle body acceleration under the square road disturbance 
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              Figure 5.  The vehicle body position under the square road disturbance 

 

Figure 6. Vehicle tire position under the square road 

 

 

Figure 7. Suspension deflection under the square road 
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Figure 8.  Tire deflection under the square road 

 

 

Figure 9. Vehicle body position under the bumpy road 

 

Figure 10. Tire position under the bumpy road 
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Figure 11. Suspension deflection under the bumpy road 

 

Figure 12. Tire deflection under the bumpy road

 

4. Conclusions 

In this paper, the efficiency of a quarter-active 

suspension system has been investigated under 

different road profiles with the optimal control law. 

To improve ride quality, the inertia weight-free PSO-

tuned LQR control law is proposed. Here, the inertia 

weight-free PSO finds the optimal weighting matrices 

of the LQR controller so as to satisfy conflicting 

performance requirements for the quarter-active 

suspension system. A comparative simulation study is 

carried out for inertia weight-free PSO-tuned LQR, 

the standard PSO-tuned LQR controller and the 

classical-tuned LQR controller. The simulation 

results demonstrate that the inertia weight-free PSO-

tuned LQR controller provides well body and tire 

position tracking performances and reduces the 

vehicle body acceleration with the permissible 

suspension deflection. 
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Abstract 

Two earthquakes with moment magnitudes of 7.7 and 7.6 occurred on February 6, 

2023, at 04:17 a.m. (with local time, GMT+3) in Kahramanmaraş-Ekinözü Pazarcık 

and at 13:24 p.m. (with local time, GMT+3) in Kahramanmaraş-Elbistan, 

respectively, in Türkiye. The earthquake was felt in a wide area within Türkiye and 

caused structural destruction and heavy damage to buildings, especially in eleven 

cities, including Adana, Adıyaman, Diyarbakır, Gaziantep, Hatay, Kahramanmaraş, 

Kilis, Malatya, Osmaniye, Şanlıurfa and Elazığ. The aim of this study was to present 

a detailed field investigation in Malatya province, which was one of the most affected 

cities in the region. The strong ground motion records have been analyzed, and PGA 

distribution maps were presented. Structural, design, and manufacturing defects in 

damaged and collapsed buildings were examined. The performance of soil structures 

was examined, and the defects demonstrated were evaluated in the context of the 

geological environment. The study is essential in terms of evaluating the damage and 

possible causes of the building stock in Malatya city center and its districts after the 

earthquake. In this sense, a holistic evaluation has been carried out, which can be a 

useful resource for Anatolian cities with typical building characteristics. 

 

 
1. Introduction 

 

On February 6, 2023, at 04:17 local time (GMT 

+03:00) in Ekinözü Pazarcık Kahramanmaraş (Lat: 

37.288, Longitude: 37.043) and at 13:24 (GMT 

+03:00) in Elbistan Kahramanmaraş (Lat: 38.089), 

Longitude: 37.239), two earthquakes with moment 

magnitudes of Mw 7.7 and Mw 7.6 occurred at a 

depth of 7.7 and 8.6 km, respectively. The earthquake 

was felt in a wide geography within the borders of 

Türkiye, especially in Adana, Adıyaman, Diyarbakır, 

Gaziantep, Hatay, Kahramanmaraş, Kilis, Malatya, 

Osmaniye, Şanlıurfa and Elazığ, and in Syria as well 

as in Türkiye, and caused significant structural 

destruction. Between February 6 and 9, when the 

earthquake took place, more than 3000 aftershocks, 

varying in magnitude between M 4 and M 6.6, 

occurred within a radius of 350 km in Pazarcık and 

Elbistan epicenters [1]. The settlements in the impact 

area of both earthquakes are located in the East 
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Anatolian Fault Zone (EAFZ). The fault mechanism 

of earthquakes is left lateral strike-slip. 

Various levels of destruction, loss of life and 

property, and injuries occurred in 11 city centers and 

districts within the impact area of the earthquakes. 

According to the Türkiye Earthquake Recovery and 

Reconstruction Assessment Report published by the 

Presidency of Strategy and Budget and the findings of 

the Ministry of Treasury and Finance, the total 

amount of material damage caused by earthquakes is 

1.6 trillion ₺. It is recorded that the material and 

financial total cost of the earthquake was 103.6 billion 

dollars. Housing damages constitute the most 

important component of the total financial burden 

created by the earthquake on the Turkish economy, 

with 54.9 percent (i.e., 1,073.9 billion Turkish liras 

(₺)/56.9 billion dollars). Demolitions in public 

infrastructure and service buildings are considered the 

second-ranked damages in terms of financial burden 

(i.e., 242.5 billion Turkish liras (₺)/12.9 billion 

dollars). According to current field data, Malatya city 
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center and its districts have 5,393 collapsed buildings 

that urgently need to be demolished. 

The epicentral distances of 105 and 170 km 

from the epicenters of the Pazarcık (Mw 7.7) and 

Elbistan (Mw 7.6) earthquakes and other parameters 

caused significant destruction in Malatya city center 

and its districts (Fig. 1). When both earthquakes are 

evaluated from a technical point of view, he stated 

that the Pazarcık (Mw 7.7) earthquake undoubtedly 

caused demolition and structural damage, but a 

significant part of the destruction observed in Malatya 

city center occurred with the subsequent Elbistan 

(Mw 7.6) earthquake. Among many other parameters, 

epicentral distance is considered to be highly 

influential on the intensity of structural destruction. 

Official figures indicate that 8365 buildings were 

collapsed or heavy damaged and 9905 were 

moderately and slightly damaged based on the first 

post-earthquake damage observations carried out by 

the Ministry of Environment, Urbanization and 

Climate Change.  

 

 

Figure 1. Distance from Malatya to the epicenter of the Pazarcık (Mw 7.7) and Elbistan (Mw 7.6) earthquakes 

 

In general, damage is defined as a stability 

problem that arises during the life of a building 

exceeds the tolerance limits. Structural damage, on 

the other hand, can be defined as the complete or 

partial loss of the standard or defined features of a 

building or building element for any reason during 

use and the loss of its service function. Historical 

earthquakes show that earthquakes are the primary 

cause of structural damage in these buildings [2]. 

The probability of damage to buildings that are not 

taken care of during design and construction varies 

depending on the magnitude of the earthquake [3]. 

Although the destruction in residential areas is 

mostly in the foreground due to the loss of life it 

causes, the types of collapse and damage to other 

civil structures are also important in terms of both 

affecting the continuation of civil life and making 

engineering evaluations necessary.  

There are some studies in the literature related to the 

damage to buildings caused by the earthquakes in 

the different seismic regions. Nemutlu et al. [4], 

Sayın et al. [5], and Işik et al.  [6] investigated the  

 

structural damages of masonry and reinforced 

concrete buildings after 2020 Elazığ-Sivrice 

earthquake. Bilgin et al. [7] carried out a detailed 

field survey after the 2019 Albania earthquake and 

evaluated the performance and damages of masonry 

buildings. Işık et al. [8] studied the time-dependent 

seismicity model of the North Anatolian Fault Zone 

earthquakes. Nemutlu et al. [9] investigated the 

assessment of earthquake preparedness of existing 

buildings in Bingöl province, and in another work 

[10], they estimated the probabilistic hazard for 

Bingöl province. In the study of Işık [11], the 

seismic parameters were obtained for M ≥6 

earthquakes in Türkiye after 1900, and the measured 

and current peak ground acceleration values were 

compared. The structural damages to masonry 

buildings, mosques, and minarets in Adıyaman after 

the Kahramanmaraş earthquakes were also 

investigated by the studies of Işık et al. [12], [13]. 

Besides, Kocaman [14] investigated the influence of 

Kahramanmaraş earthquakes on historical masonry 

minarets and mosques.  
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In this study, the damage and collapse of the 

structures in Malatya center and its districts caused 

by the earthquakes on February 6 are evaluated. 

Inferences are presented as a result of field 

observations and examinations carried out in 8 

districts, two of which are central districts. 

Earthquake damages are examined in relation to 

local soil properties and other earthquake 

parameters. The structural damage caused by these 

two major earthquakes in the historical period is 

revealed, and the local construction practices are 

criticized. 

 

2. Seismicity and Site Description 

 

The EAFZ, which lies between Bingöl Karlıova and 

Antakya, consists of six segments from northeast to 

southwest between Karlıova-Bingöl, Palu-Hazar 

Lake, Hazar-Sincik, Çelikhan-Gölbaşı, and 

Gölbaşı-Türkoğlu. In the historical period, the 

Eastern Anatolian Fault System formed an 

earthquake series that started with the 1822 Antakya 

earthquake. Erdik [15] reports two devastating 

earthquakes in CE115 and 526 that claimed more 

than 500.000 lives. A devastating earthquake was 

produced by Karlıova-Bingöl segment in 1866, and 

in 1872, another damaging earthquake was 

propagated by the Türkoğlu-Antakya segment. The 

other destroyed earthquakes occurred on the Palu-

Hazar Lake and Hazar Lake-Sincik segments in 

1874 and 1875, respectively. The last earthquake on 

the EAFZ occurred in 1893 on Çelikhan-Gölbaşı 

segment. The 1905 earthquake destroyed many 

villages between Çelikhan and Pütürge towns.  In 

the last century, except for the 1971 Bingöl and 

2020 Sivrice earthquakes, the Eastern Anatolian 

Fault System entered a quieter period and did not 

produce an earthquake large enough to cause a 

surface rupture. The EAFZ System, with a total 

length of 600 km and consisting of 6 different 

segments with lengths ranging from 50 to 145 km, 

dates back to BC 17-1900 in the historical period 

(Fig. 2). 30-AD 100; M.S. 700's; M.S. 1100's, M.S. 

It produced five main series of earthquakes in the 

1500s and 1800s. Since EAFS has a very low shear 

rate of 5-8 mm/year, earthquakes with a magnitude 

of 7.0-7.5 are repeated at very long intervals [16]. 

The province of Malatya is located in the east of 

Türkiye, with an area of 12,313 km2 and a 

population of approximately 800,000, in a 

geography surrounded by this intense tectonic 

activity. As can be seen in the active fault map of 

Türkiye, Doğanşehir-Surgu Faults are located in the 

south, and the part of the EAFZ passing through 

Pürge-Doğanyol and the Malatya Fault are tectonic 

structures that affect the city significantly. Coulomb 

stress transfer studies carried out after the Sivrice 

(Mw 6.8) earthquake indicated that the seismic 

potential of the Palu-Hazar and Çelikhan-Gölbaşı 

segments increased [17]. According to the 1996 

Earthquake Zones Map published by the Türkiye 

Ministry of Public Works and Settlement General 

Directorate of Disaster Affairs, Malatya and its 

districts are located in the I to III degree earthquake 

zones. Malatya PGA is defined as 475 (years) in the 

earthquake hazard map of Türkiye, and the 

maximum acceleration value varies between 0.2g 

and 0.7g [18]. Considering the geology of the 

Malatya, detailed simulations were performed to 

assess the seismic response of the local soils under 

recent earthquakes [19], [20].  
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Figure 2. Main segments of the East Anatolian Fault Zone and damaging earthquakes [18] 

 

 

Figure 3. Site location and general geological map of the region [21] 

 

The general geological map of Malatya is 

presented in Fig. 3. The geological units on which 

the city center is built can be evaluated in two 

categories: the south and north of the highway 

extending on the east-west axis. The northern part 

of the city consists mostly of the Beylerderesi 

formation, where alluvial units and conglomerate-

sandstone units are stacked. In the south, the 

lithology is represented by limestone-

conglomerate-marl units known as Yeşilyurt 

formation. The eastern side of the city was built on 

units where magmatic rocks were stacked. 

 

3. Ground Motions 

 

The acceleration records of the February 6 

earthquakes were downloaded from the 'General 

Directorate of Disaster Affairs' (i.e., AFAD) official 

site on February 11. The measured instrumental 

peak ground acceleration of the Pazarcık (Mw 7.7) 

earthquake was recorded at TK4614 

Kahramanmaraş station, with 1966.74 cm/s2 (2.00 

g) belonging to the EW component (Fig. 4a, b). The 

activity depth was 8.6 km, and the Vs30 shear wave 

velocity of the station location was reported as 671 

m/s. The epicentral distance to the focal point of the 
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earthquake was recorded at 31.42 km. According to 

the 5% damping ratio, the dominant period of the 

spectral acceleration was found to be in the range of 

0.1-0.2 s. The peak velocity value was calculated as 

0.552 m/s and the maximum displacement as 0.186 

m. The significant duration of the earthquake was 

calculated as 24.06 s between 39.71 and 63.77 s. 

The acceleration time history and response spectra 

of the NS component of the motion are presented in 

Figs.4c, d. The highest measured instrumental peak 

ground acceleration of the north-south (NS) 

component was recorded as 1948,767 cm/s2 (1.99 

g). It was observed that the dominant period of the 

spectral acceleration occurs in the range of 0.1-0.2 

s, according to the 5% damping ratio. The peak 

velocity value was calculated as 0.818 m/s and the 

maximum displacement was calculated as 0.232 m, 

respectively. The significant duration of the 

earthquake was calculated as 23.15 s between 39.81 

and 62.96 s. The peak acceleration of the vertical 

component of the earthquake (UD) was recorded as 

1352.510 cm/s2. 

 

Figure 4. Acceleration-time history and response spectra of Pazarcık earthquake (Mw 7.7); (a, b) EW and (c, d) NS 

components 

 

The highest acceleration record of the east-

west (EW) component of the Elbistan (Mw 7.6) 

earthquake that occurred during the period 

following the Pazarcık (Mw 7.7) earthquake was at 

TK4612 Göksun station at 520.662 cm/s2 (0.531 g), 

(Fig. 5a). The dominant period of the spectral 

acceleration was recorded as 0.4 s according to the 

5% damping ratio (Fig. 5b). The activity depth is 7 

km, and the Vs30 shear wave at the station location 

is reported as 246 m/s. The epicentral distance to the 

focal point of the earthquake was calculated at 66.68 

km. The peak velocity value was calculated as 0.725 

m/s, and the maximum displacement was calculated 

as 0.574 m. The significant duration of the 

earthquake was calculated as 25.9 s between 30.60 

and 56.50 s. The peak acceleration value of the 

vertical component of the earthquake was recorded 

as 430.195 cm/s2. The highest acceleration record of 

the north-south (NS) component was measured at 

627.184 cm/s2 (0.64g) (Fig. 5c). The dominant 

period was recorded as 0.5 s according to the 5% 

damping ratio (Fig.5d). The peak velocity value was 
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calculated as 1.707 m/s, and the maximum 

displacement was calculated as 0.679 m. The 

significant duration of the earthquake was 

calculated as 20.14 s between 30.99 and 51.13 s. 

The spectra obtained from the EW and NS 

components of Elbistan earthquake ( #4406 

Akçadağ station) are quite above the elastic design 

spectra defined by Turkish Building Earthquake 

Code [22], which corresponds to the DD-2 

earthquake level with a 10% probability of 

exceedance in 50 years (Fig. 6) 

   

    

Figure. 5 Acceleration-time history and response spectra of Elbistan earthquake (Mw 7.7); (a, b) NS and (c, d) EW 

components 

 

The damages and destruction caused by the 

Pazarcık and Elbistan earthquakes occurred as a 

result of many parameters. The intensity 

distribution of the earthquake in Malatya city center 

and its districts, with distances of 105 and 170 km, 

respectively, is shown on maps. It is observed that 

the intensity of the Pazarcık (MW 7.7) earthquake 

increases from the city center to the southwest as 

expected (Fig. 7). While the earthquake was felt in 

the city center with a magnitude of MMI 7-8, it 

caused damage and destruction in buildings with 

low construction quality. It is seen that MMI 6 is felt 

as one moves north from the city center (i.e., in the 

direction of Darende and Akçadağ in the north and 

in the direction of Kale in the east). Instant 

investigations on the effects of the Elbistan 

earthquake (Mw 7.6), which took place within the 

hours following the Pazarcık (Mw 7.7) earthquake 

(i.e., approximately nine hours later), showed that a 

significant part of the destruction occurred as a 

result of the Elbistan earthquake. This situation also 

coincides with the Elbistan earthquake intensity 

distribution map. In fact, the effects of the 

earthquake in the city center correspond to much 

greater intensities (Fig. 8). In general, intensity 

distribution maps largely reflect post-earthquake 

observations in the area. 
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Figure. 6 Acceleration-time history and response spectra of Elbistan earthquake (Mw 7.6); (a, b) EW and (c, d) NS 

components (#4406 station) 

 

Figure 7. The intensity distribution map of Pazarcık (Mw 7.7) earthquake 
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Figure 8. The intensity distribution map of Elbistan (Mw 7.6) earthquake 

 
4. Distribution of Structural Damages 

 

The building stock of the city center of Malatya 

involves generally reinforced concrete buildings 

and masonry buildings in rural areas. In the city 

center and in the countryside of Doğanşehir, 

Akçadağ, and Darende villages of Malatya, 

structural and non-structural damage as well as 

collapses were observed in most of the buildings, 

resulting in more than 1000 deaths.  

The population of Malatya is nearly 

815.000, and there are 32.344 buildings in the city 

center. According to the first post-earthquake 

damage observations carried out by the Ministry of 

Environment, Urbanization, and Climate Change, 

the damage distribution in Malatya province was 

shown in Fig 9.  

 

 

Figure 9.  Ministry of Environment, Urbanization and 

Climate Change damage detection findings on 

February 16, 2023 

 

 

 

 

4.1. Structural Properties of the Building Stock 

 

The quality of the buildings in the city center of 

Malatya shows variations. In the building stock, 

there are old and newly built reinforced concrete 

buildings with up to 15 stories and also lots of 

masonry buildings in the rural areas. It is seen that 

the buildings in the very center of the city, 

especially in the region where commercial 

enterprises are concentrated, were generally built 

before the year 2000. The building inspection was 

arranged and legally regulated after the 

earthquakes on August 17 and November 12, 1999, 

in Kocaeli and Düzce. As a result of these 

earthquakes, awareness of seismic resistance 

increased, and a new reinforced concrete design 

requirement (TS500) [23] was started to be used, 

so buildings built prior to the year 2000 can be 

defined as uncontrolled buildings. According to the 

observations, these old adjacent reinforced 

concrete structures with no separation distance 

exhibited heavy damage and many of them even 
collapsed. 

There have been many major earthquakes 

in the history of Türkiye, resulting in a great deal 

of destruction and death. After these tragic events, 

the earthquake regulations of Türkiye have been 

revised many times, and some vital practical and 

conceptual changes have occurred. One of the most 

striking improvements from the Turkish Building 

Earthquake Code-1975 [24] to Turkish Building 

Earthquake Code-2018 [22] was the change in 

column and column-beam connection sections. In 
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Malatya region, there are many buildings built 

before the Turkish Building Earthquake Code-

2007 [25]. However, the collapsed and heavily 

damaged buildings were generally built before 

2000. The most important drawbacks of these 

buildings were the use of non-deformed bars, the 

insufficiency of stirrups, and not using ready-

mixed concrete.   

4.2. Damages in Reinforced Concrete Buildings  

 

 The damage in old buildings (prior to 

2000)   

The building stock in the very center of the 

city, especially in the region where commercial 

enterprises are concentrated, is commonly old and 

adjacent structures with no or not enough 

dilatation. These buildings, which were generally 

built prior to 2000, are mid-rise with infill walls. A 

modern reinforced concrete design guide (TS 500) 

[22] was issued on October 12, 2000, and it 

mandated the use of ready-mixed concrete and 

ductile low-carbon steel. Besides, this guide 

improved the detailing of the steel bars and banned 

the use of non-deformed bars.  It was observed that 

most of the buildings built prior to 2000 were 

collapsed, immediately demolished, or heavily 

damaged (Fig. 10). The main defects in these 

buildings were the use of non-deformed bars, the 

inadequacy of stirrups, and the low strength 

properties of concrete due to the use of hand-mixed 

concrete.  

 

 
 

Figure 10. Totally collapsed buildings in Malatya 

 

  

Figure 11. The observed damages in the old buildings 

in the city center, caused by the insufficiency in 

stirrups and the use of non-deformed steel bars 

 

Observing Fig. 11, the longitudinal bars 

buckled due to the wide stirrup spacing, so the bond 

strength of the concrete-steel bar could not be 

achieved and the concrete was crushed. Besides, it 

is also striking that the bond strength of concrete-

steel bars was not provided due to the use of non-

deformed steel bars. 

 Pounding effect   

As mentioned above, the old building stock 

in the city center was commonly built as adjacent 

structures with no or not enough seismic gaps. For 

these kinds of structures, in order to exhibit the 

least damage caused by the earthquake motion, a 

sufficient seismic gap element should be placed or 

a seismic gap should be left between the buildings. 

Based on the code, the minimum seismic gap 

should be 30 mm up to 6 m in height. Moreover, a 

minimum of 10 mm should be added for every 3 m 

of height increase. In the opposite case, a pounding 

effect can cause harm to the structural elements of 

buildings. Another defect observed in the collapsed 

or damaged reinforced concrete buildings can be 

explained by the fact that they were built at 

different times as adjacent buildings, and they 

damaged each other’s load-bearing elements due to 

the lack of or insufficient seismic gap. Considering 

Fig. 12, the pounding of the adjacent structural 

elements of two buildings induced damages due to 

an insufficient seismic gap or element.  
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Figure 12. Pounding effect in adjacent reinforced 

concrete buildings caused by the lack of seismic gap 

 

 Inadequate reinforcement detailing    

The load-bearing capacity of the elements 

and their connection zones in the structures must 

have the required ductility and strength to provide 

the structural safety of the buildings built in the 

earthquake zones. Within this scope, in the 

structural system, the most vital and critical areas 

are the column-beam connections during an 

earthquake. Turkish Building Earthquake Code-

2018 [22] includes some rules and restrictions on 

structural element design. For example, the spacing 

of stirrups must be reduced in the confinement 

area, and at their ends, the ties must have hooks 

with a bent of 135 degrees. It can minimize the 

damage in the connection areas during the 

earthquake caused by the use of insufficient 

stirrups. According to the present code [22], for 

columns, the minimum transverse reinforcement 

spacing is 5 cm and the maximum spacing is 1/3 of 

the smaller cross-section dimensions. Besides, it 

shall not be higher than ¼ of the beam depth and 

eight times of the minimum diameter of 

longitudinal reinforcement for beams. In Fig. 13, 

the defects in the structural elements caused by the 

lack of stirrups in the columns and column-beam 

connections were depicted. As shown, sufficient 

stirrup spacing was not applied in the columns, and 

the distance between the stirrups was also widened 

due to insufficient anchoring. Therefore, the 

longitudinal bars were buckled by the effect of both 

vertical load and moment, and thus, severe damage 

occurred in the core of the concrete.  

 

  
  

  
 

Figure 13. Improper stirrup spacing and 90-degree 

hook bends  

 

During observations, some mistakes were 

also detected due to straight hooks bent 90 degrees 

at their ends. Considering Fig. 13, the improper 90-

degree hook bends could not provide a sufficient 

confinement effect. In some cases, ruptures in the 

stirrups were also observed due to the insufficient 

detailing of the transverse reinforcements, as 

shown in Fig. 14. It was seen that in some 

buildings, especially in the lower parts of the 

columns, the stirrup spacing was so high that there 

was no stirrup in those parts. Besides, when the 

columns were subjected to a high axial load, the 

longitudinal reinforcements buckled, resulting in 

the spalling of the cover concrete (Fig. 14). This 

fact can also be attributed to the use of wide stirrup 

spacing, insufficient concrete strength, and 

column-cross section dimensions. 

 

  

wide stirrup 

spacing 

wide stirrup 

spacing 
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Figure 14. Rupture in stirrup and buckling of 

longitudinal reinforcement 

 Workmanship defects    

The workmanship defects can also cause 

tragic damage to the buildings during an 

earthquake. One of the main defects is the poor 

placement of concrete in the buildings. In some 

columns, coarse aggregates were observed and a 

homogeneous distribution was not achieved, so 

segregation took place. In these load-bearing 

structural elements, the reinforcement bars were 

also seen on the surface of the members, which can 

be due to the use of insufficient concrete cover 

around the longitudinal reinforcement (Fig. 15). 

Therefore, the bond strength between the 

reinforcement and concrete could not be achieved. 

Besides, it was seen that, in one of the beam 

elements, wood and large stone pieces mixed with 

the concrete during concrete pouring prevented the 

concrete from entering the mold, resulting in gaps 

between the reinforcements (Fig 16). The voids in 

the column and beam elements where concrete was 

not well placed showed faults in workmanship.   

  

 
 

Figure 15. Insufficient concrete cover, concrete 

settlement problems and segregation 

 

Figure 16. Foreign materials in concrete 

 

 Damaged staircase    

Staircases are one of the most important 

load-bearing structural elements and should not be 

damaged during an earthquake in order to ensure 

the safe evacuation of people from the buildings. 

The seismic damages in the joints of the staircase 

and landing were observed, as shown in Fig. 17. 

The spalling of the concrete cover occurred both on 

the landing and staircase-landing joint parts. 

Besides, on some staircases of buildings, splitting 

cracks were also observed on the concrete 

elements.  

  
Figure 17. Damages in staircase 
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 Defects in beam-column joint    

According to the earthquake regulations, it 

is aimed at absorbing the energy caused by the 

earthquake in the buildings by the beam elements 

and keeping the columns undamaged. Therefore, 

columns must be designed to be stronger than 

beams. A design implemented in this way will 

allow plastic hinges to form on the beam elements 

so that most of the energy will be absorbed in the 

damaged areas that will occur on the beams. The 

fact that the columns remain undamaged under the 

effects of an earthquake also prevents the structure 

from experiencing stability problems. However, 

from the observations, it was seen that there were 

structures that did not comply with this design 

principle. Observing Fig. 18, in some structures, 

the beams remained undamaged, and plastic hinges 

were formed at the lower and upper ends of the 

column elements. This situation led to the 

deterioration of the building’s stability. 

 

 

 

 
Figure 18. Stability problem due to weak column-

strong beam situation 

 Shear damages in shearwalls and 

columns 

Shear damages caused by insufficient 

shear strength were observed in columns and 

shearwalls. Observing Fig. 19, cracks with a slope 

of 45 degrees were formed. This brittle type of 

damage can be considered heavy damage. The 

shearwalls were damaged due to the inability of the 

lateral reinforcement in the web of the element to 

meet the shear force caused by the earthquake. It 

caused the spalling of the concrete cover and 

crushed the concrete.        
 

  

  
 

Figure 19. Shear damages in the shearwalls and 

columns 

 

 Shear cracks at the beams 

In the Turkish Building Earthquake Code, 

there are some restrictions that must be obeyed in 

the design of the end sections of the structural 

elements. According to this code, the reduction in 

the spacing of stirrups in the confinement area 

causes an increase in the energy consumption of 

this region. The shear cracks in the beam elements 

shown in Fig. 20 formed due to the increase in 

shear stress near the beam-column joint section. 

This type of damage can be due to the use of wide 

spacing between the stirrups in the beam-column 

joint section and inadequate transverse  

reinforcement. It was seen that the lack of 

reinforcement in the beam and beam-column joint 

sections caused critical damage.   

   
 

Figure 20. Shear cracks at the beams 
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 Nonstructural damages 

The non-structural elements are the 

components such as curtain walls, chimneys, walls, 

cladding, etc. that are not in the load-bearing 

system of the building. Such damages can cause 

interruptions in the use of buildings after the 

earthquake. As seen in Fig. 21, cracks have formed 

on the outer surface of almost all buildings, and 

plaster and paint spills have been observed.  

 

  
  

Figure 21. Cracks and plaster spills observed on the 

exterior of the buildings 

Although the load-bearing capacities of the 

infill walls are ignored, they contribute to the 

lateral strength of the structure. The damages in the 

brick wall show the insufficiency of the lateral 

stiffness of the structure. The shear cracks were 

observed because of the inadequate rigidity of the 

structural system and as a result of the reversed 

cyclic lateral loading during an earthquake. Lots of 

shear cracks in the form of X were observed on 

both the interior and exterior walls of the buildings, 

as seen in Fig. 22.       

In some buildings, the damages caused by 

the deflection of the walls in an out-of-plane 

direction due to the strong ground motion were 

observed. This type of damage can be due to 

inadequate adhesion between the walls and 

structural elements. Besides, it was observed that 

during lateral motion, the frame with no adequate 

lateral stiffness caused shear damage in the infill 

walls (Fig 23). In order to reduce this type of 

damage, in Turkish Building Earthquake Code-

2018 [22], the use of elastic materials between the 

infill walls and structural system has been advised. 

  
 

Figure 22. Shear cracks in walls 

 

 
 

 

Figure 23. Out-of-plane toppling of walls and frame-

wall separations 

 

 Soft storey irregularity 

As the brick infill walls used on the upper 

floors of the buildings are not continued on the 

ground floors due to the presence of shops or 

stores, a sudden decrease in rigidity occurs on these 

floors. This causes the formation of ‘soft storey’ 

irregularities. The presence of mezzanines on the 

ground floors of the buildings, which makes the 

floor height higher than the other floors, also 

causes a sudden decrease in rigidity. In this case, 

the lateral displacements between the ground and 

first floors of the buildings reach relatively high 

levels, and the stability of the building deteriorates. 

Especially in the district of Doğanşehir, many 

buildings were heavily damaged due to the 

formation of soft storey irregularities, and the 

ground floors were completely demolished (Fig. 

24). 

 

  

Figure 24. Collapsed structures due to sudden stiffness 

changes on the ground floor.  
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4.3. Damages in Masonry Buildings  

 

The rural buildings in the countryside of 

Doğanşehir, Akçadağ, and Darende villages of 

Malatya have been heavily damaged, and it was 

observed that many masonry buildings constructed 

by their users without any engineering services 

collapsed (Fig. 25). These rural buildings in the 

villages were built with local materials found in the 

close vicinity, such as stone and adobe. In general, 

they are in the form of a one or two storey masonry 

structure. 

In the villages of Doğanşehir, Akçadağ, 

and Darende, it was observed that the bearing walls 

were built using mud mortar as a binder. However, 

according to Turkish Building Earthquake Code-

2007 [25], the use of lime mortar supported with 

cement or cement mortar was suggested as a binder 

in load-bearing walls. The minimum compressive 

strength of mortar for masonry buildings should be 

higher than 5 MPa, so the use of mud mortar as a 

binder could cause deficiencies. Besides, their 

flooring includes beams made of wood and plank 

decking. The wooden logs were placed in one 

direction, parallel to the walls. No mechanical 

connection between the wall sections was 

observed, so during the earthquake motion, the 

walls separated. The out-of-plane failures were 

observed in some buildings, as shown in Fig. 26. 

The quality of the workmanship of these buildings 

was so poor such that there were no horizontal 

bonding timber beams inside the bearing walls. 

 

 
 

Figure 25. Collapsed structures in the rural areas 

 

  
 

Figure 26. Wall damages in Gündüzbey and Akçadağ 

 

It was observed that the loads formed 

during the earthquake caused the formation of 

shear cracks on the walls of the masonry structure 

(Fig. 27). In order to prevent this type of damage, 

during the construction of the building, continuous 

beams should be placed at certain heights that 

surround the structure.  
Vertical cracks have occurred in the 

corners of the masonry buildings due to the effect 

of ground movement. With the growth of these 

cracks, the walls separated from the building were 

partially demolished, as seen in Fig. 28. This 

damage can be avoided by installing corner joints 

during the construction of the masonry structure.  

 

 

  
 

Figure 27. Shear cracks in masonry buildings 
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Figure 28. Corner collapses due to vertical cracks in 

Akçadağ 

 
5. Performance of Earth Structures and 

Geotechnical Evaluations 

 

The dense construction in Malatya’s city center 

makes it difficult to observe the surface traces 

created by the earthquake. However, in rural areas, 

data that allow observational evaluation, such as 

surface fractures, ground traces, and slope 

movements, can be encountered. Surface ruptures 

(i.e., ground rupture or ground displacement) occur 

as the apparent slip of the ground surface when an 

earthquake rupture affects the ground surface along 

a fault. Those ruptures, which pose a great risk for 

structures built along a fault belt that may be active, 

were observed in Akçadağ, the district of Malatya 

on the western border. The slit width reaches 1.5 

m, and the height reaches 80 cm. The observed 

surface crevices were formed in a rural area with 

no settlement. Therefore, no structural effects were 

noticed (Fig. 29). 

  

 
 

Figure 29 View of surface ruptures in Akçadağ district 

  

Significant asphalt pavement damages 

were observed on the roads between Yeşilyurt and 

Gündüzbey districts, on the border of the city of 

Adıyaman in the south. It was observed that the 

deformation and cracks on the surface are deduced 

by the movement in the earth retaining structures 

supporting the road, which have an approximate 

height of 4 m. The lateral movement of the 

retaining structure supporting the road and the 

ground structure has also caused the movement of 

the abutment structure on the upper side. Rock 

masses broken off from the backfill caused 

significant deformations on the asphalt pavement 

(Fig, 30). Again, in this region, where the 

superstructure damage density is quite high, 

displacements and settlements have occurred on 

the highways supported by the retaining walls. Due 

to the lateral movement of the bearing structure, 

fractures and displacements of up to 40 cm 

occurred at the asphalt pavement level (Fig. 31). 

 

Figure 30. The asphalt pavement cracks due to the 

lateral movement of retaining wall in Yeşilyurt district 
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Figure 31. The slided pavement due to lateral 

movement of retaining wall 

 

 

 
 

Figure 32. Retaining wall failures and flow of backfill 

material 

 

Even in small magnitude earthquakes, 

lateral displacement of retaining walls can be 

expected within certain limits. The movements of 

massive, weighted walls built on rock are more 

limited. The performance of the reinforced earth 

structures against these earthquakes has been 

observed to be quite successful. It has been 

concluded that this is largely due to the flexibility 

provided by the strip reinforcements used. Local 

and global failures were observed in the load-

bearing structures built, especially in regions where 

soil amplification effects are observed. It is also 

considered that wall height is an important 

parameter of structural performance. Vegetation 

and afforestation, which correspond to significant 

surcharge loads in the abutment structures at the 

border of the public parcels, especially in the 

backfills, triggered the effects on wholesale 

collapses (Fig. 32). 

 

6. Conclusion and Discussion 

 

The aim of this study was to reveal the detailed 

field investigation in Malatya province after 

Kahramanmaraş Earthquakes on February 6, 2023. 

The field investigations showed that alluvial units 

in Malatya city center consist of unconsolidated 

gravel, sand, schist, and clays. This situation 

indicates that soil augmentation is effective in the 

damages that occur, especially in the city centre of 

Malatya (Bostanbaşı, Fahri Kayhan, Yüzakı, 

Battalgazi, Eski Malatya, Orduzu, and Fuzuli 

locations) where these units are stacked. In the 

region where commercial enterprises are 

concentrated, the building stock consists of 

relatively older buildings (built prior to 2000). It 

has been determined that significant destruction 

occurred in these structures, especially after the 

Elbistan (Mw 7.6) earthquake. While significant 

structural damages and destruction are observed in 

Doğanşehir, Akçadağ, and Yeşilyurt districts, the 

density of structural damage is lower in the districts 

of Kale, Hekimhan, and Yazıhan. 

There are major problems with the way 

buildings were made, such as soft storey 

formations at the ground and normal storey levels, 

not enough dilatation joints between buildings, 

problems with concrete settling at column-beam 

junctions, not connecting transverse 

reinforcements as required, and damage caused by 

not having enough anchorage lengths. According 

to the local soil conditions, soil amplification 

affects a sizable portion of the buildings. However, 

no liquefaction or ground settlements due to 

liquefaction were observed in the building stock. 

The absence of soil liquefaction despite high 

acceleration earthquake loads and groundwater 

levels is attributed to the high content of fine 

materials in the soil layers. Cracks, swellings, and 

collapses on asphalt pavements have been observed 

at different widths and levels in the city and on the 

ring road.  

Turkish Building Earthquake Code-2018 

[22], which determines the necessary design and 

construction rules for buildings to be earthquake 

resistant and to minimize the damage caused by 

earthquakes, imposes building height restrictions 

depending on the building usage class and 

earthquake design classes, taking into account the 

standard. It was determined in the field 

investigations that the relevant criteria of the 
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regulation were not complied with, especially in 

multi-storey and newly constructed buildings with 

high damage levels. In the field investigations, it 

was observed that the buildings were heavily 

damaged and collapsed due to design and 

construction errors. The buildings designed 

according to Turkish Building Earthquake Code-

2007 [25] and Turkish Building Earthquake Code-

2018 [22] survived the Pazarcık and Elbistan 

earthquakes with less damage. In general, the main 

construction defects are the low quality of concrete 

in the structural elements constituting the load-

bearing systems of the structures built before the 

implementation of Turkish Building Earthquake 

Code-2007 [25], the arrangement of the 

reinforcements without considering the ductile 

design principles, and the failure to use suitable 

stirrups. In addition, it was determined that the 

structural irregularities that should have been taken 

into account in the design were not complied with. 

In masonry buildings, the use of low-strength wall 

materials, incorrect wall connections, and a lack of 

maintenance were determined to be the main 

construction defects. The settlements were selected 

and the structures were built without considering 

the amplification effects of the local soil 

characteristics during the earthquake. 
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Abstract 

False Base Station attack raises concerns about data privacy during handover process 

in 5G networks. Broadcasting of measurement reports unveils the need for security 

assessment since a false base station can send a stronger signal to the User Equipment 

(UE) to establish a connection with itself. This may cause the leakage of information. 

Thus, a fundamental solution is to protect measurement reports with encryption 

algorithms. In this paper, we identify the security vulnerabilities of handover process 

and simulate a scenario, where a false base station is deployed and UEs can be 

connected to it during handover process. To prevent this, we propose a secure 

handover scheme to protect measurement reports by using two encryption 

algorithms; (i) Advanced Encryption Algorithm (AES)-256, and (ii) Rivest Cipher 4 

(RC4) Algorithm. Then, we analyze the computation time and show the secure 

connection to a legitimate base station during the handover process. 
 

 
1. Introduction 

 

With the development of wireless networks, the 

traffic volume and the number of devices have been 

significantly increased. Consequently, new 

technologies, e.g., Software Defined Networks (SDN) 

[1], Network Function Virtualization (NFV) [2], edge 

computing [3], have become effective ways to meet 

the ever-increasing needs of mobile users. The radio 

communication Sector of ITU (ITU-R) has defined 

three usage scenarios for 2020 and beyond [4]: (i) 

Enhanced Mobile Broadband to focus on the 

increased data rates, a high number of users, and high 

traffic requests for hotspots (ii) Ultra Reliable and 

Low Latency Communications to meet Quality of 

Service (QoS) requirements such as latency, 

reliability, throughput, etc., and (iii) Massive 

Machine Type Communications to connect a large 

number of Internet of Things devices with low cost 

and long battery life. 

 To meet these stringent requirements of the 

new services and applications, 5G networks offer 

high QoS, higher data rates, and latency of less than 

one millisecond with the deployment of a large 
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number of Access Points. In this case, one of the most 

important issues is the handover management for such 

ultra-dense networks due to user mobility. The 

handover procedure is the transfer of an ongoing 

service from one base station to another without 

interruption and with minimum delay. To facilitate 

this process, the Third Generation Partnership Project 

(3GPP) has proposed a measurement report 

containing frequency and power measurements to 

decide whether handover is necessary and which 

transmission is required [5].  Handover 

management is mainly based on the measurement 

report of the User Equipment (UE). The source base 

station triggers the handover procedure and sends it to 

the target base station. When the target base station 

receives and confirms the handover request, the 

source base station initiates the handover procedure. 

However, measurement reports are vulnerable to 

attacks, and the handover management is challenging 

due to the authentication complexity and requires 

high bandwidth. 

 Man-in-the-middle attack is one of the critical 

attacks that targets data confidentiality and integrity 

and can cause service interruption [6]. In this attack, 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1285270
mailto:ebozkaya@dho.edu.tr
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a false base station can enter between two base 

stations and force UEs to connect to themselves. To 

implement this, a false base station transmits more 

power than the legitimate base station, and service 

interruption can occur during the handover process. 

 False Base Station can perform passive and 

active attacks against the UEs over the Radio Access 

Networks (RAN). In 5G networks, base stations 

periodically broadcast information about the network. 

The UEs listen to these broadcast messages and select 

a suitable cell to connect. Due to practical difficulties, 

broadcast messages are not protected for 

confidentiality, authenticity, or integrity. Therefore, 

broadcast messages are prone to spoofing. 3GPP 5G 

Release also addresses the detection of false base 

stations [5]. Accordingly, the Received Signal 

Strength Indicator (RSSI) and location information in 

measurement reports can be used for detection. This 

can be accomplished by detecting inconsistency 

between the information on the broadcast information 

and the base station deployment information. The 5G 

system has already made significant improvements 

against false base stations such as mutual 

authentication, integrity protected signaling, and 

secure algorithm negotiations [7].  However, there are 

still challenges due to the computation complexity 

and requiring high bandwidth. 
 In this respect, we simulate a scenario, where 

a false base station is deployed and users can be 

connected to it during handover process. Then, we 

show the steps of how an attack can be prevented and, 

propose a solution to protect broadcast messages with 

two fundamental encryption algorithms; AES-256 

Algorithm and RC4 Algorithm. 

 As a result, the main contributions of this 

paper are as follows: 

 We describe the handover procedure in 5G 

networks and give a threat model. 

 We simulate a false base station attack and 

analyze the security of the proposed system 

model. 

 Then, we observe the handover procedure in 

different radio access technologies and 

propose to encrypt the measurement reports 

showing the computation time. 

 

 The rest of the paper is organized as follows. 

Section 2 reviews the most relevant studies related to 

the handover process and false base station attacks. 

Section 3 describes the system model during the 

handover process and gives our proposed solution in 

a simulation environment. Section 4 evaluates the 

performance of the proposed solution. Finally, we 

give our conclusions in Section 5.  

2. Related Work 

 

A false base station can collect user information or 

prevent users from accessing the service. Due to the 

difficulty of detecting false base stations, many 

researchers have investigated the handover procedure 

[8]. In this section, we give the security weakness of 

the handover process and false base station attacks. 

 In [9], the authors focus on estimating the 

location of false base stations and propose a network-

based localization method. The proposed method is 

based on the analysis of Reference Signal Received 

Power (RSRP) and UE location information in the 

measurement reports. Measurement reports are used 

to check for any inconsistencies in the network 

topology since the reports contain information about 

both the false base station and the legitimate base 

stations. This method is based on estimating the UE 

locations where measurement reports are sent to 

identify the locations of false base stations. In [10], 

the authors consider the International Mobile 

Subscriber Identity (IMSI) catcher device to simulate 

a false base station. The IMSI catcher can obtain the 

IMSI number sent by the UEs within the coverage 

area and capture the data traffic [11]. It is emphasized 

that the IMSI catcher can eavesdrop on calls, intercept 

messages, and obtain UE locations. Thus, an IMSI 

catcher detection mechanism is proposed against the 

possible attacks and a location-based cell print 

algorithm is presented. However, both of these 

methods assume that the UEs are legitimate and 

already known and the measurement reports are not 

filtered for malicious traffic.  

 In addition, the authors in [12] investigate the 

false base station attack and propose location 

awareness-based methods since UE can receive 

multiple signals from the nearby base stations and a 

false base station can send the strongest signal to the 

UE to establish a connection with itself. In this regard, 

the received signal strength is checked according to 

the location of UE and legitimate base station. This 

method can effectively mitigate the false base station 

attack, but this process is time-consuming for a 

mobile network as malicious traffic can be generated 

for network congestion. In [13], the authors aim to 

detect false base stations and prevent denial of service 

attacks. To achieve this, the authors use automatic 

neighbor relations in self-organizing networks to 

prohibit UEs from establishing a connection with the 

false base station. The authors classify the base 

stations as false and legitimate according to the 

measurement reports and send each UE a list of false 

base stations. However, updating the list and sending 

it to each UE inevitably consumes resources (e.g. 

time, bandwidth). In [14], [15], the authors identify 
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the unique RF characteristics of the transmitter to 

distinguish legitimate base stations from false base 

stations. The authors only investigate the 

measurements of false base stations, but the 

measurements of legitimate base stations are also an 

important factor for detection criteria. In [16], the 

authors propose an identification protocol to verify 

the base stations and protect user privacy. The authors 

use the measurement reports of UEs in different 

positions so that they estimate the power and position 

of the real base stations. When a new base station is 

included in the topology, its position and power are 

verified by a cloud server. After the verification 

process, the UEs can be connected to the base 

stations. However, this method requires a database to 

check legitimate base stations, which may cause a 

change in the current LTE procedure. 

 Frequent handovers between base stations 

cause security vulnerabilities and potential threats. 

Although 3GPP has determined the new security 

functionalities [7], secure handover is still a critical 

issue, in particular, against false base station, and 

denial of service attacks. In [17], the authors propose 

a secure handover authentication protocol between 

neighbor base stations by using the Chinese 

remainder theory. It is aimed to enable mutual 

authentication between UE and the network so that 

after the UE has completed the authentication with the 

current base station, a handover process can happen. 

Then, mutual authentication is executed with the 

target base station. However, the attackers can 

implement more volumes of malicious traffic, and the 

handover procedure may be much more complicated 

and time consuming, especially in latency sensitive 

applications resulting in lower QoS. In [18], the 

authors investigate the challenges of the false base 

station, denial of service attack, and high network 

complexity and, then propose authentication and key 

agreement process for handover in 5G networks. 

However, this work does not take into consideration 

the characteristics of false base station attacks, and 

cannot be implemented for specific attack scenarios 

related to measurement reports. 

 In [19], the authors present an Elliptic curve 

cryptography-based authentication model to both 

confirm the validity of the node and design handover 

schemes. In the study, by using the cryptography-

based solution, the main-in-the-middle attack is 

prevented. When the malicious node receives the user 

authentication request, the node needs to master the 

private key to confirm its identity, thus the malicious 

node cannot send back the legitimate response 

message. However, the proposed secure method can 

be challenging for UEs due to the limited storage and 

energy capabilities, and extensive computation. Thus, 

the solution should be a distributed security solution 

and constantly monitor the measurement reports to 

detect false base station attacks. Similarly, in [20], the 

authors present a secure handover authentication 

scheme based on the certificateless public-key 

cryptography technique. In this technique, a key 

generator center generates the partial public key and 

private key and the user obtains the complete public 

key and private key by combining the partial keys and 

a random number by itself. Thus, in the proposed 

model, privacy is preserved with an authentication 

scheme and three-handshake during handover in the 

mobility scenarios. In [21], the authors also address 

the problems of authentication mechanisms and 

introduce a robust handover authentication protocol 

for 5G heterogeneous networks. A mutual 

authentication with the key procedure is presented. 

Although certificateless public-key cryptography and 

key procedure method can support secure handover 

with reduced computation time, the complicated 

procedure associated with UEs is still concerning. 

 These approaches mainly consume a lot of 

resources of UEs leading to the decrease in 

application performance to detect false base stations. 

On the other hand, this work is motivated to provide 

a cryptography-based solution for the handover 

procedure by diminishing the overall computation 

time in addition to restricting the communication with 

measurement reports between UEs and base stations. 

This is important for the handover authentication 

procedure. 

 
3. System Model and Proposed Solution 

 
This section describes the 5G handover system model 

and threat model. As illustrated in Fig. 1, 5G networks 

basically consist of two components: Core Network 

(CN) and Radio Access Network (RAN). CN includes 

the Access and Mobility Function (AMF), User Plane 

Function, Session Management Function (SMF), and 

Authentication Server Function (AUSF). In the 5G 

RAN, there are g-Node BSs (gNBs) communicating 

with the UEs. If a UE requests to connect to the 5G 

CN, the AMF first offers the AUSF to perform mutual 

authentication with the UE. 

 

 

 

 

 



E. Bozkaya, Y. Amirbekov / BEU Fen Bilimleri Dergisi 12 (3), 704-711, 2023 

707 
 

 
Figure 1. The illustration of handover for 5G networks. 

  

 

 In a cellular network, UE is configured to 

send the measurement reports to the gNBs to which it 

is connected. Measurement reports include power and 

frequency measurements collected from nearby 

gNBs. All information necessary for the UE to 

measure is available in the gNB's system information 

block (SIB) and main information block (MIB) 

broadcast messages. After receiving the messages, the 

serving gNB evaluates the measurement reports and 

decides whether a handover procedure is required. In 

particular, if the communication with the serving gNB 

deteriorates and/or another neighboring gNB at a 

different frequency becomes better than the serving 

gNB, then the handover procedure may be performed 

from the serving gNB to the neighbor gNB. In 

addition, the Reference Signal Received Power 

(RSRP), the Reference Signal Received Quality 

(RSRQ), and Signa 

 Interference and Noise Ratio (SINR) are considered 

when making the handover decision. The handover 

decision and these measurement reports are 

standardized by 3GPP [22]. 

 

3.1. Thread Model 

 

In this paper, we simulate the Man-in-the-Middle 

attack through the scenario of eavesdropping, 

changing, and retransmitting messages. As seen in 

Fig. 2, we focus on a scenario, where an active 

attacker can deploy a false base station with the same 

capabilities as the legitimate base station. 

Specifically, a false base station could impersonate a 

legitimate base station, thereby forcing UE to connect 

itself. This may occur by broadcasting MIB and SIB 

messages of the false base station with a higher signal 

strength than the legitimate base station to which it is 

connected. We also assume that an attacker could 

intercept the MIB and SIB messages of legitimate 

BSs by listening to open channels. 

 

 
Figure 2. The illustration of the threat model. 

 

 

3.2. Proposed Solution and Simulation 

Environment 

 
In this subsection, we give our scenario to simulate a 

false base station with the presented threat model and 

analyze the security of the proposed model using 

discrete-event network simulator NS-3. 

 In our experiment, we simulate two scenarios, 

where a UE is in a Radio Resource Control (RRC)-

connected state and transmits video data while 

interacting with the network. In the first scenario, the 

UE moves randomly choosing different directions. In 

the second scenario, the UE moves along a certain 

trajectory. 

 As shown in Fig. 3, our first scenario consists 

of a 4G/5G core network, two eNB/gNB representing 

the legitimate base station, a malicious/false 

eNB/gNB used for attacks, and several UEs. Two 

legitimate eNB/gNBs are connected to the core 

network via S1 in 5G and N2 in 4G. In addition, 

legitimate eNB/gNBs are interconnected via interface 

Xn in 5G and X2 in 4G, and their cellular interfaces 

are configured according to the NS3 documentation. 

 

 
Figure 3. The implementation of scenario 1 in NS-3. 

 

 To simulate the handover procedure, we 

increase the signal strength of the false base station 

and reduce the signal strength of eNB1/gNB1. 

Unaware of cell 2's existence, the UE reports a strong 

signal from the false base station to cell 1 via 
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measurement report. Figs. 4 and 5 show examples of 

malicious measurement reports with false power 

measurements on LTE and 5G, respectively. The UE 

is eventually forced to disconnect from the legitimate 

base station and connect to the false base station. 

 

 
Figure 4. Malicious measurement report on LTE. 

 

 
Figure 5. Malicious measurement report on 5G. 

 Then, we observe the handover procedure in 

different radio access technologies and evaluate the 

results of the handover between the 4G system and the 

5G system. We consider that the UE is located at base 

station 1 and the UE is moving to the coverage area 

of base station 2, thus a handover is required between 

base stations 1 and 2. Here, in the simulation 

environment, BS1 operates on 4G and BS2 operates on 

5G. At the same time, the attacker tries to abuse the 

handover by impersonating BS2. In Fig. 6, eNB CellId 

4 represents the malicious BS. 

 

 
Figure 6. Handover Report. 

 
 In the second scenario, where the UE moves 

from point A to point B along a given path at a speed 

of 50 m/s, it connects to BS1 and transmits data to the 

network as seen in Fig. 7. At initial 16 seconds of the 

simulation, the UE sends a measurement report to the 

serving BS1, triggers the BS2, but connects to 

malicious/false BS3 as shown in Fig. 8. UE 

connecting to a malicious BS is under attack for 3 

seconds. In the 19th second, it reestablishes the 

connection with the BS2 and receives the available 

services from the network. 

 

 
Figure 7. The implementation of scenario 2 in NS-3. 
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Figure 8. Handover to a Malicious BS. 

 

4. Performance Evaluation 

 
Traditional detection mechanisms such as mobile 

applications or network sniffers cannot prevent 

handover attacks because the UE cannot implement 

security measures against a false base station on its 

own and the attack will likely be detected after 

completion. Therefore, we propose to use the AES-

256 and RC4 encryption algorithms to encrypt the 

identification number of the base stations to prevent 

false stations and, then we evaluate the performance 

of our cryptographic-based solution. 

 The cryptography-based methods have 

significantly improved secure communication, but it 

is still time-consuming for most applications. Similar 

to our work, in [20], the authors also propose a 

cryptography-based handover scheme for the mobile 

UEs in LTE-A networks. However, due to the 

mobility of UEs, a secure handover mechanism 

should be designed to make it available to the battery-

limited UEs. Although the proposed method in [20] 

can support secure handover with reduced 

computation time, the complicated procedure 

associated with UEs is still concerning. This approach 

mainly consumes a lot of resources of UEs leading to 

the decrease in QoS [23].  Therefore, we simulate a 

false base station attack and analyze the security of 

the proposed solution in terms of computation 

overhead. 

 The cell ID is a 28-bit value that contains the 

ID of a base station. Initially, we assume that base 

station identifiers are encrypted and transmitted over 

broadcast channels. During the handover process, the 

source base station will decrypt the target base station 

ID received by measurement reports from the UE. 

  

 

 

 

 Fig. 9 shows the computation time to decrypt 

the base station identifier using the AES-256 and RC4 

algorithms concerning the number of UEs. As seen in 

the figure, while the AES-256 algorithm provides 

higher security, it offers more computation time. On 

the other hand, the RC4 algorithm provides a less 

computation time, but a less reliable solution. Both 

AES-256 and RC4 algorithms are symmetric-key 

algorithms. In particular, as the number of UEs 

increases, more processing time is required for 

encryption and decryption for a more secure solution. 

While the RC4 algorithm encrypts data independently 

of each other, either bit by bit or byte by byte, and 

offers fast processing capability, the AES-256 

algorithm encrypts data in 128-bit blocks using a 256-

bit key and the latency is higher as the data is 

processed in blocks. 

 

 
Figure 9. Computation time for AES and RC4 algorithms. 

 

 In Fig. 10, we show the secure handover 

solution after the cell ID of the base station is 

encrypted. As seen in the figure, according to the 

measurement reports, the UE is triggered for 

handover to cell ID number 2 since the Reference 

Signal Received Quality (RSRQ) from the target cell 

is better than the serving cell. Thereby, the UE 

connects to the legitimate base station by encrypting 

the cell ID. 

 

 
Figure 10. Triggering the handover and connection to a legitimate base station. 
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 As explained in the previous section, 

measurement reports include power and frequency 

measurements collected from nearby base stations. 

All information necessary for the UE is available in 

the SIB and MIB broadcast messages. In addition to 

encrypting the identity of a base station, we also 

consider increasing data size to be able to encrypt 

fields such as tracking area code, scheduling 

information list, and radio resource configuration in 

SIB messages for a more secure solution [24].  Thus, 

we set the number of UEs to 500, also consider the 

AES-128 algorithm, which uses a 128-bit key, and 

compare the computation time to observe the results 

more clearly. As seen in Table 1, the computation 

overhead increases as the data size increases. AES-

128 and AES-256 algorithms have longer 

computation time but are still suitable for latency 

sensitive traffic in a 128-bit data size because 

according to the 5G and beyond 5G Key Performance 

Indicator (KPI), it is assumed that the end-to-end 

latency requirement should be under 5 ms [25]. 

 
Table 1. Computation time overhead for different data 

sizes 

Data size: 28 bits 128 bits 160 bits 

RC4 Algorithm 3.33 ms 3.72 ms 4.25 ms 

AES-128 Algorithm 3.97 ms 4.65 ms 5.02 ms 

AES-256 Algorithm 4.42 ms 4.97 ms 5.36 ms 

 

 

5. Conclusion 

 
In this paper, we proposed a secure handover process 

to prevent the Man-in-the-Middle attack, i.e., the false 

base station. We simulated a false base station and 

defined the security vulnerabilities in different radio 

access technologies. We also proposed to encrypt the 

cell ID of the base station, which is sent with the 

measurement reports. We demonstrated the steps of 

handover triggering and handover process in a 

simulation environment. It is shown that the 

computation time is acceptable and a secure 

connection can be established between UE and a 

legitimate base station. 
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Abstract 

Sentiment Analysis (SA) is an essential task of Natural Language Processing and is 

used in various fields such as marketing, brand reputation control, and social media 

monitoring. The various scores generated by users in product reviews are essential 

feedback sources for businesses to discover their products' positive or negative 

aspects. However, it takes work for businesses facing a large user population to 

accurately assess the consistency of the scores. Recently, automated methodologies 

based on Deep Learning (DL), which utilize static and especially pre-trained 

contextual language models, have shown successful performances in SA tasks. To 

address the issues mentioned above, this paper proposes Multi-layer Convolutional 

Neural Network-based SA approaches using Static Language Models (SLMs) such 

as Word2Vec and GloVe and Contextual Language Models (CLMs) such as ELMo 

and BERT that can evaluate product reviews with ratings. Focusing on improving 

model inputs by using sentence representations that can store richer features, this 

study applied SLMs and CLMs to the inputs of DL models and evaluated their impact 

on SA performance. To test the performance of the proposed approaches, 

experimental studies were conducted on the Amazon dataset, which is publicly 

available and considered a benchmark dataset by most researchers. According to the 

results of the experimental studies, the highest classification performance was 

obtained by applying the BERT CLM with 82% test and 84% training accuracy 

scores. The proposed approaches can be applied to various domains' SA tasks and 

provide insightful decision-making information. 
 

 

1. Introduction 

 

Sentiment Analysis (SA) identifies and extracts a 

text's underlying sentiment or opinion. As a result of 

the increase in textual data available on the internet, 

SA has become helpful in various applications, like 

market analysis, brand reputation management, social 

media monitoring, and news articles [1]. Deep 

Learning-based approaches have shown promising 

results in SA tasks [2], mainly using Static and 

Contextual Language Models. Static Language 

Models (SLMs), such as Word2Vec and GloVe, 

represent each word in a fixed-dimensional vector 
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space based on its co-occurrence statistics. Contextual 

Language Models (CLMs), such as Embeddings from 

Language Models (ELMo) and Bidirectional Encoder 

Representations from Transformers (BERT), generate 

word representations that capture the context and 

meaning of the entire sentence [3].  

SA studies, whose use has increased in recent 

years, are widely used in many areas, such as using 

SA in political analysis [4], [5], and social media 

monitoring [6]. In addition, studies to detect 

sentiment in social media are also presented in the 

literature [7], [8]. At the same time, in the marketing 

field, some studies detect sentiment in the reviews of 
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customers or their feedback [9]. The role of SA also 

played a lot during the Corona pandemic period, as 

many researchers analyzed the feelings and emotions 

of people towards this disease during this period [10], 

[11]. 

Deep Learning has a significant role in 

Natural Language Processing (NLP) projects in 

multiple areas, such as entity recognition [12], [13], 

question answering [14], [15], and SA [16]. It has 

been observed that sentiment in the text can be 

detected using the Convolutional Neural Network 

(CNN) model [17], [18]. A Long Short-Term 

Memory (LSTM) [19], [20], on the other hand, is a 

neural network developed as a solution to the 

disappearing gradient problem that complicates the 

training of this data. In addition, there is research 

based on the Transformer Model to achieve this task. 

For example, emotions are classified using BERT as 

a Transformer-based Deep Learning model. It was 

found that it is possible to obtain a high classification 

accuracy of 88% [21], [22]. In addition, machine 

learning has a significant role in applying this task; 

for example, Support Vector Machine can be used to 

perform SA [23], [24]. In addition, some of the 

experiments resorted to linguistic analysis features, 

which showed beneficial results in the fields of text 

classification and context understanding [25]. 

As for the representation of words, research 

in this field has been numerous and varied to achieve 

this task. Some of them followed SLMs, and some of 

them followed CLMs; examples of SLMs are 

following FastText to represent words, which is the 

famous language model (word embedding) [26], and 

Word2Vec [27], but CLM refers to the process of 

representing words or phrases in a sentence based on 

their surrounding context, such as BERT [28], and 

Robustly Optimized BERT Pre-Training Approach 

(RoBERTa) [29], which uses Deep Learning 

techniques to generate CLMs by processing text in a 

way that takes into account the words that come 

before and after each word being analyzed. Multiple 

experiments that combined two methods of word 

embedding, such as combining GloVe and FastText, 

showed promising results from their combination 

[30].  

Several studies have been conducted in the 

literature on SA. One study utilized [26] FastText for 

feature extraction and CNN as the classifier model to 

analyze sentiment in the Movie Reviews dataset, 

achieving exceptional accuracy. In another study 

[27], SA was performed using hotel reviews in 

Indonesia. In the given study, Word2Vec was used for 

feature extraction, LSTM was used as a classifier 

model, and high accuracy scores were obtained. 

Another study [20] used Residual Long Short-Term 

Memory and obtained acceptable accuracy scores for 

SA. In addition to the above studies, the Amazon 

dataset used in this study contains a wide variety of 

data and covers a wide range of diversity. Thus, this 

dataset is valuable for researchers to evaluate model 

performance. The literature [31] presents a hybrid 

approach combining SVM and k-Means to perform 

SA tasks on the Amazon dataset. Another study [32] 

focuses on cell phone reviews on Amazon dataset to 

perform SA tasks with the BERT language model. A 

similar study [33] applied a CNN-based SA approach 

using Word2Vec in text representation for SA on cell 

phone reviews. Other work in the literature [34], 

which uses TF-IDF for feature extraction and LSTM 

as a classifier model, also produces effective 

performance results on the Amazon dataset. These 

studies contribute to SA research in different areas by 

developing or using various feature extraction 

techniques and classifier models. 

It is also worth noting that different studies 

have adopted different labeling approaches when 

working with the dataset in question. For example, in 

one study in the literature [32], comments with 1 and 

2 stars were classified as negative, while comments 

with three stars were considered neutral, and 

comments with 4 and 5 stars were considered 

positive. In contrast, another study [35] turned the 

classification task into a binary problem by treating (1 

and 2) stars as negative and (4 and 5) stars as positive, 

effectively excluding three-star reviews.  

This simplified binary classification achieved 

higher accuracy than the more complex task of 

classifying the sentiment into five different 

categories, which is the approach adopted in our 

study. Moreover, several studies have extensively 

studied the SA of customer reviews from different 

sources. In one notable study [36], researchers 

collected customer reviews on “We Chat” for three 

years. These comments were associated with ratings 

ranging from 1 to 5 stars, where ratings of 1 and 2 

were considered negative comments, 3 represented 

neutral feedback, and 4 and 5 indicated positive 

comments. 

This paper addresses the growing need for 

robust, state-of-the-art SA models that accurately 

classify sentiments across various domains. The 

exponential growth of online reviews and customer 

feedback emphasizes the importance of 

understanding emotions expressed in textual data. 

However, obtaining accurate sentiment classification 

remains a significant challenge in this context. To 

address this challenge, in this study, we propose a 

Deep Learning-based SA approach that uses SLMs 



K. M. Karaoğlan, K. Mohamad / BEU Fen Bilimleri Dergisi 12 (3), 712-724, 2023 

714 
 

and CLMs to effectively classify sentiments in textual 

data. This study examines the effectiveness of a multi-

layer CNN architecture as a Deep Learning model for 

sentiment classification. The objective is to classify 

input data according to sentiments such as “very 

satisfied”, “satisfied”, “neutral”, “unsatisfied”, or 

“very unsatisfied”. To evaluate the performance of 

our approaches, we conduct assessments using 

Amazon data, a publicly available SA dataset that 

includes a customer review dataset. 

The main objectives of this paper are: 

• Introducing a novel approach to SA: The 

study proposes new approaches using Deep Learning-

based methodologies that utilize SLMs and CLMs. 

These approaches are evaluated on the Amazon 

dataset, which is publicly available for SA and is 

considered by most researchers as a benchmark 

dataset. 

• Comparing the performance of static and 

contextual language models: This study compares the 

performance of SLMs such as Word2Vec and GloVe 

with CLMs such as ELMo and BERT for SA 

purposes.  

• Development of a CNN for SA: The paper 

proposes CNN models that can use static or 

contextual representations of texts as input. The CNN 

models are trained to predict labels based on user-

generated ratings in review texts. 

• Obtaining high accuracy for SA: Among the 

proposed approaches, the BERT CLM-based 

approach achieves high classification results with 

82% test accuracy and 84% training accuracy. 

• Providing insights for decision-making: The 

proposed approach provides insightful decision-

making information for various areas where SA is 

required, such as marketing, brand reputation control, 

and social media monitoring. And for businesses 

facing high user populations, it allows them to use 

user reviews and satisfaction scores to discover the 

positives or shortcomings of their products. 

This paper is structured in 6 sections to 

present the research. Section 1 introduces the 

objectives of the study and lays the foundation for the 

following sections by providing a comprehensive 

literature review on neural network-based word 

representation models and SA analysis. Section 2 

summarizes the specific research objectives by 

highlighting the pool of problems addressed in the 

study. Section 3 details the methodologies for this 

work and describes the specific approaches and 

techniques applied and developed to perform the 

experiments. Section 4 presents information about the 

dataset used in the study, the performance metrics 

applied, and the hyperparameters identified during the 

CNN model training process. Furthermore, the results 

obtained from the experiments are presented in detail 

in Section 4. In Section 5, a comprehensive 

description of the findings of the experimental studies 

is presented along with analysis and discussion. In the 

same chapter, key insights and observations from the 

experimental results are also presented. Finally, in 

Section 6, discussions and conclusions are given. In 

this section, the main findings of the study are 

summarized, and the performance results are 

discussed. Furthermore, this section concludes the 

paper by summarizing potential work for future 

research and advancements in the field of SA and 

word representation. 

 

2. Research Objectives 

 

This research aims to achieve the following 

objectives: 

• Performing precise text pre-processing with 

NLP techniques without distorting the meaning and 

structure of the input texts  

• Performing labeling operations to prepare 

model labels based on the customer score, 

considering the semantics of the review texts 

• Generating vectors of review texts with 

contextual features using SLMs and pre-trained 

CLMs and ensuring that the inputs to the deep 

network model are transformed into the appropriate 

form 

• Developing a CNN model for sentiment 

classification, and optimizing the fine-tuning of 

hyperparameters to improve the performance of the 

models 

• Conducting experimental studies to measure 

the performance of the realized language models and 

evaluating the results of experimental studies. 

To achieve the research goals outlined in this 

chapter, we conducted experiments using state-of-

the-art contextual word representation models 

(CLMs) as input and CNN-based approaches. The 

experiments aim to compare static representation 

models with contextual models and test their 

performance evaluations. Through these experiments, 

we demonstrate the effectiveness of contextual word 

representation models over static models in category-

based multi-class in SA tasks. 

 

3. Methodology 

 
In this section, the main steps we follow to create our 

SA system are explained, including language models 

for the representation of textual reviews and the Deep 

Learning model used in customer review 
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classification. Section 3.1 presents the data pre-

processing, Section 3.2 gives the pre-trained models 

as language models used in this study, and Section 3.3 

provides an overview of the architecture of the 

applied learning model. 

 

3.1. Pre-processing 

 

Applying measures like text cleaning or 

preprocessing is crucial for enhancing the 

performance of our approaches, and it constitutes an 

essential step in any NLP project. Removing 

ineffective words or punctuation marks must be 

executed precisely, ensuring the preservation of 

sentence structure, integrity, or opinion while 

aligning with the intended scenario [37]. 

Punctuation, URLs (https:// or www.), 

numbers, and symbols (#tags, mentions, and emojis) 

were all removed from the reviews as they do not 

convey sentiment. Subsequently, the reviews 

underwent processes such as lowercasing, 

lemmatization, and tokenization. Tokenization was 

performed using the tokenizer from the NLTK 

package. Finally, stop words were dropped from the 

text using the NLTK package to obtain the refined list. 

 

3.2. Static and Contextual Language Models 

 

Word representations are numerical representations 

of words that capture their semantic and syntactic 

information. These embeddings are used as inputs to 

Deep Learning-based SA models. This paper uses two 

types of embeddings: static embeddings with 

Word2Vec and GloVe as SLMs and contextual 

embeddings with BERT and ELMo as CLMs. 

SLMs are pre-trained on a large corpus of text 

and represent each word in a fixed-dimensional vector 

space based on its co-occurrence statistics. These 

models detect the distributive properties of words and 

are useful for capturing semantics at the word level. 

There are several SLMs, such as Word2Vec and 

GloVe. Word2Vec is a neural-based model that learns 

embedding vectors by predicting the surrounding 

words in a context [38]. GloVe, on the other hand, is 

a count-based model that uses the co-occurrence 

matrix of words to generate embeddings [39]. We 

choose 100 as the vector dimension to represent each 

word in the case of SLMs. 

CLMs are generated by Deep Learning 

models that consider the context and meaning of the 

entire sentence. These models are beneficial for 

detecting the nuances of language, such as irony and 

negation. Two popular models for generating 

contextual embeddings are ELMo and BERT. ELMo 

uses a bi-directional LSTM to generate an embedding 

vector that captures the context of the sentence [40]. 

BERT uses a transformer-based architecture to 

generate embeddings that capture the sentence's 

syntax and semantics [41]. From BERT models, we 

chose the BERTlarge-uncased model (BERTM) for 

creating vectors. The vector dimension we have in the 

case of CLMs is 1024 to represent each review in our 

dataset. 

 

3.3. Multi-layer Convolutional Neural Network 

 

CNN, one of the Deep Neural Network models, is 

usually used in computer vision and image 

recognition tasks, but it has also been successfully 

applied in SA and other NLP tasks. The network 

architecture of a CNN comprises several layers, such 

as convolutional, pooling, and fully connected layers. 

The input data for a CNN is typically a two-

dimensional matrix. The convolutional layers apply a 

series of learnable filters to the input data to produce 

feature maps that indicate the existence of particular 

patterns and features in the data. The feature maps are 

then down-sampled by the pooling layers to make 

them smaller while preserving the most crucial data. 

The fully connected layers produce the network's 

ultimate output after they have processed the pooling 

layers' flattened output. 

A CNN can capture the local context and 

relationships between words in a sentence in the 

context of SA. Convolutional layers can be used to 

create feature maps that show the presence of 

particular word or phrase combinations in the input 

text by applying them to the pre-trained word 

embedding vectors of the input words. The fully 

connected layers can then process the pooling layers' 

flattened output to provide the input text's final 

sentiment prediction. At the same time, the pooling 

layers can down-sample the feature maps to collect 

the most crucial information. CNNs are potent tools 

for SA tasks because they are good at catching local 

and global correlations between words in the text.  

In this study, a multi-layer CNN model was 

created and trained for various epochs according to 

the language model and cross-validated using k-fold 

5. Since the task involves multiple classifications, the 

loss function was set to categorical cross-entropy. The 

CNN model architecture and hyper-parameters used 

in the study are presented in Table 2. These values 

were obtained by optimizing through experience to 

achieve acceptable accuracy while at the same time 

taking into account overfitting and underfitting. 

In order to take into account the multi-label 

classification included in this study, the SoftMax 
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function was chosen as the output function. The 

formulas applied to the ReLU and SoftMax functions 

are presented in equations (1) and (2). 

 

𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥) (1) 

𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑧𝑖) =
𝑒𝑧𝑖

∑ 𝑒𝑧𝑗𝑛
𝑗=1

 (2) 

 

Where x is the input value, n is the number of 

classes, and zi is the value of the input vector to the 

SoftMax function. 

 

3.4. Architecture of the Proposed Approaches 

 

In constructing the architecture of the proposed 

approaches, the initial step involved aligning the input 

data to the model inputs, and ensuring data quality and 

consistency through data preprocessing techniques 

applied to the reviews. Semantic vectors were then 

constructed using SLMs and CLMs to extract rich 

semantic information from the processed data, 

allowing the underlying meaning and context of the 

reviews to be effectively captured. A CNN-based 

classification model was employed based on semantic 

vectors, chosen for its capability to leverage the 

hierarchical representation of features in semantic 

vectors.  

To mitigate the risks of overfitting and 

underfitting, a rigorous k-fold cross-validation 

methodology was utilized to optimize the model's 

performance, with k set to five, enabling iterative 

training and validation of the model using different 

subsets of the training data. By employing k-fold 

cross-validation, the model's generalization ability 

was enhanced, allowing it to perform well on unseen 

data. Throughout the iterative training and validation 

process, consideration was given to addressing 

overfitting and underfitting issues. Overfitting ensues 

when the model performs exceptionally well on the 

training data but fails to generalize to new, untouched 

data. In contrast to overfitting, underfitting ensues 

when the model's sophistication is insufficient to 

capture the underlying patterns in the data, resulting 

in poor performance.  

In addition to the above overfitting and 

underfitting checks, the K-fold cross-validation 

process analyzed the model's performance on both the 

training and validation sets and fine-tuned the 

hyperparameters to ensure the optimal configuration 

of the model. After the training phase, the 

performance of the trained model was evaluated on 

the test data, and fundamental and valid performance 

metrics measured the outputs. These metrics, such as 

accuracy, precision, recall, and F1-score, produced 

quantitative analyses of the model's effectiveness in 

capturing desired patterns and predicting the 

precision of reviews or other relevant aspects. Figure 

1 shows the architecture for implementing the 

proposed approaches and their detailed components.

 

 

Figure 1. The architecture with components for the execution of the proposed approaches 

4. Experimental Study 

 

This section summarizes the experimental studies, 

covering the dataset and training hyperparameters. 

The results are then presented using various 

performance metrics. Specifically, Section 4.1 

provides detailed information about the dataset 

employed, classifier hyperparameters, and 

performance metrics utilized in the experimental 

settings. Afterward, Section 4.2 offers a 

comprehensive analysis of the experimental results, 

including performance comparisons. 

 

4.1. Experimental Settings 
 

4.1.1. Dataset 

In this subsection, information about the data set 

used in the experimental studies is described in 
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detail. The experiments were conducted using 

Amazon datasets comprising mobile phone reviews 

totaling 30,000 customer reviews, each 

accompanied by a corresponding rating value. Prior 

to the initiation of the training process, the dataset 

was divided into Train and Test sets. Notably, cross-

validation was applied to parse the data, a technique 

utilized to ensure the robustness and reliability of 

our results. 

Table 1 presents descriptive statistical 

information about the dataset utilized in our study. 

For example, the table indicates that there are 

16,251 reviews labeled as “very satisfied,” as these 

reviews received a rating of 5. Our classification 

scheme categorizes 1-star reviews as “very 

unsatisfied,” 2-star reviews as “unsatisfied,” 3-star 

reviews as “neutral,” 4-star reviews as “satisfied,” 

and 5-star reviews as “very satisfied”. The table 

provides a comprehensive overview of the 

sentiment label distribution based on the 

corresponding customer ratings.

 

Table 1. Statistical descriptive information about the dataset used 

Total number of reviews 30000 

Shortest review 1 word 

Longest review 250 words 

Average word count 30 

Number of labels 5 

Distribution of each class 
very satisfied satisfied neutral unsatisfied very unsatisfied 

16251 4300 2290 1910 5249 

4.1.2. Evaluation Metrics 

 

Various metrics used to evaluate multiple 

classifications are presented in the literature, 

including micro, macro, and example-based average 

metrics. Micro metrics [42] have been widely 

adopted in the literature to assess multiple 

classifications on large-sized data, showcasing their 

effectiveness in handling multiple classes. 

Additionally, alternative metrics can be employed 

to evaluate different systems.  

In this study, a comprehensive set of metrics 

was employed to assess the performance of our 

Deep Learning model, encompassing Accuracy (3), 

Recall (4), Precision (5), and F1-score (6), Learning 

curves, and Receiver Operating Characteristic 

(ROC). These metrics allow for a holistic evaluation 

of the model's effectiveness in capturing relevant 

patterns and predicting sentiment sensitivity in the 

reviews. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗  
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (6) 

Whereas “TP” denotes the number of True 

Positives, “TN” denotes the number of True 

Negatives, “FP” denotes the number of False 

Positives, and “FN” denotes the number of False 

Negatives. 

 

4.1.3. Training Hyperparameters of Deep 

Learning Approaches 

 

The user-specified parameters employed to train the 

Deep Learning model are referred to as 

hyperparameters. Hyperparameters govern the 

model's behavior and significantly affect its 

performance. Configuring these values is crucial for 

achieving optimal results in the model training 

process [43].  

In our study, the hyperparameter settings 

were carefully fine-tuned, and the selected values 

are presented in Table 2. The table presents a 

comprehensive overview of the determined 

hyperparameters, facilitating the fine-tuning of the 

model for enhanced performance and effective 

learning during training. These hyperparameter 

settings are essential in ensuring that the model's 

behavior aligns with the specific requirements of the 

task, producing reliable and accurate results. 

Table 2 presents the hyperparameters 

utilized in our study, encompassing various 

essential aspects of the model configuration. The 

hyperparameters include the number of epochs, 

batch size, loss function, activation function, 

learning rate, CNN activation function, filter size, 
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kernel size, dropout rate, training approach, and 

optimizer. The number of epochs represents the 

frequency with which the training dataset is used 

during the training process. Batch size, however, 

denotes the number of samples fed into the model at 

once for each iteration.  

The loss function measures the discrepancy 

between predicted and actual sentiment labels. The 

activation function generates a probability 

distribution over the output classes, enabling the 

model to make effective predictions. 

 

Table 2. Hyperparameters settings for the applied CNN model 

Hyperparameters  Properties 

Number of epochs 
 BERTM ELMo Word2Vec GloVe 

48 53 29 25 
 

Batch size  256 

Loss function  Categorical Cross-entropy 

Activation functions  Softmax 

Learning rate  0.0001 

Activation function of CNNs  RelU 

Filter size of CNN1  50 

Filter size of CNN2  100 

Filter size of CNN3  200 

Kernel size of CNNs  3 

Dropout of CNNs  0.2 

Train Approach  Cross-validation 

Optimizer  Adam 

Meanwhile, the learning rate governs the 

step size during the optimization process, impacting 

the convergence and stability of the model. 

Additionally, the CNN activation function applies 

explicitly to the convolutional layer, enhancing the 

feature extraction capability of the model.  

The CNN filter size determines the number 

of filters employed in the convolutional layer, while 

the kernel size indicates the dimensions of the 

kernel used in the convolutional layer. A dropout 

technique is employed to prevent overfitting, 

reducing the likelihood of the model relying too 

heavily on specific features during training. 

Furthermore, our training approach involves cross-

validation, ensuring our results' reliability and 

generalization. As for optimization, the Adam 

optimizer is employed, aiding in the efficient 

convergence of the model during the training 

process. 

 

4.2. Experimental Results with Performance 

Comparison 

 

The learning curves serve as essential diagnostic 

tools for evaluating the model’s convergence and 

identifying potential issues such as overfitting or 

underfitting. They provide a comprehensive 

understanding of the model’s behavior during 

training, enabling researchers to fine-tune the 

hyperparameters and optimize the model’s 

performance. 

Figure 2 displays the learning curves of the 

training and validation phases, utilizing BERTM as 

the word representation model. These learning 

curves provide valuable insights into the model's 

performance over time, allowing a comprehensive 

assessment of its convergence and generalization 

capabilities. Similarly, Figure 3 visually represents 

the learning curves for training and validation, 

showing the model's behavior when employing 

ELMo as the word representation model. Likewise, 

Figure 4 showcases the learning curves for training 

and validation using Word2Vec, presenting a 

detailed advancement of the model’s performance 

throughout the training process. Lastly, Figure 5 

displays the learning curves for GloVe as the word 

representation model, facilitating a thorough 

comparison of its performance during the training 

and validation phases.  

Table 3 presents the performance results of 

SA classification approaches developed using 

SLMs and CLMs according to various metrics. The 

values indicate the performance quality of each 

model according to the experimental studies 

performed.
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Table 3. Performance metrics results of approaches developed according to SLMs and CLMs 

Metrics BERTM ELMo Word2Vec GloVe 

Accuracy 0.82 0.80 0.75 0.78 

Precision 0.82 0.79 0.72 0.76 

Recall 0.81 0.80 0.75 0.78 

F1-score 0.81 0.79 0.73 0.77 

 

 

Figure 2. Learning curves of training and validation of SA with the BERTM 

 

 

Figure 3. Learning curves of training and validation of SA with the ELMo model 
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Figure 4. Learning curves of training and validation of SA with the Word2Vec model 

 

 

Figure 5. Learning curves of training and validation of SA with the GloVe model 

 

Figure 6 illustrates the ROC curve plots 

obtained for each neural-based language model, 

presenting a more precise and comprehensive 

evaluation of the performance quality in the 

experimental studies. The ROC curves showcase 

the model's ability to discriminate between different  

sentiment classes, allowing for a visual comparison 

of their respective classification performances. 

 
5. Discussion and Results 

 
This section presents our understanding of the 

performance of both SLMs and CLMs. It describes 

the challenges the proposed SA approaches face in 

attempting to classify more than just positive or 

negative categories. 
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Figure 6. ROC curve plots showing the classification performance of the applied language models. 

 

Based on the ROC curves, it is evident that 

categorizing classes with ratings of 1 (unsatisfied), 

2 (neutral), and 3 (satisfied) poses a significant 

challenge. Their classification accuracy is lower 

compared to categories with ratings of 0 (very 

unsatisfied) and 4 (very satisfied). On the other 

hand, classes belonging to categories 0 and 4 are 

easily classified with higher accuracy. 

The study reveals that BERTM outperforms 

other commonly utilized language models with 

remarkable accuracy and recall values of 0.82. 

Additionally, when ELMo is employed as the 

language model, elevated levels of accuracy are 

achieved. Fundamentally, higher accuracy and 

performance are attained by utilizing CLMs instead 

of SLMs. However, classifying feelings into 

multiple classes, as in our case with five classes, 

presents challenges due to the closeness in meaning 

and confusion between emotions. For instance, 

classes classified as 2 and 3 exhibit similarities in 

feelings and opinions, making their differentiation 

difficult. The same issue applies between classes 

with a classification of 1 and 2, as evident from all  

 

the ROC curves in Figure 6. Regarding 

hyperparameters, several settings were 

experimented with during the training of the CNN 

model before obtaining the result. Instances of 

decreased accuracy were observed when the number 

of training epochs was set to 10. 

Selecting the appropriate number of epochs 

is a crucial and meticulous task in training Deep 

Learning models. In our proposed model, we 

initially selected an epoch of 60, and then, for each 

language model, we carefully determined the 

suitable epoch number by observing the learning 

rate curves. Ultimately, the last suitable epoch 

number was determined through experimentation, 

as presented in Table 3. Through our 

experimentation, we observed that using GloVe as 

the language model, an overfitting problem occurs 

when the number of epochs exceeds 25. Similarly, 

when using Word2Vec, an overfitting problem 

arises when the number of epochs exceeds 29. For 

BERTM, the critical threshold is 48 epochs, beyond 

which overfitting becomes a concern. Lastly, when 
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utilizing ELMo, an overfitting problem occurs when 

the number of epochs exceeds 53. 

Based on the findings of the experimental 

study, it has been observed that neural network-

based word representation models, such as SLMs, 

exhibit limited precision in considering the specific 

context of words. In contrast, contemporary pre-

trained approaches like CLMs demonstrate the 

ability to generate distinctive vector representations 

that can encompass a greater number of features by 

incorporating the context of a word within its 

originating sentence. Consequently, CLMs have the 

capacity to capture the intricate nuances of a word's 

meaning within its particular context. This implies 

that the rich vectors produced by CLMs outperform 

those of SLMs. 

 

6. Conclusion 

 

This paper proposes high-performance SA 

approaches in which Deep Learning and pre-trained 

sentence representation models are applied. In these 

approaches, four state-of-the-art pre-trained models 

are used to represent the input text data, including 

BERTM, ELMo as CLM, and Word2Vec and 

GloVe as SLM.  

In conclusion, it was demonstrated that the 

semantic meaning and context of words in the text 

can be effectively captured, and the performance of 

SA systems can be improved by utilizing Deep 

Learning architectures in conjunction with language 

models. The superiority of modern language models 

like BERTM and ELMo over traditional word 

embeddings as SLMs was established in this study, 

as evidenced by their higher accuracy and superior 

performance in the task. Furthermore, the 

investigation highlighted the significance of 

hyperparameters in influencing model accuracy. 

Overall, the limitations of SA across multiple 

categories were underscored, emphasizing the 

advantages of employing CLMs that consider the 

specific context in which a word is employed. 

Furthermore, this study has shown that the 

performance of language models with different 

architectures and training sets significantly affects 

the classification operations when contextualizing 

input texts and vectorizing them according to a 

semantic and distributed space. It is also essential 

that the features stored in the semantic vectors 

transformed from texts are not lost and that their 

valuable aspects are strengthened and included in 

the learning algorithms. In this context, the 

performance of the CNN model as a classifier is 

evaluated in this study. Although the classification 

model proposed in this study offers high 

performance, it is thought that with Deep Learning 

models with attention mechanisms and advanced 

CNN architectures to be developed by considering 

fine-tuning optimizations, high applicability, and 

higher performance results can be obtained. 

In the future, we plan to use our experience 

in this study to test the classification performance of 

the attention-learning models on state-of-the-art 

pre-trained language models, as well as to increase 

the resolution of feature extraction by combining 

the contextual vectors obtained from language 

models. In addition to the above, we also plan to 

classify the semantic vectors in SA by vectorizing 

them with different data types (e.g. audio, video, 

and text). 
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Abstract 

In this work, the resonant nonlinear Schrödinger equation (RNLSE) with anti-cubic 

nonlinearity is considered. The Jacobi elliptic function method (JEFM) has been 

employed on the RNLSE. The many new forms of dark, dark-bright, singular, 

combo-singular, bright-singular solitons and periodic solutions for governing model 

are reached. Furthermore, the graphics of solutions are presented. 

 
 

 
1. Introduction 

 

The main topic of many scientific studies especially 

in mathematical physics and engineering is related to 

the nonlinear equations (NLEs).The NLEs exist in all 

research fields, such as fluid mechanics, plasma 

physics, biology, chemistry, and so on. The solitons 

are obtained by dissolving nonlinear structures. 

Solitons have been theoretically predicted for more 

than 50 years. Solitons preserves their shape and 

speed and continue to maintain these properties after 

any interaction moment. The optical solitons which 

are the basis of optical fiber are the most important 

branches of study in the field of soliton [1]. Optical 

fibers are commonly used in telecommunication, 

broadcasting, medical field, defense industry have 

many commercial and scientific applications. Optical 

Soliton solutions including bright and dark solitons 

are a class of exact solutions that have diverse 

applications in the wide areas of applied sciences 

from sciences to engineering. The nonlinear 

Schrödinger equations (NLSE) are one of the basic 

equations from which optical solitons are derived [2]. 

Several approaches have been deployed on NLSE to 

'/G G expansion method [3], Fan sub-equation 

method [4], generalized projective Riccati equation 

method [5], the Sub-ODE method [6], the exp-
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function method [7], the F-expansion method [8], 

Kudryashov method [9]-[10], modified extended tanh 

expansion method [11] and so on. One of these 

analytical techniques, the JEFM with a history of 20 

years is an effective method in finding optikal soliton 

solutions of NLSE [12]-[14]. 

In this work, we consider the RNLSE having anti-

cubic nonlinearity 

4 2 4

1 2 3
( ) = 0xx

t xx
i     

 
           


    (1)  

here ),( tx  is a wave profile by complex value.   

is the coefficient of resonant term,   is the 

coefficient the group velocity dispersion (GVD). 

21,  and 3  are the coefficients of anti-cubic, cubic 

and quintic terms, respectively [15]-[16]. 

The aim of the current work is to find some 

new soliton solutions of the equation (1) by JEFM. In 

accordance with this purpose, this paper is organized 

as follows. In section 2, a detailed description of the 

JEFM is presented. Section 3 is devoted to the 

applications of the proposed method to the RNLSE 

with anti-cubic nonlinearity. Section 4 contains 

discussion and results. Also, Figures of optical 
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solitons obtained with technique are shown. 

Consequently, Section 5 contains Conclusion. 

2. Material and Method 

 

Let us take up a nonlinear partial differential equation 

(NPDE) unknown function u  and free variable 

( , );x t  

( , , , ,...) = 0x t xxN u u u u                                                 (2)                                                                                                         

and by considering the travelling wave transformation 

( , ) = ( ), =u x t U x vt                                           (3)                     

[17]. Putting (3) into (2) give in an ODE of the form  

( , , , , ...) = 0.
' '' '''

N U U U U                                               (4)                                                           

After that, we received general form of (4) as follow 

=0

( ) = ( )
n

i

i

i

U                                                              (5)                                                                     

where i  are the constans and )(  satisfies the 

following auxiliary ODE, 

4 2
( ) = ( ) ( )

'
                                         (6) 

where ,  and   are the real constans. The value of 

n  is found using the balancing principle of 

homogeneity in (4). 

Substitting (5) into (4), we get a polynomial of ).(  

Equating each coefficient of polynomial to zero. We 

derived a system of algebraic equations which can be 

solved by the aid of Mathematica program [18]. 

            It is well-known that (6) has families of Jacobi 

elliptic functions (JEFs) solutions. In this 

( , ), ( , ), ( , )sn m ns m sc m    and so on are the same 

types of JEFs. In this, m denotes the modulus of 

JEFs, where 0 < < 1m . The JEFs degenerate into 

hyperbolic function when 1m   and turn into 

trigonometric functions 0m   [19]. 

 

2.1. Application of Method 

We consider the following wave transformation for 

the conservation of (1) in to the nonlinear ODE, 

ˆ( , ) = ( ) , = , =
i

x t g e x vt x t


               (7) 

where ĝ  is the functional form of the complex wave 

profile. Substituting (7) into (1), and we get the 

following forms of the imaginary and real parts as 

below 

0=ˆ2ˆ '' ggv                                                        (8)                                                                                                                                

and 
2 3 3 5

1 2 3
ˆ ˆ ˆ ˆ ˆ( ) ( ) = 0.

''
g g g g g       


        (9) 

The imaginary part of (1) yields 

.2= v  (10)                                                                                                                                        

In real part, by balancing 
''ĝ  with 

5ĝ  in (9), we come 

up = 1 / 2n . So  

.)(=)(ˆ 1/2g  (11)                                                                                                                                 

By putting (11) into (9) and multiplying by 
3/24 , we 

obtain the following ODE 

2 2 2 3 4

1 2 3
2( ) ( ) 4( ) 4 4 4 = 0.

'' '
                           

 (12) 

Now balancing 
''  with 

' , we get 1=n . So from 

(5)  

0 1
( ) = ( )       (13)                                                                                                                         

where 0  and 1  are constans and 01  . 

Substituting (13) and its necessary 

derivatives into (12) and collecting all same powers 

terms of ( )  . So we acquire the following system 

2 2 2 3 4 2 2

1 0 0 2 0 3 0 1 1
4 4 4 4 4 = 0                

2 2 3

0 1 0 1 0 1 0 1 2 0 1 3 0 1
8 2 8 2 12 16 = 0                       

2 2 2 2 2 2 2 2

1 1 1 1 2 0 1 3 0 1
4 4 12 24 = 0                 

3 3

0 1 0 1 2 1 3 0 1
4 4 4 16 = 0            

2 2 4

1 1 3 1
4 3 4 = 0.      

Solving the algebraic equations with the 

Mathematica, and so results as following 

2

0 1

2 3

3 ( )4 4
= , =

3 2
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2 2

2 3 3 3

3

1
= ( 9 8 32 8 )

32
     


       

2 2 4 2 4 2

2 3 3 2 3 2 3 2 32

3

1
= (9 96 3 27 108 16384 ).

96
         


        


 

Putting these values in (13), we have solution function 

of )( . Subsequently, considering that (11), exact 

solution form (1) as follow 

1/ 2

2 2

2 3

3 3 ( )1
( , ) = 8 2 8 ( )

6
.

i
x t e

  
    

 

 
    

   
      
   

 

(14) 

Considering the JEFs for ( )  , the optical soliton, 

trigonometric function and singular solutions of (1) 

are obtained. 

Case 1: If 
2 2

= , = (1 ), = 1m m    , then 

( ) = sn   . JEF solution  

1/2
22 2 2

2 3

3 ( )4 4
ˆ ( ) = ( ) .

3 2

mm m
g sn

      
 

 

     


 
 
 
 

(15) 

We can obtain the dark optical soliton solution 1m   

1/2
2

2 3

3( )4 2 4 2
( , ) = tanh( ) .

3 2

i
x t x vt e

    

 

   
  

 
  
 

(16) 

 

Figure 1. The 3D plot and contour plot for solution 

of Eq. (16). Values chosen are 0.1=1  , 2 = 2,

1=3 , 1=  and 1=  . 

Case 2: If 
2 2

= 1, = (1 ), =m m   , then 

( ) = ns   . So, we get the following Jacobi elliptic 

function solution  

1/2

2 2 2 2

2 3

3 3 ( )1
ˆ ( ) = 8 2 2 8 2 2 ( ) .

6
g m m ns

  
       

 

 
     

  
    

  

  

(17) 

We can obtain the singular solution 1m   

1/2
2

2 3

3( )4 2 4 2
( , ) = coth( ) .

3 2

i
x t x vt e

    

 

   
  

 
  
 

  

(18) 

 

Figure 2. The 3D plot and contour plot for solution 

of Eq. (18). Values chosen are 0.1=1  , 2 = 5,

1=3 , 1=  and 1=  . 

Case 3: If 
2 2

= 1 , = 2 , = 1m m    , then 

( ) = sc   . So, we get  

1/2
2

2 2 2 2

2 3

3 3 ( 1)( )1
ˆ ( ) = (8 2 )( 2 4 ) 2 ( 2 ) ( ) .

6

m
g m m sc

  
     

 

 
       

  
  

  
  

(19) 

We obtain the travelling wave solution including of a 

trigonometric function when 0m 
1/2

2 2

2 3

3 31
( , ) = 2(4 ( 1 4 ) 2 ) tan( ) .

6

i
x t x vt e

  
   

 

 
      

  
    

  

 

(20) 
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Figure 3. The 3D plot and contour plot for solution 

of Eq. (20). Values chosen are 1=1 , 2=2 ,

2=3  , 2=  and 1=  . 

Case 4: When 
2 2

= 1, = 2 , = 1m m   , then 

( ) = cs   . So, from (14)  

1/2

2 2 2 2

2 3

3 3 ( )1
ˆ ( ) = 2(4 ( 2 4 ) ( 2 )) ( ) .

6
g m m cs

  
     

 

 
       

  
    

  

(21) 

If  0,m   we can obtain the travelling wave solution 

function  

1/2

2 2

2 3

3 31
( , ) = 8 4 8 4 cot( ) .

6

i
x t x vt e

  
   

 

 
     

  
    

  

(22) 

 

Figure 4. The 3D plot and contour plot for solution 

of Eq. (22). Values chosen are 1=1 , 2=2 ,

2=3  , 2=  and 1=  . 

Case 5: When 

2 2 2
1 1 1

= , = , =
4 2 4

m m m


  
 , 

then ( ) = nc sc    . So, from (14)  

1/2
2

2 2 2 2

2 3

3 3 ( 1 )( )1
ˆ ( ) = 8 (1 ) 8 (1 ) ( ) .

6 2

m
g m m nc sc

  
      

 

  
      

  
  

  
  

(23) 

If 0, m   we can obtain the travelling wave solution 

function  

1/2

2 2

2 3

3 31
( , ) = 8 8 (sec( ) tan( )) .

6 2

i
x t v vt x vt e

  
   

 

 
       

  
    

  

(24) 

 

Figure 5. The 3D plot and contour plot for 

solution of Eq. (24). Values chosen are 2=1 ,

2=2 , 2=3  , 0.1=  and 5=  . 

Case 6: If 

2 2
1 2

= , = , =
4 2 4

m m



 , then 

( ) = ns ds    . So, from (14)  

1/2

2 2 2 2

2 3

3 3 ( )1
ˆ ( ) = 8 (2 8 ) ( 2 ) ( ) .

6 2
g m m ns ds

  
      

 

 
       

  
    

  

(25) 

So, while 1, m   we can obtain the combo singular 

soliton solution  

1/2

2 2

2 3

3 31
( , ) = 8 (1 8 ) (coth( ) csc ( )) .

6 2

i
x t v vt h x vt e

  
   

 

 
       

  
    

  

(26) 
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Figure 6. The 3D plot and contour plot for solution 

of Eq. (26). Values chosen are 2=1 , 2=2 ,

2=3  , 0.1=  and 5=  . 

Case 7: If 
2 2

2 2
> 0, < 0, =

(1 )

m

m






, and this 

conditions, 

2

2 2 2
( ) =

(1 ) 1

m
sn

m m
  

 


 

 
 
 

. So, 

from (14)  

1/2
2 2

2 2 2

2 3

3 ( )8 4
ˆ ( ) = .

3 (1 ) 12

m
g sn

m m

    
 

 

    
 

 

     
        

    

(27) 

Specially, if > 0, < 0  and 1, m   we can obtain 

the dark optical soliton solution as follow  

1/2
2

2 3

3 ( )4 4
( , ) = tanh .

3 2 2 2

ix vt
x t e

    

 

    
 

  
     

(28) 

 

Figure 7. The 3D plot and contour plot for solution 

of Eq. (28). Values chosen are 2=1 , 2=2 ,

1=3  , 0.5=  and 2=  . 

Case 8: If 
2 2 4

= 1, = 2, = 1 2 4m m m    , and 

this conditions, ( ) =
dn cn

sn

 
 


. So, we get the 

following function  

1/2

2 2 2 2

2 3

3 3 ( )1
ˆ ( ) = 8 (2 2 ) 8 2 (2 ) .

6

dn cn
g m m

sn

    
    

 

 
     

   
        

(29) 

In this, if  1,m   we can obtain the bright-singular 

optical soliton solution as follow  

 

1/2

2 2

2 3

3 3 ( )1
( , ) = 8 6 8 6 sec ( ) csc ( ) .

6

i
x t h x vt h x vt e

  
   

 

 
      

  
    

  

(30) 

 

Figure 8. The 3D plot and contour plot for solution 

of Eq. (30). Values chosen are 2=1 , 3=2 ,

2=3  , 0.2=  and 2=  . 

Case 9: When 

2
1 1 2 1

= , = , =
4 2 4

m



 , and 

( ) =
1

sn

cn


 


. So, we get the following function  

1/2
2 2 2

2 3

3 ( )8 ( 1 2 8 ) (2 1)
ˆ ( ) = .

6 14

m m sn
g

cn

     


 

      




   
        

(31) 

If  1,m   we can obtain the dark-bright optical 

soliton solution as follow  

1/2

2 2

2 3

3 3 ( )1 tanh( )
( , ) = 8 8 .

6 1 sec ( )2

ix vt
x t e

h x vt

  
   

 

  
    

 

   
        

(32) 
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Also here, while 0m  , we get travelling wave 

solution with the including of trigonometric function 

1/ 2

2 2

2 3

3 3 ( )1
( , ) = 8 8 tan .

6 22

ix vt
x t e

  
   

 

  
      

   
        

(33) 

 

Figure 9. The 3D plot and contour plot for solution 

of Eq. (33). Values chosen are 2=1 , 1=2 ,

2=3  , 1=  and 1=  . 

Case 10: When 

2 2 2

22 2 1
= , = 1 3 1 ,

4 2

m m m
m

  
     

2 2
2 2 1

=
4

m m


  
, and 

2

2 2 2

( ) =

(1 1 1 1 )

m sn cn

sn m dn m

 
 

     

. So, we get 

the following function  

 
1/ 2

2 2 2 2

2 3

1 3 ( )
ˆ ( ) = 16 2 (2 6 1 8 ) (2 1) .

12 14

sn
g m m m

cn

  
    

 

 
       



   
   
   

    

    (34) 

If  1,m   we can obtain the dark-bright optical 

soliton solution as follow  

1/2

2 2

2 3

3 3 ( )1 tanh( )
( , ) = 8 8 .

6 1 sec ( )

ix vt
x t e

h x vt

  
   

 

  
    

 

   
        

(35) 

Also here, while 0m  , we get travelling wave 

solution with the including of trigonometric function 

1/2

2 2

2 3

3 3 ( )1
( , ) = 8 8 tan .

6 2

ix vt
x t e

  
   

 

  
      

   
        

(36) 

3. Results and Discussion 

 

This section contain the graphical representation of 

some new exact traveling wave solutions of the 

equation (1). The software Mathematica is used to 

describe the behavior of wave solutions. These 

solutions include dark solitons, singular soliton, 

trigonometric function solutions, combo singular 

soliton, bright-singular soliton and dark-bright optical 

solitons. The 3D and contour plots for different wave 

solutions of (1) are demonstrated in Figs. 1-9. 
2

( , )x t received while drawing figures. Also, 

< 0  and 
1 3

< 0   are necessary conditions for all 

waves to occur. Under these basic conditions, figures 

are drawn by appropriate selection of the values of 

arbitrary parameters. 

            In Fig. 1, (16) shows dark optical soliton. Fig. 

2 represents the graph of solution given in (18), which 

is singular soliton. In Figs. 3,4 and 5, the graphs for 

(20), (22) and (24) illustrating trigonometric function 

solutions are shown. Fig.6 represents the graph of 

solution given in (26), which is a combo singular 

soliton solution. In Figs. 7 and 8, the graphs for (28) 

and (30) illustrating dark and bright- singular soliton 

solutions respectively are shown. Similarly in Fig. 9, 

the graph for (32) is presented dark-bright optical 

soliton solutions. 

 

4. Conclusion and Suggestions 

 

In this work, we investigate the optical soliton and 

wave solutions of the RNLSE with anti-cubic 

nonlinearity throughthe use of the JEFM. The 

approach is very powerful scheme that first 

transforms the NLSE to an ODE through a complex 

wave transformation. So the coefficients of equal 

power and compared in the obtained ODE’s. Finally, 

the obtained algebraic equation system is solved in 

Mathematica. The 3D and contour plots of dark 

solitons, singular soliton solutions, periodic solutions, 

combo singular solutions, bright-singular soliton and 

dark-bright soliton solutions are also provided along 

with suitable choice of values of arbitrary parameters. 

As a result of the calculations, it has been seen that 

0<  and 0<31  are necessary conditions for 

the formation of soliton and periodic waves. The 

results presented in this research are novel and can be 

a valuable addition in the literature. 
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Abstract 

The use of solar energy among renewable energy sources has started to become 

widespread due to its potential, the practicality of use and environmental friendliness. 

In assessing the installation sites of solar energy power plants (SEPPs) economic, 

social and environmental elements should be taken into consideration, and cultural 

and paleontological heritage areas should not be damaged. In order for decision-

makers to show their own predilections in some ways, the subject of this research is 

to specify the convenient fields for SEPP installation in Yalova province with all its 

districts using different methods of fuzzy analytical hierarchy processes (FAHP) 

together with Geographic Information Systems (GIS). Buckley (1985) found that the 

geometric mean approach achieved an accuracy rate of 24.99% for the combination 

of high and medium susceptibility levels. On the other hand, using the extent analysis 

method proposed by Chang (1996), an accuracy rate of 7.82% was obtained. The 

results indicate that the Geometric mean approach by Buckley (1985) provides more 

realistic results compared to the extent analysis method by Chang (1996). According 

to the results obtained, it has been seen that Yalova province has convenient fields 

for SEPP sites in the center and east, including the Central and Çiftlikköy districts. 
 

 
1. Introduction 

 

The requirement for energy is increasing 

continuously due to population growth, 

industrialization, increase in welfare and 

technological developments. This increase is mostly 

direct action to the level of the development of the 

countries. This increase is also in question in Türkiye 

and this rate will rise even more in the oncoming 

future. In this case, energy needs mostly met by 

conventional methods. Conventional methods refer to 

the production of energy consequences of fire fuels. 

This case poses many economic and environmental 

problems. The use of sustainable and renewable 

energy sources for mineral fuels is of great 

importance in the production of sustainable electricity 

[1]. Through the utilization of renewable sources, it is 

possible to both meet the electricity need and help 
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avoid climate change globally. Therefore, widespread 

use of renewable energy sources is a necessity. In this 

sense, solar energy can be considered as an important 

different energy source for future generations [2]. 

Being a clean energy source and operating at a low 

cost after installation increases the value of solar 

energy [3]. 

 Considering the world electricity production, 

it is seen that sources of renewable energy have an 

important space. Renewable resources account for 

29% of the total global electricity production [4]. The 

share of electricity generation from solar power plants 

(SEPP) in global electricity generation is 2.8 percent 

[5]. In terms of electricity generation in Türkiye, 

natural gas and coal resources are superior to other 

opportunities. While 40.7 percent of aggregate 

electricity generation is derived from renewable 

resources, the proportion of solar energy in aggregate 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1290095
https://orcid.org/0000-0002-0439-4938
https://orcid.org/0000-0002-2999-9570
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electricity generation is 3.7 percent. When analyzing 

the distribution of electricity generation from 

renewable energy sources in Türkiye, it is seen that 

solar energy has a share of 9.1 percent [6]. This share 

increased by 2 percent compared to the previous year. 

Solar panels have started to be used to benefit from 

solar energy in Türkiye as well as all over the world. 

Solar energy has gained global importance due to its 

clean nature and wide availability [7]. Nowadays, 

source of solar power is utilized as remedies to 

eliminate the environmental problems produced by 

mineral source fuels, mostly in developed countries. 

Among the usage areas of solar energy, hot water and 

electricity production, heating of greenhouses, 

heating and cooling of places and heat energy for 

industrial establishments can be listed [3]. 

 The choice of location is also a major factor 

in reducing the cost of the SEPP installation and 

obtaining the maximum efficiency during operation 

[8]. The determination of SEPP locations depends on 

many factors such as economics, technical and 

environmental. Since these criteria are mostly spatial, 

accurate results can be easily obtained with analyses 

in the Geographic Information Systems (GIS) 

environment. In this respect, many studies have been 

carried out in the GIS environment by using different 

multiple-criteria decision making (MCDM) methods. 

In the analytical hierarchy process (AHP) method, 

which is frequently used in MCDM mechanisms, the 

selection processes are made according to the 

predetermined criterion scoring during the decision-

making phase, and focus groups affect the result [9]. 

Uyan [10] determined 5 criteria as environmental and 

economic, for the Karapınar region of Konya, he 

weighted these criteria using AHP and as a result of 

analyzes made in the GIS environment, it was 

detected that 40.34% of the Konya province was 

suitable for the setup of SEPP, and 59.66% was 

unsuitable. Potić et al. [11], in research to assessment 

the potency of solar energy of Knjazevac area in 

eastern Serbia, were defined 4 criteria as solstice, 

topography, climate and land use. Land use was 

obtained as 6 classes with the datum as an end of the 

surveys of Landsat 8 satellite images. The resulting 

map was created using AHP and GIS. For the purpose 

of defining the sites where SEPP will be installed in 

Iran, 11 criteria were determined in research carried 

out by Noorollahi et al. [12]. Fuzzy Analytical 

Hierarchy Process (FAHP) was used for weighting 

since the superiority of the factors relative to each 

other was not certain and SEPP suitability map for 

Iran was formed using GIS. Additionally, considering 

the 1057 regions of the country, the optimal areas for 

SEPP were defined. Consequence of research by Al 

Garni and Awasthi [13] handling GIS and AHP for 

the Saudi Arabia, it has been determined that the 

optimal regions for SEPP are the northern and 

northwestern locations of the Saudi Arabia. In 

research carried out by Asakereh et al. [14], the sites 

where SEPP will be installed were determined in 

Khuzestan, Iran use GIS and FAHP. Thanks to 

research, it has been determined that Khuzestan has a 

high potency. In research carried out by Merrouni et 

al. [15], 4 main and 8 sub-criteria were defined to 

determine the locations where SEPP will be installed 

in the east of Morocco, and a compatibility map was 

formed handling GIS and AHP. The study revealed 

that 19% of eastern Morocco is highly suitable for 

SEPP settlement. In the literature research, it has been 

defined that AHP and FAHP methods are common 

and widely used in the preparation of the suitability 

map with GIS. Analysis with fuzzy logic ensures a 

more flexible decision environment for the decision 

maker. For this reason, the GIS-based FAHP process 

was utilized to create the suitability map for the SEPP 

installation in Yalova, which is the subject of this 

research, located in the Marmara Region of Türkiye. 

 The first study in the field of Fuzzy AHP was 

conducted by Yager in 1978. In this study, a method 

that would facilitate decision-making in multi-criteria 

problems under conditions of uncertainty and 

fuzziness was introduced to the literature [16]. In 

studies conducted with Fuzzy AHP in the literature, 

various methods are employed to determine the 

importance values. However, in most studies, it has 

been observed that methods such as geometric mean 

[17] and extent analysis [18] are frequently used for 

ranking fuzzy numbers and determining criterion 

weights. For this reason, in this research, geometric 

mean [17] and extent analysis [18] methods found in 

the literature as FAHP were used. To raise the 

electricity production installed power of Yalova 

province and the proportion of SEPP in this 

established power, it is purposed to determine 

convenient SEPP fields for benefitting from solar 

energy in Yalova. For this purpose, suitable site 

selection for potential SEPPs in Yalova province was 

formed with the GIS-based MCDM process because 

it is composed of a solution system for the 

management of multiple solution criteria. One of the 

innovations of this research is that, for the first time, 

it identified optimal locations for installing SEPPs in 

an area requiring clean energy. In this context, as data 

layers; certain factors such as solar radiation, slope, 

distance to power distribution centers (PDCs), land 

use, distance to fault lines, lithology, distance to 

stream, distance to lake, distance to road line, aspect 

and distance to residential areas have been used. 

Although solar radiation has not been used as an 

analysis parameter in other similar studies, Kırcalı 



D. Arca, H. Keskin Çıtıroğlu / BEU Fen Bilimleri Dergisi 12 (3), 732-745, 2023 

734 
 

and Selim [19] emphasized that solar radiation is the 

most important criterion for site selection and used it 

as a parameter in their studies. The innovative aspects 

of the research are the consideration of solar radiation 

and lithology factors as criteria for evaluation. All 

criteria placed in the research were formed in raster 

environment by GIS software, and pairwise 

comparison matrix fuzzy numbers and fuzzy number 

equivalents were produced. The weight values of each 

criterion were defined by the different FAHP 

methods. Later, the criterion maps classified by 

consolidation analysis were combined and a 

convenience consequent map was obtained displaying 

the optimal fields for SEPP. This research also 

introduces a new aspect, highlighting the utilization 

of GIS-based FMCDM (Fuzzy Multi-Criteria 

Decision Making) and FAHP (Fuzzy Analytical 

Hierarchy Process) methods for preliminary studies in 

potential locations. These methods prove to be highly 

effective in creating location suitability maps. Upon 

the establishment of solar energy production plants 

(SEPPs) in Yalova, it is expected that at least the 

energy demands of residential areas will be fulfilled 

using solar energy, leading to a significant advantage 

in terms of obtaining a clear and more cost-effective 

power supply for the province. In addition, this study 

is expected to it is expected that this study will guide 

the determination of SEPP installation areas in cities 

other than Yalova. 

 The next part belongs to the researched area, 

in section 3 the data and the method used in the study 

are explained. In section 4 the Application are 

reported, section 5 belongs to the results and 

discussion and section 6 is the conclusion. 

 

2. Researched Area 

 

The Solar Energy Potential Atlas of Türkiye (GEPA) 

has been presented by the Energy and Natural 

Resources Ministry in order to determine the potential 

in electricity production from solar power and to 

utilize solar power effectively. When the GEPA 

regional solar energy parameter values are examined, 

it is seen that almost every point in Türkiye has the 

opportunity to directly or indirectly benefit from solar 

energy [20]. The research area is Yalova province, 

which is spotted in the Marmara region and on the 

coast of the Marmara Sea. Yalova province is located 

between 39-40 North latitude and 28-29 East 

longitude [21], has an area of 826 km2 together with 

its districts. The Marmara Sea is located in the west 

and north of the province, Kocaeli in the east, Gemlik 

Bay and Bursa province in the south are located. 

Yalova province has a total of 6 districts, namely 

Armutlu, Çınarcık, Altınova, Çiftlikköy, Termal and 

Central districts (Figure 1). 

 

 

Figure 1. Location map [22] 

 

 Considering the population registration 

system data, it has been seen that the total population 

of Yalova, which was 270976 in the previous year, 

increased and reached 276050 people. Considering 

the distribution of the population by districts; the 

central district consists of 149330, Altınova district 

30780, Armutlu district 9901, Çınarcık district 34699, 

Çiftlikköy district 44808 and Termal district 6532 

people and it is seen that most of the population lives 

in the city center [23]. Approximately 5% of Yalova 

province is covered with forests and its climate is a 

transition between Mediterranean and Black Sea 

climates. Summers in the province are dry and hot, 

and winters are rainy and warm [24]. The total annual 

solar radiation of Yalova with its districts is between 

1400-1450 KWh m-2. It has been determined that the 

values of global radiation of all Yalova with its 

districts are the highest in June. It is observed that the 

mean density of daily radiation is about 3.7 kWh m-2 

day-1, and the annual mean value of total global 

radiation is about 1351 kWh m-2 year-1. Additionally, 

the monthly and annual average daily sunshine 

durations in Central, Termal, Çiftlikköy and Altınova 

districts of Yalova are approximately 6.6 and 2409 

hours and in Çınarcık and Armutlu districts, it is 

approximately 6.7 and 2446 hours [25]. Considering 

the sunshine duration, it is seen that there is an 

increase of approximately 1.5% in the sunshine 

duration toward the west of Yalova. 

 Kiliç et al. [26] in their research where they 

handed annual wind speeds and solar radiation to 

supply the electric load need of the University campus 

in Yalova, performed hybrid energy production 

simulations. Gül and İzgi [27], analyzed low voltage 

panels and wind-solar hybrid energy systems 

separately in order to select the hybrid system 

configuration for an industrial facility to be 

established in Yalova-Esadiye Village. A notation 
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based upon geographical and meteorological data has 

been enhanced by Sözen et al. [28] in order for 

assessment the potential of solar energy by taking 

Artificial Neural-Networks (ANNs) in 18 places in 

Türkiye, including Yalova province. On the other 

hand, Türkdoğan et al. [29] set up a hybrid power 

order in a farmhouse placed on the Erikli Plateau by 

utilizing wind and sun and they emphasized that this 

research will encourage the engage of renewable 

sources in the field of agriculture-livestock farming. 

There are total of 7 power plants in Yalova, 1 thermal, 

5 wind and 1 SEPP completed by the Yalova 

Wastewater and Sewerage Infrastructure Facilities 

Management Association (YASKİ), producing 

approximately 327 GWh of electricity annually. 

Among these power plants, the rating of SEPPs with 

a total installed capacity of 294 MWe is only 1 MWe 

[30]. The construction of capacity power plants 

started in 2009 in Armutlu district, which was deemed 

suitable for the operating of wind energy facilities 

[31] 

 

3. Material and Method 

 

3.1. Location Specification and Identification of 

Restriction Sites 

 

SEPP site specification parameters directly affect the 

activities from the setting cycle to the running cycle 

of power facilities and the costs of electricity 

generation. While choosing the location, legal 

regulations, efficiency status and environmental 

impact assessment criteria are taken into 

consideration. In the development process, efficiency 

comes to the fore in general, and environmental 

effects are unfortunately relatively ignored. However, 

it is important in this process to examine laws and 

regulations in terms of restrictions and incentives 

[32]. Environmental, technical and economic 

parameters have an impact on the area of SEPP 

installation [33]. Certain conditions must be met in 

order for a SEPP to be established in a region. These 

conditions vary according to the purpose and region 

of the study. In order to determine the restriction 

regions in this research, five conditions specific to the 

researched location were used in the direction of the 

literature research [12]-[14], [32]. These conditions 

are listed below: 

 Not to be proximate than 500 m to areas of 

settlements, prohibited and protection, 

 Not to be proximate than 400 m to lakes and 

streams, 

 Not to be in locations with a slope of more 

than 11%, 

 Not to be in forest fields, 

 Not to be proximate than 100 m to 

motorways. 

 It is also not correct to establish SEPP or any 

power generation facility in cultural and 

paleontological heritage sites or in their immediate 

surroundings. The work from the building state to the 

production stage of such facilities negatively affects 

these areas. At the same time, ignoring these locations 

will adversely impress the SEPP establishment 

period. Therefore, the SEPP installation is not 

allowed in these areas [34]. Considering the 

determined criteria, a separate buffer zone analysis 

was carried out for each parameter. Thus, restriction 

fields were defined and these fields were united in the 

second step. In this unitization process; if an area is 

restricted in terms of any criteria, it is considered to 

be restricted in terms of other criteria. Then, the 

process of determining the suitability degrees for the 

areas deemed suitable was started. 

 

3.2. Criteria Specification 

 

The experiences gained so far in choosing a suitable 

place have led to the formation of some criteria [32]. 

In this research, as a result of the literature and field 

work, certain factors such as solar radiation, slope, 

proximity to PDCs, land use, proximity to fault lines, 

lithology, proximity to stream, lake and road line, 

aspect and proximity to residential areas were used 

and the suitable fields where SEPP will be established 

have been determined. It is possible to see ducks and 

many bird species in Hersek Lagoon located in 

Altınova district of Yalova and separated from the 

Marmara Sea by a narrow coastline [35]. Hersek 

Lagoon, which is the habitat of 206 bird species and 

is on the migratory bird route, in the analysis, it was 

evaluated within the distance to the lake parameter 

due to the fact that it remains on the edge of the 

research area, and proximity to the emigration ways 

factor is not evaluated owing to the migratory bird 

route passes through the shore of Lake Iznik [36]. 

 Modeling, achievement survey and design of 

solar power systems adhere data of solar radiation [2], 

[37]. The most vital parameter for the performance of 

systems working with solar power is the radiation 

reflected in that area. For this reason, information of 

solar radiation was utilized as a criterion in research, 

and the map of solar radiation utilized is presented in 

Figure 2a. 

 One of the most vital parameters in 

determining the location of SEPPs is the slope 

criterion. Generally, regions above 11% are 

considered unsuitable. A slope of 4% or less is 

considered quite suitable. Efficiency may be affected 

as excessive inclination will cause the solar panels to 
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dark each other. In addition, the rise of slope raises 

the establish price of the SEPP [12]. The slope input 

of the research field was created from the numerical 

elevation pattern of the area. The produced inclination 

map is parted into 5 grades (Figure 2b). 

 The distance to PDC is an important 

economic factor. As the act far from the head, the 

transfer of the generated electricity to the centers will 

be more cost. In the studies, it is not desired that the 

distance of the areas where the facility will be 

established to the PDCs exceeds 10 km [38]. The 

distance from the PDC to the research field was 

assessed under five grades (Figure 2c). 

 Land use refers to settlements and locations 

of restricted and protected. SEPPs are required to be 

at a certain distance from these areas. Because the 

settlements are growing day by day. In the long term, 

there is a possibility that SEPPs will remain within 

these areas. Since the establishment of SEPP will 

affect the wildlife there, facility should be at a definite 

space from the conservation regions. In addition, land 

use is an important criterion, because the natural 

vegetation in the area to be selected for the SEPP can 

increase shading and this can reduce productivity. In 

this respect, areas covered by trees, maquis, bushes 

and reeds, where natural vegetation can create an 

obstacle, are not primarily preferred in site selection. 

In addition, cleaning these areas causes additional 

costs [32]. Therefore, it is generally accepted that 

SEPPs should be located at distance greater than 500 

m from these zones. In the research land use was 

examined in 9 grades, namely heathland, lakes, 

chestnut, pasture, forest, farming area, non-farming 

area, olive grove and meadow [39]. The land use map 

of the research field is shown in Figure 2d. 

 Regions that are earthquake-prone should not 

be decided in site selection for SEPP installation. 

When approaching active faults, it is inevitable that 

the earthquake effect will increase. Therefore, the 

information of fault line was procured by numerical 

the map of Fault proffered on the MTA General 

Directorate web area [40], [41] and total five 

dissimilar tampon space were built at 2500 m gaps 

(Figure 2e). 

 One of the parameters used in the 

determination of installation site alternatives is the 

lithological structure of the land [38]. The lithological 

structure of the field where the SEPP will be 

established directly affects the structure cost [41]. 

Moreover, the ground must be suitable for hammer 

mounting systems. The lithological units outcropping 

in the research area are listed stratigraphically from 

the oldest to the youngest as follows: Precambrian 

gneiss and schists (gsa), Precambrian-Palaeozoic 

schists (s), Cambrian-Ordovician schist and phyllite 

(s1), Permian marble (mr), Permian-Triassic 

terrestrial detritics (pt), Upper Cretaceous meta 

detritics and meta carbonates (f) with detritics and 

carbonates (k2s), Paleocene-Eocene detritics and 

carbonates (pn2e), Eocene granitoid (?7) and 

unallocated volcanites (en), Miocene terrestrial 

detritics (m2-3) and Upper Miocene terrestrial 

detritics (m3pl). Quaternary unallocated alluvium 

(Qal) is the youngest member of the research field 

[40]. Alluvium, due to its uncemented granular unit 

feature and its unallocated nature in the research field, 

it can be convenient for SEPP installation on 

condition that the fitting system with hammered is 

applied and the framework is reducted under the 

alluvium. Elsewise it will not be safe for SEPP 

installation. Carbonate units, on the other hand, 

require detailed field work in the SEPP installation, as 

they are suitable for the formation of karstic 

structures. Other lithological units in the research 

area, especially units containing volcanic rocks, 

provide a suitable environment for SEPP installation. 

The lithological map of the research field is seen in 

Figure 2f. 

 Due to conditions such as seasonal changes in 

rivers, possible floods, increase in flow and 

displacements in the river bed, the distance factor to 

the streams is between the major elements affecting 

the selection of SEPP construction sites. SEPPs 

should be at least 400 m far from streams in order to 

prevent SEPPs from being affected by floods and to 

provide easy access to the energy facility [8]. The 

closeness to the stream factor regarding the researches 

field was handled under 5 grades (Figure 2g). 

 Due to the fact that the lake volumes change 

at different times of the year, it is requested that the 

SEPPs should be at least 400 m away from the lakes 

in order to prevent environmental pollution and for 

the safety reasons to be taken against the negative 

effects of the floods to be experienced because of the 

lakes. The proximity to lakes regarding the researches 

field was evaluated under 5 grades (Figure 2h). 

 Being close to the roads at the first 

installation of the SEPP plant ensures low cost in 

infrastructure works. In addition, since there will be 

no need to open new roads for transportation 

purposes, also prevents possible damages that may 

result in damage to the surrounding lands [38]. 

However, since the wastes caused by vehicle traffic 

passing will unfavorable impress the panels and cause 

serious problems in terms of safety. It has been 

accepted in the literature that SEPPs should be 

distance than 100 m to the ways [8]. The proximity 

parameter to the roads regarding the research field 

was assessed under 6 grades (Figure 2i). 
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 Aspect is very essential factor for SEPP. On 

the locations of SEPP will be formed, fields with no 

elevations to shade between south, west and east 

directions should be determined. Flat and southern 

fields are convenient for selection of SEPP sites. 

South oriented locations supply plentiful sun angle 

[34]. The aspect map of the research field has been 

handled in a way a total of 10 grades, ranging from -

1 to 360 degrees (Figure 2j). 

 The produced energy transmission by SEPP 

to distant depletion areas cause loss of energy. Energy 

loss in transmission also reduces efficiency. For this 

reason, locations that are too far from residential 

areas, industry and working areas should not be 

preferred for SEPP field choice [32]. However, it is 

also obligatory to consider the possibility of SEPPs 

staying in the middle of residential lands eventually 

[8]. Therefore, in this research, the proximity to lands 

of residential has been assessed under 5 grapes 

(Figure 2k) 

 

Figure 2. The criteria. a radiation, b slope, c closeness to PDCs, d land use, e closeness to fault line, f lithology, g 

closeness to stream, h closeness to lake, i closeness to road line, j aspect and k closeness to residential locations 
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3.3. Method of the Research 

 

3.3.1 Fuzzy Logic and Fuzzy Decision Making 

 

Fuzzy logic can be applied in situations where 

uncertainty exists or optimal decisions need to be 

reached with incomplete information. Decision 

making is the definition of the option or options that 

are determined to give the most suitable result by 

evaluating all aspects of one or a series of problems 

that must be solved at every management level [43]. 

Uncertainty in decision processes may also arise from 

the presence of verbal information and may occur in 

models involving subjective thoughts. In this case, 

eliminating the uncertainties or accepting the 

existence of uncertainty and adapting the analysis 

accordingly provides more effective results. 

 Analytical solution analyze with fuzzy logic 

supply a more flexible determination environment to 

the decision maker. By applying fuzzy logic, the 

verbally put forward information is inclusive in the 

resolution by acquiring its scalar provisions. Survey 

results and personal opinions into the model, cause 

the best solution to diverge to the change in the 

defendant personal. In this case, the decision accepted 

as optimal may change in the next application, or even 

if the decision maker remains the same, changing in 

the judgments of the experts whose opinions are taken 

may affect the suitable determination [44]. Moreover, 

the assessments acquired may not always include 

certain and fulfill knowledge. In such determination 

samples, analyzes can be applied with approach of 

fuzzy logic. In determination matters assessed by 

fuzzy logic, it is purposed to arrive the "best" 

determination that is not fuzzy as in usual matters. But 

the determination handled as a result of fuzzy theory 

does not claim to be an optimal decision and goals to 

indicate in which possibility each vary choice can be 

suitable [45]. Samples of Fuzzy were put forward as 

a different way by Zadeh [46] because there are 

certain and stable regulations in the demands and 

quantifiability of factors in numerical models. Fuzzy 

logic, which has gained increasing importance since 

this date, is identified as a certain array founded for 

the term of uncertainties and working with 

uncertainties [45]. 

 

3.3.2 Fuzzy Multiple Criteria Decision Making 

(FMCDM) 

 

In the actual applications of MCDM models, it is seen 

that decision makers verbally state their judgments. 

AHP, one of the MCDM methods, founded pairwise 

matchings. Comparison weights should be treated 

neutrally, thinking how much more one major option 

is than the other. The subjective remarks are seen as a 

benefit of the AHP, apart from the criteria that can be 

measured quantitatively [47]. This individuality 

makes the results inadequate. In this case, the FAHP 

application is preferred. FAHP was first advertised by 

Laarhoven Van and Pedrycz [48]. In the research 

decisions and impacts are stated with numbers of 

triangular fuzzy. Buckley [17] used fuzzy logic in the 

normal equations of weights and suggested that a sole 

remedy cannot always be achieved in the study of [48] 

and they practiced with numbers of trapezoidal fuzzy 

based on the numerical process of fuzzy numbers. 

Their research [17] used fuzzy numbers to specify the 

emphasis classes of nuclear energy, hydroelectric 

energy, fossil energy and solar energy. In the after 

periods, many works have been performed, especially 

in industry and production in which the comparison 

scale was taken as fuzzy. Unlike these, Lee et al. [49] 

begun the notion of interspace for pairwise 

comparisons and they introduced a new method based 

on probabilistic optimization for consistency and 

fuzzy collations. Zhu et al. [50], further advanced the 

method developed by Chang [18] using synthetic 

grades and they introduced their new methods by 

applying oil exploration for China under nine main 

criteria and fifteen blocks determined. Kahraman et 

al. [51], compared three catering companies under 

three main elements and eleven sub-elements using 

FAHP. Csutora and Buckley [52], used a fuzzy 

comparison matrix, taking payment, benefits, 

placement, co-workers and promotion opportunities 

as criteria for new graduates' job selection. Kwong 

and Bai [53], established the FAHP model on the 

quality function expansion regarding production 

planning. They identified customer demands with 

FAHP and solved three main criteria and seven sub-

criteria and nineteen second-degree sub-criteria 

models to ensure customer satisfaction. Enea and 

Piazza [54], in them research to select the best one out 

of three project alternatives, under four criteria, stated 

that they achieved more realistic results by applying 

FAHP. Mikhailov and Tsvetinov [55], in a problem 

with three alternatives with three main elements and 

six sub-elements, specified the optimal service 

provider using FAHP, and compared the results with 

the classical AHP results. Çanlı and Kandakoğlu [56], 

developed a model by applying FAHP in air power 

comparison. Firstly, in FAHP the question is stated in 

a hierarchical quality [57]. Secondly a scalar contact 

is founded among the aim and the parameters. In this 

research, geometric mean method [17] and the 

Extended Analysis Method [18] have been practiced. 
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In Table 1 the triangular fuzzy scale performed in 

research has been established. 
 

Table 1. The scale of fuzzy AHP pair-wise comparison 

[58] 

Fuzzy 

triangular 

Reciprocal 

fuzzy 

Definition 

(1, 1, 1) 1, 1, 1 Equally important 

(1, 2, 3) 1/3, 1/2, 1/1 Mediate amount 

between 1 and 3 

(2, 3, 4) 1/4, 1/3, 1/2 lightly significant 

(3, 4, 5) 1/5, 1/4, 1/3 Mediate amount 

between 3 and 5 

(4, 5, 6) 1/6, 1/5, 1/4 Significant 

(5, 6, 7) 1/7, 1/6, 1/5 Mediate amount 

between 5 and 7 

(6, 7, 8) 1/8, 1/7, 1/6 Severely 

significant 

(7, 8, 9) 1/9, 1/8, 1/7 Mediate amount 

between 7and 9 

(8, 9, 9) 1/9, 1/9, 1/8 Highly significant 

 

 After the fuzzy synthesis figures are 

deliberated, these figures are matched to each other 

and the preference figures of the parameters are set. 

With the normalization of the vector, the exact 

preference vector is achieved. 

 

4. Application 

 

The literature review conducted shows that the choice 

of the parameters to be handled in MCDM issues in 

the renewable energy area also requires the method to 

be used [59]. The common feature of decision-

making issues is uncertainty, and FAHP allows 

decision-performers to state own choices in 

proximate or proper practices [60,61]. Moreover, 

usual MCDM practices cannot sufficiently show the 

uncertainty of human thinking [62]. Researches on 

renewable energy sources are very valuable for urban 

energy planning [63]. Hereby the FAHP method was 

practiced in this research. The fuzzy number 

equivalents of the linguistically expressed criteria 

were determined by the specialists and literature 

review, and the pairwise comparisons of the criteria 

obtained with the specialists and literature review 

opinions are shown in the pairwise comparison matrix 

given in Table 2. 

 

 

Table 2. Pairwise comparison matrix for FAHP (a radiation, b slope, c closeness to PDCs, d land use, e closeness to 

fault line, f lithology, g closeness to stream, h closeness to lake, i closeness to road line, j aspect and k closeness to 

residential locations) 

 a b c d e f g h i j k 

a 1 1 1 1 2 3 2 3 4 7 8 9 7 8 9 6 7 8 6 7 8 6 7 8 5 6 7 2 3 4 6 7 8 

b 1/3 1/2 1 1 1 1 1/4 1/3 1/2 1 2 3 5 6 7 3 4 5 4 5 6 4 5 6 3 4 5 2 3 4 4 5 6 

c 1/4 1/3 1/2 4 3 2 1 1 1 3 4 5 7 8 9 5 6 7 6 7 8 6 7 8 4 5 6 1 2 3 5 6 7 

d 1/9 1/8 1/7 1/3 1/2 1 1/5 1/4 1/3 1 1 1 4 5 6 3 4 5 3 4 5 3 4 5 2 3 4 1/5 1/4 1/3 3 4 5 

e 1/9 1/8 1/7 1/7 1/6 1/5 1/9 1/8 1/7 1/6 1/5 1/4 1 1 1 1/3 1/2 1 1/3 1/2 1 1/3 1/2 1 1/4 1/3 1/2 1/6 1/5 1/4 2 3 4 

f 1/8 1/7 1/6 1/5 1/4 1/3 1/7 1/6 1/5 1/5 1/4 1/3 1 2 3 1 1 1 1/4 1/3 1/2 1/4 1/3 1/2 1/3 1/2 1 1/5 1/4 1/3 1 2 3 

g 1/8 1/7 1/6 1/6 1/5 1/4 1/8 1/7 1/6 1/5 1/4 1/3 1 2 3 2 3 4 1 1 1 1 1 1 1/4 1/3 1/2 1/4 1/3 1/2 1 2 3 

h 1/8 1/7 1/6 1/6 1/5 1/4 1/8 1/7 1/6 1/5 1/4 1/3 1 2 3 2 3 4 1 1 1 1 1 1 1/4 1/3 1/2 1/4 1/3 1/2 1 2 3 

i 1/7 1/6 1/5 1/5 1/4 1/3 1/6 1/5 1/4 1/4 1/3 1/2 2 3 4 1 2 3 2 3 4 2 3 4 1 1 1 1/7 1/6 1/5 3 4 5 

j 1/4 1/3 1/2 1/4 1/3 1/2 1/3 1/2 1 3 4 5 4 5 6 3 4 5 2 3 4 2 3 4 5 6 7 1 1 1 3 4 5 

k 1/8 1/7 1/6 1/6 1/5 1/4 1/7 1/6 1/5 1/5 1/4 1/3 1/4 1/3 1/2 1/3 1/2 1 1/3 1/2 1 1/3 1/2 1 1/5 1/4 1/3 1/5 1/4 1/3 1 1 1 

 

 The fuzzy weights and weights for the criteria 

used the geometric mean practice proposed by 

Buckley [17] are given in Table 3. 

 Since the extent analysis practice that will be 

applied, needed to work the worth of fuzzy synthetic 

extent as far the i th factor [18] shown in Eq.1. 𝑆𝑖 are 

synthetic extent value and 𝑀𝑔𝑖
𝑗

 are triangular fuzzy 

numbers in Equation 1. 

 

 𝑆𝑖 = ∑ 𝑀𝑔𝑖
𝑗
⨀[∑ ∑ 𝑀𝑔𝑖

𝑗3
𝑗=1

7
𝑖=1 ]

−𝟏
3
𝑗=1     (1) 

 

 where all the 𝑀𝑔𝑖
𝑗

 , j=1,2,3 are triangular 

fuzzy numbers located in Table 2. 

 

𝑆1 = (49,59,69)⨀(
1

318.10
,

1

257.43
,

1

201.57
)

= (0.154,0.229,0.342) 
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Table 3. The fuzzy weights and weights for the criteria in 

accordance with Buckley (1985) [17] practice 

i Factors Fuzzy weights (�̃�𝑖) 
Weights 

(𝑤𝑖) 
1 Radiation 0.176; 0.270; 0.420 0.270 

2 Slope 0.086; 0.140; 0.239 0.145 

3 PDC 0.136; 0.199; 0.298 0.197 

4 Land Use 0.049; 0.076; 0.128 0.078 

5 Closeness to 

fault 

0.014; 0.023; 0.039 0.023 

6 Lithology 0.015; 0.026; 0.046 0.027 

7 Closeness to 

river 

0.021; 0.033; 0.055 0.034 

8 Closeness to 

lake 

0.021; 0.033; 0.055 0.034 

9 Closeness to 

road 

0.030; 0.048; 0.081 0.049 

10 Aspect 0.069; 0.131; 0.193 0.122 

11 Closeness to 

residential 

fields 

0.012; 0.020; 0.035 0.021 

 

 The triangular membership function is 

defined with three parameters. If these parameters are 

taken as l, m, and u, the equation of the triangular 

membership function is given below [18]. 

 

𝑉(𝑆𝑖 ≥ 𝑆𝑗 =

{
 
 

 
 

(

1,                                        𝑖𝑓 𝑚𝑖 ≥ 𝑚𝑗
𝑢, − 𝑙𝑗

𝑢𝑖 −𝑚𝑖) + (𝑚𝑗 − 𝑙𝑗)
, 𝑖𝑓 𝑙𝑗 ≤ 𝑢𝑖

0,                                  𝑂𝑡ℎ𝑒𝑟𝑠,

 

 

 The fuzzy synthetic extent figures and 

normalized weights for the factors are seen in Table 

4. 

 
Table 4. The fuzzy synthetic extent figures and weights for 

the factors are in accordance with Chang (1996) [18] 

practice 

i Factors 
Synthetic extent 

values (�̃�𝑖) 
Weights 

(𝑤𝑖) 

1 Radiation 0.154, 0.229, 0.342 0.37 

2 Slope 0.087, 0.139, 0.221 0.16 

3 PDC 0.133, 0.192, 0.280 0.28 

4 Land Use 0.062, 0.101, 0.163 0.09 

5 Closeness to 

fault 

0.015, 0.026, 0.047 0.00 

6 Lithology 0.015, 0.028, 0.051 0.00 

7 Closeness to 

river 

0.022, 0.040, 0.069 0.00 

8 Closeness to 

lake 

0.022, 0.040, 0.069 0.00 

9 Closeness to 

road 

0.037, 0.067, 0.111 0.00 

10 Aspect 0.075, 0.121, 0.193 0.10 

11 Closeness to 

residential 

fields 

0.010, 0.016, 0.030 0.00 

 

5. Results and Discussion 

 

As a result of the weighting made with FAHP, the 

parameter of radiation has the ultimate weight, then, 

it was calculated that this was followed by the 

closeness to the PDCs, slope, aspect, land use, 

closeness to road line, stream and lake, lithology, 

closeness to fault line and residential fields. Thinking 

the weights of the criteria calculated with FAHP, the 

maps in Figure 2 were unified and the restricted lands 

were distracted from this map and the optimal SEPP 

sites map was handled for the research field (Figure 

3). 

 
Figure 3. Susceptibility map generated for SEPPs sites. a. the geometric mean practice by Buckley [17], b. the extent 

analysis practice by Chang [18] 

 

 This resulting map obtained is expressed with 

four values as restricted, low, middle and high. The 

susceptibilities obtained as a result of the analyze 

performed are found as in Table 5. 
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Table 5. Percentage and area values of susceptibility 

Susceptibility Geometric mean practice by Buckley (1985) Extent analysis practice by Chang (1996) 

% km2 % km2 

Restricted 72.84 601.66 72.84 601.66 

Low 2.17 17.92 19.34 159.75 

Medium 23.34 192.79 7.59 62.69 

High 1.65 13.63 0.23 1.90 

 

 21.41% of the research area is covered by 

Armutlu district, 21.16% by Çınarcık district, 6.70% 

by Termal district, 18.63% by Central district, 

16.45% by Çiftlikköy district and 15.65% by Altınova 

district. When the produced SEPP conformity map is 

considered on the basis of districts, while high 

suitability was observed in Çiftlikköy and Central 

districts, the most unsuitable value was obtained in 

Çınarcık and Armutlu districts (Table 6). The fact that 

Çınarcık district has dense forests has reduced the 

potential of receive sunlight. Since Armutlu district is 

deemed suitable for the installation of wind energy 

facilities [30], district is currently considered as 

another renewable energy type wind facilities area. 

 
Table 6. SEPP compliance level values of Yalova districts 

District Restricted (%) Low (%) Middle (%) High (%) 

Buckley 

(1985) 

Chang 

(1996) 

Buckley 

(1985) 

Chang 

(1996) 

Buckley 

(1985) 

Chang 

(1996) 

Buckley 

(1985) 

Chang 

(1996) 

Armutlu 20.31 20.31 23.93 26.26 26.11 2.98 0.00 0.00 

Çınarcık 25.19 25.19 25.62 10.80 9.67 2.67 0.00 0.00 

Termal 7.61 7.61 6.38 12.76 4.36 3.84 0.00 0.00 

Central 17.15 17.15 5.58 16.26 23.45 32.05 32.81 30.40 

Çiftlikköy 15.39 15.39 3.89 8.18 17.32 49.95 67.19 69.60 

Altınova 14.35 14.35 34.60 25.74 19.09 8.51 0.00 0.00 

 

 In our research, the results have been 

compared with various recent studies in the literature 

concerning the criteria employed and their respective 

weights [64,65,66]. 

 Arca and Keskin Citiroglu [64] have 

produced the most suitable areas for SPP in Karabük 

using Geographic Information Systems (GIS) and 

Analytical Hierarchy Process (AHP). In their studies, 

they utilized the following factors: solar radiation, 

slope, aspect, distance to the road, distance to the 

river, distance to fault lines, lithology, land use, 

distance to settlement areas, and distance to PDCs. 

For all the models the most effective factors were 

determined as solar radiation, distance to PDCs and 

slope. Colak et al. [65] applied the Analytical 

Hierarchy Process method to calculate the weights of 

the 10 evaluation criteria. Solar energy potential was 

identified as the most critical factor, accounting for 

22% of the weight in the areas suitable for Solar 

Power Plants (SPP). The land cover was ranked as the 

second most significant factor with a weight of 20%, 

followed by the aspect, which held the third most 

important position with a weight of 14%. The 

distribution of criterion weights in these two studies 

is similar to our study. Demir [66] used GIS Analyses 

and the AHP Method to identify areas with the 

potential for solar power plant installation in the Kars 

province. The study utilized 7 parameters, which 

included solar radiation, temperature, land slope, 

aspect, land cover and use, distance to energy 

transmission lines, and distance to road transportation 

network. In the study, the most effective factors were 

determined to be land cover and use, aspect, and 

distance to energy transmission lines. However, the 

distribution of criteria weights in our study differs 

from that in this work. 

 

6. Conclusion 

 

MCDM methods and GIS are tools that allow 

choosing the optimum option among different 
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choices in location choice works. One of the 

frequently preferred decision making methods in 

fuzzy sets is FAHP. In this research, different 

FAHP approaches were used in GIS environment 

to assess the sites where SEPP can be installed in 

Yalova. Since the outcomes of the study are 

immediately related to the determinate 

parameters, eleven different criteria were used in 

research. FAHP should be choosen to ahead of 

state oral ambiguity in the process of making 

resolution by pairwise comparison, so that 

determine the importance of one parameter with 

regard to another parameter by the decision-

maker. It is advised to apply the FAHP practice, 

in case of the high number of pairwise 

comparisons, fuzziness in the mind of the 

decision maker, and in cases where transactions 

take too long. Extended Analysis Method selects 

the very small weights of the criteria as zero and 

eliminates some values that may actually have a 

significant effect when calculating the result by 

combining the weights of the criteria. For 

example, if we look at the normalized weights of 

the main parameters, the weight of the 

"lithology" parameter, which takes a very small 

value compared to the geometric mean method, 

is taken as zero by Extended Analysis Method. 

As one of the results of this research, we can say 

that it is more appropriate to use Extended 

Analysis Method with a different sorting method. 
 For numerical statements of oral 

significations in social, economic and environmental 

factors and sub-factors, concretion with fuzzy 

connection is essential in achieving more certain 

outcomes. Utilizing SEPP to supply the energy 

necessities of Yalova province, which is close to 

major industrial cities such as Istanbul, Kocaeli and 

Bursa and has sea tourism opportunities, will 

contribute to the supply of both inexpensive, fresh, 

sustainable and renewable energy. The resulting 

SEPP convenience map can be utilized for anterior 

assessment for financiers. The center and east of 

Yalova province have sites convenient for SEPPs. 

With the increase of the criteria, it can be stated that 

investment areas can be determined much more 

precisely and contribution can be made to feasibility 

studies. It is hoped that the outcomes achieved from 

this research will support decision-makers in future 

research researches in field administration in the 

research field. 
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Abstract 

Today, the impact of deep learning in computer vision applications is growing 

every day. Deep learning techniques apply in many areas such as clothing search, 

automatic product recommendation. The main task in these applications is to 

perform the classification process automatically. But, high similarities between 

multiple apparel objects make classification difficult. In this paper, a new deep 

learning model based on convolutional neural networks (CNNs) is proposed to 

solve the classification problem. These networks can extract features from images 

using convolutional layers, unlike traditional machine learning algorithms. As the 

extracted features are highly discriminative, good results can be obtained in terms 

of classification performance. Performance results vary according to the number 

of filters and window sizes in the convolution layers that extract the features. 

Considering that there is more than one parameter that influences the performance 

result, the parameter that gives the best result can be determined after many 

experimental studies. The specified parameterization process is a difficult and 

laborious process. To address this issue, the parameters of a newly proposed 

CNN-based deep learning model were optimized using the Keras Tuner tool on 

the Fashion MNIST (F-MNIST) dataset containing multi-class fashion images. 

The performance results of the model were obtained using the data separated 

according to the cross-validation technique 5. At the same time, to measure the 

impact of the optimized parameters on classification, the performance results of 

the proposed model, called CNNTuner, are compared with state-of-the-art 

(SOTA) studies. 

 

1. Introduction 

The fashion industry is an industry that operates 

in many important areas, from unworn waste 

clothes to the creation of online store catalog 

images, especially in the field of sustainable 

fashion, which is the development of useful 

products. Deep learning approaches are used in 

different problems such as pose estimation, 

portrait graphic creation, garment segmentation, 

and garment recognition in the field of fashion 

[1]–[3]. Since these methods are more successful 

in automatic feature extraction and obtaining  
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strong distinctive features, unlike classical 

machine learning methods, there is a tendency 

towards these methods. Security forces also have 

difficulties in recognizing and classifying 

clothes in suspicious situations where there is no 

clue [1]. In addition, trainable clothing search 

and classification systems can be created in 

accordance with the account profile in e-

commerce-based systems, which are quite 

common today [3]. With the help of the specified 

features, it is aimed to create strong marketing 
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strategies by automatically bringing the dresses 

suitable for the account profile. Along with these 

purposes and motivations, it becomes important 

to automatically classify clothes according to 

their types and shapes in line with very different 

purposes and targets. The problem of classifying 

fashion dresses is a complex task because of the 

multiplicity of labels characterizing the garment 

type, the richness of the garment features, and 

the similarity of the garments. Differences in 

camera shooting angle, lighting, and background 

differences are effective in deepening the 

classification problem [4]. In addition, high 

similarities in similar clothing classes such as 

trousers and tights make classification difficult. 

Although clothes recognition and classification, 

which is easy for humans, can be performed 

automatically by a computer with high 

performance, algorithms that work with high 

accuracy are needed. 

Computer algorithms, on the other hand, 

are getting stronger day by day with powerful 

artificial intelligence libraries such as 

Tensorflow to extract meaningful information 

from the ever-increasing volume of images 

through search engines and social networks. In 

addition to supporting the Central Processing 

Unit (CPU), these libraries also support graphics 

processing units with high computing power, 

such as the Graphics Processing Unit (GPU). 

GPU-based codes enable rapid processing of 

thousands of images. Due to the limitations of 

classical machine learning algorithms in 

processing large amounts of image data, there 

has been a trend towards deep neural networks 

such as CNNs [1], [5]. There is also an increase 

in electronic transactions, where most 

transactions are carried out electronically and 

most of them are controlled in real time over the 

internet. Time series created in electronic 

transactions are analyzed through statistical and 

mathematical analysis. However, manual 

adjustment of the algorithm parameters used in 

the analysis is a difficult, tedious, laborious, and 

time-consuming problem. In this problem, the 

layer adjustments of the proposed deep learning 

architectures should be made automatically for 

the automatic classification of clothing images. 

In this article, the Keras Tuner tool has been used 

to automatically adjust the parameters of the 

model called CNNTuner.  

Recognition and classification of images 

in the field of fashion using models based on 

deep learning architectures have many different 

advantages. Using these methods, users will be 

able to perform many different tasks in a short 

period of time, such as searching for related 

clothing and identifying the suspect type of 

clothing. Performing these tasks by hand is a 

tedious, time-consuming and exhausting 

process. New classification methods based on 

deep learning can be proposed to improve the 

performance of experts in searching for clothes 

and finding related clothes.  

There are a number of issues that need to 

be considered when using deep learning methods 

for clothing classification. Firstly, due to 

differences in perspective, the same outfit can be 

described as different and different outfits as the 

same [1]. Secondly, clothes can be deformed as 

a result of washing, stretching or folding after 

washing [2], [3]. The third is the camera angle, 

lighting differences, diffuse background and 

shadows that are generally encountered in 

computer vision methods [12]. In this study, a 

dataset consisting of images with regular 

backgrounds, taken from the same angles and 

undeformed was determined by investigating the 

three main problems mentioned. In multiclass 

classification, which is used instead of binary 

classification, it is a difficult task to reduce the 

classification error [1]. In this study, parameter 

optimization of the proposed CNN model was 

carried out in order to reduce the 

multiclassification error. In order to determine 

the effect of parameter optimization on 

classification, it was compared with non-

optimized parameters. In multiclass 

classification problems, it can be difficult to 

distinguish similar classes. In multiclass 

classification problems, the softmax activation 

function used in the last layer of CNN models 

shows the probability value of each category. In 

multiclass classification, the difference between 

these probability values may be small. 

The main contributions of this article to 

the literature are given below.  

 A new CNN model named CNNTuner has 

been proposed for garment classification 

with multiple classification problems.  

 

 Determining the best parameters with 

experimental studies is a long and tiring 

process. This process has been accelerated 

by CNNTuner.  
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 By providing parameter optimization of the 

CNNTuner model, the multiple 

classification error has been reduced.  

 

The remainder of the article is organized 

as follows. In the second section, detailed 

information is given about the selected dataset 

and the proposed CNN model. In the third 

section, the effect of parameter optimization on 

the proposed CNN model is introduced together 

with the performance criteria. In the last section, 

the article concluded by giving information 

about future studies. 

 

2. Literature Review 

In the literature, classification tasks have been 

performed with optimized parameters using 

different convolution-based architectures on the 

F-MNIST dataset [13]. Two different CNN 

models have been developed by Greeshma and 

Sreekumar to classify fashion garments [13]. 

The first is a model with two convolutional 

layers, while the second is a model with four 

convolutional layers. The studies show that the 

training process is performed with 40 and 60 

epoch steps. The Adam and Adadelta 

optimisation algorithms used 128 and 64 values 

as the batch size. It was found that the best 

parameter optimisation result was obtained from 

the model with the four-convolution layer Adam 

optimisation algorithm and a batch size value of 

64. In terms of epochs, it achieved the best test 

accuracy value of 60 epochs. The specified 

epoch value is a very high value. In this article, 

an attempt is made to obtain better results using 

the model with the best optimisation parameter 

with a lower epoch value. 

Bhatnagar et al. developed three 

different CNN models to defend the F-MNIST 

dataset [14]. The most successful models they 

have developed have used residual skip 

connections. It is stated that the learning process 

is accelerated by combining these connections 

with the batch normalization connections. 

3. Material and Methods 

3.1. Material 

The F-MNIST database contains 70,000 fashion 

images with a width and height of 28 pixels [15]. 

All images are in grayscale image and there are 

10 categories. Each category contains 7,000 

images. The training set consists of 60,000 

images, while the test set consists of 10,000 

images. The 10 categories are "T-shirt/top", 

"Trouser", "Pullover", "Dress", "Coat", 

"Sandal", "Shirt", "Sneaker", "Bag", "Ankle 

boot". Examples of images for each of these 

categories are shown in Figure 1. Since the 

separated training data were balanced, no data 

augmentation or balancing method was applied. 

 

3.2. Evaluation Metrics 

 

This section presents the model evaluation 

metrics constructed by performing parameter 

optimization. The metrics of precision, recall, F1 

score, F2 score, specificity and accuracy were 

used to evaluate the model. False Negative (FN), 

True Negative (TN), False Positive (FP), True 

Positive (TP) markers were used in the 

formulation of these metrics. TP represents the 

accuracy of the proposed model's predicted class 

output and actual class output. FP means that the 

predicted value of the proposed model is correct 

while in reality it is incorrect. The FN marker 

represents that the proposed model predicts an 

incorrect output while the actual output is 

correct. Finally, TN means that the proposed 

model predicts the wrong output, while in the 

actual situation it is wrong [16]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                  (1) 

𝐹1 = 2𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑥𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                      (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                               (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                           (4) 

𝐹2 =
5𝑥𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑥𝑅𝑒𝑐𝑎𝑙𝑙

4𝑥(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
                                     (5) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                           (6) 

The accuracy metric shown in Equation 

1 is the ratio of the predicted accuracy of the 

proposed model divided by the total predictions. 

Equation 2 shows the harmonic mean of the 

precision and recall metrics expressed in 

Equation 3 and Equation 4. The precision metric 

in Equation 3 is the number of correct 

predictions of the proposed model divided by the 

total number of predictions. In Equation 4, the 

recall formula shows the successful prediction 

status. Equation 5 increases the importance of 

recall performance while decreasing precision. 
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Equation 6 shows how effective the proposed 

model is in identifying negative tags.  

 

3.3. Keras Tuner 

 

Keras is a deep learning library that runs on top 

of artificial intelligence libraries such as 

Tensorflow. Optimization algorithms help to 

maximize performance by minimizing the 

objective function [13]. There are two separate 

processes in deep learning models: training and 

testing. In the training process, a low number of 

losses is a measure of whether performance is 

good or not [17]. The lower the losses, the more 

successful the proposal. The Adam optimization 

method is used to optimize the training of the 

proposed model [18]. 

 

3.4. CNN 

 

CNN algorithms are widely used for 

classification of image data [19]–[21]. CNN 

consists of interconnected layers with different 

characteristics. These layers go from the input 

layer to the classification layer. The layers 

contain neurons that learn different parameters 

such as weights. The architecture of the CNN is 

not fully interconnected as in classical neural 

networks. Only the last layer is fully connected, 

partially avoiding the problem of over-fitting 

and the waste of full connections. 

Simultaneously, CNN has specialized layers for 

classical machine learning data reduction and 

feature extraction steps. While the feature 

mapping is performed by convolution layers, the 

dimensionality reduction of the feature maps is 

performed by the pooling layer. The task of 

understanding and classifying the values in the 

feature map is performed by the fully connected 

layer and the classification layer with activation 

function [22]. In general, binary classification 

tasks are performed with the sigmoid activation 

function, while the softmax activation function 

is used for multiple classification problems. 

Popular CNN algorithms are known as 

AlexNet, ZFNet, VGGNet, GoogleNet and 

ResNet. AlexNet consists of 5 convolutional 

layers, pooling, dropout and 3 fully connected 

layers [23]. In addition to the classification layer, 

it uses the ReLU function for non-linear 

functions. ZFNet is designed to improve the 

performance of the AlexNet architecture [24]. 

 

 

Figure 1. Sample images from classes in the dataset 

 

The main reason why it is better is seen in 

the size of its parameters and filters [24]. 

Parameter optimization is also important in the 

development of popular CNN architectures, and 

was one of the main motivations for writing this 

paper. Instead of using windows with a width and 

height of 11 pixels, ZFNet uses windows with a 

width and height of 7 pixels, allowing more 

information to be retained. VGGNet, uses filters 

with a width and height of 3 pixels. In the pooling 

layer, it uses windows with a width and height of 

2 pixels. To increase the volume depth, VGGNet 

has doubled the number of filters after each 

pooling layer [25]. GoogleNet is capable of 

processing at a number of different scales in 

parallel, with filters of different sizes [26]. It 

implements maximum pooling in window sizes 

with the same width and height for each of its 
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parallel connections. The network consists of 

three convolutional layers, followed by 9 

inception layers, including two convolutional 

layers and one fully connected layer. It has a total 

of 22 layers. ResNet includes shortcut module 

connections with an identity connection that can 

bypass the weight layers designed to solve the 

gradient problem [26], [27]. Popular CNN 

architectures can be used as a basis to provide 

suitable solutions for different problems, or, as in 

this study, models can be constructed by 

combining basic CNN layers with optimized 

parameters.  

 

3.5. Proposed Model 

 

Deep learning methods are widely used in the 

literature to solve a wide variety of problems 

[6]–[8]. Pre-trained weighted datasets such as 

ImageNet and COCO have helped explore the 

power of deep learning. The COCO dataset is a 

large dataset consisting of 381 thousand images 

that can be used in 91 different object detection 

and segmentation tasks [9]. ImageNet, on the 

other hand, is a dataset with 1.2 million training 

sets with 1000 object categories [10]. CNN 

algorithms, which have been used since 1980, 

have increased their popularity in ImageNet 

competitions [11]. Because CNN architectures 

can provide solutions for different problems and 

features with high distinctiveness, it formed the 

basis of the model proposed in this study. For 

these reasons, the automatic classification of 

fashion clothing images is carried out with a 

model called CNNTuner. At the same time, the 

parameters of this model are determined 

automatically, preventing the time spent on 

parameter determination. 

The proposed model is a new 15-layer 

architecture developed on the basis of 

convolutional layers. Keras Tuner tool, one of 

the popular parameter optimization algorithms, 

is integrated into this architecture. In order for 

this tool to work with different filtering and 

activation options, each step has been controlled 

and run. The parameters of each convolution, 

maximum pooling and activation functions used 

in the model were determined by the Keras 

Tuner tool instead of being randomly selected. In 

the CNNTuner model, the details of which are 

given below, in order for the layers to work 

harmoniously with each other, any parameter 

selected at each step should not prevent the 

model from being compiled. For this purpose, 

many different experimental studies have been 

carried out and the results are presented in the 

study. The proposed model is detailed in the next 

step of the article. 

A new CNN model called CNNTuner is 

proposed to measure the effect of optimized 

CNN parameters on classification. Fashion 

images with dimensions of 28x28x1 pixels were 

used as input for the classification of the F-

MNIST dataset. Grayscale image was used as 

the input color format. Some of the images in the 

format used are shown in Figure 1. Figure 2 

shows the tested hyperparameters and layers of 

the CNNTuner model. The aim of this article is 

to optimize the parameters in the CNNTuner 

model structure in order to obtain the best 

performance results, without having to be tested 

by constantly changing them. In the model 

realized for this purpose, 28x28x1 pixels 

dimensions images are taken as input in the first 

layer. In the 2nd layer, the parameter of the 

convolution layer is set as one of 8 filters from 

32 filters to 256 filters. At the same time, instead 

of using a fixed window size, the optimizing 

algorithm will prefer to use one of the 3 or 5 

pixel window sizes. In the 3rd layer, one of the 

frequently used ReLU, eLU, seLU, tanh 

activation functions are defined to be selected. 
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Figure 2. Proposed model with hyperparameter tested 

 

In the 4th layer of the proposed model, a 

maximum pooling layer with a width and height 

value of 1 pixel is defined. At this point, since 

the number of filters coming from the previous 

layers is not clear, a layered structure has been 

created that differs from the usual fixed-

definition CNN architecture. No matter what 

convolution filter comes, a model has been 

created in which the deep learning model will be 

built without errors. In the 5th layer, the dropout 

layer, which performs the neuron dropout 

process that prevents overlearning at a rate of 

0.9, is applied.  

A constant ReLU activation function is 

defined in the 6th layer. A maximum pooling layer 

with a width and height of 2 pixels is defined in 

the 7th layer of the proposed model. In layers 8 

and 9, the convolution layer and the ReLU 

activation function layers are repeated together 4 

times. In layer 8, one of the 8 filters from 32 filters 

to 256 filters is determined as the parameter of the 

convolution layer. A window size of 3 pixels in 

width and height has been applied to the selected 

convolution layer. The ReLU activation function 

was used in the 9th layer. In the 10th layer, a 

dropping layer was added, which causes neurons 

to drop out at a rate of 0.9. In the 11th layer, the 

Flatten layer has been applied, which reduces the 

data from the layers to a single dimension. In the 

12th layer, a dense layer is defined, which 

increases by 16 neurons from 32 neurons to 128 

neurons. The optimization algorithm has selected 

one of the specified parameters. In the 13th layer, 

one of the activation functions ReLU, eLU, seLU 
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and tanh is defined to be selected. The 14th layer 

is a fully connected layer, which provides a full 

connection to the features from the previous 

layers. In the 15th layer, the model is completed 

with a classification layer with a softmax 

activation function with a total of 10 classes from 

the F-MNIST dataset.  

In this paper, one of the most important 

points to emphasize is the selection of one of the 

many different layer parameter options. The Keras 

Tuner optimization tool was used instead of 

manual selection. The best parameters were 

determined through 100 different iterations. 

Thanks to the optimization method, which 

increases the efficiency of the proposed model, the 

best result is obtained both in terms of time and 

performance. Both accuracy and confusion matrix 

information are presented to measure the 

performance of the results. A total of 8 different 

filters were applied in the 2nd layer of the 

proposed model. Another point to emphasize is 

that the resulting layered structure should be 

adjusted so that there is no size mismatch. It is 

very important to set the application to work 

regardless of the number of filters selected. A 

detailed representation of the above parameters is 

shown in Figure 2. If desired, the model applied to 

the F-MNIST dataset can be tested on a variety of 

datasets with a low success rate in the literature. In 

this case, however, it may be necessary to modify 

the proposed model. Not all problems can be 

solved with a single deep learning model.  

4. Results 

Parameter optimization saves the researcher the 

lengthy process of determining appropriate 

parameters. In this context, the present study 

makes a unique contribution to the literature on 

the subject. In CNN models, there are pre-trained 

architectures as well as structures formed by 

convolution, pooling, batch normalization, 

dropout, fully connected, classification layers 

coming one after another in a certain shape and 

structure. There are two different ways to build 

CNN-based deep learning models. In this study, 

the second type of CNN structure is targeted by 

combining the basic layers of the CNN structure. 

In such models, researchers use experimental 

studies to determine parameters such as the 

number of filters, kernel size, and number of 

layer repetitions to achieve optimal training and 

testing performance. These procedures will 

speed up the parameter determination processes 

of the researchers due to the convenience they 

provide in determining the parameters. 

According to the cross validation method, recall, 

F1 score, F2 score, specificity, accuracy 

performance values were also examined in 

detail. At this stage, the training data of each 

Fold number of cross validation were tested 

separately. The Fold values of cross validation 

are Fold1, Fold2, Fold3, Fold4, and Fold5, 

respectively. 

Table 1 shows the performance results 

that were obtained according to the Fold1 option 

on a class basis in the F-MNIST database. The 

results of each class with precision, recall, F1 

score, F2 score and specificity metrics are shown. 

While the Trouser and Bag classes give the highest 

results, the results obtained from the Shirt and 

Coat classes are the lowest performance results. In 

addition to the performance results given in Table 

1, the accuracy results obtained using the accuracy 

formula are shown in Figure 3. Class-wise 

accuracy values are given as well as the 

classification accuracy obtained collectively. 

According to the Fold1 option, the proposed 

model has an average accuracy of 95.84%.  

 

Table 1. Fold1 performance result of the proposed model 

Class name Precision Recall F1 Score Specificity F2 score 

T-shirt/top 0.94 0.96 0.95 0.95 0.96 

Trouser 1.00 1.00 1.00 1.00 1.00 

Pullover 0.93 0.93 0.93 0.94 0.94 

Dress 0.94 0.97 0.95 0.98 0.96 

Coat 0.90 0.93 0.91 0.97 0.93 

Sandal 1.00 0.99 0.99 0.99 1.00 

Shirt 0.92 0.84 0.88 0.85 0.91 

Sneaker 0.97 0.99 0.98 0.99 0.99 

Bag 1.00 1.00 1.00 1.00 1.00 

Ankle boot 0.99 0.98 0.98 0.99 0.99 
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Table 2 presents the performance results 

obtained according to the Fold2 option on a class 

basis in the F-MNIST database. While the class of 

Trousers and the class of Sandals give the highest 

results, the results obtained from the class of 

pullover and the class of shirt are the lowest 

performance results. Figure 4, which is shared in 

integration with the performance metrics given in 

Table 2, shows the confusion matrix values 

obtained according to the same Fold value. 

According to the class-based accuracy values 

shown in Figure 4, accuracy values of 98.26%, 

99.79%, 93.99%, 98.57%, 95.99%, 100%, 

94.29%, 99.58%, 99.78%, 98.83% were achieved 

in T-shirt/top, Trouser, Pullover, Dress, Coat, 

Sandal, Shirt, Sneaker, Bag, Ankle boot classes. 

Table 3 presents the performance results 

obtained according to the Fold3 option on a class 

basis. Trouser, Sandal, Sneaker, Bag and Ankle 

boot classes gave higher results than the other 

classes. In this Fold3 option, there was no class 

with low results in general. In addition to the 

performance results given in Table 3, the accuracy 

results obtained using the accuracy formula are 

shown in Figure 5. Class-wise accuracy values are 

given as well as the classification accuracy 

obtained collectively. According to the Fold3 

option, the proposed model has an average 

accuracy of 99.13%. 

According to the Fold3 results given in 

Figure 5, T-shirt/top, Trouser, Pullover, Dress, 

Coat, Sandal, Shirt, Sneaker, Bag, Ankle Boot 

classes reached 98.62%, 100%, 98.29%, 98.60%, 

97.38%, 100%, 98.47%, 99.79%, 99.78%, 100% 

accuracy values respectively. It is seen that the 

highest error is obtained from the Coat class. 

Figure 6 shows the confusion matrix 

results obtained according to the Fold4 option. T-

shirt/top, Trouser, Pullover, Dress, Coat, Sandal, 

Shirt, Sneaker, Bag, Ankle boot classes reached 

98.05%, 99.79%, 95.24%, 98.83%, 98.62%, 

99.78%, 96.16%, 100%, 99.78%, 99.79% 

accuracy values respectively. It is seen that the 

highest error is obtained from the Pullover class. 

 

 

Table 2. Fold2 performance result of the proposed model 

Class name Precision Recall F1 Score Specificity F2 score 

T-shirt/top 0.98 0.98 0.98 0.99 0.99 

Trouser 1.00 1.00 1.00 1.00 1.00 

Pullover 0.94 0.96 0.95 0.98 0.97 

Dress 0.99 0.97 0.98 0.98 0.99 

Coat 0.96 0.96 0.96 0.97 0.98 

Sandal 1.00 1.00 1.00 1.00 1.00 

Shirt 0.94 0.96 0.95 0.97 0.97 

Sneaker 1.00 0.99 0.99 1.00 1.00 

Bag 1.00 0.99 0.99 1.00 1.00 

Ankle boot 0.99 1.00 0.99 1.00 1.00 

 

Table 3. Fold3 performance result of the proposed model 

Class name Precision Recall F1 Score Specificity F2 score 

T-shirt/top 0.99 0.99 0.99 0.99 1.00 

Trouser 1.00 1.00 1.00 1.00 1.00 

Pullover 0.98 0.98 0.98 0.98 0.99 

Dress 0.99 0.99 0.99 0.99 1.00 

Coat 0.97 0.99 0.98 1.00 0.99 

Sandal 1.00 1.00 1.00 1.00 1.00 

Shirt 0.98 0.96 0.97 0.96 0.98 

Sneaker 1.00 1.00 1.00 1.00 1.00 

Bag 1.00 1.00 1.00 1.00 1.00 

Ankle boot 1.00 1.00 1.00 1.00 1.00 
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Figure 3. Fold1 confusion matrix results 

 

 

Figure 4. Fold2 confusion matrix results 
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Figure 5. Fold3 confusion matrix results 

 

Figure 6. Confusion matrix results obtained according to the Fold4 option 
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Table 4 shows the performance results 

obtained according to the Fold4 option. Although 

it is similar to Fold3 results, there was no class 

with low results. The classes with very good 

results are Trouser, Sandal, Sneaker, Bag, Ankle 

boot. The confusion matrix results obtained 

according to the Fold5 option are given in Figure 

7. According to these results, T-shirt/top, Trouser, 

Pullover, Dress, Coat, Sandal, Shirt, Sneaker, Bag, 

Ankle boot classes gave 97.85%, 100%, 98.05%, 

99.30%, 98.68%, 100%, 98.69%, 99.79%, 

99.34%, 100% accuracy performance results. 

Among the classes, the T-shirt/top class gave the 

highest error. When the results are analyzed, it is 

determined that Fold5 provides superior 

performance than other Fold values. This is shown 

in Table 6. 

Table 4. Fold4 performance result of the proposed model 

Class name Precision Recall F1 Score Specificity F2 score 

T-shirt/top 0.98 0.98 0.98 0.99 0.99 

Trouser 1.00 1.00 1.00 1.00 1.00 

Pullover 0.95 0.98 0.97 0.99 0.98 

Dress 0.99 0.99 0.99 0.99 1.00 

Coat 0.99 0.95 0.97 0.95 0.99 

Sandal 1.00 1.00 1.00 1.00 1.00 

Shirt 0.96 0.97 0.96 0.98 0.98 

Sneaker 1.00 1.00 1.00 1.00 1.00 

Bag 1.00 1.00 1.00 1.00 1.00 

Ankle boot 1.00 1.00 1.00 1.00 1.00 

 
Figure 7. Confusion matrix results according to Fold5 option 
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Table 5. Fold5 performance result of the proposed model 

Class name Precision Recall F1 Score Specificity F2 score 

T-shirt/top 0.98 0.99 0.98 0.99 0.99 

Trouser 1.00 1.00 1.00 1.00 1.00 

Pullover 0.98 0.98 0.98 0.98 0.99 

Dress 0.99 1.00 0.99 0.99 1.00 

Coat 0.99 0.99 0.99 0.99 0.99 

Sandal 1.00 1.00 1.00 1.00 1.00 

Shirt 0.99 0.97 0.98 0.98 0.99 

Sneaker 1.00 1.00 1.00 1.00 1.00 

Bag 0.99 1.00 1.00 1.00 1.00 

Ankle boot 1.00 1.00 1.00 1.00 1.00 

 
 

The results shown in Table 6 are different 

representations of the confusion matrix results 

given between Figure 3 and Figure 7. In addition 

to these, the performance results obtained are 

reinforced with graphical outputs.  

Table 6 presents the training and 

validation results for each Fold value. Fold5 is 

preferred because the difference in success rate 

between the training and validation results is quite 

small. The model performance graphs plotted over 

Fold5 are presented below. 

Figure 8-11 show the train accuracy, train 

loss, validation accuracy, validation loss graphs of 

the proposed model respectively. They have been 

zoomed in to make the graphs between the fold 

values clearer and closer together. In each model 

performance graph, the graph outputs between the 

last two epochs are zoomed and shown in a 

separate box. Train accuracy performance graphs 

of all Fold values are shown in Figure 8. 

According to the graph features shown in Figure 

8, the Fold5 accuracy value is superior to the other 

Fold values. The difference between Fold1 train 

accuracy performance graph and Fold5 is higher 

than other Fold values. In Figure 9, the loss graphs 

of the Fold values whose train accuracy values are 

given in Figure 8 are plotted. At 20 epochs, the 

smallest loss value obtained was 0.0080. 

Figure 10 shows the validation accuracy 

performance graphs. There is a significant 

difference between the Fold values. The most 

successful result is obtained from Fold5, while the 

lowest result is obtained from Fold1. In the same 

parallel, the highest loss is obtained from Fold1, 

while the lowest loss is obtained from Fold5.  

 

 

Table 6. Performance results of train and validation of the proposed model 

 Train Validation 

 Accuracy Loss Accuracy Loss 

Fold1 0.9590 0.1111 0.9584 0.1241 

Fold2 0.9942 0.0186 0.9793 0.0856 

Fold3 0.9995 0.0023 0.9913 0.0213 

Fold4 0.9949 0.0149 0.9862 0.0246 

Fold5 0.9999 0.0080 0.9918 0.0189 
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Figure 8. Train accuracy performance graph of the proposed model 

 

 

Figure 9. Graph of the performance of the proposed model for train losses 
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Figure 10. Graph showing the proposed model's performance in validating accuracy 

 

 

Figure 11. Validation loss performance graph of the proposed model 

 

5. Discussion 

In this section, state-of-the-art (SOTA) studies 

using the same dataset are discussed and 

compared. In terms of mean accuracy, recall, 

precision, F1 score, F2 score, and specificity 

metrics, recent studies on the F-MNIST dataset 

were compared with CNNTuner. 

The proposed model should work in 

harmony with different filter and activation 

options. In order for this to be adjusted and the 

proposed model to work with the Keras Tuner 

tool, the layer output sizes are provided to work 

without error. Experimental studies have been 

carried out more than once in the realization of 

this. As a result of the evaluations, options other 
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than the parameters selected by the Keras Tuner 

tool were selected and the performance results 

were examined. When these results were 

evaluated, a performance difference between 4% 

and 10% was determined. 

The comparison in Table 7 shows that, in 

general, the effect of a new activation function or 

the contribution of residual connections to 

classification is observed. Although residual 

connections and activation functions are effective 

in model performance, this study shows that the 

performance impact of an accurate deep learning 

model with appropriate parameters is higher. The 

abbreviation DNN in Table 7 stands for Deep 

Neural Network. The DeDNN-oReLU model is 

parameter optimized by genetic algorithm with 

oReLU activation function [28]. DNN-ReLU, 

Residual DNN, DNN-NOM models, like DNN-

oReLU, consist of combining different activation 

types with the DNN method [29]. 

oReLU represents the nonlinear activation 

function [28]. The DNN-NOM model, using the 

keyword Nonlinear Optical Materials (NOM), 

represents a neural network based on nonlinear 

optical materials. The Diffractive Processing Unit 

(DPU) represents the diffractive processing unit 

that can be configured into different types of 

models on a large scale.  

Bhatnagar et al. developed the Support 

Vector Classifier (SVC), CNN+BatchNorm, 

CNN+BatchNorm+Skip and CNN2 models [14]. 

Each model has different aspects. SVC is used as 

a classifier in the SVC model. The model called 

CNN2 represents the CNN model with 2 

convolutional layers. Skip in 

CNN+BatchNorm+Skip refers to skip connection 

structures. Shan et al. conducted experimental 

studies on the LeNet-DRLU model with DRLU 

activation function developed based on the ReLU 

activation function using the F-MNIST database 

[32]. Residual Capsule Network (RCNet) is a 

vector-based network that combines the capsule 

network structure with residual hops, and the F-

MNIST dataset is used to measure the 

performance of the study. It is seen that 92.91% 

accuracy rate was achieved in the experimental 

studies performed on the specified dataset. Figure 

12 shows the prediction results obtained using 

random images on the test data. When examining 

these results, the actual class label of the model 

given as input is shown on the y-axis, while the 

predicted class of the model is shown at the top of 

the axis.  

 

 

 
Figure 12. Prediction results of the CNNTuner model 
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Table 7. SOTA studies in the literature using the same dataset 

References Model F1 score  Recall Precision Specificity F2 score Accuracy (%) 

[28] DNN-oReLU - - - - - 87.85 

[29] DNN-ReLU - - - - - 85.05 

[30] DPU - - - - - 84.60 

[31] Residual DNN - - - - - 88.40 

[29] DNN-NOM - - - - - 88.26 

[14] SVC - - - - - 89.70 

[14] CNN2+Batch 

Norm 

- - - - - 92.22 

[14] CNN2+ 

BatchNorm+Skip 

- - - - - 92.54 

[14] CNN2 - - - - - 91.17 

[32] LeNet-DRLU - - - - - 92.00 

[33] RCNet - - - - - 92.91 

Our method CNNTuner 0.99 0.99 0.99 0.99 0.99 99.18 

 

6. Conclusion 

CNN structures with convolution-based 

automatic feature extraction capability of deep 

learning can be effectively used in garment 

retrieval, automatic garment labeling and 

garment classification. With this motivation, a 

model called CNNTuner was proposed to be 

used on a publicly available dataset to classify 

clothing images. The classification process was 

applied to the grayscale F-MNIST dataset 

consisting of 10 classes of 28x28 pixel size with 

50,000 training and 10,000 test images. The 

parameters of each convolution, maximum 

pooling and activation functions used in the 

model are determined by the Keras Tuner tool 

instead of being randomly selected.  

The training and test data separated 

according to the cross validation 5 technique 

resulted in Fold1, Fold2, Fold3, Fold4 and Fold5. 

Among these values, the Fold with higher 

accuracy and lower loss was selected and test 

predictions were obtained. The search for the right 

parameter in deep learning models can be a time-

consuming process. Parameters selected using the 

Keras Tuner tool should work seamlessly on the 

model. When either the activation or filter options 

are selected, the next layer selected must be 

compatible with the filter dimensions. For these 

reasons, the model has been designed to ensure 

this compatibility.  

In future studies, optimized parameters 

can be used to improve the performance of image 

segmentation algorithms such as Mask RCNN, 

UNET and YOLO, which have a long training 

process. The purpose of this study is to contribute 

to the literature in this area. 
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Abstract 

Transparent ZIF-8/TiO2 nanocomposite thin films were prepared by a two-stage dip-

coating method. TiO2 was first deposited on glass substrates by sol-gel dip-coating. 

Heat treatment temperature, number of layers, and doping metal type or level were 

optimized in the first step. In the next step, ZIF-8 was grown by solvent-based 

crystallization method on TiO2 layers. Cu, Ce, Fe, or Zn-doped TiO2 thin films were 

prepared in order to increase the photocatalytic performance of the ZIF-8/TiO2 

nanocomposite. The highest photocatalytic methylene blue degradation activities 

were obtained with the ZIF-8/TiO2 nanocomposite thin films prepared by using 1% 

Cu or 1% Ce-doped TiO2 thin films as the substrates. Both films exhibited 19% dye 

removal in 1 hour under 254 nm LED light irradiation, whereas the dye removal 

efficiencies were 36% and 29% , respectively, in 1 hour under 365 nm LED light 

irradiation. 
 

 
1. Introduction 

 

Scientific studies report that by 2050, energy and 

clean water demand will increase by 80% and 55%, 

respectively, due to an increase in the world 

population to 9.7 billion people [1]. Using clean and 

renewable energy sources and implementing new 

water treatment technologies with low energy 

requirements and high efficiencies are of great 

importance in ensuring a sustainable environment. 

Photocatalysis stands out as a promising method for 

the generation of clean hydrogen from water and the 

oxidation of water pollutants by the utilization of 

solar energy, which is abundant and free. 

Photocatalyst design and preparation, which are at the 

center of photocatalysis, are the most important steps 

that determine the efficiency of any photocatalytic 

process. Metal-organic frameworks (MOFs), which 

have been frequently used in photocatalysis in recent 

years, are promising materials due to their 

microporous structure and high surface area. ZIF-8 

(Zeolitic imidazolate framework-8), which consists of 

zinc and 2-methyl imidazole building blocks and is in 

                                                            

*Corresponding author: husnuarda@gmail.com            Received: 16.05.2023, Accepted: 18..09.2023 

the zeolitic imidazolate family, has a high surface area 

(1500-2500 m2/g), high thermal stability, and an 

appropriate surface structure for the adsorption of 

organic pollutant molecules in water [2]. ZIF-8 also 

has chemical resistance to aqueous alkaline solutions 

and organic solvents [3]. 

ZIF-8 is a semiconductor material with a high 

band gap energy (5.2 eV) and was used in the form of 

a nanocomposite with zinc, copper, iron, cadmium, 

bismuth, or carbon-based materials to improve its 

photocatalytic properties [4] in pollutant oxidation, 

heavy metal, and CO2 reduction, NO removal, 

conversion of nitrogen to ammonia, or adsorption [5]-

[16]. It was revealed that these nanocomposite 

structures showed higher photocatalytic activities in 

the specified applications compared to their pure 

form. ZIF-8 was also doped to improve its 

photocatalytic activity [17], [18]. Studies have shown 

that when ZIF-8 is used in combination with different 

semiconductor materials, the light absorption edge 

can be reduced to the visible light region. The reason 

for the higher activities obtained with doped or 

nanocomposite ZIF-8 compared to undoped or non-
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composite structures was reported to be the faster 

transport and separation of electron-hole pairs due to 

heterojunctions formed on the photocatalyst surface. 

Studies have shown that photocatalytic activity does 

not only depend on light absorption properties but 

also on the presence of heterojunctions or structural 

defects in the structure [13], [19].  

TiO2 is a widely used photocatalyst due to its 

high activity and high chemical and photochemical 

stability [20]. ZIF-8 was prepared together with TiO2 

in nanocomposite form for the degradation of organic 

pollutants or for reduction reactions [19], [21]-[25]. 

The effects of the use of ZIF-8 together with TiO2 in 

nanocomposite form were mostly investigated in 

powder form. A limited number of studies on ZIF-8 

films were conducted in which different substrates 

were used, such as ITO/FTO [26], [27], 

functionalized glass [28], Au [29], [30], copper [31], 

or Si [32] surfaces. Those studies were on the 

synthesis and characterization of ZIF-8 films, and the 

activities of the prepared films in photocatalysis were 

not investigated. The use of photocatalyst films is 

more convenient due to the ease of application, which 

mostly doesn’t require a photocatalyst recovery step, 

and the use of fewer amounts of valuable 

photocatalytic material compared to bulk powder 

form.  

The aim of this study was to prepare ZIF-

8/TiO2 nanocomposite thin films and to increase the 

photocatalytic activity of bare ZIF-8, which is quite 

low compared to TiO2. An optimization was 

conducted by varying parameters such as heat 

treatment temperature, number of layers, and amount 

and type of metal doping in order to find the 

appropriate TiO2 support on which ZIF-8 crystals 

would be grown.    

 

2. Materials and Method 

 

2.1. Thin Film Preparation 

 

The first step in the preparation of transparent ZIF-

8/TiO2 thin films was the optimization of the TiO2 

layer on which ZIF-8 crystallites would be grown. In 

these studies, the heat treatment temperature, number 

of TiO2 layers, dopant metal type, and concentration 

were optimized by considering the photocatalytic 

activities. Undoped and doped TiO2 sols were 

prepared with titanium:water:acid molar ratios of 

1:2:0.057. Titanium tetraisopropoxide (TTIP, Aldrich 

97%) was used as the titanium precursor; copper 

nitrate trihydrate (99.5%, Merck), cerium nitrate 

hexahydrate (99.5%, Alfa Aesar), iron nitrate 

nonahydrate (99%, Merck), and zinc nitrate 

hexahydrate (98%, Aldrich) were used as the dopant 

precursors; ethanol (absolute Aldrich), nitric acid 

(HNO3, 65%, Merck) and ultra-pure water were used 

as solvents. Undoped TiO2 sols were prepared by the 

dropwise addition of an ethanolic solution of water 

and nitric acid (0.555 mL H2O, 0.065 mL HNO3 and 

50 mL ethanol) to an ethanolic solution of TTIP (5 

mL TTIP and 50 mL ethanol). Metal-doped TiO2 sols 

were prepared by the same procedure and recipe in 

which the ethanolic solution of water and nitric acid 

contained predetermined amounts of metal 

precursors. Due to the aqueous nature of the metal 

salts, the water originating from these salts was 

subtracted from the water in the main recipe to ensure 

a titanium:water molar ratio of 2. The sols were aged 

at room temperature for 15 minutes before coating. 

TiO2 thin films were coated on a 7.5x2.5 cm 

borosilicate glass substrate by using the dip-coating 

technique. A clean surface is of great importance for 

homogeneous and continuous glass surface coating. 

For this reason, the glass substrates were first soaked 

in detergent water, then soaked in water, acetone, and 

ethanol in an ultrasonic bath, then washed with 

ethanol and dried with nitrogen. Cleaned substrates 

were then coated with TiO2 by the dip-coating 

method. Substrate removal rates were optimized 

before the preparation of TiO2 and ZIF-8/TiO2 

nanocomposite thin films. The dipping rate was set to 

200 mm/min. A removal rate of 200 mm/min, which 

was determined in the optimization studies, was used 

in the preparation of TiO2 and ZIF-8/TiO2 thin films. 

In the first step, undoped TiO2 thin films were 

prepared, dried at room temperature, and then heat 

treated at 400, 450, 500, and 550oC for 3 hours. In the 

next step, metal-doped TiO2 thin films were prepared 

and heat-treated at 400oC. Cerium, iron, copper, and 

zinc-doped TiO2 thin films with doping amounts 

ranging from 1-10 mol% were then prepared, and 

ZIF-8 was coated on these TiO2 thin films. Zinc 

nitrate and 2-methylimidazole (Hmim, 99%, Aldrich) 

were used for the formation of ZIF-8 crystals on TiO2 

surfaces. The final molar ratios of 

Zn2+:Hmim:methanol were set to 1:8:700, which is 

typical for ZIF-8 synthesis [17]. Zinc nitrate and 2-

methylimidazole were stirred in 45 mL of methanol 

in separate beakers (50 mL) at room temperature. 

These solutions were added simultaneously to a 

beaker (100 mL) in which TiO2 thin film-coated glass 

substrates were vertically immersed, and the final 

solution was stirred for 30 minutes at room 

temperature. The immersion time was optimized 

based on preliminary experiments. The transparency 

and homogeneity of the film grown for 30 minutes 

were better compared to the films grown for 15, 45, 

and 60 minutes, whereas the photocatalytic activities 

were similar. The coated films were washed 
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consecutively with methanol and ethanol and dried at 

80oC for 24 hours. For comparison, bare ZIF-8 film 

on a glass substrate was also synthesized. The glass 

substrate was first functionalized by silanization. The 

cleaned glass substrate was kept immersed in a 2% 

(by volume) methanolic solution of 

trimethoxymethylsilane (Aldrich, 98%) for 4 hours. 

The glass substrate was then washed consecutively 

with methanol and ethanol and dried before coating. 

The procedure and recipe used in growing ZIF-8 

crystals on TiO2 thin films were used for the 

preparation of bare ZIF-8 film on a glass substrate. 

 

2.2. Characterization 

 

The optical characterization of the prepared films was 

carried out by an Agilent Cary60 UV-Vis 

Spectrophotometer. The light transmittances of the 

films were recorded in the 300-800 nm wavelength 

range. Surface morphology and film thickness were 

investigated by Scanning Electron Microscopy 

(SEM) with the FEI Quanta 650 Field Emission. 

Thickness and average grain size were calculated by 

using SEM images. 
 

2.3. Photocatalytic Tests 

 

The photoreaction system was constructed as shown 

in Figure 1. An 11 cm high and 10.5 cm wide 

Plexiglas box was used, and a glass container with a 

diameter of 4.8 cm and a height of 2.4 cm was placed 

at the bottom. A LED lamp with its maximum 

emission at 254 nm or 365 nm was placed on top of 

the box. Glass slides were cut so that the active 

surface area of a thin film was 2.5x2.0 cm2. The films 

were placed horizontally (perpendicular to the light 

from the LED lamp) at the bottom of the glass 

container. Methylene blue solution (2 ppm, 5 mL) 

was used as the model dye solution. The samples 

withdrawn after 1-hour irradiation were analyzed by 

a UV-Vis spectrometer (Agilent, Cary60 UV-VIS 

Spectrophotometer). Dye removal (%) was calculated 

according to the following equation: 

 

Dye removal (%) = ( (Io-I) / Io ) * 100                 (1) 

 

where I is the absorbance of the methylene 

blue solution sample and Io is the absorbance of 2 ppm 

methylene blue solution. The absorbance value at the 

maximum absorption wavelength (664 nm) was used 

in the calculations. The performances of the films 

were also investigated under 365 nm light in order to 

show the interaction of ZIF-8 and TiO2 with regard to 

the light absorption characteristics. The same setup 

was used. The only differences in these experiments 

were that 25 mL of methylene blue solution was used 

and that the solution was agitated continuously during 

the experiments. Photocatalytic activity 

determination experiments were carried out in 

duplicate runs. 

 

 
 

Figure 1. A schematic representation of the photocatalytic 

reaction setup. 

 

3. Results and Discussion 

 

3.1. Characterization 

 

3.1.1. Optimization of Dip-coating Process 

 

Dip-coating was carried out using removal rates in the 

range of 20-400 mm/min. Since the films will become 

thinner as the removal rate decreases, lower rates 

were also tried, but a wavy structure through the films 

was observed. At rates of 200 mm/min and above, it 

was found that this wavy structure did not exist and 

films of sufficient thinness were formed (no lifting 

from the surface or visible cracks were observed after 

heat treatment). Therefore, a removal rate of 200 

mm/min was used in the subsequent studies. The 

photographs of the prepared TiO2 thin films are 

shown in Figure 2. 

 
 

Figure 2. a) The photographs of TiO2 thin films prepared 

in the optimization studies, b) Photographs of as-

deposited undoped/doped TiO2 thin films on glass 

substrates. 

Dye

solution

Thin

film

LED

TiO2 Ce-TiO2 Cu-TiO2 Fe-TiO2 Zn-TiO2
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3.1.2. Morphologies of TiO2 and ZIF-8/TiO2 

Nanocomposite Thin Films 

 

The surface and cross-section morphology of the thin 

films were investigated by SEM analysis. SEM 

images of ZIF-8 uncoated and coated 1% Cu-doped 

TiO2 and 1% Fe-doped TiO2 thin films heat treated at 

400oC are given in Figures 3 and 4, respectively. SEM 

images (Figures 3a and 4a) showed that ZIF-8 

uncoated Cu and Fe doped TiO2 thin films were 

homogeneously deposited on glass substrates. The 

average grain sizes of these films were determined to 

be 23 nm and 29 nm for 1% Cu-doped TiO2 and 1% 

Fe-doped TiO2, respectively.  

 

 
 

Figure 3. Surface and cross-section SEM images of 1% 

Cu doped TiO2 thin films (a, c) and ZIF-8 / 1% Cu doped 

TiO2 thin films (b, d). 

 

 
 

Figure 4. Surface and cross-section SEM images of 1% 

Fe doped TiO2 thin films (a, c) and ZIF-8 / 1% Fe doped 

TiO2 thin films (b, d). 

 

It was observed that ZIF-8 particles grown on 

doped TiO2 thin films were not homogeneously 

distributed on the surface (Figures 3b and 4b). ZIF-8 

particles have spherical shapes, and the average grain 

sizes of the ZIF-8-coated thin films were determined 

to be in the 90-100 nm range. There were no 

significant differences between the average 

thicknesses of the uncoated and ZIF-coated thin films 

due to the inhomogeneity of ZIF-8 films. The average 

thicknesses were found to be in the 0.15-0.17 µm 

range. 

 

3.1.3. Light Absorption Properties of TiO2 and 

ZIF-8/TiO2 Nanocomposite Thin Films 

 

The light absorption properties of undoped and doped 

TiO2 thin films, bare ZIF-8, and ZIF-8-coated TiO2 

thin films were determined by evaluating their UV-

Vis transmittance spectra between 300 and 800 nm 

wavelength. The light transmission curves of these 

films are given in Figure 5. As seen in Figure 5a, the 

transmittance curve of undoped TiO2 thin film heat 

treated at 400oC shifted to lower wavelengths when 

higher heat treatment temperatures were applied. This 

showed that the film heat-treated at 400oC has a 

higher light absorption capacity compared to the other 

films. The transmittance curves of Ce-doped TiO2 

thin films heat-treated at 400oC are shown in Figure 

5b.  

 

 
 

Figure 5. UV-Vis transmittance spectra of a) Undoped 

TiO2 thin films heat treated at different temperatures, b) 

Ce Doped TiO2 thin films heat treated at 400 oC, c) 

various metals doped TiO2 thin films heat treated at 400 
oC and d) ZIF-8, ZIF-8 coated various metals doped TiO2 

thin films heat treated at 400 oC. 

 

It was observed that the transmittance curve 

of TiO2 shifted to lower wavelengths at low doping 

levels (1, 3, 5%) and to higher wavelengths at high 

doping levels (10%). This finding showed that the 

light absorption of TiO2 increased when doped with 

Ce at high doping levels. The transmittance curves of 

TiO2 doped with different metals are shown in Figure 

5c. It can be stated that the curve mainly shifted to 

a) b)

c)                                                                   d)

a) b)

c)                                                                   d)
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lower wavelengths when TiO2 was doped with Ce, 

Cu, Fe, or Zn at a 1% doping level. Among the doped 

TiO2 thin films, Cu-doped TiO2 showed higher light 

absorption capacity compared to Ce, Fe, or Zn doped 

TiO2 since the absorption edge of this film is at a 

higher wavelength. The transmittance curves of bare 

ZIF-8 and ZIF-8-coated TiO2 thin films doped with 

different metals are shown in Figure 5d. ZIF-8-coated 

Cu-doped TiO2 thin films showed higher light 

absorption capacities than the other ZIF-8-coated 

TiO2 thin films and bare ZIF-8. The higher light 

absorption capacity of Cu-doped TiO2 thin films may 

lead to higher photocatalytic activity than the other 

films. These findings indicated that the light 

absorption capacity and, as a result, the photocatalytic 

activity of bare ZIF-8 film may be increased when 

undoped or doped TiO2 thin films are used as supports 

to grow ZIF-8 crystals.  
 

3.2. Photocatalytic Performances of TiO2 and ZIF-

8/TiO2 Nanocomposite Thin Films 

 

Figure 6a shows how well dyes are removed by 

adsorption and photocatalysis from thin films of 

undoped TiO2 that have been heated at different 

temperatures. Photocatalytic removal efficiencies 

were higher than adsorptive removal efficiencies. 

This is an indication that photocatalytic degradation 

was achieved with the prepared films. The highest 

removal efficiencies by adsorption and photocatalysis 

were obtained with the film heat-treated at 400oC. 

With this film, 37% and 56% of the dye were removed 

by adsorption and photocatalysis, respectively. The 

film heat-treated at 400oC showed better 

photocatalytic performance than the films heat treated 

at 450, 500, and 550oC under 254 nm irradiation. 

Therefore, 400oC was chosen as the heat treatment 

temperature for further studies. After determining the 

optimum heat treatment temperature, the effect of the 

number of TiO2 layers on the photocatalytic activity 

was investigated. Undoped TiO2 thin films containing 

1-4 layers were prepared, and their photocatalytic 

performances were evaluated. Figure 6b shows how 

well different numbers of layers of undoped TiO2 thin 

films treated at 400oC remove dye through 

photocatalysis. The photocatalytic performances are 

slightly different, as can be seen from Figure 6b. The 

photocatalytic dye removal efficiencies of monolayer 

and multilayer undoped TiO2 thin films varied 

between 50 and 61%. In light of these results, it was 

decided to use monolayer TiO2 thin films as a basis 

for the preparation of ZIF-8/TiO2 nanocomposite thin 

films due to their ease of preparation. 

TiO2 thin films doped with Ce in the range of 

1-10 mol% were prepared, and their photocatalytic 

performances were determined, in order to investigate 

the effect of doping level on the photocatalytic dye 

removal efficiency of TiO2 and to find a suitable TiO2 

support on which ZIF-8 crystals will be grown.  

 

 
Figure 6. a) Dye removal efficiencies by adsorption and 

photocatalysis with undoped TiO2 thin films heat treated 

at different temperatures, b) Photocatalytic dye removal 

efficiencies of undoped TiO2 thin films heat treated at 

400oC with different number of layers. 

 

Before starting the photocatalytic 

performance determination experiments, a direct 

photolysis experiment was first performed to 

determine the contribution of spontaneous 

degradation of methylene blue under 254 nm light. 

The experiment was carried out in the absence of a 

photocatalyst film. It was found that 5% of the dye 

spontaneously self-degraded in 1 hour under 254 nm 

light. The photocatalytic dye removal efficiencies of 

Ce-doped TiO2 thin films and dye removal by direct 

photolysis are given in Figure 7a. The highest activity 

was obtained with 1% Ce-doped TiO2 thin films and 

a decrease in the photocatalytic activity was observed 

as the doping level increased. The photocatalytic dye 

removal efficiencies of TiO2 thin films doped with 

various metals are given in Figure 7b. The highest 

activities were obtained with Ce and Fe-doped TiO2 

thin films. Zn doping had no significant effect on the 

photocatalytic activity, while Cu doping decreased 

the activity of TiO2 under these conditions. 

Interaction with light is one of the parameters 

affecting photocatalytic activity. It is thought that 

photocatalytic activity will increase with an increase 
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in light absorption capacity. However, other 

parameters- such as the interaction of dye molecules 

with the surface and the separation efficiency of 

electron-hole pairs, also have significant effects on 

the activity. As can be seen in Figure 5, a red shift is 

observed in the metal-doped films only at the 10% 

doping level. However, when the photocatalytic 

activity results were analyzed (Figure 7), it was found 

that 1% of metal-doped films showed higher 

photocatalytic activity. Therefore, it can be 

interpreted that electron-hole pair separation and the 

interaction of dye molecules with the surface may be 

more efficient in 1% metal doped films compared to 

other films. 

 

 
Figure 7. Photocatalytic dye removal efficiencies of a) Ce 

doped TiO2 thin films and b) 1% various metals doped 

TiO2 thin films. 

 

In the final part, ZIF-8 was grown on 1% 

TiO2 thin films doped with various metals, and their 

photocatalytic performances were evaluated under 

both 254 nm and 365 nm LED light irradiation. The 

results are given in Figures 8a and 8b, respectively. 

The photocatalytic dye removal efficiencies of bare 

ZIF-8 film on glass substrate under both 254 nm and 

365 nm LED irradiation are also given in Figure 8 for 

comparison.  

The photocatalytic activity decreased when 

ZIF-8 was coated on TiO2 films, according to Figures 

7 and 8. The reason may be that ZIF-8 has a higher 

band gap energy than TiO2, and the TiO2 surface was 

blocked by ZIF-8 crystals, which prevented the 

interaction of TiO2 with light. However, it should be 

noted that the activity of ZIF-8 increased when ZIF-8 

was coated on TiO2 films, which was the main aim of 

this study. According to Figure 8, ZIF-8/TiO2 

nanocomposite thin films obtained with 1% Ce and 

1% Cu doped TiO2 thin films showed higher activity 

in the photocatalytic removal of the dye under both 

254 nm and 365 nm LED irradiation when compared 

to 1% Fe and 1% Zn doped TiO2 thin films. In general, 

ZIF-8 grown on TiO2 thin films showed better 

photocatalytic dye removal efficiencies compared to 

bare ZIF-8 grown on the glass substrate. 

The highest photocatalytic activity was 

obtained with the ZIF-8 coated-, 1% Cu-doped TiO2 

film, which may be due to the formation of more 

efficient ZIF-8/TiO2 heterojunctions and better light 

interaction. As seen in Figure 5d, a slue shift was 

observed in ZIF-8 coated films compared to the 

uncoated film, and among the ZIF-8 coated films, 

ZIF-8 coated Cu-doped TiO2 thin film showed higher 

light absorption capacity compared to other films. 

These results indicated that the photocatalytic 

activity of ZIF-8 could be improved when metal-

doped TiO2 substrates were used as supports for the 

growth of ZIF-8 crystals. According to these results, 

the photocatalytic activity of ZIF-8 can be enhanced 

by using TiO2 thin film supports doped with low 

amounts of Ce, Cu, Fe, or Zn and heat treated at 

relatively low temperatures (400oC). 

 

 
Figure 8. Photocatalytic dye removal efficiencies of bare 

ZIF-8 and ZIF-8/TiO2 nanocomposite thin films: a) under 

254 nm LED irradiation and b) 365 nm LED irradiation. 
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4. Conclusion and Suggestions 

 

In this study, the optimization of TiO2 support 

properties for the preparation of transparent ZIF-

8/TiO2 nanocomposite thin films was performed by 

evaluating their photocatalytic performances. 

According to the results, it was found that the 

photocatalytic dye removal efficiencies of ZIF-8/TiO2 

nanocomposite thin films prepared by 30-min ZIF-8 

growth on 1% Ce, Cu, Fe, and Zn doped TiO2 thin 

films heat treated at 400oC were higher than those of 

bare ZIF-8 thin films grown on glass substrates. The 

highest photocatalytic dye removal efficiencies were 

obtained with ZIF-8/TiO2 nanocomposite thin films 

prepared with 1% Ce and 1% Cu-doped TiO2 thin 

films. The order of magnitude of the photocatalytic 

dye removal efficiencies did not change with the 

change of irradiation source (254 nm or 365 nm LED 

lamps) used in this study. The ZIF-8-coated 1% Cu 

and 1% Ce-doped TiO2 films removed 19% of the dye 

under a 254 nm LED light in 1 hour. Their dye 

removal efficiencies under 365 nm LED light 

increased to 36% and 29%, respectively. All ZIF-

8/TiO2 nanocomposite thin films showed higher 

activities than the bare ZIF-8 film, indicating that the 

activity of ZIF-8 can be enhanced when grown on 

TiO2 surfaces doped with 1% Ce, Cu, Fe, or Zn 

metals. These findings indicate that a nanocomposite 

structure containing ZIF-8 and TiO2 can be prepared 

as transparent thin films, and the photocatalytic 

activity of ZIF-8 can be improved by the optimization 

of TiO2 support. 
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Abstract 

Ensuring worker safety in high-risk environments such as construction sites is 

paramount. Personal protective equipment, particularly helmets, is critical in 

preventing severe head injuries. This study aims to develop an automated helmet 

detection system using the state-of-the-art YOLOv8 deep learning model to enhance 

real-time safety monitoring. The dataset used for the analysis consists of 16,867 

images, with various data augmentation and preprocessing techniques applied to 

improve the model's robustness. The YOLOv8 model achieved a 96.9% mAP50 

score, outperforming other deep learning models in similar studies. The results 

demonstrate the effectiveness of the YOLOv8 model for accurate and efficient 

helmet detection in construction sites, paving the way for improved safety monitoring 

and enforcement in the construction industry. 
 

 
1. Introduction 

 

The construction industry is one of the high-risk 

working environments where employee safety is a 

priority. Construction sites are inherently hazardous, 

with high accident and injury potential. Strict 

adherence to safety regulations, including the 

mandatory use of personal protective equipment 

(PPE), is crucial to ensuring employee safety and 

minimizing risks. Helmets are critical in protecting 

workers from head injuries that can have serious 

consequences, including permanent disability and 

even death. The rapid development of information 

technologies impacts every aspect of our lives and 

various business processes. Their automatic and quick 

response in detection, recognition, and decision-

making processes has become integral to data 

management. In this era of rapidly increasing data, 

deep learning algorithms are essential for decision-

making and process management. 

 Construction sites are inherently hazardous 

environments with high accident and injury potential 

[1]. Strict adherence to safety regulations, including 

the mandatory use of personal protective equipment 
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(PPE), is important to ensure worker safety and 

minimize risks [2]. Helmets are critical in protecting 

workers from head injuries that can lead to serious 

consequences, including permanent disability and 

death [3]. Inadequate site inspections and low safety 

awareness among construction workers can lead to 

accidents. Real-time detection of helmet use is crucial 

for rapid action and prevention of such incidents [4]. 

As computer technology has advanced, 

automatic visual detection has become increasingly 

prevalent. The growth of deep learning-based 

computer vision technologies has opened new 

possibilities for enhancing safety monitoring and 

enforcement across various sectors, including 

construction [5]. Deep learning-based object 

detection algorithms, such as Convolutional Neural 

Networks (CNN) and YOLO architectures, have 

demonstrated promising outcomes in diverse areas 

like traffic monitoring, pedestrian detection, and 

facial recognition [6], [7]. Numerous studies have 

focused on detecting helmet usage [8]- [17]. The 

ongoing progress in deep learning-based computer 

vision technologies continues to enhance safety 
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monitoring and enforcement within the construction 

sector and beyond. 

In the study by Hayat & Morgado-Dias [3], 

they employed a benchmark dataset of 5,000 helmet 

images, divided into 60%, 20%, and 20% portions for 

training, testing, and validation, respectively. The 

findings revealed that the YOLOv5x architecture was 

the top performer, achieving an impressive average 

accuracy (mAP) of 92.44%. This demonstrates the 

model's effectiveness in detecting safety helmets, 

even under challenging low-light conditions. 

In a study by Yung et al. [18], the researchers 

evaluated the performance of three deep learning 

algorithms (YOLOv5, YOLOv6, and YOLOv7) in 

detecting safety helmets through a series of three 

tests. YOLOv6s and YOLOv7 models demonstrated 

superior performance in low light conditions 

compared to the YOLOv5s model. However, it was 

noted that only some models could differentiate 

between regular and safety helmets. Ultimately, 

YOLOv7 emerged as the best performer, achieving 

the highest mAP of 89.6% in detecting protective 

helmets. 

In a study by Otgonbold et al. [19], the 

researchers developed a helmet detection model using 

a dataset of six classes: helmet, head, helmeted head, 

helmeted person, helmetless person, and face. The 

study employed several algorithms, including 

YOLOv3 (YOLOv3, YOLOv3-tiny, and YOLOv3-

SPP), YOLOv4 (YOLOv4 and YOLOv4pacsp-x-

mish), YOLOv5-P5 (YOLOv5s, YOLOv5m, and 

YOLOv5x), Faster Region-Based Convolutional, and 

YNOL. The results showed that Faster-RCNN 

(Region-based Convolutional Neural Network) 

achieved the lowest mAP of 36.89, while the YOLOR 

model attained the highest mAP value of 88.28. 

In a study by Chen et al. [20], the researchers 

aimed to achieve real-time and efficient helmet-

wearing detection by utilizing a developed YOLOv4 

algorithm. The results revealed that the algorithm 

achieved an accuracy of 92.98%, a model size of 

41.88 M, and a detection speed of 43.23 images per 

second. Compared to the original YOLOv4, there was 

an increase in accuracy by 0.52%, a reduction in 

model size by approximately 83%, and an 88% 

improvement in detection speed. 

 
Table 1. Success rates of Yolo and DL applications for helmet classification 

Authors  Dataset  Applied Models Results (mAP50-%) 

[14] 13,000 images  SSD, Faster R-CNN, YOLOv3, and Improved 

YOLOv3 

77.2, 94.3, 82.3 and 93.1 

[12] 3261 images  SSD-MobileNet 36.8 

[21] 13620 images  AT-YOLO + DIOU 96.5 

[22] 1365 images  YOLOv2 98,52 

[17] 2580 images  SCM-YOLO 93.19 

[23] 5000 images  YOLO 97.12 

[24] 7008 images  YOLO 95 

[25] 7581 images  YOLOv5 93 

[26] 3000 images  Faster R-CNN, SSD, YOLO v3, YOLO v4 and 

YOLO v4-HelMask 

70.62, 89.72, 90.54, 

93.19 and 95.51 

 

This recent literature review underscores the 

effectiveness of various object detection models 

across diverse datasets. Studies [14, 12, 21, 22, 17, 23, 

24, 25, 26] employed a range of models from SSD and 

Faster R-CNN to multiple versions of YOLO, 

including standard and modified variants such as AT-

YOLO, YOLOv2, SCM-YOLO, and YOLOv4-

HelMask. Despite the varying dataset sizes (ranging 

from 1,365 to 13,620 images), the results in terms of 

mAP50%, a standard metric indicating the model's 

precision, were generally high. YOLO and its 

variations consistently performed well, with a notably 

high mAP50% of 98.52 achieved by YOLOv2 on a 

dataset of 1,365 images [22]. SSD-MobileNet yielded 

the lowest mAP50% of 36.8 [12], possibly due to 

various factors, including dataset size and task 

complexity. These findings underscore the potency of 

YOLO and its variants in object detection tasks and 

suggest that considerations of dataset size, data 

quality, model selection, and task complexity are 

critical to optimizing model performance. 

Conventional manual monitoring methods 

can be labor-intensive, subject to human error, and 

often inadequate for covering extensive construction 
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sites. To address these drawbacks, this study 

investigates the use of deep learning approaches to 

create an automatic helmet detection system. This 

system aims to detect workers wearing helmets 

effectively and accurately in real-time, using cameras 

at construction sites. 

 

2. Material and Method 

 

In this study, deep learning approaches and image 

processing methods are used to ensure human safety 

by detecting whether a person is wearing a helmet. 

The deep learning-based image processing method is 

the YOLOv8 (You Only Look Once) model, a state-

of-the-art object detection algorithm known for its 

real-time processing capabilities and accuracy. The 

weights of the YOLOv8 model were pre-trained using 

millions of images from the ImageNet dataset, 

providing a solid foundation for transfer learning and 

fine-tuning the model for the specific helmet 

detection task. 

 

2.1. Data Set 

 

This study aims to identify the presence of helmets 

and verify if individuals are wearing them to enhance 

safety on construction sites. A dataset of 7036 images 

was used to accomplish this objective, featuring 

categories such as humans, human heads, and helmets 

[27]. These images were gathered from the Mendeley 

[27] websites and underwent preprocessing to ensure 

they were appropriate for use in the research. An 

example view of the dataset is given in Figure 1. 

 

 

Figure 1. Sample images of the dataset. 

 

Features of the dataset used include: 

• A total of 7036 images, upscaled to 16867 images 

using various data augmentation techniques. 

• Images accessible to everyone were selected for the 

data set. 

• The target classes of images in the dataset were 

selected from different lighting conditions and 

environments to provide a more robust model. 

• Various preprocessing techniques were applied to 

each image in the dataset, focusing on data 

augmentation, resulting in a threefold increase in 

dataset size. 
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• The dataset is divided into 14674 training images, 

1349 validation images, and 844 test images for use in 

experimental studies. 

 

Data set augmentation studies: 

• Set to 3 printouts per training sample. In other words, 

three images were obtained from each image. 

• Horizontal directional flip operation has been 

performed. 

• Crop: 0% Minimum Zoom, 20% Maximum Zoom 

applied. 

• Rotation: Applied from -10° to +10°. 

• Grayscale: Applied to 10% of images. 

• Hue: Applied between -20° and +20°. 

• Saturation: -25% to +25% applied. 

• Brightness: -20% to +20% applied. 

• Exposure: -20% to +20% applied. 

• Blur: Applied up to 1 pixel. 

• Cutting: 6 boxes of 3% size each were created. 

• As a result of magnification, 21108 images were 

targeted, while 16867 images were obtained. This 

decrease in the number of images seen is because some 

images obtained because of processing will not fully 

serve experimental studies. 

 

2.2. YOLOv8 Model 

 

YOLOv8 is a recently developed, highly effective 

model using the YOLO (You Only Look Once) 

architecture. It was developed by Ultralytics, known for 

its work on the YOLOv8, YOLOv3 and YOLOv5 

models. Object detection, sample positioning, and 

image classification can be made in this model, as in 

the YOLOv7 and YOLOv6 models. The YOLOv8 

model also uses the Pytorch library like YOLOv7-v6. 

It can run on both CPU and GPU units as working 

hardware. 

YOLOv8 can achieve strong accuracy in 

COCO object classification. For example, the mid-

model YOLOv8m can reach 50.2% MAP when 

measured in COCO. YOLOv8 scores significantly 

better than YOLOV5 when evaluated against 

Roboflow 100, a dataset that evaluates model 

performance in various areas specific to the desired 

tasks. 

In addition, YOLOv8 includes developer 

convenience features. Unlike other models that can 

split into many different Python files in the execution 

of tasks, YOLOv8 does this with a CLI that makes 

model training more intuitive. The architecture of the 

YOLOv8 model is given in Figure 2 below. The date 

of this article study is the only article study of the 

YOLOv8 model. The architecture of the YOLUv8 

model, shown in Figure 2, was visualized by GitHub 

website users [28]. 
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Figure 2. YOLOv8 Architecture [28] 

 

3. Results and Discussion 

 

Experimental studies were conducted with the study’s 

deep learning-based YOLOv8 model. In experimental 

studies, it was aimed to determine three classes with 

image processing techniques. These classes are 

designated as helmet detection (helmet), head 

detection (head), and both head and helmet detection 

(all). In the working model, the batch value is eight, 

and the epoch value is 50 as a parameter. The 

numerical results of the experimental study are given 

in Table 2. 

Table 2. Numerical results of the experimental study. 

Class Precision Recall mAP50 mAP50-95 

All 0,938 0,933 0,969 0,642 

Head 0,923 0,918 0,956 0,639 

Helmet 0,952 0,947 0,971 0,646 

 

Table 2 provides metrics evaluating the 

model's performance in terms of precision, recall, 

mAP50, and mAP50-95 for two categories: 'Head' 

and 'Helmet.’ 

Precision refers to the proportion of true 

positive predictions (correctly identified heads or 
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helmets) among all positive predictions made by the 

model. An accuracy of 0.923 for 'Head' and 0.952 for 

'Helmet' means the model is highly accurate when it 

predicts the presence of a head or helmet in an image. 

Recall measures the proportion of actual 

positives (real heads or helmets in images) that the 

model correctly identified. A recall of 0.918 for 'Head' 

and 0.947 for 'Helmet' suggests the model is 

proficient at detecting most instances of heads or 

helmets when they are present. 

The mAP50 (mean average precision at 50% 

Intersection over Union - IoU) is a commonly used 

metric for object detection tasks. It considers both 

precision and recall calculating an overall 

performance score. A score of 0.956 for 'Head' and 

0.971 for 'Helmet' indicates excellent performance, 

with the model correctly identifying and accurately 

placing bounding boxes around heads and helmets in 

most cases. 

The mAP50-95 is another version of the mAP 

score, but it averages scores over a range of IoU 

thresholds from 0.5 to 0.95. This stricter metric can 

provide a more comprehensive view of the model's 

performance. The scores of 0.639 for 'Head' and 0.646 

for 'Helmet' are significantly lower than the mAP50 

scores, suggesting the model's performance decreases 

at higher IoU thresholds. 

The ’All’ category provides the average of the 

metrics across both the 'Head' and 'Helmet' categories. 

The overall mAP50 score of 0.969 indicates that the 

model performed very well across all classes in the 

dataset. 

The confusion matrix outputs are given in 

Figure 3. 

 

Figure 3. Confusion Matrix Output of the Study. 

 

Predicted labels (head, helmet, background) 

are marked in rows, while actual titles are listed in 

columns. When the model predicted the "head" label, 

it was correct 95% of the time. He never mistakenly 

defined "helmet" as "head.” For the "helmet" 

predictions, the model was right 97% of the time, 

sometimes misclassifying "head" as "head" (2% of 

the time). Misclassified "head" as "background" 4% 

of the time and "helmet" as "background" 3% of the 

time. It is clear from these results that the model 

performs exceptionally well in the 'head' or 'helmet' 

prediction but needs help in accurately identifying the 

'background,’ leading to a high rate of 

misclassification.  

In Figure 4, the output values of the study are 

given graphically. 

 

 

Figure 4. Graphical Representation of Experimental Study Analysis. 



A.Korkmaz, M. T. Ağdaş / BEU Fen Bilimleri Dergisi 12 (3), 773-782, 2023 

779 
 

The test samples of the fixation system 

obtained from the experimental studies are given in 

Figure 5. 

 

 

Figure 5. Example Helmet/Head Detection Ratio. 

 

The data set used has been the subject of other 

scientific studies before. The table below gives this 

study's comparative results with similar data sets and 

similar studies. 

 
Table 3. Comparison of experimental studies on automatic helmet detection with similar. Datasets. 

Author Model mAP50 (%) 

[14] SSD, Faster R-CNN, YOLOv3, and Improved 

YOLOv3 

77.2, 94.3, 82.3 and 93.1 

[12]  

SSD 

36.8 

[29] 96.0 

[11] 68.5 

[30] YOLOv5s, YOLOv5m, YOLOv51 and YOLOv5x 93.6, 94.3, 94.4 and 94.7 

[4] YOLOv5 and Improved YOLOv5 92.1 and 95.7 

[18] YOLOv5s, YOLOv6s and YOLOv7 83.7, 83.5 and 89.6 
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Our Study YOLOv8 96.9 

 

Table 3 showcases a variety of studies, each 

utilizing different models for helmet detection and 

reporting the corresponding mAP50 scores achieved 

by each model. This comparison demonstrates the 

general improvement in the accuracy of helmet 

detection tasks with the evolution of the YOLO model 

from version 3 to version 8, keeping in mind that the 

different studies may have used different datasets and 

evaluation methods. The YOLOv8 model from this 

study achieved the highest mAP50 score of 96.9%, 

outperforming all other models tested in similar 

studies. This indicates that YOLOv8 is highly 

effective in helmet detection compared to other deep-

learning models. 

 

4. Conclusion and Suggestions 

 

In this study, a system that performs automatic helmet 

control in areas where human life is in danger in 

common working and living environments such as 

construction and factories, especially in areas where 

there is a possibility of falling off an object harmful 

to the head, has been proposed. Studies have been 

done. In experimental studies, it has been possible to 

determine whether people automatically wear helmets 

on their heads with image processing techniques. 

When Table 3 is examined, it is seen that the 

highest performance score among similar data sets 

and similar study samples is 96.9% with this study. 

The previous research with the highest success rate 

was Tan et al. [4]. It obtained a success value of 

95.7%. 

In addition, 98.1% for automatic helmet 

detection with computer vision and an average of 

95.6% for human head detection (mAP50) were 

obtained in the study. In this and similar studies, it has 

been observed and suggested that YOLOv8, one of 

the deep learning-based models, gives more 

successful results than other models. 

Potential directions for future work include 

enhancing the variety of the dataset by incorporating 

images from different industries where helmets are 

used, capturing various types of helmets, and 

considering diverse lighting and weather conditions. 

Real-time implementation of the helmet detection 

system in an actual construction site or other relevant 

industry could offer invaluable insights into its real-

world effectiveness and the challenges that might 

arise in such a context. The scope of the study could 

also be extended to include the detection of other 

forms of Personal Protective Equipment (PPE), such 

as safety vests, gloves, and safety glasses, 

contributing to a more comprehensive safety 

monitoring system. Additionally, integrating the 

helmet detection system with an alarm or notification 

system could serve as an immediate alert mechanism 

for supervisors or safety officers when a worker is 

detected without a helmet. While the YOLOv8 model 

has demonstrated promising results, other emerging 

models should be explored for helmet detection, 

ensuring continuous evaluation of new models and 

techniques to remain at the forefront of technology. A 

deeper investigation into the causes of false positives 

and negatives in the current model could lead to 

enhanced accuracy, involving a detailed analysis of 

the cases where the model fails and implementing 

strategies to rectify these inaccuracies. Lastly, 

developing lightweight models suitable for real-time 

applications, which minimally compromise accuracy 

but significantly reduce computational requirements, 

could be a key direction for future research. This 

would enable on-site deployment on edge devices for 

instant alerts and actions. 
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Abstract 

Data compression is a technique used to reduce the size of a file. To reduce the size 

of a file, unnecessary information is removed or parts that repeat the same 

information are stored once. Thus a lossless compression is achieved.  The extracted 

file has all the features of the compressed original file and can be used in the same 

way. Data compression can be done using different techniques. Some of these 

techniques are Huffman coding, Lempel-Ziv-Welch coding and Burrows-Wheeler 

Transform. Techniques such as Huffman coding, Lempel-Ziv-Welch coding and 

Burrows-Wheeler Transform are some of them. Which technique to use depends on 

the type and size of the data to be compressed. Huffman, Lempel-Ziv-Welch, 

Burrows-Wheeler Transform and Deflate algorithms are the most widely used 

techniques for text compression. Each algorithm uses different approaches and can 

produce different results in terms of compression ratios and performance. In this 

study, different data compression techniques were measured on specific data sets by 

using them individually and in pairs on top of each other. The most successful result 

was obtained with the Deflate algorithm when used alone and the achieved 

compression ratio was 29.08. When considered in the form of stacked pairs, the 

compression ratio of the Burrows-Wheeler Transform and Deflate gave the best 

result as 57.36. In addition, when compression is performed in pairs, which 

algorithm is applied first and which algorithm is applied afterwards can make a 

significant difference in the compression ratio. In this study, the performance 

measurements obtained by applying the algorithms in different orders are compared 

and suggestions are presented to obtain optimum performance. 

 

 

1. Introduction 

 

The vast amount of data generated every moment 

is the basic building block of the digital world. 

Any information that can be measured and 

recorded can be referred to as data. This 

information can be in a wide variety of forms such 

as text, graphics, numbers, video, images and 

audio recordings. From personal files to the data 

centers of large companies, the amount of data 

collected and generated is enormous. Data can be 
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obtained from a variety of sources [1]. For 

example, it can be entered as user input or 

collected automatically by software, sensors and 

devices. This collected data can be used for 

analysis and decision making. Information can 

often be stored on different platforms. Some are 

saved on the hard drive of computers, while 

others are stored on servers in cloud infrastructure 

[2]. 
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In the 21st century, data is of great importance. 

Data is crucial for businesses, researchers, 

government agencies and even individuals.  

 

However, storing and transmitting data comes 

with a number of disadvantages, such as 

increased volume and high costs [3]. As data 

capacities increase, storage and transmission 

costs also increase. This has led to the 

development of data compression techniques to 

reduce the data footprint. Data compression 

techniques have been developed to minimize 

storage space and reduce costs. It has also 

positively affected processing and analysis times. 

Data compression techniques encode information 

by compressing data into smaller formats, 

effectively reducing data size. The focus should 

be on using techniques to compress data in a 

performant way, thus making storage and 

transmission less costly [4]. This paves the way 

for faster and easily manageable transmission. 

 

There are numerous approaches to data 

compression, determined by the degree of 

similarity between the compressed and original 

data, as well as the compression ratio. The history 

of compression techniques dates back to the 

advent of electronic digital computers. Early 

techniques were based on basic mathematical 

algorithms such as Huffman coding [5]. As 

technology advanced, lossless and lossy 

compression techniques emerged in the 1970s 

and 1980s. Later on, various techniques such as 

number-length coding, arithmetic coding and 

wavelet compression were developed. In addition 

to its effectiveness in storage and data 

transmission, compression has also become 

effective in data backup and data recovery. It has 

enabled the reduction of storage space for 

backups. Data compression is a widely used 

technique for archiving purposes. It has facilitated 

the storage of very large data for long periods of 

time while requiring minimal space. 

 

1.1. Literature Review 

 

There are different studies on data compression 

using many techniques to date. In a study 

conducted by Hasan in 2011, a compression study 

was carried out using Huffman and then Lempel-

Ziv-Welch (LZW) techniques. A compression 

value of 3.25 was achieved on the data. When 

only one technique was applied, compression did 

not exceed 2.55 [3]. In another study conducted 

in the same year, the average compression ratio in 

multiple applications of the Huffman technique 

was 5.27 [6].  In the study conducted by Rahman 

and Hamada, the compression ratio of LZW 

technique was 1.28, Gzip technique was 1.5, 

LZMA technique was 1.32 and Brotli technique 

was 1.66. The original transform-based 

compression technique proposed in this study was 

found to be more successful than the other 

techniques with a compression ratio of 1.88 [7]. 

In another study conducted on texts based on 

LZW compression technique, it was concluded 

that the compression ratio remained at 1.33 [8]. In 

a study using Burrows-Wheeler Transform 

(BWT) and RLE techniques, the compression 

ratio remained at 2.48 [9]. In a study with Hybrid 

Sym6- Huffman coding, the compression ratio 

was 1.70 [10].  In a study comparing LZW, 

wavelet tree and compressed wavelet tree 

techniques, the compressed wavelet tree reduced 

a 200 KB file with a compression ratio of 4.65 

[11].  In a study comparing the compression 

performance of Huffman and Unary coding on 

text files, Unary coding was found to be more 

successful. The compression ratio of the Unary 

code remained at 2.64 [12].  In a study by S. 

Kumar, a comparison was made between RLE 

(Run-length encoding) and ASCII encoding. The 

experimental study resulted in an average 

compression ratio of 2.53 [13]. A.Rahman 

compared Bzip2, Gzip, LZMA, Brotli and his 

proposed compression algorithms on 10 data sets. 

As a result of the comparison, Bzip2 algorithm 

was the most successful technique with a 

compression ratio of 2.91 [14]. P.Sarker, who 

performed compression with another text 

compression technique, achieved a compression 

ratio of 1.49 with his proposed technique [15].  S 

Haldar-Iversen performed binary compression 

with ASCII compression modulus+GZIP and 

obtained a compression ratio of 3.00 [16].  In a 

study on compression of dictionaries in different 

languages using the LZW algorithm, an average 

compression rate of 3.33 was obtained [1]. In a 

binary compression study with Chinese 

Remainder Theorem and Huffman algorithms, a 

success rate of 1.56 was achieved in license.txt 

text file [17].  In the study conducted by Ibrahim 

and Gbolagade, 4 different algorithms were used 

and the LZW algorithm with a compression ratio 

of 7.91 gave more successful results [18]. In the 

compression process performed with the help of 

a matrix table using the Huffman algorithm, a 

compression ratio of 2.94 was achieved in the 
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artificial text 1.txt text file [19]. In a study 

conducted by Rincy and Rajesh to examine the 

performance of the LZW algorithm with ASCII 

characters, a compression ratio of 4.23 was 

obtained [20]. In another study where the 

compression algorithm was constructed by 

utilizing long distance correlations between 

words, the compression ratio remained at 1.80 

[21]. In this study, a new Karhunen-Loeve 

transform based algorithm for lossy image 

compression is developed, which presents a 

simple algorithm where images are only 

subsampled and KLT is applied. While most 

other image compression studies use hybrid 

methods, this study presents an approach based 

solely on KLT[22].  Ince et al. present the 

proposed LDR-DCT method as an alternative to 

the conventional DCT method when compression 

is unnecessary. It is also claimed that if the 

method is designed with quantisation tables, it 

can achieve the same JPEG image quality as the 

traditional DCT method and provide higher 

compression ratios [23]. In the study where data 

compression is performed by text clustering, the 

Compression Ratio Index (CRI), which can be 

calculated faster than internal methods such as 

Silhouette, Calinski-Harabasz and Davies-

Bouldin indices, is developed. This study showed 

that SOI, an alternative clustering performance 

measure, gives consistent results with traditional 

internal and external methods [24]. 

 

1.2. Basic Principles of Data Compression 

 

The process of reducing the footprint of electronic 

data is commonly known as data compression. 

Data compression is usually performed by two 

different techniques. These are redundancy 

removal and statistical coding techniques. These 

techniques help to optimize the storage of data on 

electronic devices. It is also possible to divide 

data compression into two parts: lossy and 

lossless. 

 

1.2.1. Redundancy Removal 

 

Redundancy removal is a valuable technique for 

removing repetitive or predictable data from 

datasets. In this technique, unnecessary spaces or 

characters are identified and removed, and is 

often used to compress text documents. This can 

minimize file size, save storage space and speed 

up data transfer [25]. There are three main 

methods for redundancy removal. The first is 

spatial redundancy, where similar or identical 

data is repeated within the same file. For example, 

the same pixels in a photo do not need to be 

repeated more than once. It is enough to save 

them once to reduce the file size. Redundancy can 

also be eliminated based on time. This relates to 

situations where the same or similar data is 

repeated at different points in time. For example, 

the same images appearing multiple times in a 

single video is redundant and requires more 

storage space. To avoid this, video sizes can be 

reduced by recording repetitive images once. The 

third and final redundancy removal technique is 

encoding redundancy. Encoding redundancy 

occurs when the same data uses more than one bit 

or symbol. By eliminating these redundancies, 

storage requirements can be reduced. 

 

1.2.2. Statistical Coding 

 

Statistical coding is based on the fact that some 

symbols or characters are more common than 

others in the dataset. There are two types of 

statistical coding. Entropy coding is a type of 

statistical coding that uses probability to assign 

variable length codes to symbols or characters. 

Lexical coding is a type of coding that replaces 

repeated words in a dataset with references to a 

dictionary or a table [5]. 

 

1.2.3. Lossless Data Compression 

 

Lossless data compression is a technique used to 

compress data to take up less space. In this 

technique, no data is lost during the compression 

process. This means that the compressed data is 

exactly equal to the original data. Lossless 

compression algorithms usually compress by 

identifying duplicate parts of the data. These parts 

can significantly reduce the size of the data. For 

example, multiple repeated words or sentences in 

a text document can be recognized by lossless 

compression algorithms and stored in a smaller 

footprint. The most common use of lossless 

compression algorithms are file compression 

programs [19]. These programs save storage 

space by compressing particularly large files or 

multiple files together. Since compressed data has 

a smaller amount of data than the original data, 

there are fewer errors during data transmission. 

This form of compression is especially important 

in critical systems where there is no fault 

tolerance during data transmission. The most 
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common lossless compression algorithms are 

Huffman Coding, LZ77 and LZ78, BWT. 

 

1.2.4. Lossy Data Compression 

 

When less memory or disk space is available to 

store information, lossy data compression is used 

to reduce the size of large data sets. However, this 

technique has a disadvantage. There is a 

possibility that some data may be lost during the 

compression process. Because of this potential 

loss, it is called lossy. This technique becomes 

more useful when working with multimedia files 

and other large data sets that require a significant 

amount of space to store and share. The size of 

files can be significantly reduced using lossy data 

compression techniques. Lossy compression is a 

technique that accelerates data compression by 

allowing efficient data storage and sharing. It can 

affect data quality while reducing storage 

requirements. Appropriate algorithm selection 

and proper configuration are required to achieve 

optimal results [26]. 

 

Different techniques are used in lossy data 

compression. Among the most important are 

volume-based, frequency-based and predictive 

techniques. Volume-based techniques evaluate 

the density and volume of data, such as how 

undetectable frequencies or low-density data can 

be bypassed by MP3 compression for audio files. 

Frequency-based techniques focus on frequency 

components using low frequency components to 

preserve essential information, such as JPEG 

compression that groups similar colors together 

and uses averages. Finally, predictive techniques 

identify recurring patterns in the data and 

efficiently reconstruct it using minimal 

information for patterns. For example, the GIF 

format can reduce the size of images by reusing 

similar colors in an image [18]. 

In short, lossless compression preserves all the 

original data, while lossy compression sacrifices 

some of the original data to achieve higher 

compression ratios. Lossless compression is 

typically used for text and data files, while lossy 

compression is typically used for image, audio 

and video files. 

 

1.3. Areas Where Data Compression Is Used 

1.3.1. File Compression 

 

The technique used to reduce file size is called file 

compression. Compression reduces the size of 

files on disk. Smaller files are easier to download, 

share and send. This allows users to save time, 

internet resources and storage space. File 

compression algorithms such as RAR, 7z, ZIP, 

GZIP are commonly used file compression 

applications. 

 

1.3.2. Video Compression 

 

Video compression is the process of reducing the 

volume and flow rate of data and is used in direct 

relation to the term bandwidth. This compression 

technique works in the same way that a video 

camera captures each frame and converts it to 

JPEG format. If these frames are played back on 

a surveillance computer at 25 frames per second, 

you get moving video. This compression aims to 

provide high image quality. However, it also 

results in high bandwidth and storage overhead. 

Video compression algorithms are H.264, H.265, 

MPEG, HEVC, VP9, etc. 

 

1.3.3. Audio Compression 

 

Audio compression is the process of fitting 

digitally recorded audio signals into a smaller 

volume with or without loss. FLAC, MP3, Ogg 

Vorbis, AAC are examples of popular audio 

compression algorithms. 

 

1.3.4. Image Compression 

 

Image compression is a technique used to reduce 

the footprint of large image files. Generally, 

digital compression algorithms are used. These 

techniques are used to compress complex images 

such as photographs. JPEG, PNG, GIF are among 

the prominent ones of these techniques.  In 

addition, high performance compression is 

performed with the discrete cosine transform 

(DCT) method. In order to minimise rounding 

errors and information loss, it is necessary to 

reduce the dynamic range of the DCT 

coefficients. In this way, a lower range of weights 

can be obtained according to frequency levels 

during DCT calculations [23]. 

 

2. Material and Method 

2.1.  Huffman Coding 
 

Huffman coding is a commonly used technique in 

data compression. This technique reduces the data 

size by encoding frequently repeating symbols 

using fewer bits. This allows data to be 
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transmitted faster and uses less storage space. 

This algorithm first calculates the frequency of 

frequently repeated symbols and assigns shorter 

codes to these symbols. Rarely used symbols are 

assigned longer codes. In this way, the encoding 

of frequently used symbols uses fewer bits, while 

the encoding of infrequently used symbols uses 

more bits [27]. 

 

For Huffman coding, the symbols of the data are 

first identified and the frequencies of these 

symbols are calculated. These frequencies allow 

the symbols to be represented in a tree structure. 

Then, left branches in the tree structure are coded 

as 0 and right branches as 1. Since frequently used 

symbols will take shorter codes, the coding of 

these symbols will use fewer bits [15]. 

 

For example, if Huffman coding is done for the 

sentence "HELLO WORLD", the frequencies of 

the symbols of the text are first calculated. The 

letter "H" appears 1 time, "E" 1 time, "L" 3 times, 

"O" 2 times, "W" 1 time, R" 1 time and "D" 1 

time. A Huffman tree is constructed according to 

the frequencies of these symbols [19]. First, the 

two lowest frequency symbols (here "E" and "R") 

are merged to form a node whose frequency is 

equal to the total frequency of the two symbols. 

This process continues according to the 

frequencies of the other symbols, and the tree 

structure is formed with the most frequently used 

symbol at the top. In this tree structure, a code is 

generated for each symbol. Frequently used 

symbols are assigned shorter codes, for example 

the symbol "L" is assigned a short code, while 

rarely used symbols are assigned longer codes. 

The Huffman coding for the sentence "HELLO 

WORLD" can be coded as shown in Table 1

 

Table 1. Huffman algorithm frequency and codes assigned to each symbol 

Symbol Frequency Code 

E 1 000 

H 1 001 

D 1 010 

R 1 011 

W 1 100 

O 2 101 

L 3 11 

 

Table 1 shows the frequency of each symbol, the 

code assigned to the symbol and its path in the 

Huffman tree. For example, the code assigned to the 

symbol "L" is "11" and this symbol is located two 

nodes down the Huffman tree. Thanks to this coding 

technique, frequently used symbols in the text will 

receive shorter codes and the size of the text will be 

significantly reduced. For example, when Huffman 

encoding is used for the sentence "HELLO 

WORLD", the size of the text will decrease from 44 

bits to 23 bits. This means that text can be transmitted 

and stored faster and using less storage space. 

 

2.2.  Lempel-Ziv-Welch 

 

Among the data compression techniques currently in 

use, the LZW (Lempel-Ziv-Welch) algorithm is 

often preferred. It is a lossless technique. This means 

that no information is lost during the compression 

process. Basically, the algorithm identifies repeating 

patterns in the data and replaces them with shorter 

codes, resulting in compressed data [28]. Text files, 

graphics files and compressed data are typical 

applications of the LZW algorithm. Briefly 

summarizing the steps of the LZW algorithm: 

Initially, a dictionary is created by the algorithm 

consisting of codes for individual symbols such as 

"a", "b", "c", etc. 

 During the compression process, individual 

data units are analyzed and the longest 

recurring pattern, also known as a word, is 

found. If the word is not found in the 

dictionary, it is given a code number and 

integrated into the dictionary. 
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 The word represented by the code number is 

added to the compressed data. 

 Whenever a compressed data set contains a 

new term, the dictionary is immediately 

reviewed and a unique code number is 

assigned to the newly added word. 

 This process continues in full until the piece 

of data is completely finished. 

 The file format stores both the compressed 

data and a dictionary that allows the 

compressed data to be restored. 

 

Using a window to identify patterns during 

compression, the LZW algorithm examines the data 

to detect repetition. The window size governs the 

pattern size for the search. For example, with a 

window size of 12 bits, the algorithm can identify up 

to 4096 unique words. The larger the window size, 

the longer patterns the algorithm can identify. 

However, this increases the complexity [20]. 

The LZW algorithm is particularly useful when 

dealing with data that contains repeating patterns, 

such as text files. In fact, it has proven effective in 

cases like 

"LLLLLLLLLLLLLLLLLLLLLLLLLLLLZ". 

Instead of encoding "LLLLLLLLZ" every time it 

appears, the word is encoded only once and then 

represented by the corresponding code number each 

time it is repeated. 

 

The LZW algorithm compresses the input data by 

replacing repeated patterns with shorter codes stored 

in a dictionary. The output of the algorithm consists 

of a set of indices corresponding to the codes in the 

dictionary. When the compressed data is 

decompressed, the dictionary is reconstructed using 

the same algorithm and the indices are replaced by 

the corresponding symbols in the dictionary [28]. 

 

As part of the compressed file, the LZW algorithm 

includes a table for code search. Overall, this table 

consists of 4,096 entries. The codes 0-255 in the table 

are assigned to represent individual bytes found in 

the input file. Before the initialization of the 

algorithm, only the first 256 entries of the table are 

filled, while the remaining entries are left blank. 

Basically, by default the first 256 codes are assigned 

to the standard character set. As the compression 

process evolves, the remaining codes are allocated to 

the sequences. During encoding initialization, the 

algorithm detects duplicate sequences in the data and 

adds them to the code table. It thus expands its 

content. In the context of file compression, codes 

between 256 and 4,095 are used to symbolize 

sequences of multiple bytes. 

 

2.3. Burrows-Wheeler Transformation 

 

The Burrows-Wheeler Transform (BWT) is an 

algorithm for text compression. This algorithm 

performs compression by identifying repetitive 

characters within a text. It is also based on the use of 

varying orderings of data based on their consecutive 

characters [9]. The stages of the BWT algorithm can 

be summarized as follows: 

 Adding an EOF character at the end of the text: 

An EOF character is added at the end of the text. 

 Creating all loops: All loops after the EOF 

character are created. Loops are created by 

shifting each character of the text to the right. 

 Ordering of loops: All loops are sorted according 

to the lexicographic order of the characters in 

them. 

 Creation of the BWT matrix: From each loop, the 

last character (except EOF) and all previous 

characters are copied into a matrix. 

 BWT encoding: The characters of each column 

in the matrix are combined and used as the 

encoded representation of the compressed text. 

The key used during BWT encoding is the index 

of the last character in the original text. In this 

way, the compressed text can be reconstructed 

before it is encoded. 

 

The BWT algorithm does not directly compress the 

data. Instead, it increases the compressibility of the 

data. The word "the" is most frequently used in the 

English text. Therefore, when the word "the" is 

encountered in the converted text, it is represented as 

"he". This feature has proven to be quite 

advantageous for various transformation algorithms, 

including Move-To-Front Transform [29]. When 

applying the BWT to an array, the resulting output of 

the Move Forward transform will consist mainly of 

smaller values that can be compressed efficiently 

using entropy encoding. We can rank the existing 

compression methods based on BWT in four 

different stages. The first stage includes the 

implementation of BWT, which serves as the core 

component of the compression algorithm. This 

operation increases the compressibility of the array. 

The next stage is known as global structure 

transformation (GST). At this stage, Burrows and 

Wheeler applied the Move Forward transformation 

as part of the list update algorithm [29]. The first 

version of the Burrows and Wheeler compression 

algorithm does not include a third step. However, 
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they introduced a concept that uses a code to 

symbolize the length of a string of zeros. In a later 

study, string length coding was applied as a tool to 

encode zero sequences and provided a commendable 

level of compression [30]. The final stage, the fourth 

stage, includes entropy encoding, which can be 

obtained through Huffman coding or arithmetic 

coding to compress the output of the previous stage. 

 

The BWT algorithm performs compression by 

identifying repeating patterns. For example, in the 

text "bababababac", similar repeated characters 

could be "baba" and "c". The BWT algorithm creates 

blocks grouping the same characters and compresses 

by changing the order of the blocks. This can result 

in a significant reduction in data size. 

 

The BWT algorithm is highly efficient for 

compressing data. However, in order to return the 

compressed data to its original format, the algorithm 

needs to know the index of the last character in the 

source text [31]. Furthermore, the compression 

efficiency of the algorithm may lag behind other 

existing algorithms in certain scenarios. 

 

2.4. Deflate Coding 

 

In mid-1990, Phil Katz developed a data 

compression format that preserves all original data, 

called lossless compression. This new algorithm is a 

combination of Huffman coding and LZ77 

algorithms [24]. Deflate algorithm is a lossless 

compression algorithm used in compression 

programs such as gzip, PNG and WinZip. Data is 

compressed in consecutive blocks. Each block is 

compressed using Huffman coding and the LZ77 

algorithm. The size of the compressible blocks varies 

and when the Huffman tree becomes too large for 

efficient coding, the Deflate algorithm terminates 

that block. It then starts a new block by creating a 

new Huffman tree. Each block consists of two parts. 

These parts are the compressed data and the Huffman 

code trees representing the data. In particular, the 

Huffman tree of each block is independent of the 

previous and the next block. The compressed data at 

the beginning of each block is preceded by Huffman 

trees compressed using Huffman coding. The LZ77 

algorithm relies on a search buffer spanning 32,768 

bytes and can refer to a string from the previous 

block as long as it stays within these limits. However, 

the length of the repeating character or forwarding 

buffer in this algorithm is limited to 258. The length 

of 256 different character numbers between 3 and 

258 is represented as 1 byte. The 32,768-byte size 

search buffer is represented by 15 bits, while 1 bit is 

used for the flag representing the uncompressed data, 

so it is represented by 3 bytes. 

 

2.5. Data Compression Performance 

 

There are two parameters in data compression 

performance. These are data compression ratio and 

speed. Data compression ratio is expressed as the 

ratio of original data to compressed data. Take a 10 

MB text or video file. Let the size of this file be 2 

MB after compression. The compression ratio of this 

file is 5. An increase in the compression ratio means 

the direct success of the algorithm used. The other 

parameter, speed, refers to the compression time. As 

the speed increases, the time taken in the 

compression process will decrease. There is an 

inverse relationship between speed and compression 

ratio. As the speed increases, the compression ratio 

decreases. For this, it is important to achieve balance. 

The compression ratio is expressed by Equation (1). 

Compression Ratio=original file/compressed file (1) 

 

2.6. Data Set 

 

In this study, 4 different data sets were used. The first 

data set is a text file named "pi.txt" consisting of the 

first one million digits of pi after the comma. This 

data set consists only of numbers and its size is 997 

kilobytes. The second data set is a text file of the 

book "Alice's Adventures in Wonderland". It 

consists only of letters. The name of the data set is 

"alice.txt" and its size is 149 kilobytes. The third data 

set is a text file of firewall logs. This data set consists 

of 50% letters and 50% numbers. This data set is 

named "log.txt" and its size is 4.38 megabytes. The 

last data set is an Excel document. Like the log file, 

this document has a 50/50 ratio of letters and text. 

The size of the data set is 5.44 MB and is named 

"list.xls". "Alice.txt" was taken from the public 

domain [32]. The other datasets used were created by 

us. 

 

3. Results and Discussion 

 

Huffman coding, Deflate coding, LZW and BWT 

algorithms were used for data compression.  With the 

algorithms, data compression operations were 

performed singly and sequentially in pairs. This data 

compression process was applied on 4 different data 

sets.  Single compression rates and compression 

times are given in Table 2 and Table 3 respectively. 
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Table 2. Single data compression ratios 

 Compression Ratios 

Data Set 
Pi Dataset 

(996,19 kilobyte) 

Alice Dataset 

(148,52 kilobyte) 

Log Dataset 

(4283,64 kilobyte) 

List Dataset 

(5578.72 kilobyte) 

Algorith

m 

Compressio

n 

The post 

File size 

Compressio

n 

Ratio 

Compressio

n 

The post 

File size 

Compressio

n 

Ratio 

Compressio

n 

The post 

File size 

Compressio

n 

Ratio 

Compressio

n 

The post 

File size 

Compressio

n 

Ratio 

Huffman 466,57 2,13 91,13 1,62 2732,83 1,57 5231.19 1.06 

LZW 468,74 2,12 64,38 2,30 638,75 6,70 8042.12 -1.69 

BWT 444,73 2.24 48,18 3,08 577,45 7,41 1510.34 3.69 

Deflate 486,06 2,03 53,66 2,76 147,3 29,08 1851.05 3.01 

 

As seen in Table 2, the BWT algorithm is generally 

the most successful in single compression.  This is 

due to the fact that it groups the same character 

blocks in the data sets and changes their order, which 

results in more successful results than other 

algorithms. The fact that the Deflate algorithm is 

more successful than the BWT algorithm on the log 

dataset can be explained by the fact that the dataset 

is more suitable for this algorithm. The negative 

result of the LZW algorithm on the list dataset is an 

indication that the algorithm cannot compress Excel 

files. It could not detect any similarity in the list 

dataset, thus increasing the character count instead of 

decreasing it.
 

Table 3. Single data compression times 

 Compression Times (milliseconds) 

Data set/ 

Algorithm 

Pi Dataset Alice Dataset Log Dataset List Dataset 

Huffman 313 187 1390 2492 

LZW 157 78 267 802 

BWT 4478 446 29540 40845 

Deflate 120 86 98 198 

 

Table 3 shows the compression times in 

milliseconds. The most successful algorithm in terms 

of compression time is the deflate algorithm. The 

reason why the deflate algorithm is more successful 

is that the compression is done by recording the 

initial position and length of the pattern. This data is 

written to the buffer as part of the compressed data. 

Thus, the algorithm compresses faster than other 

algorithms. 

 

Although the BWT algorithm is more successful in 

single compression, it can be said that the deflate 

algorithm is more successful if we evaluate it 

together with the compression time. The 

compression time of the BWT algorithm is 206 times 

higher than the deflate algorithm for the list dataset, 

301 times higher for the log dataset, 5 times higher 

for the alice dataset and 37 times higher for the pi 

dataset. The differences in compression ratios are not 

large.  Based on the size of the datasets used, 

compression with BWT can be used for small 

datasets. However, for larger data sets, the BWT 

algorithm may take more time to compress. 

Considering the compression ratios and times 

together, it can be said that the deflate algorithm is 

more successful. 

The binary compression results are detailed in Table 

4 and Table 5. 
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Table 4. Compression ratios before and after Binary Compression 

Data Set Pi Dataset Alice Dataset Log Dataset List Dataset 

Algorithm 1.Compres

sion ratio 

2.Post-

compressio

n ratio 

1.Compr

ession 

ratio 

2.Post-

compressio

n ratio 

1.Compres

sion ratio 

2.Post-

compressio

n ratio 

1.Compres

sion ratio 

2.Post-

compressio

n ratio 

Huffman+LZW 2,135 1,634 1.629 1.390 1.567 2.410 1.066 0.767 

Huffman+BWT 2,135 2.180 1.629 1.932 1.567 9.176 1.066 1.865 

Huffman+Deflate 2,135 2.202 1.629 1.921 1.567 10.906 1.066 1.720 

LZW+Huffman 2.125 2.100 2.306 2.274 6.706 6.664 0.693 0.770 

LZW+BWT 2.125 2.123 2.306 2.310 6.706 18.704 0.693 2.427 

LZW+Deflate 2.125 2.126 2.306 2.351 6.706 18.037 0.693 1.643 

BWT+Huffman 2.239 2.243 3.082 3.159 7.418 29.499 3.693 4.375 

BWT+LZW 2.239 1.631 3.082 2.395 7.418 44.950 3.693 3.501 

BWT+Deflate 2.239 2.262 3.082 3.281 7.418 57.368 3.693 4.754 

Deflate+Huffman 2.049 2.006 2.767 2.713 29.080 28.520 3.013 2.958 

Deflate+BWT 2.049 2.048 2.767 2.753 29.080 29.214 3.013 3.013 

Deflate+LZW 2.049 1.420 2.767 1.872 29.080 20.270 3.013 2.092 

 

Table 5. File sizes in Kilobytes before and after binary compression 

Data Set Pi Dataset 

(1020100 KiloByte) 

Alice Dataset 

(152089 KiloByte) 

Log Dataset 

(4386450 KiloByte) 

List Dataset 

(5712605 KiloByte) 

Algorithm 1.File 

size after 

compress

ion 

2.File 

size after 

compress

ion 

1.File 

size after 

compress

ion 

2.File 

size after 

compress

ion 

1.File 

size after 

compress

ion 

2.File 

size after 

compress

ion 

1.File 

size after 

compress

ion 

2.File 

size after 

compress

ion 

Huffman+LZW 477767 624275 93321 109355 2798420 1819681 5356740 7444115 

Huffman+BWT 477767 467909 93321 78696 2798420 478030 5356740 3061738 

Huffman+Deflate 477767 463181 93321 79163 2798420 402183 5356740 3319809 

LZW+Huffman 479988 485702 65931 66870 654076 658156 8235129 7417408 

LZW+BWT 479988 480316 65931 65815 654076 234514 8235129 2353460 

LZW+Deflate 479988 479776 65931 64668 654076 243180 8235129 3476828 

BWT+Huffman 455408 454766 49345 48140 591313 148695 1546586 1305441 

BWT+LZW 455408 625273 49345 63481 591313 97585 1546586 1631568 

BWT+Deflate 455408 450954 49345 46350 591313 76461 1546586 1201640 

Deflate+Huffman 497729 508283 54948 56059 150839 153801 1895478 1931159 

Deflate+BWT 497729 498057 54948 55226 150839 150148 1895478 1895806 

Deflate+LZW 497729 717965 54948 81240 150839 216396 1895478 2730094 
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In Table 4, the compression ratios of the first and 

second compression results of the experimental 

study with binary compression are given in three 

digits after the dot. Table 5 shows the size of the first 

and second compression files in kilobytes. In both 

tables, the most successful ones are bolded. In both 

tables, compression was performed using the two 

algorithms in succession. As a result of the 

compression process, the most successful result was 

obtained when using the BWT and Deflate 

algorithms respectively. The pi dataset, which is 

numeric data, exceeded the initial compression 

measurement by 0.97%. In the alice dataset, which 

consists only of letters, binary compression is better 

than the pi dataset. The Alice dataset shows an 

increase of 6.06% over the initial compression rate. 

For the List dataset, which is an Excel file, the 

situation is better. There is an increase of 22.3% over 

the initial compression ratio. In the Log dataset, 

which has the highest compression ratio, an increase 

of 87.06% over the initial compression ratio was 

realized. This is because the first compression 

increased the similarity and the second compression 

reduced more characters. 

 

In the pi and alice datasets, the similarity was 

significantly reduced in the first compression. As a 

result, the second compression resulted in a low 

compression ratio due to low similarity. In the list 

dataset, the similarity was not reduced in the first 

compression and was compressed slightly more in 

the second compression. 

 

The main issue here is the compression order. BWT-

Deflate and Deflate-BWT do not have the same 

compression ratios. All compression algorithms 

ultimately achieve a certain amount of compression. 

However, when subjected to a second compression 

process, the two algorithms give different results. 

This is because the BWT algorithm sorts repeated 

characters as consecutive variables. This compresses 

to a certain extent. The Deflate algorithm compares 

the data in the buffer with the data in the window. If 

there is a pattern between the data in the window and 

the data in the buffer, it compresses that pattern. The 

data that was compressed in the first compression 

with BWT is made suitable for compression again 

with Deflate. This results in an increase in the 

compression ratio. However, when dual compression 

is performed as Deflate-BWT, the second 

compression cannot reduce the number of characters 

as a sequential variable, which is required by the 

BWT algorithm. Thus, the order of compression is 

important. This will also be valid for other 

algorithms. Table 6 shows the binary compression 

times.

 
Table 6. Binary compression times (milliseconds) 

Data Set Pi Dataset Alice Dataset Log Dataset List Dataset 

Algorithm 1.Compre

ssion time 

2.Compre

ssion time 

1.Compre

ssion time 

2.Compre

ssion time 

1.Compre

ssion time 

2.Compre

ssion time 

1.Compre

ssion time 

2.Compre

ssion time 

Huffman+LZW 313 49 187 14 1390 192 2492 514 

Huffman+BWT 313 1696 187 318 1390 17617 2492 48597 

Huffman+Deflate 313 37 187 12 1390 31 2492 132 

LZW+Huffman 157 333 78 115 267 459 802 2994 

LZW+BWT 157 1796 78 220 267 1897 802 67963 

LZW+Deflate 157 22 78 11 267 32 802 211 

BWT+Huffman 4478 230 446 126 29540 115 40845 541 

BWT+LZW 4478 47 446 7 29540 16 40845 120 

BWT+Deflate 4478 23 446 16 29540 12 40845 48 

Deflate+Huffman 120 348 86 110 98 242 198 1108 

Deflate+BWT 120 1789 86 172 98 496 198 13240 

Deflate+LZW 120 59 86 6 98 17 198 297 
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Table 6 shows the binary compression times in 

milliseconds. In general, the Deflate-LZW binary 

compression algorithm performs the best in terms of 

binary compression times. If we look at the 

compression ratios, we can see that this has an 

inverse ratio. If we look at the BWT-Deflate binary 

compression algorithm, we can see that it has the 

highest compression time. From this we can 

conclude the following. The more compression, the 

more time it will take. Another aspect of 

compression time that we should not ignore is the 

type of data set.  Text, numeric or text and numeric 

data also have different compression times. 

 

As can be seen from Table 4 and Table 5, ranking in 

binary compression makes a big difference in both 

compression ratio and compression time. This is 

clearly seen in the experimental study. In general, the 

most successful result is obtained when BWT-

Deflate algorithms are used consecutively. 

 

In Table 7, the results of the study are tabulated in 

comparison with other studies in the literature.

 

Table 7. Similar Studies in the Literature 

Study Name Algorithm Used Compression 

Ratio 

Hasan, 2011 [3] Huffman+LZW 3.25 

Hasan, 2011 [3] LZH 2.55 

Rahman and Hamada, 2020 [7] Proposed Method 1.88 

Barua et al, 2017 [8] MLZW 1.33 

Fruchtman et al, 2023 [9] BWT+RLE 2.48 

Amusa et al, 2022 [10] Hybrid Sym6- Huffman coding 1.70 

Gupta et al., 2022 [11] Compressed wavelet tree 4.65 

Wijaya et al., 2022 [12] Unary Codes Algorithm 2.64 

Kumar and Chatuverdi, 2021 [13] RLE 2.53 

Rahman and Hamada 2021 [14] Bzip2 2.91 

Sarker and Rahman 2021 [15] Proposed Method 1.49 

Iversen, 2020 [16] ASCII Compression Module+GZİP 3.00 

Ignatoski at al., 2020 [1] LZW 3.33 

Ibrahim and Gbolagade, 2023 [17] Huffman+CRT(Chinese Remainder Theorem) 1.56 

Reza et al., 2019 [18] Huffman 2.30 

Bulut, 2016 [19] Huffman 2.94 

Rincy and Rajesh, 2019 [20] LZW 4.23 

Horspool and Cormack, 1992 [21] UNIX Compress 1.80 

This study Pi Dataset BWT+Deflate 2.26 

This study Alice Dataset BWT+Deflate 3.28 

This study List Dataset BWT+Deflate 4.75 

This study Log Dataset BWT+Deflate 57.36 
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Table 7 shows the success rates of similar studies in 

the literature and which algorithm is more 

successful. It is seen that the study is more successful 

than other studies. 

 

4. Conclusion and Suggestions 

 

In this experimental study, compression was 

performed on single and consecutive text files. In 

general, a certain amount of compression was 

achieved for all data sets and for all algorithms used. 

In the single compression process, the best results 

were obtained on the log data set. In this data set, it 

was observed that the Deflate algorithm achieved 

96% data compression. One of the most successful 

results in terms of compression speed was achieved 

by compressing the log data set with the Deflate 

algorithm. The fact that the log data set is more 

successful than other data sets is due to the high 

similarity rate in the data set. For this reason, the 

Deflate algorithm was more successful than other 

algorithms in compressing log files. 

 

Not all algorithms were successful in the dual, i.e. 

sequential compression process. Huffman-BWT, 

BWT-Huffman, Huffman-Deflate and BWT-Deflate 

algorithm pairs successfully compressed all data sets. 

The most successful result was obtained in BWT-

Deflate dual compression. In the log data set, this 

success was achieved with a compression factor of 

57.36. If we had performed the compression 

algorithm as Deflate-BWT in the log data set, this 

ratio would have been 29.21. The reason for 

achieving a higher compression ratio is that the 

blocks created by the BWT algorithm as a result of 

compression can be recompressed with the Deflate 

algorithm, which uses the tree structure. Therefore, it 

is very important which algorithm to use first in 

compression. Existing compression algorithms may 

have different sensitivity levels to different types of 

text data (e.g. news, articles, academic texts, poems, 

etc.). Thereby, we aim to perform sensitivity 

analyses to examine how compression performance 

varies according to the type of text. The development 

of compression algorithms optimized for specific 

types of texts is being considered. 
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Abstract 

 

This study presents a model for determining the optimal number of toll booths at 

barrier-operated motorway exit toll booths in Istanbul, considering mixed traffic 

conditions and payment methods. In the past decade, Istanbul has experienced rapid 

growth in its road network due to public-private partnership (PPP) projects. 

However, despite relatively modest demand, long queues are frequently observed at 

the exit toll booths of newly constructed PPP motorways, which utilize barrier-

controlled toll collection systems. These toll booths offer both electronic toll 

collection (ETC) and manual toll collection (MTC) options, with MTC users required 

to come to a complete stop for transactions, while ETC users experience reduced 

speeds. The presence of mixed payment methods leads to significant interactions 

between vehicles, resulting in longer service times and limited toll booth capacity. 

To evaluate the system, service times were measured considering four vehicle 

classes, payment methods of both the leading and serving vehicles, and whether the 

serving vehicle needed to wait for money exchange. The findings reveal that based 

on the current vehicle composition and considering only the utilization of the ETC 

system, 1.77 toll booths would be required to serve a demand of 1,800 veh/h/lane. 
 

 
1. Introduction 

 

Istanbul, as a megacity, faces challenges in terms of 

population growth and land use. To address the 

increasing demand for transportation, the public-

private partnership (PPP) model has been 

implemented over the past decade, leading to 

significant transportation projects aimed at expanding 

the capacity of Istanbul's road network. However, the 

adoption of high-fee toll roads has not been fully 

realized. This limited adoption, along with a low user 

choice ratio, has resulted in constrained demand for 

the PPP motorway network in Istanbul. 

In the context of PPP projects, private 

organizations initially finance road construction and 

subsequently charge tolls to recover their costs. To 

maximize revenue or prevent toll loss, barrier-

controlled toll booths with both electronic toll 
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collection (ETC) and manual (cash) toll collection 

(MTC) systems have been implemented. However, 

government-operated motorways utilize open tolling 

systems. In instances where drivers do not possess an 

ETC system, each exit toll booth is manned by a toll 

collector. Consequently, the number of operating toll 

booths fluctuates throughout the day due to the need 

for toll collectors with the MTC system. As a result, 

all types of vehicles utilize practically every toll gate, 

leading to a mixed use of toll booths by vehicles of 

varying sizes that employ either the MTC or ETC 

system. Despite the allocation of rightmost toll gates 

for heavy vehicles, regular cars frequently utilize 

these toll booths to bypass long queues. 

The barrier-controlled exit motorway toll 

booths pose a significant bottleneck due to factors 

such as mixed payment options, mixed vehicle usage, 

and insufficient active toll booths. This leads to 
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extended delays for users. In general, the low demand 

for PPP motorways results in minimal or negligible 

congestion issues, despite the long service times at 

toll booths. However, during peak travel periods such 

as the start or end of long public holidays, incidents, 

road closures, or congestion on alternative routes can 

cause a surge in demand. This leads to long queues 

and increased service times, even when all dedicated 

toll booths are operational. Additionally, the rerouting 

of heavy-load vehicle traffic to the newly constructed 

PPP motorways contributes to longer service times 

for specific vehicle classes. This indicates the need for 

a reevaluation of the required number of toll booths. 

Typically, in the PPP motorways of Istanbul, the 

number of barrier-operated toll booths used to be 2-

2.5 times the number of available lanes. For instance, 

a four-lane motorway would typically have ten toll 

booths on both the entrance and exit sides. However, 

this number of toll booths is clearly inadequate for a 

four-lane motorway with the characteristics 

mentioned above. Additionally, it is observed that 

entrance toll booths have statistically shorter service 

times [1], yet the same number of toll booths have 

been installed on Istanbul's PPP motorways. Service 

times are influenced by various external factors, and 

it is necessary to reconsider either the physical design 

or the number of toll booths. The objective of this 

paper is to evaluate the required number of toll booths 

from this perspective. 

In this study, the service times at barrier-

operated exit motorway toll booths were measured, 

and the required number of toll booths was 

determined by considering various external factors. 

Given that service times at entry toll booths are 

significantly shorter [1], this study focuses 

exclusively on exit toll booths. The service time refers 

to the duration during which drivers spend paying the 

toll fee. Technically, the ETC system should have no 

service time. However, regardless of the payment 

method, each vehicle needs to decelerate and pass 

through a physical toll gate equipped with a barrier. 

Even for ETC payers, a small amount of time is 

required for electronic payment, transaction 

procedures, and barrier opening. Thus, service time 

does exist in the real world, although it is minimal. 

Consequently, service time measurements were 

conducted at exit motorway toll booths, considering 

four different vehicle classes, leader (the vehicle in 

the front of a line) and serving vehicle (the vehicle at 

the toll both) payment methods, and whether the 

serving vehicle needed to exchange money. 

Motorway toll booths play a crucial role in 

ensuring uninterrupted traffic flow for drivers. 

However, if they are inadequately designed, they can 

become bottlenecks leading to significant delays and 

reduced travel comfort. One major contributing factor 

to bottlenecks in toll booth areas is the lane 

discontinuity between upstream and downstream 

directions. The service time, which directly affects 

capacity and service efficiency, is a critical factor in 

toll booth operations. Barrier-operated toll booths 

further exacerbate the situation, intensifying the 

bottleneck effect [2]. Service times at toll booths vary 

depending on vehicle class and payment method [3]. 

Increasing the usage of ETC systems has been shown 

to decrease queue lengths and delays, thereby 

improving overall efficiency [4]. Numerous studies 

have demonstrated the negative impact of barrier-

operated toll booths on road safety [5-7] and air 

pollution [8]. 

Many researchers have previously covered 

motorway toll booths from various perspectives. One 

notable finding is that service times at barrier-

controlled toll booths tend to be significantly longer 

compared to those without barrier control [2]. 

Additionally, Abdelwahab [9] determined that to 

alleviate excessive delays, the optimal number of toll 

booths should range from 14 to 18 when cash 

payment is used by 50 percent or more of the vehicles, 

and the hourly demand reaches 4000 vehicles per hour 

for barrier-controlled toll booths. These studies 

highlight the importance of considering factors such 

as payment methods and demand levels when 

determining the appropriate number of toll booths to 

ensure efficient traffic flow and minimize delays. 

Previous studies have extensively examined 

various aspects related to toll payment systems, 

vehicle classes, delays, and queues in the literature. 

Bari et al. [10] focused on mixed traffic conditions 

and utilized seven different vehicle classifications to 

determine the delay experienced by vehicles using the 

MTC system and queue waiting time found between 

5.06 sec to 298.04 sec. Al-Deek [11] found that the 

exclusive use of the ETC system reduced service 

times by 5 seconds compared to MTC. Aksoy et al. 

[12], through a microsimulation study, demonstrated 

a direct correlation between the number of toll booths 

and delays. Aycin et al. [13] evaluated the capacity of 

toll booths with mixed payment options by 

considering successive pairings of payment types for 

vehicles, such as MTC-MTC, ETC-MTC, ETC-ETC, 

and MTC-ETC. Similarly, Bari et al. [14] analyzed 

the service times of the MTC system in mixed traffic 

scenarios, considering factors such as follower-leader 

pairs, vehicle type, and toll rates. Lima et al. [15] 

found that payment method and the sex of toll booth 

workers had the most significant influence on service 

times in the MTC system, along with vehicle type. 

Navandar et al. [3] developed a methodology for 

estimating service times in mixed traffic conditions 
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for seven different vehicle classes, highlighting that 

as the number of small-sized vehicles in the traffic 

stream increases, the service time decreases for those 

vehicles but increases for larger-sized vehicles. 

Deshmukh et al. [16] investigated service times for 

MTC systems in mixed traffic scenarios, considering 

seven distinct vehicle classes. 

The comprehensive review of the literature 

highlights the significance of toll booth areas in terms 

of service time and capacity considerations, and 

various external factors. The payment method chosen 

by users and the presence of a barrier control system 

have a notable impact on service times. Similarly, 

user experiences are greatly influenced by increased 

delays and waiting times in queues. Moreover, the 

type of vehicle plays a crucial role in determining 

service times, which directly affects toll booth 

capacity. Additionally, the payment system and 

sequential pairings of vehicle payment methods also 

contribute to the overall operating conditions. The 

determination of the required number of toll booths 

was accomplished through the development of a 

service time estimation model, which took into 

account four distinct vehicle classes, the payment 

method of the leading vehicle, the payment method of 

the serving vehicle, and whether the serving vehicle 

needed to wait for money exchange (in the case of the 

MTC system). These data were collected from 

Istanbul's PPP highways, providing valuable insights 

for this study. 

 

2. Material and Method 

 

Service times were determined by analyzing video 

recordings of each payment transaction at the barrier 

operated Alemdag toll booth which is a part of 

Istanbul's PPP motorway. A total of 3,264 individual 

measurements were collected at this toll booth, 

covering various periods including weekdays and 

weekends. It is important to note that the data set 

excluded measurements taken during adverse weather 

conditions, focusing solely on bright days. 

In this study, service time specifically refers 

to the time required to complete the toll payment 

transaction at the toll booth. Other factors such as 

queue waiting times and overall time spent on toll 

payment are influenced by arrival rates and various 

external variables. However, for the purpose of this 

study, the focus is solely on the time spent on the fee 

transaction itself, regardless of the queue length. The 

aim is to estimate service times based on the collected 

external parameters. The observed motorway 

segment includes four vehicle classifications, as given 

in Table 1: car (C), medium goods vehicle (MGV), 

truck & bus (TB), and articulated trucks (AT), with 

proportions of 70.82 percent, 11.85 percent, 8.24 

percent, and 9.09 percent, respectively, out of the total 

3,264 observations. ETC payment accounted for 

86.73 percent of the transactions, while MTC 

accounted for the remaining 13.27 percent. 

 

 

Table 1. Vehicle categories with their specifications.

Vehicle Class Detail 

1: Car (C) 
Passenger car, pick-up, jeep, vehicles with up to 4-8 

passenger capacity 

2: Medium Goods Vehicle  

(MGV) 

Vehicles with 8-25 person passenger capacity and trucks with 

3.5 - 5 tonnes in weight 

3: Truck & Bus (TB) 
Vehicles with high load & passenger transport capability, 8-

12 m in length. 

4: Articulated Truck (AT) Higher load capability with 10-18 m in length. 

Service times at toll booths are influenced by 

multiple factors, including the payment amount, toll 

booth employee experience, payment method, and 

vehicle type [4]. Notably, there are significant 

variations in service times between cars and trucks 

[2]. However, it is worth noting that the literature 

lacks a standardized definition or implementation of 

service times. Mahdi et al. [1] measured service times 

at MTC toll booths as the duration between a vehicle's 

stop and start while considering ETC transactions to 

have a service time of zero in their microsimulation 

study. In contrast, Karim et al. [4] defined MTC 

service time as the time interval between a vehicle's 

stop and passing over a barrier. Interestingly, Karim 

et al. [4] assigned a service time of 5 seconds for ETC 

transactions. On the other hand, Lima et al. [15] 

defined MTC service times as the time interval 

between the start of a transaction and the complete 

departure of a vehicle. These variations in defining 

service times highlight the need for a standardized 

approach in toll booth studies. 

Navandar et al. [3] provided a unique 

definition of service time, considering it as the sum of 

transaction time and travel time required to cover the 

vehicle's distance. Building upon this definition, the 

current study measured MTC service times from the 



G. Aksoy / BEU Fen Bilimleri Dergisi 12 (3), 797-807, 2023 

800 
 

moment the vehicle stops for a transaction until it 

completely passes the barrier. As for ETC payments, 

which do not require vehicles to stop during the fee 

transaction, service times were determined based on 

the time taken by vehicles to travel their distance 

within the payment section. It is important to note that 

even for ETC customers, service times can be affected 

by factors such as the delayed opening of a barrier and 

the long and narrow physical toll booth section. These 

conditions can result in reduced vehicle speeds and, 

in some cases, significantly increased ETC service 

times. 

 

2.1. Descriptive analysis of the data 

The measured service times in this study were 

categorized into eight groups, considering the 

combination of four different vehicle classes and two 

payment alternatives, as shown in Table 2. It is 

observed that MTC service times exhibit a higher 

level of dispersion, as evidenced by the larger 

standard deviation of MTC service times. Each group 

has its distinct pattern, and the coefficient of variation 

(CV) can be used to assess the spread of the data. The 

CV for the ETC system ranges between 20.6 and 23.8 

percent, while for the MTC system, it ranges between 

39.9 and 57.2 percent. Initially, the MTC system 

appears to have a higher level of variability compared 

to the ETC system. 
 

Table 2. Descriptive statistics for the service times. 

Vehicle Class Sample Size Minimum (sec) Maximum (sec) Mean Std. Dev CV 

C - ETC 2051 1.1 5.2 2.42 0.574 0.238 

MGV - ETC 336 1.9 6.8 3.27 0.763 0.233 

TB - ETC 213 3.0 9.4 4.95 1.077 0.218 

AT - ETC 231 4.6 13.3 8.14 1.675 0.206 

C - MTC 261 6.1 58.2 22.07 12.638 0.572 

MGV - MTC 51 8.3 50.0 21.89 12.372 0.565 

TB - MTC 55 10.3 57.0 27.84 11.814 0.424 

AT - MTC 66 10.5 66.0 35.66 14.224 0.399 

Service times were further analyzed by 

considering various scenarios experienced by drivers, 

which go beyond the scope of vehicle classes and 

payment type combinations. By disregarding vehicle 

classes, eight distinct main scenarios were identified 

based on the payment method of both the serving and 

leader vehicles, as well as whether the serving vehicle 

waits for money exchange or not. Consequently, three 

scenarios were observed for ETC payments (E1 to 

E3), and five scenarios were observed for MTC 

payments (M1 to M5), as indicated in Table 3.  

 

Table 3. Observed cases from the field. 

Case No Condition 
Number of 

Occurrence 

Occurrence 

Percentage 

Case E1 ETC payment. No leader vehicle. 1,925 58.98 

Case E2 ETC payment. Leader vehicle makes ETC payments too. 671 20.56 

Case E3 ETC payment. Leader vehicle makes MTC payment. 235 7.20 

Case M1 MTC payment. No leader vehicle. No money exchange. 384 11.76 

Case M2 
MTC payment. Leader vehicle makes ETC payment. No 

money exchange. 
12 0.37 

Case M3 
MTC payment. Leader vehicle makes MTC payments too. 

No money exchange. 
5 0.15 

Case M4 
MTC payment. Leader vehicle makes ETC payment. 

Waiting for money exchange. 
19 0.58 

Case M5 
MTC payment. Leader vehicle makes MTC payments too. 

Waiting for money exchange. 
13 0.40 

Total   3,264 100.00 

 

During the field observations, a total of eight 

different cases were recorded, each varying in terms 

of their occurrence frequency. The most common 

case, observed frequently, is Case E1, which involves 



G. Aksoy / BEU Fen Bilimleri Dergisi 12 (3), 797-807, 2023 

801 
 

ETC payments by the serving vehicle without the 

presence of a leader vehicle. This can be attributed to 

the widespread adoption of the ETC system. As 

mentioned earlier, the low demand for PPP 

motorways contributes to the prevalence of Case E1. 

Cases E2 and E3, on the other hand, involve the 

presence of a leader vehicle, either with ETC or MTC 

payments, and were observed 671 and 235 times, 

respectively. These cases are relatively less common 

compared to Case E1. 

The MTC system exhibits clear 

discrimination in terms of service times and toll booth 

capacity, particularly when the serving vehicle needs 

to wait for money exchange. Among the observed 

cases for the MTC system, there are a total of five 

subcases, with Case M3 being the least common. This 

implies that instances, where two successive MTC 

payments are made without waiting for money 

exchange, are rarely encountered. On the other hand, 

there are 32 observations in the dataset where vehicles 

had to wait for money exchange, which can lead to 

increased service times (Cases M4 and M5). Similar 

to the ETC cases, the majority of observations fall 

under Case M1, indicating that 384 separate MTC 

payments were made by vehicles without the presence 

of a leader vehicle at the toll booth. This highlights 

the prevalence of such scenarios within the MTC 

system. 

 

3. Results and Discussion 

 

To estimate the service time of a single toll booth, a 

multiple linear regression model is constructed. The 

model incorporates independent variables such as 

vehicle class, serving, and leader vehicle payment 

method, and whether the serving vehicle waits for 

money exchange. The service time is considered the 

dependent variable in this model. Since the 

independent variables are categorical, they are 

encoded as dummy variables. To determine the 

coefficients of the model, appropriate reference 

categories are carefully selected. In this case, AT is 

chosen as the reference category for vehicle classes, 

MTC is selected as the reference for both the serving 

and leader vehicle payment methods, and not waiting 

for money exchange is chosen as the reference for the 

money exchange variable. The estimated linear 

regression model with its calculated parameters can 

be found in Table 4.  

 
 

Table 4. Calculated model coefficients with their statistics. 

  
Unstandardized 

Coefficients 

Standardized 

Coefficients 
t Sig. 

95% Confidence 

Interval for B 

Collinearity 

Statistics 

  B 
Std. 

Error 
Beta     

Lower 

Bound 

Upper 

Bound 
Tolerance VIF 

(Constant) 19.216 0.479 -  40.098 0.000 18.276 20.155  - -  

Car (C) -6.463 0.241 -0.325 -26.780 0.000 -6.937 -5.990 0.381 2.627 

MGV (MGV) -5.604 0.301 -0.201 -18.637 0.000 -6.194 -5.015 0.485 2.063 

Truck & Bus 

(TB) 
-3.925 0.326 -0.119 -12.035 0.000 -4.565 -3.286 0.571 1.751 

Payment Method 

(PM) 
-9.481 0.346 -0.356 -27.417 0.000 -10.159 -8.803 0.333 3.004 

Leader Payment 

None (LPNo) 
-1.059 0.257 -0.053 -4.121 0.000 -1.563 -0.555 0.335 2.986 

Leader Payment 

ETC (LPETC) 
-0.826 0.284 -0.038 -2.910 0.004 -1.382 -0.269 0.337 2.968 

Money Exchange 

(ME) 
16.821 0.406 0.539 41.431 0.000 16.025 17.617 0.332 3.012 

 

Before discussing the model outcomes, the 

dummy variables in Table 1 have to be clarified. As 

mentioned earlier, AT is chosen as the reference 

category for vehicle classes. Therefore, in the 

regression model, the C, MGV, and TB variables 

should be zero to represent the selection of the 

reference category. For the payment method (PM) 

variable, MTC is selected as the reference category. 

There are three different alternatives for the leader 

payment (LP) variable: MTC, ETC (LPETC), and the 

absence of a leader vehicle (LPNo). Since the 

reference category is set to MTC, LPNo will take a 

value of 1 in the absence of a leader vehicle, LPETC 

will take a value of 1 when the leader pays with ETC, 

and both LP coefficients will be zero when the leader 

pays with MTC. Similarly, for the money exchange 

(ME) variable, it should be 1 if a serving vehicle is 

waiting for a money exchange, as indicated by the 

positive and high coefficient value of ME. Finally, the 
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service time estimation model is derived using 

multiple linear regression, as shown in Equation 1. 

 

𝑺𝑻 = 19.216 + [−6.463 × 𝐶 − 5.604 × 𝑀𝐺𝑉 −
3.925 × 𝑇𝐵] + [−9.481 × 𝑃𝑀] + [−1.059 ×
𝐿𝑃𝑁𝑜 − 0.826 × 𝐿𝑃𝐸𝑇𝐶] + [16.821 × 𝑀𝐸]       (1)  

 

In Equation 1, the constant is calculated as 

19.216 seconds, and ST represents the service time in 

seconds. The signs of each coefficient in the 

regression model should be carefully analyzed. The 

negative signs for the C, MGV, and TB coefficients 

indicate that the reference category, AT, has a 

negative influence on service times. This means that 

if any of these dummy variables is one, the 

corresponding vehicle class will have a shorter 

service time compared to the reference category. 

Consequently, the reference category (AT) will have 

the highest service time. When comparing the dummy 

variables with one another, the C coefficient has the 

greatest reduction influence on service time compared 

to TB and MGV, while MGV is placed between them. 

This suggests that as the vehicle size increases, the 

service time also increases, regardless of the other 

parameters included in Equation 1. This finding is 

further supported by the standardized coefficients 

column, which represents the relative effect of each 

variable compared to the others. 

The negative sign of the PM coefficient in 

Equation 1 indicates that MTC has a comparable 

disadvantage in terms of service times. Since the 

reference category is MTC, a value of one for PM 

implies that ETC payment is chosen, resulting in a 

reduction of service time by 9.481 seconds. In other 

words, regardless of the other parameters considered 

in the model, using the ETC system alone leads to a 

reduction in service time by 9.481 seconds compared 

to the MTC system. 

The negative signs of the LPNo and LPETC 

dummy variables in Equation 1 demonstrate the 

disadvantage of the reference category. The presence 

of a leader vehicle with MTC payment significantly 

increases service times. On the other hand, when the 

leader vehicle pays with ETC, it slightly increases 

service time compared to the absence of a leader 

vehicle (1.059 > 0.826). Although the difference is 

relatively small, in real-world situations, service time 

will likely be lower when there is no leader vehicle 

ahead of the approaching vehicle. This observation is 

consistent with the results obtained from the 

regression model. 

Since the reference category is selected as "no 

waiting for money exchange," the ME dummy 

variable has the highest and positive coefficient in 

Equation 1. This indicates that anticipating money 

exchange will increase the service time of a vehicle. 

The positive sign of the ME coefficient implies that, 

when all other factors are ignored, the variable alone 

increases the service time by 16.821 seconds. This 

finding highlights the significant impact of waiting 

for money exchange on overall service times. 

Table 4 demonstrates that the model 

coefficients for all parameters are statistically 

significant, as indicated by the p-values (<0.05) 

associated with each independent variable. The 

tolerance values, which indicate the amount of 

variability shown by a specific independent variable 

in the model's collinearity statistics, were all found to 

be greater than 0.1. A smaller tolerance value would 

suggest redundancy among variables, but in the 

estimated model, all tolerance values are greater than 

0.1, indicating that each independent variable 

contributes unique information to the model and that 

the variance in the dependent variable cannot be fully 

explained by the other independent variables. 

Additionally, the variance inflation factor (VIF) 

values were found to be less than 5, which is generally 

preferred to avoid issues of multicollinearity. Table 5 

provides a summary of the model, presenting these 

findings. 

 
Table 5. Model summary of service time estimation. 

R 
R 

Square 

Adjusted 

R Square 

Std. Error 

of the 

Estimate 

Durbin-

Watson 

0.904 0.817 0.817 3.867 2.033 

 
Table 5 presents an evaluation of the model's 

goodness of fit. The R-squared value, which indicates 

the proportion of variance in the dependent variable 

explained by the independent variables, is determined 

to be 81.7 percent. This means that 81.7 percent of the 

variability in the dependent variable (service times) 

can be accounted for by the independent variables 

included in the model. Consequently, it can be 

concluded that the constructed model is effective in 

estimating service times based on the selected 

independent variables. 

 

3.1. Determination of the number of toll booths 

 

The estimated model considers various external 

factors, including vehicle class, to estimate service 

times at a single toll booth. Based on Equation 1, 

service times can be calculated, allowing for the 

evaluation of the number of toll booths needed under 

different conditions. To assess this, service times 

were computed using Equation 1 for the observed 

cases listed in Table 3. The resulting service times are 

presented in Figure 1. 
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For each vehicle class, the shortest estimated 

service times were determined for cases E1, E2, and 

E3. The minimum service time for vehicle class C in 

case E1 is calculated to be 2.21 seconds. However, 

Figure 1 demonstrates that even when the ETC 

system is utilized, the vehicle class AT requires a 

considerably longer service time of 8.67 to 9.73 

seconds for cases E1, E2, and E3. These extended 

service times undoubtedly lead to significant queues 

and congestion. 

Figure 1 illustrates the impact of waiting for 

money exchange in cases M4 and M5. Interestingly, 

there are negligible differences between vehicle 

classes in terms of money exchange anticipation. The 

shortest calculated service time for these cases is 

28.75 seconds for vehicle class C in case M4, while 

the highest is 36.04 seconds for vehicle class AT in 

case M5. On the other hand, due to the absence of 

waiting for money exchange, the service times for 

cases M1, M2, and M3 are lower compared to cases 

M4 and M5. Both Figure 1 and Equation 1 

demonstrate the influence of vehicle size, waiting for 

money exchange, and other previously mentioned 

parameters on service times. 

 

 

 
Figure 1. Service time estimates for observed cases.  

 

Indeed, the prevalence of scenarios M1 

through M5 at a toll booth will undoubtedly result in 

longer service times and the need for additional toll 

booths. Conversely, if the traffic flow primarily 

consists of cases E1 through E3, a lower number of 

toll booths might be sufficient. Additionally, vehicle 

class has a significant impact on service time, with 

larger-sized vehicles experiencing longer service 

times. Moreover, the overall volume of traffic on a 

motorway is a crucial factor in determining the 

appropriate number of toll booths required. In 

summary, the vehicle class, occurrence of the eight 

cases, and the volume of traffic all play a vital role in 

determining the necessary number of toll booths and 

managing motorway congestion effectively. 

Table 3 presents the frequencies of cases 

observed during service time measurements, while 

Table 2 provides the distribution of vehicles across 

different classes. In this section, Equation 1 has been 

utilized to investigate the trends in MTC usage and 

changes in vehicle composition. Consequently, the 

number of required toll booths was estimated. It was 

found that only 13.27 percent of vehicles in the 

observed dataset used MTC, with the remaining 

composition consisting of 70.83 percent for class C, 

11.86 percent for MGV, 8.21 percent for TB, and 9.10 

percent for AT. These percentages reflect the 

proportions of each vehicle class within the dataset. 

The computation methodology presented in 

Table 6 was utilized to calculate the number of toll 

booths needed. The vehicle arrivals were assumed to 

be deterministic, without any external stochastic 

influences. The total required service time was 

determined based on this assumption, and the number 

of toll booths required was obtained by dividing the 

total required service time by 3,600. Table 6 provides 

an illustrative example scenario, including the 

observed volume and the existing vehicle 

composition, to demonstrate the application of the 

methodology. 
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Table 6. Calculation procedure. 

Cases 
X: Volume considering 

total volume (veh/h) 

Y: Service time for 

dedicated cases (sec) 

X*Y: Total required 

service duration (sec) 

# toll 

booth 

No # % C MGV TB AT C MGV TB AT C MGV TB AT  

E1 1925 58.98 1363.5 228.2 158.1 175.2 2.21 3.07 4.75 8.67 3015 701 751 1520 

4.23 

E2 671 20.56 475.3 79.6 55.1 61.1 2.45 3.30 4.98 8.91 1162 263 275 544 

E3 235 7.20 166.5 27.9 19.3 21.4 3.27 4.13 5.81 9.73 544 115 112 208 

M1 384 11.76 272.0 45.5 31.5 34.9 11.69 12.55 14.23 18.16 3180 571 449 634 

M2 12 0.37 8.5 1.4 1.0 1.1 11.93 12.79 14.46 18.39 101 18 14 20 

M3 5 0.15 3.5 0.6 0.4 0.5 12.75 13.61 15.29 19.22 45 8 6 9 

M4 19 0.58 13.5 2.3 1.6 1.7 28.75 29.61 31.29 35.21 387 67 49 61 

M5 13 0.40 9.2 1.5 1.1 1.2 29.57 30.43 32.11 36.04 272 47 34 43 

Total 3264 100 2312 387 268 297 - - - - 8708 1790 1690 3038 - 

Grand 

Total 
- - 3264 - - - - 15226 - 

 
To explain the calculation method, consider a 

total of 3,264 vehicles observed, consisting of 2,312 

vehicles in class C, 387 in MGV, 268 in TB, and 297 

in AT. It can be assumed that these numbers represent 

the hourly volume of the toll booth area, along with 

the observed case occurrences and percentages for 

each vehicle class. The "Volume" column (X) in 

Table 6 is computed by multiplying the case 

percentages with the total hourly volume of 3,264 

vehicles. The "Service times for dedicated cases" 

column (Y) is derived using Equation 1, as shown in 

Figure 1. The total required service duration (X*Y) is 

obtained by multiplying the service times by the 

volume counts for each case and vehicle type. 

Consequently, the total required service duration is 

computed for each vehicle class and case. The overall 

necessary service duration for the provided hourly 

volume and case percentages is calculated as 15,226 

seconds, with 8,708 seconds for class C, 1,790 

seconds for MGV, 1,690 seconds for TB, and 3,038 

seconds for AT. This means that if the vehicles arrive 

at the toll booth deterministically over an hour, 

15,226/3,600 = 4.23 toll booths would be required for 

the 3,264 vehicles. 

The same computation approach is employed 

to analyze different vehicle compositions and MTC 

payment percentages. This allows us to examine and 

explain the impact of both vehicle classes and the 

MTC system. Table 7 shows the number of toll booths 

required for a volume of 1,800 vehicles per hour, 

considering various vehicle compositions and the 

percentage of MTC system usage. 

 
Table 7. Required number of toll booths for different vehicle compositions. 

Volume 

(veh/h/lane) 

MTC 

percent 

Vehicle composition (percent for vehicle class 1 to 4) 

Existing 64-12-12-12 55-15-15-15 46-18-18-18 40-20-20-20 25-25-25-25 

1,800 

0 1.77 1.91 2.06 2.21 2.31 2.55 

25 3.81 3.95 4.10 4.25 4.34 4.59 

50 5.84 5.99 6.13 6.28 6.38 6.63 

75 7.88 8.02 8.17 8.32 8.42 8.66 

100 9.92 10.06 10.21 10.36 10.46 10.70 

 

In Table 7, the distribution of cases (E1 to 

M5) is assumed to be equal, unlike the observed case 

percentages in Table 3. This allows for a more 

straightforward evaluation of the effects of the MTC 

system and changes in vehicle composition. For the 

existing vehicle composition (70.83 percent C, 11.86 

percent MGV, 8.21 percent TB, and 9.10 percent AT), 

it would require 1.77 toll booths if all drivers used 

ETC (600 vehicles for case E1, 600 for case E2, and 

600 for case E3). However, if 100 percent of vehicles 

(360 vehicles for case M1, 360 for case M2, 360 for 

case M3, 360 for case M4, and 360 for case M5) used 

the MTC system, 9.92 toll booths would be needed. 

The transition from 0 percent to 100 percent MTC 

usage is quite significant, but the impact on vehicle 

compositions is less pronounced. The first group, 

composed of 64 percent C, 12 percent MGV, 12 

percent TB, and 12 percent AT, would require 
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between 1.91 and 10.06 toll booths. The latter group, 

with equal distribution of vehicles (25 percent each), 

would require between 2.55 and 10.70 toll booths. 

Toll booth capacity needs to be evaluated 

considering both changes in vehicle composition and 

the percentage of MTC usage. Therefore Figure 2 is 

generated by dividing the volume by the required 

number of toll booths from Table 7. When there is 

zero percent MTC usage and the existing vehicle 

composition is considered, the highest toll booth 

capacity is calculated as 1017 veh/h/lane. However, 

even if all drivers use the ETC system and vehicle 

composition is equally distributed among all vehicle 

classes (25 percent each), toll booth capacity 

decreases by approximately 30 percent from 1017 to 

705 veh/h/lane. As the MTC usage percentage 

increases, toll booth capacities decrease, and the 

disparities in vehicle composition become almost 

negligible. When 100 percent of drivers prefer the 

MTC system, toll booth capacity is calculated as 181 

veh/h/lane for the existing vehicle composition, and it 

decreases by 7 percent to 168 veh/h/lane for equally 

distributed (25 percent each) vehicle composition. As 

MTC usage grows, the differences between vehicle 

classes diminish significantly. 

 

 
Figure 2. Single toll booth capacities. 

 

Furthermore, the MTC system has a more 

significant impact on service times (and capacities) 

compared to changes in vehicle composition. In any 

scenario, toll booth capacity experiences a substantial 

decrease, highlighting the inefficiency of the MTC 

system. However, it is important to note that this 

model estimates service times for barrier operated toll 

booths. Even if 100 percent of drivers use the ETC 

system, at least two toll booths per lane are required 

for the existing composition because the capacity is 

lower than the demand (1,800>1,017 veh/h). 

Additionally, a significant impact on system 

performance is observed with only 25 percent MTC 

usage. When 25 percent of MTC is in use, toll booth 

capacity decreases from 1,017 veh/h/lane to 473 

veh/h/lane for the existing vehicle composition, 

representing a 54 percent capacity loss. Capacity 

losses for the 50, 75, and 100 percent MTC usage 

conditions are computed as 70, 78, and 82 percent, 

respectively, for the existing traffic composition.  

 

4. Conclusion and Suggestions 

 

Motorways offer a seamless and convenient travel 

experience in exchange for toll fees. Various payment 

methods are available and widely accepted by 

motorway users. Advancements in technology have 

significantly reduced the time required for fee 

transactions. Electronic payment options enable fast 

and efficient transactions, eliminating the need for 

time-consuming cash transactions. 

Cash (MTC), near field communications, and 

radio frequency identification (RFID) technologies 

are commonly used toll payment methods on 

motorways. While all these methods serve the 

purpose of toll collection, the emphasis is on ensuring 
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uninterrupted traffic flow during the payment process. 

Although the MTC system is considered outdated for 

state motorways, it still holds its appeal for fee 

collection on barrier-controlled public-private 

partnership (PPP) motorways, primarily due to 

financial considerations. In mixed traffic scenarios, 

where both ETC and MTC systems are in use, all 

vehicles must pass through the same toll booths. This 

can lead to driver inconvenience and confusion, as 

they need to make a decision on which toll gate to 

approach. Moreover, when combined with the 

presence of a leading vehicle using the MTC system, 

the complexity and difficulties are further amplified. 

Therefore, it is important to have a well-designed 

system in place that considers the required number of 

toll booths to minimize delays, and queues, and 

improve the overall level of service. 

This article proposes a toll booth calculation 

model that considers various external variables, 

including different vehicle classes, payment methods 

of both the leader vehicle and serving vehicle, and 

whether the serving vehicle waited for money 

exchange. The model is developed based on 3,264 

field observations, allowing for the calculation of the 

required service time for each vehicle and the 

determination of toll booth capacity. By considering 

the payment method and other relevant external 

parameters, the model approximates the service time 

of each vehicle class accurately. 

The model provides valuable insights into the 

service times for different vehicle classes and 

payment methods. For ETC users without a leader 

vehicle, cars (C) have a minimum service time of 2.21 

seconds, while articulated trucks (AT) have a 

minimum service time of 8.67 seconds. Medium 

goods vehicles (MGV) and truck & bus (TB) classes 

have minimum service times of 3.07 seconds and 4.75 

seconds, respectively. In the worst-case scenario, 

where a vehicle approaches an occupied toll booth, 

uses MTC as the payment method, and waits for 

money exchange, the estimated service times are 

29.57 seconds for cars (C) and 36.04 seconds for 

articulated trucks (AT). It is evident that the service 

times are influenced by both the payment method 

chosen by the serving vehicle and the leader vehicle's 

preferred payment method, as well as whether the 

serving vehicle waits for money exchange. This 

results in eight distinct cases based on the 

combinations of leader and serving vehicle payment 

methods and money exchange anticipation. The best-

case scenario for an approaching vehicle is to 

encounter a completely empty toll booth, while the 

worst-case scenario involves approaching an 

occupied toll booth as an MTC user, with MTC 

payment and the anticipation of money exchange. 

Using the developed model, the impact of 

vehicle composition and variations in vehicle 

composition is examined. Based on the current 

vehicle composition (70.83 percent C, 11.86 percent 

MGV, 8.21 percent TB, and 9.10 percent AT) and 

considering only the utilization of the ETC system, it 

is estimated that 1.77 toll booths would be required to 

serve a demand of 1,800 veh/h/lane. However, this 

number increases to 2.55 toll booths when the vehicle 

composition is evenly distributed (25 percent each) 

across all vehicle classes. As the usage of the MTC 

system increases, the number of required toll booths 

also tends to increase. For the existing vehicle 

composition, if 100 percent of drivers prefer the MTC 

system, it is estimated that 9.92 toll booths would be 

required to serve the demand of 1,800 veh/h/lane. 

The capacity of a toll booth is directly 

influenced by service times, which in turn are affected 

by the percentage of MTC usage and the vehicle 

composition. Both factors play a comparable role in 

determining capacity and service times. When all 

drivers prefer the ETC system, the calculated capacity 

of a single toll booth is 1017 veh/h/lane for the 

existing traffic composition. However, for an equally 

distributed vehicle composition (25 percent for each 

vehicle class), the capacity decreases to 705 

veh/h/lane. In the case where all drivers prefer the 

MTC system, the toll booth capacities range from 168 

to 181 veh/h/lane. Interestingly, even with only 25 

percent of drivers using the MTC system, the mixed 

usage of toll booths by MTC, and ETC customers 

results in a significant reduction in capacity. For the 

existing traffic composition, the toll booth capacity 

decreases to 473 veh/h/lane from the initial 1017 

veh/h/lane, representing a 54 percent capacity 

reduction. 

The toll booth areas play a vital role in 

ensuring efficient and satisfactory journeys for 

drivers. It is crucial to accurately determine the 

number of toll booths and design them appropriately 

to meet the needs of the traffic flow. The study's 

findings indicate that even with 100 percent ETC 

usage, service times still exceed 2 seconds. This 

suggests that to handle the capacity effectively, a 

minimum of two toll booths per motorway lane is 

necessary for the C vehicle class alone. It is evident 

that the precise estimation of the required toll booth 

number is essential, taking into consideration the 

projected demand and vehicle composition. In this 

regard, the presented model provides a clear 

estimation of the necessary toll booths in such 

scenarios. 

Future research in this field will focus on 

incorporating the stochastic nature of traffic flow into 

the analysis. Recognizing the impact of randomness 
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on the overall system conditions, future efforts will 

aim to evaluate queue length while considering the 

stochastic characteristics of traffic flow and delays. 

Additionally, it will be important to develop 

estimation models for assessing the level of service in 

relation to the number of toll booths, taking into 

account the variability and unpredictability inherent 

in traffic patterns. By considering these factors, future 

studies can provide more comprehensive and accurate 

insights into toll booth operations and their impact on 

traffic flow. 
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Abstract 

 

Alluvial soils are weak soils that require precautions and have disadvantageous 

engineering characteristics such as low shear strength and bearing capacity, high void 

ratio, and settlement potential. Different foundation systems are preferred for 

structures built on these soils to transfer the load effects safely. Pile foundations as 

deep foundations are classified depending on various parameters such as; material 

property, application method, and load-bearing method. In this study, cylindrical and 

square concrete piles with different cross-sections and lateral areas were placed in 

the alluvial soil. The natural alluvial soil taken from İzmir province, Balatcik location 

was placed in a displacement-controlled pile model unit with a unit weight of ≈ 17 

kN/m3. The manufactured concrete piles were driven into the soil with a Standard 

Proctor hammer. Tensile effects were applied at different time intervals to examine 

long-term and short-term behavior. As a result of experiments, load-displacement (p-

y) and displacement-time (y-t) graphs were drawn. When the displacement piles were 

examined under long-term tension, it was seen that the cylindrical piles displaced the 

most. Square piles with the same cross-sectional area as cylindrical piles made less 

displacement. All studies were modeled 1:1 as numerical and compared with 

experimental results. Numerical investigations revealed that under long-term effects, 

the highest displacements were observed in cylindrical piles, while the lowest 

displacements were in square piles with equal cross-sectional area as cylindrical 

piles. Under short-term tension effects, investigations showed that the highest 

bearing capacity, according to both experimental and numerical results, was in square 

piles which have an equal cross-sectional area with cylindrical piles.  Studies showed 

that the experimental and numerical results for pile behavior were compatible. 
 

 
1. Introduction 

 

With the assistance of advancing technology in the 

contemporary world, safer techniques have started to 

be employed in the construction of complex 

structures. Particularly in regions where weak bearing 

capacity soils are present, urbanization has increased 

and has contributed to the growth of the population. 

In terms of geotechnical engineering, alluvial soils, 

considered problematic and extensively studied by 

numerous researchers, exhibit distinct behavioral 

characteristics including weak bearing capacity, high 

void ratio, and low shear strength [1], [2]. In regions 

where weak soil layers such as alluvial soils, which 

are considered geological formations not yet fully 

formed, are present, there has been an increasing 

inclination towards deep foundations in planned 

constructions to ensure structural safety [3], [4], [5]. 

Pile foundations, which are a type of deep foundation, 

provide the opportunity for safe designs by 

transferring the superstructure load to soil layers with 

high bearing capacity, both under dynamic and static 

loads, thereby offering support to the superstructure 

[6]. This allows for secure designs under both 

dynamic and static loading conditions.
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Piles, in general, is construction element used 

in situations such as taking part in; weak or 

compressible soil layers under the foundation, the 

failure to transfer the horizontal, compression, and 

tension loads on the foundation safely to the soil 

layers, the danger of shrinkage in the soil layers, 

excavation near an existing structure in the future, soil 

layers that are likely to swell or collapse within the 

effective depth [7]. Piled systems especially, are 

encountered in special applications where the 

structure is under tension loads, such as wind turbine 

foundations and offshore oil refineries [8] ,[9]. To 

ensure compliance checks of pile designs, field tests 

are conducted after construction to measure the 

performance of the pile. However, this practice can 

sometimes lead to issues due to time and economic 

constraints. As a result, numerical and laboratory-

based model studies have gained momentum for 

determining pile behavior depending on various 

parameters [10], [11]. 

In studies conducted by various researchers 

on the behavior of piles under tensile loading, it has 

been understood that parameters such as; pile 

installation method, friction mechanism between the 

pile and the soil, duration of load application, pile 

surface roughness, and pile dimensions have 

significant effects on pile behavior [12], [13]. In the 

method, which is described as displacement pile and 

causes displacements within the soil during the 

application, laboratory studies have shown that the 

effect of the pile-soil friction mechanism increases, 

leading to a 1.33 times increase in shaft resistance 

[14]. It has been reported that as the duration of 

applied load on the pile increases, there is an increase 

in shaft resistance of the pile and subsequently an 

increase in pile bearing capacity [15]. This 

phenomenon highlights the significant role of the 

friction mechanism in pile behavior. When examining 

the behavior of piles with different surface roughness 

under tensile loading, it is observed that there is a 

proportional relationship between surface roughness 

and tensile load. Specifically, as the surface 

roughness of the pile increases, the tensile bearing 

load of the pile also increases [16]. 

Behavioral characteristics obtained from 

laboratory studies are also investigated on computer-

based models using the Finite Element Method 

(FEM), which is a numerical analysis technique [17], 

[18]. This allows for exploring the behavior of the 

examined system in a computational environment. 

The similarity between the obtained laboratory data 

and the generated model validates the reliability and 

consistency of engineering designs. Nowadays, 

numerous engineering software utilize scientific 

foundations by drawing from existing studies and 

methods in the literature [19]. This approach helps to 

establish robust scientific frameworks for these 

software applications. Hence, the alignment of 

laboratory study results with models created in a 

numerical environment holds significant scientific 

importance. 

In this study, the behaviors of concrete 

displacement piles with different geometries under 

tensile loading conditions within alluvial soils have 

been investigated by examining both laboratory and 

numerical model behaviors. Concrete piles with 

different cross-sectional properties were placed in a 

displacement-controlled pile model unit in the 

laboratory using a Standard Proctor hammer. The 

study examines the effect of cross-sectional 

properties on the behavior of piles with equal cross-

sectional area and lateral area in different geometries. 

The importance of the duration of load on pile 

behavior was explored by analyzing long-term and 

short-term load effects. The data obtained from 

laboratory experiments were compared and 

interpreted with the results from a 1:1 scale 

experimental system created in a numerical 

environment. 

 

2. Material and Method 

 

2.1. Alluvial Soil 

 

Alluvial soils are commonly found around 

geographical formations like rivers and streams. In 

terms of their composition, alluvial soils can contain 

clay, silt, sand, gravel, and even organic materials 

[20]. The alluvial soils used in this study were 

obtained from the Çiğli-Balatçık region. Çiğli district 

is located to the north of İzmir and is situated within 

the edge of the Gediz Delta. Due to the presence of 

the Gediz River, this region contains significant 

alluvial soil deposits. The location from which 

alluvial soils were obtained, the Balatçık region, is 

depicted in Figure 1.  
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Figure 1. Alluvial soil location 

 

Alluvial soils were obtained through drilling 

conducted at İzmir Katip Çelebi University. During 

the drilling process, soil samples were extracted at 

every 1.50 meters of depth. These soil samples were 

packaged and brought to the Geotechnical Laboratory 

of İzmir Katip Çelebi University for further analysis. 

 

2.2. Concrete Piles 

 

Within the scope of the study, concrete piles with 

different cross-section properties and geometries 

were produced. The concrete mortar preparation 

process was carried out in the laboratories of İzmir 

Katip Çelebi University according to the relevant 

regulations and prescriptions. Plywood forms were 

suitable for predetermined pile dimensions used in the 

pile manufacture. Plastic pipe material (PVC) was 

used as a form in the production of cylindrical 

concrete piles. The information about the piles 

produced for model studies has been given in Table 1. 

(L: pile length,  

L’: pile embedded length, D: diameter, L/D: pile 

length/diameter, L’/D: pile embedded 

length/diameter).

 
Table 1. Engineering properties of piles 

Pile Type Cylinder Square Type 1 Square Type 2 

Material Concrete Concrete Concrete 

Diameter / Side Length (mm) 45 35 40 

L (mm) 400 400 400 

L’ (mm) 250 250 250 

L’/D 5.5 6.3 5.5 

L/D 8.9 10.1 8.9 

Cross-section area (mm2) 1600 1225 1600 

Lateral area (mm2) 56550 56000 64000 

Frictional lateral area (mm2) 35340 35000 40000 

 

2.3. Displacement – Controlled Pile Model Unit 

 

Within the scope of the study, a displacement-

controlled pile model unit was produced in the 

laboratory. Plywood formwork materials were used in 

the manufacture of the pile model unit. During the pile 

application, horizontal displacements (stretches) were 

prevented by bonding the unit wall (Figure 2.). In this 

way, only vertical displacements were allowed to 

occur. Periodic checks were made to detect out-of-

plane deformations that may occur in the pile model 

unit forms during the experiments. Information about 

the pile model unit manufactured within the scope of 

the study has been shown in Table 2. 

  

Figure 2. Displacement-controlled pile model unit 
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Table 2. Pile model unit information 

Parameters Unit 

Material Timber plywood 

Thickness (mm) 20 

Width (mm) 400 

Length (mm) 595 

Height (mm) 577 

 

2.4. Other Equipment 

 

To conduct the tensile tests, a pulley-based tensile 

testing apparatus was manufactured. This apparatus 

was manufactured using components such as a steel 

cage element that was used as a framework, a pulley 

rail system, Medium-Density Fiberboard (MDF) 

support pieces, steel hooks, and anchors (Figure 3.).  

 

Figure 3. Tensile experiment apparatus 

 

2.5. Laboratory Experiments 

 

In order to determine the geotechnical index 

properties of alluvial soil; Specific Gravity Test, Fall 

Cone Test, Plastic Limit Test, Direct Shear Test, 

Sieve Analysis, Hydrometer, and Proctor Tests were 

conducted according to regulations. The specific 

gravity of alluvial soil was determined using the 

Pycnometer Method [21]. The specific gravity test 

involved using a 50g sample passing through a No. 4 

sieve, along with distilled water and a vacuum pump. 

Dry and Wet Sieve Analyses were performed to 

obtain particle size distribution [22] ,[23]. The 

Hydrometer Test was conducted due to the high fine 

content of the soil [24]. The Standard Proctor Test 

was carried out to determine the optimum water 

content and maximum dry unit weight of the alluvial 

soil [25]. The results curve from the Standard Proctor 

Tests were generated using Method A. The Fall Cone 

Method was conducted to determine the liquid limit 

values of the alluvial soil [26]. The plastic limit value 

of the soil was determined using the method specified 

in the relevant regulation [27]. The soil classification 

of the alluvial soil was determined using the Unified 

Soil Classification System (USCS) [28].  

2.6. Tensile Behavior Investigation 

 

In order to examine pile behavior in a laboratory 

setting, various researchers have created small-scale 

models [29], [30]. The created systems generally 

consist of a sand tank, pile element, and loading 

apparatus. In this study, a soil model unit and concrete 

pile manufacturing were conducted to examine the 

behavior of piles under tensile effects. Using the 

established loading and monitoring system, the 

behavior of the piles under tensile loading was 

investigated. 

Soil unit weight for soil placement in the pile 

model unit was adjusted at the level of approximately 

17 kN/m3 (±0.20) ) as the maximum dry unit weight 

corresponding to the optimum water content obtained 

as a result of the Standard Proctor Test. Before being 

placed in the soil model unit, the unit was divided into 

50 mm equal layers. Since the target unit weight was 

17 kN/m3 (±0.20), the required soil weight for each 

layer was calculated (Equation 1.). 

 

17
𝑘𝑁

𝑚2 ∗ 0.05 ∗ 0.04 ∗ 0.0595 ∗
1000

9.81
𝑚

𝑠2

= 0.2𝑘𝑁       (1) 

 

A Standard Proctor hammer was used for the 

compaction of the soil. To achieve the compaction as 

described in Equation 1, 10 blows of the Standard 

Proctor hammer were applied to an area of 0.04 m2.  

In this way, an application was made by the 

determined soil unit volume weight. The piles were 

placed in the displacement-controlled pile model unit 

using the driving method (Figure 4). Considering the 

method of application, the piles were displacement 

piles. The piles placed in the soil were positioned in 

such a way that the distance from the pile center to the 

boundary edge in cohesive soils is at least 3 times the 

pile diameter [31]. During the application of the piles 

to the soil, it was checked whether there was any 

inclination in the pile axis at intervals each of 50 mm 

depth. The experiment was repeated if any inclination 

was detected during pile driving.  
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Figure 4. Displacement pile application process 

 

It is known that the soil at the tip of the pile is 

somewhat compressed during pile placement due to 

the constant fall energy applied. In order not to affect 

the experimental results, the displacement-controlled 

pile model unit was emptied after each displacement 

pile test. The water content of the samples taken at 

every 50 mm depth from the test soil was checked. 

After the losses detected in the water content were 

compensated, the soil was recompressed and placed 

in the model unit by the calculations. 

During the long-term tensile tests, the test 

piles were examined under constant stress for 24 

hours. After the first 24 hours were completed, the 

tensile stress on the piles was increased and the 

displacement values were recorded. Reading of 

values during tensile tests; 5-minute intervals in the 

first 6 hours, 15-minute intervals in the 6-12 hour 

period, and 30-minute intervals in the 12-24 hour 

period. Pile tension tests were repeated at least 4 times 

for all piles, and continuity was ensured in the 

experimental results. 

During the short-term tensile tests, 

incremental loads were applied to the test piles at 

frequent intervals. The piles were examined for 30 

minutes under the applied tensile effects, and the start 

and end readings were obtained. Behavior results of 

piles under short-term effects were obtained with the 

pile tensile test carried out in the laboratory. 

Information about the short and long-term tensile tests 

within the scope of the study has been shared in  

Table 3. 

 

 

 

 

 

 

Table 3. Short and long-term loading data 

Parameters Short term 

loading 

Long term 

loading 

Loading type Tensile force 

Total phases 14 2 

Stress duration (min) 30 1440 

Stress increments (kPa) 3.1 12.3 

Initial stress (kPa) 6.2 18.5 

Final stress (kPa) 49.3 30.8 

 

To facilitate comparison and interpretation of 

the displacement values obtained as a result of the pile 

tensile tests, normalization was performed (Equation 

2). Normalized displacement values were obtained 

using Equation 2. Given in the formula; Δ (mm) 

represents the displacement as a result of the tensile 

effect, D (mm) represents the pile diameter and η 

represents normalized displacement. Since there are 

piles with different geometric shapes, the diameter 

value in the equation is calculated as the equivalent 

diameter for piles other than cylindrical piles.  

𝜂 =
∆

𝐷
× 1000       (2) 

 

2.7. Numerical Analysis 

 

The study system, which was modeled and tested in 

the laboratory, was modeled as a numerical using 

finite element method software, and numerical 

analyses were performed. The analysis model was on 

a 1:1 scale of the model used in the laboratory. The 

experimental soil was Mohr-Coulomb, and the 

experimental piles were modeled as volume elements. 

Experimental results in the laboratory were used to 

define the material parameters. The existing concrete 

parameters (C30) were used by modeling the pile 

elements with the 'Linear-Elastic' and 'Non-porous' 

material models accepted in the literature [32]. The 

model information of numerical analyses has been 

shared in Table 4. Boundary conditions for the 

numerical model to be compatible with the real 

model; the xz-plane was fixed in the y-direction, the 

yz-plane was fixed in the x-direction, the upper 

surface was free, and the bottom surface was fixed in 

all directions. In the analyses, the long-term tensile 

loads applied to the piles were examined by defining 

the dynamic function. Short-term tensile effects were 

defined as point load step by step by increasing the 

load. The solution of the analysis system was carried 

out using 'stage construction'. Experimental results 

were reported by obtaining time-normalized 

displacement and load-settlement curves. 

 



H. F. Pulat, T. U. Dinc, I. Develioglu / BEU Fen Bilimleri Dergisi 12 (3), 808-821, 2023 

813 
 

Table 4. Numerical model information 

Numerical Analyses 

Model 

Scale 1:1 

Soil Mesh Size (cm) 3.5-4-4.5 

Pile Mesh Size (cm) 3.5-4-4.5 

Soil 
Material Model Mohr-Coloumb 

Drainage Type Drained 

Concrete 

Pile 

Pile Model Volume Element 

Material Model Linear-Elastic 

Drainage Type Non-Porous 

 

3. Results and Discussion 

 

3.1. Geotechnical Index Parameters Experiment 

Results 

 

The shear parameters, specific gravity, particle size 

distribution, limit values, optimum water content, and 

unit weight of alluvial soil were obtained through 

laboratory tests. Based on the test results, it was 

determined that the alluvial soil exhibits non-plastic 

(NP) behavior. From tests conducted to determine the 

particle size distribution of the soil, it was found that 

the finest content of the soil is 96%, and the soil 

composition is 5% sand, 25% clay, and 71% silt.  

Considering the consistency limit values and 

particle size distributions, the classification of the 

alluvial soil was determined as “ML”, which stands 

for “ fine-grained less sandy, low plasticity clayey 

silt” according to the Unified Soil Classification 

System (USCS). The geotechnical parameters of the 

soil have been presented in Table 5. 

 

 

 

 

 

Table 5. Alluvial soil geotechnical index parameters 

Soil geotechnical parameters 

Liquid limit (LL) 29 

Plastic limit (PL) NP 

Plasticity index (PI) - 

Fine content (-No.200) % 96 

Maximum dry unit weight 

(kN/m3) 

17 

Natural unit weight (kN/m3) 19.8 

Optimum water content (%) 16.5 

Specific gravity (Gs) 2.7 

Unified Soil Classification 

System (USCS) 

ML 

Cohesion (kPa) 28 

Internal friction angle (°) 33 

 

3.2. Pile Tension Test and Numerical Results 

 

The behavior of displacement piles in various 

geometries with different cross-sectional and lateral 

areas under the effect of tension was investigated by 

long and short-term tension tests in the laboratory. 

Time-displacement curves were drawn to understand 

the behavior of piles under long-term effects. It aimed 

to find the ultimate capacities of the piles in the soil 

with short-term tensile tests. The experimental results 

were interpreted using the 'Tangent Method', which 

was accepted as a reliable approach [33]. By using 

finite element method software, 1:1 scale analyses of 

the study were carried out in the laboratory 

environment. Results; time-normalized displacement 

and load-displacement curves. The results obtained as 

a result of numerical analyses were compared with the 

results of experimental studies carried out in the 

laboratory. The time-dependent experimental 

normalized displacement values of concrete tension 

piles with displacement properties under long-term 

tensile effects have been shown as immediate and 

long-time displacement with phases in Figures 5, 6, 

and 7. 
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Figure 5. The log(t) – η (%) Curves of Cylinder Piles, a) 1st Phase (Immediate), b) 1st Phase (Long), c) 2nd Phase 

(Immediate), d) 2nd Phase (Long) 
 

 

Figure 6. The log(t) – η (%) of 40x40mm Square Piles, a) 1st Phase (Immediate), b) 1st Phase (Long), c) 2nd Phase 

(Immediate), d) 2nd Phase (Long) 
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Figure 7. The log(t) – η (%) of 35x35mm Square Piles, a) 1st Phase (Immediate), b) 1st Phase (Long), c) 2nd Phase 

(Immediate), d) 2nd Phase (Long) 
 

The numerical model results are shown in 

Figure 8. The data obtained as a result of experimental 

and numerical analyses were summarized in Table 6. 

When the time-dependent changes of the normalized 

displacement values of the piles are examined, it was 

seen that approximately 25% of the entire 

displacement occurs, especially in the first 90 minutes 

following the load increase. When comparing 

cylindrical and 40x40 mm square displacement piles 

with an equal cross-sectional area under long-term 

tension effects, it was revealed that 40x40 mm square 

piles were exposed to 56% lower displacement.  

 

 

Figure 8. Displacement tension piles numerical results

 

 
Table 6. Long-term loading results 

Results Experimental results Numerical results 

Pile 
Cylinder 40x40 

square 

35x35 

square 

Cylinder 40x40 

square 

35x35 

square 

Tension stress (kPa) 30.84 30.84 30.84 30.84 30.84 30.84 

Normalized displacement 48 21 37 52.2 20.2 39.6 

It is seen that there were similar behaviors in 

the studies in the literature on cylindrical and square 

piles on the determination of the pile-bearing capacity 

[34]. In this examination, which was carried out by 

keeping the cross-sectional areas equal, it was 

understood that the geometric shape has a significant 

effect on pile behavior. In experimental studies on 

tension piles of the same geometric shape, it was seen 

that the increase in the cross-sectional area directly 

affects the pile-bearing capacity, and the increase in 

the cross-sectional area was directly proportional to 

the pile-bearing capacity [35]. 

When cylindrical and 35x35 mm square 

displacement piles with equal lateral area were 

compared, it was seen that 22.9% lower displacement 

occurs in 35x35 mm square piles. Although 

cylindrical piles had a larger cross-sectional area 

compared to 35x35 mm square piles, it was 
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understood that the geometric effect was one of the 

determining factors in piles under tension effect. 

The short-term test results have been given in 

Figures 9, 10, and 11. As a result of the load capacity 

determinations of the cylinder and square piles 

accepted in the literature within the scope of the 

experiment, different results were obtained from 

long-term investigations. According to the test 

results, piles with cylindrical sections, which were 

exposed to the greatest displacement in long-term 

tensile effect, were in second place in terms of load-

bearing capacity.  

 

 

Figure 9. Cylinder displacement piles short-term 

results 
 

 

Figure 10. Square (40x40mm) displacement 

piles short-term results 
 

 

 

Figure 11. Square (35x35mm) displacement piles 

short-term results 

 

Low displacement of piles under long-term 

stress effects compared to piles under short-term 

effects; could also be explained by the thixotropic 

property, which was observed in soils with high fine-

grain ratio soils. The disturbance of the soil through 

compaction leads to the alteration of its original 

structure and can result in sudden drops in its 

mechanical properties.  However, in soils that exhibit 

thixotropic behavior, ceasing the compaction process 

can lead to changes in the soil's mechanical properties 

and a gradual return to its previous strength values 

[36]. It’s known that a significant portion of soils 

showing thixotropic behavior are constituted by 

sediment deposits [37]. 

As a result of numerical model studies, the 

displacements around the pile caused by the short and 

long-term tensile effect applied to the piles have been 

shown in Figures 12, 13, and 14. As indicated in 

Figures 13 and 14, it could be seen that under the 

short-term tensile effects of square piles, the acting 

load cannot spread around the embedded surface of 

the pile and the surface friction mechanism could not 

be activated throughout the embedded depth of the 

pile. In piles under long-term effects, displacements 

occurred on the pile surface along the pile embedded 

depth. This indicates that the long-term effects were 

transmitted to the pile surface perimeter and the 

effects were countered by spreading over a much 

larger area. 
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Figure 12. Numerical behavior model of cylinder piles under a) short-term and b) long-term loading 
 

 

Figure 12. Numerical behavior model of square 40x40mm piles under a) short-term and b) long-term loading  

 

 

Figure 13. Numerical behavior model of square 35x35mm piles under a) short-term and b) long-term loading 

 

As a result of numerical studies, the soil 

displacement around different piles, the distribution 

of soil movement along the length of the pile, and the 

affected soil surroundings have been examined. The 

obtained results are presented in Table 7. During the 

long-term effects, the disturbance range around the 

pile and disturbance length along the pile have 

increased compared to short-term loading. 

 
Table 7. Numerical results of soil movement 

Pile Type 

Short - Term Long - Term 

Pile Around 

Normalized 

Displacement 

(η) 

Disturbance 

Range 

(mm) 

Disturbance 

Length 

(mm) 

Pile Around 

Normalized 

Displacement (η) 

Disturbance 

Range 

(mm) 

Disturbance 

Length 

(mm) 

Cylinder 15.5 250 60 13.33 230 80 

40x40 Square 48.78 195 80 8.87 180 270 

35x35 Square 65.82 220 120 12.15 180 300 

a) b) 

a) b) 

a) b) 
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3.3. Discussion 

 

Based on experimental and numerical studies, it has 

been observed that under long-term tensile effects, the 

lowest displacements occurred at 40x40 square piles. 

The results of the numerical analysis support the 

findings of the experimental studies. When examining 

the behavior of piles with equal cross-sectional area 

and equal lateral area, it was observed that cylindrical 

piles exhibit the highest displacements among the 

studies. 

When examining the effect of cross-sectional 

properties on the behavior of concrete piles under 

tensile effects, it was found that the displacement 

piles with corners had higher tensile load capacities. 

This observation indicates that the piles with corners 

exhibit stronger pile-soil interactions due to their 

shape. The results regarding long-term effects are 

presented in Table 8. 

 
Table 8. Experimental and numerical comparison of long-term effect 

 Equal Cross Section Area Equal Lateral Area 

Pile 
40x40 

Square 
Cylinder 

35x35 

Square 
Cylinder 

Experimental Normalized Displacement, η 21 48 37 48 

Square - Cylinder Normalized Displacement 

Difference (%) 
+132.5 +29.7 

Numerical Normalized Displacement, η 20.2 52.2 39.6 52.2 

Square - Cylinder Numerical Normalized 

Displacement (%) 
+144 +26.8 

Experimental - Numerical Normalized 

Displacement Change (%) 
-1.06 +3.85 +6.2 +3.85 

When comparing the results of pile behavior 

under short-term effects, it can be observed that 

40x40 square-sectioned concrete piles have the 

highest tensile load capacity. The numerical analysis 

results were found to be similar to the experimental 

results. The highest resemblance between 

experimental and numerical results was observed in 

cylindrical piles. The results under short-term effects 

are shared in Table 9.

 
Table 9. Experimental and numerical comparison of short-term effect 

Parameter Equal Cross Section Area Equal Lateral Area 

Pile 40x40 Square Cylinder 35x35 Square Cylinder 

Experimental Q (N) 42 38 36 38 

Experimental Q (N) Difference 

(%) 
-9.5 +5.5 

Numerical Q (N) 58 38 44 38 

Numerical Q (N) Difference -34.5 -13.6 

Experimental - Numerical Q (N) 

Change (%) 
+38.1 0 +22.2 0 

 

4. Conclusion and Suggestions 

 

In this study, the behavior of concrete piles with 

different geometrical properties placed on the soil by 

the driving method under the effect of tension was 

investigated. As a result of the experiments, the 

following results were obtained. 

• Studies show that the behavior of piles in 

long-term applications was different from short-term 

pile tensile tests. It was understood that the pile-

bearing capacity increases with time. It has been 

observed that the adhesion between the pile surface 

and the soil increases in direct proportion to time in 

soils with a high fine grain ratio, and the grains 

bonding with the pile surface create a surface 

thickness on the pile surface, improving the surface 

friction effect over long periods. 

• The thixotropic mechanism seen in fine-

grained cohesive soils significantly affected the 

displacement and behavior of the piles depending on 

the load application time. Under long-term load 
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effects, the soil gained its initial strength in direct 

proportion to the time and this mechanism affects the 

relations between the pile-soil and increased pile 

bearing capacity. 

• When the numerical analyses and 

experimental study results were compared, the model 

scale effect was examined. The lab model was a 5.6% 

scaled version of the field model. In this context, the 

scale effect directly affected the virtual surface 

thickness and surface stiffness, especially between the 

pile surface and the soil. Within the scope of 

numerical studies, the surface friction coefficient was 

used by decreasing it by the model scale. 

Studies have revealed the effects of tensile 

load time on pile behavior and the importance of pile 

geometry. Since there are many parameters affecting 

the pile behavior, it is understood that results close to 

the real field behavior will only be possible with 

experiments to be carried out by focusing on specific 

points in the laboratory environment. It is understood 

that the interaction between pile-soil is directly 

dependent not only on soil shear parameters and pile 

surface roughness but also on the period of the tension 

effect and the geometry of the structural pile element. 

For the pile behavior to converge to the expected 

behavior in the field, it is of great importance to carry 

out detailed studies on the scale models to be created 

in the laboratory environment and to determine the 

parameters used in numerical analyses specific to the 

situation. 
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Abstract 

 

Clays are natural soils.  In geotechnical engineering, clayey soils are problematic 

because of their volume-change properties when they interact with water. 

Additionally, they may lose strength when exposed to freezing and thawing. Various 

soil improvement methods are used to modify the clay soil’s properties. One of these 

methods is by adding natural fibers. The aim of the study was to investigate the 

strength and freezing-thawing properties of a high-plasticity clay (CH) with hemp 

fiber. For this purpose, fiber-reinforced clay samples were prepared by adding hemp 

fiber at different percentages (0.5%, 1%, and 1.5%) and different lengths (2 mm, and 

5 mm) to a CH clay from Erzurum, Turkey, and the consistency, unconfined 

compressive strength (UCS), and freezing-thawing properties of the samples were 

investigated. According to the consistency limits test results, liquid limit values 

increased as the fiber length and the hemp fiber addition ratio increased, and the 

plastic limits of the specimens varied depending on the hemp fiber addition. The 

unconfined compressive strength of the samples increased with the increase in the 

hemp fiber percentage, and improvements occurred in their unconfined compressive 

strengths after four freezing-thawing cycles compared to unreinforced clay. 

According to the test results, it is thought that hemp fibers could be an alternative for 

improving the freezing and thawing resistance of clay soils. 
 

 
1. Introduction 

 

The clay soils frequently encountered in geotechnical 

engineering are problematic because they display 

plastic behavior and because of their water 

absorption, shrinkage, swelling, and settlement 

properties. Additionally, freezing-thawing is also an 

important problem, especially on the clays in cold 

climatic regions. After freezing-thawing cycles, due 

to the change in soil structure, the soil’s strength 

decreases [1]. Eliminating the unfavorable properties 

of problematic clay soils and improving their 

engineering properties have played an important role 

in geotechnical engineering. For this purpose, waste 

materials like fly ash, silica fume, lime, red mud, 

ground glass, and marble powder may be used as 

additives to modify the engineering properties of clay 

soils [2], [3], [4], [5]. 

                                                           

*Corresponding author: znkurt@atauni.edu.tr             Received: 21.06.2023, Accepted: 06.09.2023 

 Other materials used to improve clay soils 

include natural fibers. In the past, researchers looked 

at how coconut coir, rice straw, and Cannabis sativa 

fibers could be used in the field. They found that the 

natural fibers made from these plants improved 

tensile strength [6], [7]. Prabakar and Sridhar [8] used 

sisal fiber at different lengths and percentages as a 

reinforcement material for soils and investigated the 

strength properties. The triaxial compression test 

results showed that sisal fiber improves the strength 

of soils [8]. Güllü and Khudir [9] have treated fine-

grained soil with jute fiber, steel fiber, and lime. And 

it was mentioned that adding jute fiber to low-

plasticity clay improves the strength behavior after 

freezing-thawing cycles [9]. Hemp is a natural fiber 

that is extracted from the stalk of cannabis plants 

(Cannabis sativa). Cannabis is a ligneous plant from 

the family of Cannabinaceae, and its annual fiber 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1317907
https://orcid.org/0000-0002-6323-8652
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yield is quite high; its homeland is Asia [10]. It is an 

annual plant with a height of 1-5 m, having generally 

single and specific leaves, and it is grown in fields 

with a high nitrogen content [11]. Natural hemp fiber 

is biodegradable and widely recyclable [12]. Ammar 

et al. [13] and Ammar et al. [14] conducted direct 

shear tests and single fiber pullout tests on the hemp 

fiber-reinforced sandy clay soils to investigate the 

interface shear strength between sandy clay and 

natural hemp fibers. The researchers thought that 

hemp fibers have a high water absorption capacity, 

and this could affect the clay-fiber interface [13], [14]. 

Najjar et al. [15] have conducted unconsolidated, 

undrained triaxial tests on the hemp fiber-reinforced 

clays to improve the load response of compacted 

clays. According to test results, the undrained shear 

strength of the hemp fiber-reinforced clays increased 

with hemp fiber content [15]. Abou Diab et al. [16] 

used hemp fiber to improve the strength properties of 

natural clay and indicated that hemp fibers improve 

the shear strength of compacted clay. With the 

addition of hemp fibers, clay gained a ductile 

structure [16]. 

 There are scarcely any studies in the literature 

researching the effects of the freezing-thawing effect 

on the hemp fiber-reinforced clays. The aim of this 

study is to indicate the potential usability of natural 

hemp fiber in improving the freezing-thawing 

resistance of high-plasticity clays. In this study, 

natural clay from Erzurum, Turkey, was reinforced 

with hemp fiber in different lengths (2mm, 5mm) and 

percentages (0.5%, 1%, 1.5%) to show the effect of 

hemp fiber on the geotechnical properties of the clay. 

Tests of the consistency limits, unconfined 

compressive strength, and freezing-thawing 

properties were conducted on the clay specimens. 

Then the same tests were conducted on the clay 

specimens reinforced with hemp fiber. The test results 

obtained from the clay specimens reinforced with 

hemp fiber were compared with the results obtained 

with clay. 

 

2. Material and Method 

 

2.1. Clay 

 

In the study, a clay specimen (C) from Erzurum, 

Turkey, was used. After the clay was brought to the 

laboratory, it was dried for 24 hours at 105 °C in an 

oven, ground in a Los Angeles abrasion device, and 

sieved through a number-40 sieve before being used 

in the tests. Some geotechnical properties of the clay 

are seen in Table 1, and its chemical content, 

determined by X-ray fluorescence (XRF) analysis, is 

seen in Table 2. The clay specimen’s mineral content 

was determined to be quartz, plagioclase, clay 

mineral, and calcite. The clay’s soil class was found 

to be high plasticity clay (CH) according to the 

Unified Soil Classification System (USCS). 

 
Table 1. Geotechnical properties of the clay [17] 

Geotechnical Properties Clay 

Clay content (< 0.002 mm) (%)  42 

Specific gravity  2.64 

Liquid limit (%)  60.8 

Plastic limit (%)  26.5 

Plasticity index (%)  34.3 

Soil classification  CH 

Optimum moisture content* (%) 25.5 

Maximum dry unit weight* (kN/m3) 15 

*The results were obtained from samples compacted 

with standard proctor energy. 

 

Table 2. Chemical composition of the clay (XRF 

analysis) 

Item Clay  

SiO2 59.3 

Al2O3 16.5 

Fe2O3 8.0 

MgO 2.1 

K2O 1.6 

CaO 1.5 

Na2O 1.4 

TiO2 0.6 

P2O5 0.2 

MnO <0.1 

SO3 - 

LOI 8.50 
 

 
2.2. Hemp Fiber 

 

The commercial hemp fiber (H) was supplied from 

a local hardware store in Erzurum. In the literature, 

it is seen that fibers were used in different lengths 

for the stabilization of soils [7], [16], [25]. In this 

study, hemp fiber was cut into lengths of 2 and 5 

mm and used in the tests. Hemp’s specific gravity is 

1.50, and its moisture content is 10%. Table 3 and 

Table 4 list the chemical content and physico-

mechanical properties of the hemp fiber, 

respectively. Figure 1 shows the appearance of the 

clay and hemp fiber used in the tests. 

 
Table 3. The chemical composition of hemp fiber [18] 

Item Cellulose 

(%)  

Hemi-

cellulose 

(%) 

Lignin 

(%) 

Wax 

(%) 

Hemp 70.2-74.4 17.9-22.4 3.7-5.7 0.8 
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Table 4. Physico-mechanical properties of hemp fiber [19] 

Properties Values 

Tensile Strength (MPa) 690 

Young’s Modulus (GPa) 70 

Elongation at break (%) 1.6 

 

 

Figure 1. The materials (a) Clay, (b) Hemp fiber, (c) 

Hemp fiber-clay mixture 

 

2.3. Preparation of Specimens 

 

Cut hemp fiber was mixed with finely ground CH clay 

in amounts of 0.5%, 1%, and 1.5% of the weight of 

the clay. The mixture was then mixed evenly to make 

hemp fiber-reinforced clay specimens. The hemp 

fiber ratios have been chosen according to the 

literature focused on the natural fiber-reinforced clays 

[7], [25]. Figure 1 (c) shows the appearance of hemp 

fiber-reinforced clay. The addition percentages used 

in preparing the specimens are recorded in Table 5. 

Three identical specimens were prepared from each 

additive percentage. 

 
Table 5. Additive percentages 

Sample Hemp fiber (%) 

 2 (mm) 5 (mm) 

C - - 

H1 0.5 - 

H2 1 - 

H3 1.5 - 

H4 - 0.5 

H5 - 1 

H6 - 1.5 

 

2.4. Testing Procedures 

 

Liquid limit, plastic limit, unconfined compressive 

strength, and freezing-thawing tests were conducted 

on the clay and hemp fiber-reinforced clay samples. 

Liquid limit tests were conducted on the specimens 

through the fall cone method according to BS 1377, 

Part 2 [20]. Plastic limit tests were conducted on the 

samples according to ASTM D 4318 [21]. 

 Unconfined compressive strength and 

freezing-thawing tests were conducted on 35 mm 

diameter and 70 mm height reinforced clay samples 

taken from specimens compacted under standard 

Proctor energy at the optimum moisture content of the 

clay specimens according to ASTM D 2166 [22]. In 

the freezing-thawing tests, to protect the water 

content of the prepared samples, the samples were 

wrapped in aluminum foil before they were put into 

the automatic freezing-thawing cabin. Additionally, 

vaseline has been used to prevent aluminum foil from 

adhering to samples. The number of cycles in the 

freezing-thawing tests was four, the temperature 

values were -20 °C for freezing and +25 °C for 

thawing, and the time interval selected for each 

process was six hours [23], [24]. The unconfined 

compressive strength values after freeze-thaw cycles 

were determined on the specimens taken from the 

cabin after the freezing-thawing cycles. 

 

3. Results and Discussion 

 

3.1. The Results of Consistency Limits Tests 

 

Hemp fiber has a high water absorption capacity [13]. 

Table 6 shows the values of the liquid limits of the 

hemp fiber-reinforced clay specimens as measured by 

the increase in hemp fiber percentage. Liquid limit 

values increased as the fiber length (2 mm and 5 mm) 

and the hemp fiber addition ratio increased. It is 

thought that the increase in the liquid limit with the 

increase in fiber length and percentage is due to the 

high absorption capacity of hemp fiber. Due to the 

higher absorption capacity of hemp fiber, hemp fiber-

reinforced clay specimens absorb  more water, and the 

liquid limit values are increased. Furthermore, the 

plastic limits of the specimens varied depending on 

the hemp fiber addition. The consistency limits test 

results showed that the CH soil classification of clay 

changed to MH with hemp fiber addition according to 

USCS (Table 6). 

 
Table 6. Consistency limits test results of specimens 

 Liquid 

Limit 

(%) 

Plastic 

Limit  

(%) 

Plasticity 

Index  

(%) 

Soil 

Classification 

C 60.8 26.5 34.3 CH 

H1 67.8 39.1 28.7 MH 

H2 68.8 41.2 27.6 MH 

H3 71.2 35.8 35.4 MH 

H4 69.2 36.0 33.2 MH 

H5 70.8 39.2 31.6 MH 

H6 71.3 42.3 29.0 MH 

 

3.2. The Results of UCS Tests 

 

Figure 2 shows the values measured for UCS in the 

hemp fiber-reinforced clay specimens with the 

increase in hemp length and hemp percentage. The 
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specimens conducted to unconfined compression 

strength tests have been presented in Figure 3. 

 

 

Figure 2. UCS values measured in the hemp fiber-

reinforced clay specimens with increases in hemp length 

and hemp percentage 

 

 Figure 2 shows that the 2-mm hemp fiber-

reinforced clay’s unconfined compressive strength 

increased by 42.6%, 124%, and 144% when the hemp 

ratio was 0.5%, 1%, and 1.5%, respectively, 

compared to the clay’s UCS (when the hemp ratio was 

0%). The 5-mm hemp fiber-reinforced clay’s UCS 

increased by 96%, 149%, and 157% compared to the 

clay’s UCS when the hemp ratio was 0.5%, 1%, and 

1.5%, respectively (Figure 2). The increase in 

strength with increasing hemp fiber percentage and 

hemp fiber length means there is good interaction 

between clay and hemp. The hemp fiber structure 

prevents the fiber from slipping into the clay, which 

increases its strength. Similarly, Sharma et al. [7] 

demonstrated that fibers increased the compressive 

strength of soils, and they attributed that behavior to 

better soil-fiber interaction and the resultant bond that 

did not allow slippage of fibers over each other.  

 

Figure 3. Specimens after UCS tests 

 The failure plains of samples have been 

obtained along the shear planes at an angle because of 

the ductility of hemp fiber (Figure 3). Similarly, Güllü 

and Khudir [9] found that the failure planes in the 

specimens reinforced with jute fiber have been 

obtained along the shear planes at an angle varying 

from 0 to 70° due to the ductility of jute fiber. 

Additionally, they thought that jute fiber being 

stretched still provides resistance; hence, post-peak 

strength retention is also increased. 

 

3.3. The Results of Freezing-Thawing Tests 

 

Figure 4 illustrates the variations that occurred in the 

UCS of hemp fiber-reinforced clay specimens after 

freezing-thawing tests. According to Figure 4, the 

UCS of the hemp fiber-reinforced clay specimens 

after freezing and thawing increased with increasing 

fiber percentage. The UCS values after freezing-

thawing cycles of the 2-mm hemp fiber-reinforced 

clay increased by 20%, 178.8%, and 208.2% 

compared to the clay when the hemp fiber ratio was 

0.5%, 1%, and 1.5%, respectively. Similarly, the UCS 

values after freezing-thawing cycles of 5-mm hemp 

fiber-reinforced clay increased by 144.7%, 183.5%, 

and 193% compared to the clay when the hemp fiber 

ratio was 0.5%, 1%, and 1.5%, respectively. 

 

 

Figure 4. UCS values of the hemp fiber-reinforced clay 

specimens after freezing-thawing tests 

 

 In comparisons of the UCS of the hemp fiber-

reinforced clay specimens (Figure 2) with their UCS 

after freezing-thawing tests (Figure 4), it is obvious 

that the UCS after freezing-thawing was lower. The 

clay specimen lost 45.8% of its strength after 

freezing-thawing cycles. The 2-mm 1.5% hemp fiber-

reinforced clay specimen lost 31.6% of its strength 

after freezing-thawing cycles, and the 5-mm 1.5% 

hemp fiber-reinforced clay specimen lost 38.4%. The 

specimens subjected to the UCS tests after freezing-
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thawing cycles have been presented in Figure 5. It is 

seen that with freezing and thawing, the failure 

mechanisms of samples have changed. Wei et al. [27] 

indicated that with freezing and thawing, the failure 

patterns of soils transformed from brittle failure to 

plastic failure, and the cracks were thin and short. 

Additionally, it is thought that freezing and thawing 

cycles can reduce the bonding and interlocking force 

between soil particles, and the stress-strain behaviors 

of soil have changed [27]. 

 Due to the fact that the hemp fiber structure 

prevents the fiber from slipping in the clay, the UCS 

values of fiber-reinforced clay specimens exposed to 

freezing-thawing cycles are increased with the 

increase in hemp fiber percentage and hemp fiber 

length. Similarly, Zaimoglu et al. [26] investigated 

the  effects of randomly distributed polypropylene 

fibers with different fiber lengths on soil and obtained 

that the peak  stress  value  of  the  reinforced  soil  

increases  with  the increase in fiber length. They 

demonstrated that randomly distributed fibers act as a 

bridge between soil grains which improves the load-

deformation behavior. Ammar et al. [14] indicated 

that hemp fibers have a high water absorption capacity 

that may affect the fiber-clay interface interaction. 

According to this, it is thought that the structure of 

hemp fiber, which interacts with water, could be 

decomposed with freezing-thawing cycles. Due to the 

decomposition of hemp fiber, with increasing 

percentages of hemp fiber, unconfined compression 

strength values after freezing-thawing cycles of 2 mm 

and 5 mm hemp fiber lengths are close. When the 

hemp fiber percentage is 1.5%, the UCS after 

freezing-thawing cycles of a 5mm-long hemp fiber-

reinforced clay sample is 5% lower than a 2mm-long 

hemp fiber-reinforced clay sample. 

 

Figure 5. The specimens subjected to the UCS tests after 

freezing-thawing cycles 

4. Conclusion and Suggestions 

 

In this study, the potential usability of natural hemp 

fiber to improve the freezing-thawing resistance of 

high-plasticity clay has been investigated. The results 

obtained are listed below: 

 

• The liquid limit values increased when fiber 

length and fiber percentage increased, and the plastic 

limits and plasticity indexes varied depending on the 

fiber additions. 

• UCS tests conducted on the hemp fiber-

reinforced clay specimens showed that UCS 

increased with increasing fiber percentage. The UCS 

of 5-mm hemp fiber-reinforced clay specimens was 

higher than that of 2-mm hemp fiber-reinforced clay 

specimens. 

• Four-cycle freezing-thawing tests were 

conducted on the hemp fiber-reinforced clay 

specimens. The UCS of fiber-reinforced specimens 

after freezing and thawing was higher than the UCS 

after freezing and thawing of the clay alone. 

• In the fiber-reinforced clay specimens, the 

UCS after freezing and thawing increased for the 

ratios of 0.5% and 1% of fiber but decreased by 4.9% 

for the ratio of 1.5%. 

 The addition of a natural hemp fiber increased 

CH clay’s unconfined compressive strength both 

before and after freezing and thawing. As a 

contribution to the literature, it is thought that hemp 

fiber can be used as an alternative material, especially 

in cold climates, for reducing the effects of freezing 

and thawing on clay soils. 
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Abstract 

 

The curing time of epoxy resin is an important phenomenon in the production of 

metal-layered composites. In this study, the heating time of the mold and epoxy resin 

was investigated by performing numerical analysis based on time to reduce the curing 

time. The most consistent mesh structure was chosen among five different mesh 

numbers in terms of the difference between temperature results. 10 different cases 

were created to examine different heater powers and different operating patterns. The 

results were examined by creating a temperature-time graph and contours showing 

the temperature distribution. As the number of cartridges and heater power increase, 

higher temperatures are reached in a shorter time. Even with the same heater power, 

different operating patterns can lead to differences in results in terms of temperature. 

The different operating pattern was seen as an independent parameter in heater power 

for obtaining a homogeneous temperature distribution. 
 

 
1. Introduction 

 

Composite materials have been used in many fields 

from the past to the present, and they are one of the 

most important alternatives that can replace 

traditional materials in terms of lightness and strength 

[1]-[4]. Composite materials have many advantages 

over traditional materials as well as disadvantages. 

The main disadvantages of the use of composite 

materials can be listed as molding, production time, 

and production costs. The most important factors 

affecting production costs are the cost of composite 

material components and molding costs. The most 

important factor affecting the production time is the 

resin curing time. Many experimental and numerical 

studies have been carried out in the literature to 

reduce the resin curing time, some of which are given 

below. 

Liu et al. [5] simulated resin transfer molding 

to observe gate control, venting, and dry spot 
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prediction process. The liquid Injection Molding 

Simulation program which is based on the finite 

element technique was used to solve the governing 

equation of the problem. As a result of simulation, 

they proved the benefit of numerical simulation in 

molding processes to make cost-effective 

manufacturing. Saouab et al. [6] investigated 

injection simulations of thick composite parts 

manufactured by the RTM process. Palardy et al. [7] 

simulated class A surface finish in the resin transfer 

molding process.  Walczyk and Kuppers [8] studied 

the thermal distribution of composite laminar parts by 

utilizing COSMOS (Finite Element Analysis (FEA)) 

in thermal press curing. Pressure uniformity tests 

were done to validate the results of the FEA study. 12 

discrete points of mold were selected to analyze 

pressure distribution. 32,000 tetragonal elements 

were created on the curing mold geometry tool 

surface. Laurenzi et al. [9] simulated a large 

composite aeronautic beam by resin transfer 
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modeling. The numerical analysis process was carried 

out with the help of a commercial Mold Flow 

program. The simulation aims to investigate the resin 

flow process during impregnation. Finite element-

modified control volume analysis was utilized to 

solve governing equations. Triangular elements were 

chosen to mesh the discretization process. Mesh 

analysis was performed to make mesh independency. 

As a result of the simulation, it is concluded that 

numerical modeling of the resin transfer process was 

useful while experimental trial and error should be 

minimized. Rahman et al.[10] made an optimization 

study of an inorganic matrix material for high-

temperature reinforced composites. They divided the 

resin into three different stages. As a result of this, it 

is stated that controlling the duration and humidity 

was facilitated. Also, improved thermos-dynamic 

stability was achieved at high temperatures. Keller et 

al. [11] studied the compression resin transfer 

molding process in terms of flow and heat transfer. 

The numerical processes were simulated in COMSOL 

Multiphysics 5.0 program. A triangular 0.68 mm 

mesh was utilized in this simulation. Maximum resin 

temperature was observed at different time intervals 

while using variable injection pressures. They 

concluded that the high exothermic reaction of epoxy 

can be controlled with the utilization of correct 

manufacturing and processing conditions. Liu et al. 

[12] studied ohmic heating curing of fiber/carbon 

nanofiber in an ultralow environment. They conclude 

that ohmic heating can give comparable results in 

terms of power and time requirement as compared to 

other heating methods. Chen et al. [13] monitored the 

temperature in laminated composite plates by 

utilizing FBG sensors. The time range required to 

reach maximum temperature (Nearly 180ºC) was 

between 255 and 266 min in their experimental study. 

Li et al. [14] investigated cure-induced temperature 

gradients in laminated composites in numerical and 

experimental ways. In this study, they concluded that 

mold thickness is a significant factor in heating time 

in laminated composite curing. Maximum 

temperature was achieved after 140 minutes for 

laminated composites in this study. Also, 180oC was 

the maximum temperature at the most heated point in 

their experimental results. Wu et al. [15] investigated 

experimentally high-quality plate-shaped A356 alloy 

casting by a combined ablation cooling and mold 

heating method. They concluded that the risk of 

shrinkage porosity can be reduced when the mold 

temperature is higher than 200 oC. Rosa et al. [16] 

conducted a CFD study of cyclic transient heating of 

a blank mold with a conformal channel for 

manufacturing glass containers. They produced novel 

blank molds for the glass industry to reduce the 

operating temperature. 100 C temperature decrease 

was achieved by a novel blank mold called as 

ShellMould.  

In this study, heater cartridges were added to 

the pressing mold system used in the production of 

laminated composites to reduce the curing time of 

epoxy resin in metal-layered composite production. 

Thus, the mold and epoxy resin will be heated during 

the pressing stage in the production of layered 

composites, and the curing time of the epoxy resin 

will be reduced. For this purpose, time-dependent 

numerical analyses were carried out using different 

heater powers and operating schemes. Thus, the 

necessary parameters were investigated for the metal-

layered composite materials placed between the 

molds to reach the desired temperature in the shortest 

time in a homogeneous manner. It has been revealed 

that some of the parameters determined to be 

investigated in this and similar studies can also be 

examined with numerical analysis programs without 

the need for experimentation. In this way, it is aimed 

to save time and cost. 

 

2. Material and Method 

 

Reducing the resin curing time in composite material 

production is important in terms of accelerating 

composite material production. For this reason, 

composite materials are first pressed under certain 

pressures during the production phase, and then the 

curing of the resin is accelerated by firing. In this 

study, pressing and heating of the resin were tried to 

be performed at the same time, thus minimizing the 

production time of metal-layered composite material 

was aimed. For this purpose, a mold, press, and 

external environment used in the production of 

laminated composite materials were designed in 

SolidWorks 2018 solid modeling program (Figure 1), 

and numerical analyzes were carried out in the Fluent 

module of the Ansys 18.1 program. Ansys Fluent is a 

proven computational fluid dynamics program that is 

utilized in the numerical analysis of heat and flow 

problems [17]-[20]. 
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Figure 1. The design used in numerical analysis. 

 

To heat the mold and resin during pressing in 

the production of composite materials, 6mm 

diameter, 17mm high, cylindrical heater cartridges 

with cylindrical geometry are placed on the lower 

plate and upper parts of the press. A total of 120 heater 

cartridges were utilized, 60 for the lower plate and 60 

for the upper press. The layout of the heater cartridges 

is shown in Figure 2. Heater cartridges are defined to 

the Ansys-Fluent program in groups of twenty as 

separate for bottom plate and top press (bottom-inner, 

bottom-middle, bottom-outer, top-inner, top-middle, 

top-outer). Thus, in numerical analysis, different 

heater groups were operated together, and the effect 

of different heater operating patterns was examined.

 

 

 
Figure 2. Heater cartridge layout. 
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Different heater powers and different heater 

operation patterns used in numerical analyzes are 

given in Table 1. Numerical analyzes were performed 

for 9 different cases using different powers and 

different operating schemes.

 
Table 1. Heater powers and operating arrangements used in numerical analysis 

Numerical 

analysis 

ID 

Heater cartridge usage status Heater 

power 
Number of 

active 

heaters 

Total heater 

power 

Heat 

flux Bottom plate Top plate 

Inner Middle Outer Inner Middle Outer (W) (W) (W/m2) 

Case-1 On On On On On On 10 120 1200 31206.82 

Case-2 On On On On On On 20 120 2400 62413.72 

Case-3 On On On On On On 30 120 3600 93620.55 

Case-4 On On On On On On 40 120 4800 124827.4 

Case-5 On On On On On On 50 120 6000 156034.3 

Case-6 On On On Off Off Off 50 60 3000 156034.3 

Case-7 Off Off Off On On On 50 60 3000 156034.3 

Case-8 On Off Off On Off Off 50 40 2000 156034.3 

Case-9 Off On Off Off On Off 50 40 2000 156034.3 

Case-10 On On Off On On Off 50 80 4000 156034.3 

 

As a result of numerical analysis, temperature 

values were taken from 5 different points (Figure 3) 

on the composite test sample placed between the 

molds, and the analysis results were compared. At 

these points, Y=0 and Z=0, and results were obtained 

such that only the positions of the points on the X-axis 

changed. In addition, as a result of the analysis, the 

temperature distribution contours on the composite 

test sample were also examined. 

 

 
Figure 3. Composite test specimen temperature 

distribution measurement points. 

 

In analyses using computational fluid 

dynamics, the correct determination of the solution 

mesh is of high importance in terms of the accuracy 

of the result. For this reason, using different 

variations, 5 different numbers of mesh structures 

were used to divide the flow volume into elements, 

and the mesh calculation time, which minimized the 

difference between the temperature results, was 

chosen considering the calculation time. Different 

element sizes and growth rates were given different 

values in the flow volume and mold, and solution 

mesh numbers from approximately 5 million to 13 

million were created. Mass element dimensions were 

defined separately for all the masses in the design, and 

a separate element size definition was made for the 

part of the air volume between the upper and lower 

molds. The parameters used in the mesh 

independence studies are given in Table 2. In these 

analyses, 0.1s Times step size was used, and 3000 

steps were solved. As a result, 300s solutions were 

obtained as a result of the analysis. Analyzes were 

performed while the heater cartridges were in the 

Case-4 state indicated in Table 1. 
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Table 2. Parameters used in mesh independence studies 

Numerical 

analysis 

ID 

Body element size (mm) 

Grow 

rate 

Number  

of mesh  

element 

Max. 

Skewness 

Min. 

Orthogonal 

quality 

Composite 

test 

specimens 

Top and 

Bottom 

dies 

Top and 

Bottom 

plates 

Air 

volume 

Air 

volume 

between 

dies 

Mesh-1 5 5 5 10 10 1.1 4,996,595 0.799 0.2 

Mesh-2 2 5 5 10 2 1.1 6,542,234 0.799 0.2 

Mesh-3 2 2 2 10 10 1.2 7,622,720 0.83888 0.16112 

Mesh-4 2 2 2 5 5 1.2 11,519,731 0.82295 0.17705 

Mesh-5 2 2 2 5 5 1.1 12,910,476 0.8225 0.17744 

The results obtained from the mesh 

independence studies are given in Table 3. For each 

analysis, temperature values were taken from the 

points indicated in Figure 3 and the average of these 

temperature values was calculated and a table was 

created. When Table 3 is examined, it is seen that the 

results obtained from the mesh independence studies 

are very close to each other. For this reason, it was 

decided to use the solution mesh with the number of 

7.6 million elements in the calculations with the most 

accurate result without increasing the calculation time 

and load too much (Mesh-3). In addition, numerical 

analyses were carried out at different time step size 

times (0.01s; 0.05s; 0.1s) using the selected mesh 

structure, and 300s solutions were obtained as a result 

of these analyses. The results obtained from the 

analysis are also given in Table 3. It is seen that the 

results obtained from time step size independence 

studies are also very close to each other, and in the 

following analyses (other cases specified in Table 1), 

Mesh-3 mesh structure, 0.1s time step size, and 3000-

time step were used. The Mesh-3 mesh used in the 

numerical calculation is shown in Figure 4. 

In the numerical calculation, in the nozzle 

design provided by the die heating, the inlet boundary 

condition was created by giving the heat flux to the 

wall boundary condition, and the pressure boundary 

condition was chosen as the atmospheric boundary 

condition at the outlet. The type of flow was chosen 

as laminar due to the nature of the problem.

 
Table 3. Results obtained from the studies of independence from mesh and time step 

Numerical 

analysis ID 

Temperature (K) 

30s 60s 90s 120s 150s 180s 210s 240s 270s 300s 

Mesh-1 310.21 326.01 342.78 359.82 376.94 394.08 411.32 428.41 445.40 462.74 

Mesh-2 310.20 326.01 342.78 359.88 376.94 394.08 411.24 428.41 445.57 462.74 

Mesh-3 310.37 326.23 343.02 360.06 377.18 394.33 411.49 428.65 445.82 462.98 

Mesh-4 310.38 326.25 343.04 359.96 377.20 394.35 411.51 428.67 445.84 463.01 

Mesh-5 310.37 326.23 343.02 360.06 377.18 394.33 411.49 428.66 446.02 462.99 

Time Step 

Size 0.01s 
310.36 326.23 343.02 360.06 377.18 394.32 411.48 428.65 445.81 462.97 

Time Step 

Size 0.05s 
310.37 326.23 343.02 360.06 377.18 394.33 411.33 428.65 445.82 462.98 
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Figure 4. Mesh structure used in numerical studies. 

 

3. Results and Discussion 

 

In this study, the heating time and the maximum 

temperature are studied using numerical methods 

depending on time using different heater powers and 

nozzle configurations. The results are shown 

graphically and contoured in the figures below. 

Graphs showing the change of temperature over time 

are shown for 5 minutes of simulation for 5 different 

points (-70, -35, 0, 35, 70 mm) averages. Figure 5 (a) 

shows the time-dependent variation of the average 

temperature at the 5 different points with all nozzles 

open at 5 different heater powers. As expected, the 

highest heater power reaches the highest temperature 

value in the specified period in the Kelvin temperature 

unit. It is seen in the graphs that the effect of 

increasing heater power on temperatures increases 

over time. Increasing the heater power from 1200W 

to 6000W causes a 53.6% increase in the maximum 

temperature that will occur after 5 minutes. The 

maximum temperature value reached for 6000W was 

calculated as 504.583 K as a result of numerical 

simulations.  The rate of increase between maximum 

and minimum power is calculated as 53.3% at the end 

of the 5 minutes. When the heater power is increased 

from 1200W to 2400W, the increase in Kelvin from 

the temperature value is calculated as 11.9%. The 

temperature difference between different heater 

power cases increases with time. The maximum 

temperature that can be reached for case 1 was 

calculated as 341 K, while case 5 passed this 

temperature in 120 seconds. Each 1200W heater 

power causes an increase of approximately 40 K 

maximum temperature, while this value is calculated 

as 50 K when increased from 4800 W to 6000 W. 

More heater power enables reaching the desired 

temperature in a shorter time and rising to higher 

temperatures as expected in our design. 

 In Figure 5(b), the time-dependent variation 

of the average temperature for 5 points is shown for 5 

different operating cartridge patterns. In these cases, 

the heater power is changed while using different 

operating patterns. Even though similar heater powers 

were studied, the change in heater cartridge positions 

caused a significant difference in the average 

temperature graph. The maximum temperature 

reached by the lowest heater power, 367 K, reached 

case 5 in less than 120 seconds. Although the 

increased heater power is increased by using different 

heater patterns, it enables it to reach higher 

temperatures in a shorter time. Increasing the heater 

power from 2000W to 4000W increases the 

maximum achievable temperature for these cases by 

17.95 %. Switching from the heater power of 4000 W 

to Case 5 is observed in the graph as an approximately 

14.28 % increase in the maximum temperature. 

Although Case 8 and 9 have the same heating power, 

Case 8 appears to reach higher temperatures in a 

shorter time. Because while the middle heater 

cartridges are open in case 9, case 8 has an 

arrangement in which the inner heater cartridges are 

opened.
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(b) 

Figure 5. Temperature-time graphs created by numerical analysis results using different heater powers (a) and different 

operating patterns (b). 

 

Figure 6 depicts the temperature contour as 

user-specified and local cases for different heater 

power at the end of 300 seconds. The minimum and 

maximum temperature is specified as 340K and 510 

K. In the local case, the temperature is set only for the 

maximum and minimum values of these cases. For 
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this reason, there are color differences among 

contours. The effect of increased heater power on the 

temperature distribution is clearly shown in the 

contours created with the user-specified. The local 

contours depict in terms of color how the open and 

closed cartridge positions affect the maximum and 

minimum temperatures that will occur.  As the 

temperature increases at the edge of the mold, a 

significant decrease towards the middle has occurred 

as a result of numerical analysis. Figure 7 shows the 

temperature contour as user-specified and local cases 

for different heater operating patterns at the end of 

300 seconds. The effect of the increased heater power 

on the temperature is seen in the user-specified 

contours. The effect of the positions of the opened 

heater cartridges can be seen in the locally created 

contours. As expected, as seen in case 6, a 

temperature increase is observed close to that region 

when the lower cartridge is open, while a temperature 

increase is observed in the upper region when the 

upper cartridge is open. As it can be understood from 

these contours, besides the heater power, the position 

of the heater cartridges to be opened is a significant 

factor in obtaining a homogeneous temperature 

distribution. Figure 8 shows the temperature 

distribution of the analysis region from the top view 

using lower and upper separate operating patterns for 

XY and YZ planes. As expected, when all heater 

powers are turned on at the highest level, the amount 

of red area indicating the height of the temperature 

covers a lot of space for case 5 compared to the others 

for both planes. Case 7, where the top heater 

cartridges are opened, is compared to case 6, where 

only the bottom cartridges are opened, it seems for 

this mold design that case 7 affects a larger area in 

terms of heat increase. In addition, the areas close to 

the open heater cartridges in the mold show higher 

values in terms of temperature as expected.
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Figure 6. Temperature contours results using different heater powers and created on test samples. 
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Figure 7. Temperature contours results using different operating patterns and created on test samples. 
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Figure 8. Temperature contours results using lower and upper separate operating patterns on the analysis region. 

 

4. Conclusion 

 

In this study, numerical simulation was performed at 

laminated composites in order to reduce the curing 

time of epoxy resin in metal layered composite 

production for different heater power and different 

operating patterns. According to different heater 

power and operating patterns, 10 different situations 

were created and analyzes were performed. The 

outputs obtained according to these numerical 

analyzes are as follows. 

 The increased heater power causes higher 

temperatures to be reached in a shorter time, 

regardless of the different operating patterns. 

 It is seen that choosing the heater cartridges 

according to the area to be heated provides 

more effective results. 

 For this design, opening the upper heater 

cartridge provides a temperature increase in a 

wider area and it is seen to be more efficient. 

 Although cases 8 and 9 have the same heater 

power, case 8 produced higher temperature 

results. This shows the importance of the 

heating pattern even though they are of the 

same power. 

 Although case 5 differs from all other cases 

in terms of reaching higher temperatures in a 

shorter time, its use according to the desired 

temperature amount of time may cause 

unnecessary energy consumption. 

 It is important to establish the operating 

pattern correctly to obtain a homogeneous 

temperature distribution. 
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Abstract 

 

In this study, the mechanical properties of geopolymer mortar composites containing 

different nanomaterials were investigated. Fly ash (FA) and metakaolin (MK) were 

used as binders in geopolymer mortar samples. Sodium silicate (Na2SiO3) and 

sodium hydroxide (NaOH) solutions (12 M) were used as alkali activators. Multi-

walled carbon nanotubes (MW-CNT), nano-SiO2 (NS), and nano-ZnO (NZ) were 

used in the study. Geopolymer mortar samples without nanomaterials were 

determined as control samples, and geopolymer mortar samples containing 0.5% by 

weight of MW-CNT, NS, and NZ were prepared. All prepared samples were cured 

at 20±2 °C in laboratory conditions for 7-day and 28 day. The curing geopolymer 

mortar samples were subjected to compressive strength and flexural strength tests. 

As a result of this study, the mechanical strength of all geopolymer mortar samples 

containing nanomaterials increased compared to the control samples. The highest 

compressive strength and flexural strength were obtained from geopolymer mortar 

samples containing MW-CNT. These samples were followed by geopolymer mortar 

samples containing NS and NZ, respectively. 

 

 
1. Introduction 

 

Concrete is the most frequently used building material 

in the world, especially in the construction industry. 

Cement, which is the main component and binder of 

concrete, causes 7% of CO2 emissions in the world 

[1], [2]. In addition, since cement production can be 

carried out at high temperatures such as 1400-1500 

°C, it also necessitates a significant energy 

requirement. The increase in energy prices also 

increases the cost of cement production. The amount, 

dosage, and technical properties of cement directly 

affect the cost, performance, and workability of 

concrete. In this case, fly ash, blast furnace slag, silica 

fume, rice husk ash, etc. are used in research to reduce 

the amount of cement used, and the cost of concrete, 

and make concrete more sustainable. The reuse of 

industrial waste materials that can increase 
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mechanical properties and strength has been revealed 

[3], [4]. Due to economic and environmental reasons, 

the search for alternative binders to cement has gained 

serious importance recently. In this case, an 

alternative composite material to cement called 

geopolymer has come to the fore and has gained a 

place in the construction technology sector by finding 

widespread use day by day. Geopolymers are alumina 

silicate-type binder materials formed by activating 

natural and waste pozzolans with various alkali 

activators. It has been repeatedly stated in various 

sources that geopolymer production causes 80% 

fewer CO2 emissions compared to cement production 

[5]-[7] and provides 60% energy savings [8], [9]. 

 Geopolymer mortar or concrete is defined as 

a mortar or concrete that uses one or more of the 

material components considered waste during 
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production and does not harm the environment. 

According to literature research, although 

geopolymer mortar, or concrete, is known as an 

environmentally friendly type of concrete, it also 

means cementless concrete. Geopolymers are three-

dimensional Si-O-Al- framed inorganic materials 

made of alkali-soluble aluminum silicate [10]. The 

use of industrial wastes with pozzolanic properties 

and limited storage areas in the production of 

geopolymer mortar or concrete causes it to be known 

as environmentally friendly concrete. Geopolymer 

has become an alternative binder to cement in some 

applications because of its sustainability qualities, 

such as low energy consumption and low CO2 

emissions. In fact, after lime and cement, geopolymer 

has started to be considered the third-generation 

binder. The use of industrial wastes instead of cement 

reduces cement consumption and provides positive 

contributions to the physical and mechanical 

properties of mortar or concrete. It also has superior 

performance and longevity [11]. Geopolymer 

mortars, ground blast furnace slag, fly ash (FA), 

baked clays and shales, silica fume, heat-treated 

materials such as metakaolin (MK), natural pozzolans 

such as volcanic ash, trasses, and diatomite soils, 

industrial wastes, and volcanic glassy rock can be 

produced by activating materials such as pumice, also 

known as pumice, and ground perlite, a volcanic rock, 

with alkaline activators. 

Nanotechnology is the expression of matter at 

the nanometer level (1-100 nm.) in order to produce 

materials with new properties and functions, and it is 

one of the emerging fields to develop new materials 

with superior properties and high performance [12]. 

The properties of building materials can be further 

improved using nanomaterials. Nano-sized materials 

improve the mechanical strength properties of 

geopolymer mortars due to their superior physical, 

chemical, and rheological properties, which are 

completely different from the same products with 

larger dimensions [13]. The addition of nanomaterials 

to geopolymer mortars has an effect similar to that of 

micro-based materials such as metakaolin (MK) and 

silica fume and improves the mechanical strength 

properties [14]. If a homogeneous distribution is 

provided, composite materials with high mechanical 

and durability properties can be produced, depending 

on the material type and ratio used. Nanomaterials 

with small particle sizes have very high chemical 

activities because they have very large, specific 

surface areas. High microstructure density is achieved 

thanks to this high reactivity feature and the 

mechanisms of filling the pores with the filler effect 

of the materials. The addition of nanomaterials 

increases both the early and advanced-age 

compressive strengths of mortars and improves the 

aggregate and cement paste interface. For this reason, 

it has been observed that nanomaterials lead to 

improvements in the mechanical properties of 

geopolymer mortars and concretes [15]-[17]. 

Nanomaterials have been added to geopolymer 

mortars to improve their mechanical properties. Many 

properties vary according to the different 

nanomaterials used. Theoretically, all materials in the 

aluminosilicate class can be activated by alkalis and 

show binding properties. However, the physical, 

chemical and rheological properties of nanomaterials 

directly affect the behavior of the geopolymer binder. 

In this respect, knowing the properties of the 

nanomaterial to be used is very important in terms of 

determining the performance of the geopolymer 

binder [18]. The nanomaterial most commonly added 

to geopolymer mortars is nano-SiO2, which has high 

activity. Nano-SiO2 (NS) improves the mechanical 

properties of geopolymer mortars by reacting with 

alkali activators in solution and forming gels to 

improve the pore structure [19] and prevent the 

calcification of geopolymer mortars [20]. The 

improvement of the mechanical properties of NS in 

geopolymer mortars is also due to its high pozzolanic 

activity and filler effect [21]. In the literature, there 

are many studies that have produced geopolymer 

mortar and concrete containing NS added to the 

composite by dry and wet mixing methods in different 

volumetric ratios [22], [23]. 

Geopolymer composites containing 1% NS 

by volume, especially affecting the initial stages of 

binder formation and thus mechanical performance, 

yielded high mechanical strength results [17], [24]-

[28]. In some studies, geopolymer composites 

containing 2% by volume NS yielded high 

compressive strength results [15], [16], [29]-[34]. Fly 

ash shows pozzolanic properties because they are 

very fine-grained materials with a siliceous and 

aluminous amorphous structure. Metakaolin (MK), 

on the other hand, is widely used in the production of 

geopolymer mortar and concrete due to its high 

content of amorphous silica and its special 

production. MK reacts with Ca(OH)2 and water and 

provides C-S-H gel formation, giving the geopolymer 

high strength. In the literature, studies comparing the 

mechanical strength of metakaolin (MK) and fly ash 

(FA) based geopolymer mortars containing different 

nanomaterials are limited. 

In this study, geopolymer mortar samples 

were produced by using equal amounts of MK and 

FA, containing different nanomaterials in the same 

volumetric mixing ratios and activating with alkalis. 

For this purpose, geopolymer mortars were produced 
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by adding multi-walled carbon nanotubes (MW-

CNT), nano silicon dioxide (nano-SiO2), and nano 

zinc oxide (nano-ZnO) to the composite at 0.5% 

volumetric ratios, and both among themselves and 

with control samples that did not contain 

nanomaterials mechanical strengths were compared. 

After curing the produced mortar samples at 20±2 °C 

in laboratory conditions for 7 and 28 days, their 

mechanical properties were investigated. 

 

2. Materials and Method 

2.1. Materials 

The fly ash (FA) used in this study is classified as 

class F fly ash according to ASTM C 618 [35]. In this 

study, F-class fly ash produced by burning imported 

hard coal at the Sugözü thermal power plant in the 

Yumurtalık district of Adana was used. FA and MK 

were used as pozzolanic materials in the study. FA 

and MK specifications are given in Table 1. 

 

Table 1. FA and MK characteristics 
 

Chemical components 

% 

FA MK 

SiO2 58.25 56.10 

Al2O3 22.95 40.25 

Fe2O3 7.25 0.85 

CaO 2.58 0.19 

MgO 2.42 0.16 

Na2O 0.92 0.24 

K2O 0.99 0.55 

LOI  (loss on ignition) 0.91 1.11 

Blaine (cm2/g) 3000 - 

Specific gravity (g/cm3) 2.31 2.52 

As an aggregate, natural river sand was 

obtained from the Murat River in the Palu district of 

Elazig province. The alkali activator, which is often 

preferred for the activation of geopolymer raw 

materials, is sodium silicate (Na2SiO3) and sodium 

hydroxide (NaOH) solution, which is called glass 

water due to its easy availability and viscosity. In this 

study, solid NaOH was used to prepare an activator 

solution. The NaOH concentration was chosen as 

12 M, and the solution was kept under laboratory 

conditions for 24 hours. Then, sodium hydroxide 

solution and sodium silicate were added to the 

geopolymer mortar mixture. Some physical and 

chemical properties of alkali activators are shown in 

Table 2. 

Table 2. Chemical properties of Na2SiO3 and NaOH 

solution 

Chemical properties Na2SiO3 NaOH 

Molecular weight (g/mol) 122.08 40 

Density (g/cm3) 1.39 2.13 

H2O (%) 64.8 – 

SiO2 (%) 28.7 – 

Na2O (%) 8.9 – 

pH - 13.5 

Color White White 

  

Metakaolin increases the water requirement 

of the mortar due to the clay structure it contains. For 

this reason, plasticizer additives were used in the 

study, and their ratio was chosen as 1% of the binder 

amount. The nanomaterials used in the study are 

multi-walled industrial grade carbon nanotube (MW-

CNT), nano silicon dioxide (nano-SiO2), and nano 

oxide (nano-ZnO). These nanomaterials are 

expressed as M-CNT, NS, and NZ, respectively, and 

some of their technical properties are given in Table 

3. 

2.2. Preparation of Geopolymer Mortar Samples 

While preparing the geopolymer mortar mixtures, the 

geopolymer mortar samples that do not contain 

nanomaterials were determined as control samples in 

the study and indicated with K. 

Geopolymer mortar samples containing 0.5% 

nanomaterial were expressed as M-CNT, NS, and NZ, 

respectively. Geopolymer mortar samples were 

subjected to flexural strength and compressive 

strength tests after they were kept at 20±2 °C in 

laboratory conditions for 7 and 28 days. For the 

flexural strength test, 40×40×160 mm for all ages (7 

and 28 days) and three for each sized prismatic 

samples were produced and tested separately for 

geopolymer mortar samples containing each 

nanomaterial. In addition to flexural strength, 

compressive strength analysis was also performed in 

accordance with ASTM C349 [37] on prismatic 

samples of the same age, which were subjected to 

flexural strength tests with the 3-point bending 

method according to ASTM C348 [36]. The samples 

used in the compressive strength tests are the samples 

subjected to the flexural strength test and divided into 

two for each sample. 
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Table 3. Properties of nanomaterials used 

Nanomaterials Used  M-CNT NS NZ 

Formula  MWCNT-OH- SiO2 ZnO 

Color  Black White White 

Purity (%)  92 99.95 99.99 

Average particle diameter (nm)  8-28 13-22 18 

Length (µm)  10-35  - - 

Surface area (m2/g)  220 165-195 20-65 

Type  Industrial Non-porous - 

Chemical structure  Stable Amorphous Crystal 

Shape  - Spherical Near spherical 

 

FA and MK were first mixed in a mixer for 

approximately one minute. Then, the fine aggregate 

was added to them and mixed for about three minutes. 

Nanomaterials were prepared by adding them to the 

alkali activator solution and mixing until 

homogeneous for about 1 hour in an ultrasonic bath 

with pure water at the bottom. Then, the alkali 

activator solution containing nanomaterials was 

added to the dry mixture. After the dry ingredients 

were added, mixing continued for four minutes. Then, 

a plasticizer was added to the geopolymer mortar 

mixture, and mixing was continued for about two 

more minutes. In total, the mixing time was about ten 

minutes. 

 

In this study, the alkali activator 

solution/binder (AAS/B) ratio was kept at 0.8126 for 

all mixtures. The percentage of FA was determined to 

be 50% of the binder weight, added to the dosage, and 

used. Fine aggregate with a maximum aggregate size 

(Dmax) of 0.600 mm was used. The plasticizer ratios 

were chosen at 1% of the binder amount. Abbasi et al. 

[38] obtained the highest compressive strength results 

in samples containing 0.5% M-CNT in their study. 

Zidi et al. [39] also obtained the highest compressive 

strength results in samples containing 0.5% NZ 

compared to control samples. For this reason, a 0.5% 

volumetric ratio was determined in the study, and 

geopolymer mortar samples were produced by using 

each nanomaterial at this ratio. The casting 

parameters of the experimental study as a whole are 

given in Table 4. 

 

 
Table 4. Raw materials used for geopolymer mortars by mass ratio 

Binder FA  MK Aggregate SH*  SM* AAS/B Plasticizer Nanomaterial 

1 0.5 0.5 2.57 0.25 0.5626 0.8126 0.01 0.005 

SH*: Sodium Hydroxide solution, SM*: Sodium metasilicate 

 

3. Experimental Results 

 

In this study, fly ash-metakaolin based 40×40×160 

mm sized geopolymer mortars were produced. The 

produced geopolymer mortar samples were cured at 

20±2 °C in laboratory conditions for 7 and 28 days, 

and their mechanical strength properties were 

investigated. For this purpose, samples were 

subjected to bending and compressive strength tests. 

Prismatic specimens subjected to flexural strength 

tests with the 3-point flexural method according to 

ASTM C348 [36] were tested at the end of 7 and 28 

days, with three samples from each series. The test 

results are shown in the study by taking the average 

of all three samples for each batch. In all of the 

samples, there was an increase in mechanical strength  

in the 28-day test results compared to the 7-day test 

results. 

  

3.1. Flexural Strength Results of Geopolymer 

Mortars 

 

The flexural strength test results of geopolymer 

mortar samples are given in Figure 1. 
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Figure 1. Flexural strength test results of geopolymer 

mortar samples 

 

When Figure 1 is examined, the flexural 

strengths of the geopolymer mortar control samples at 

7 and 28 days were found to be 2.49 and 3.01 MPa, 

respectively. The 7-day and 28-day flexural strengths 

of geopolymer mortar samples containing 0.5% 

volumetric multi-walled carbon nanotubes (M-CNT) 

were found to be 2.87 and 3.55 MPa, respectively. 

The 7-day and 28-day flexural strengths of the 

geopolymer mortar samples containing nano silicon 

dioxide (NS) and nano zinc oxide (NZ) were found to 

be 2.71, 3.36 MPa, and 2.64, 3.27 MPa, respectively. 

When the 7-day flexural strength results were 

examined, the flexural strengths of the samples 

containing nanomaterials showed an increase of 

15.26%, 8.84%, and 6.02%, respectively, compared 

to samples containing 0% nanomaterials. When the 

28-day flexural strength results were examined, 

compared to the samples without nanomaterials the 

flexural strengths of the samples containing 

nanomaterials (M-CNT, NS, and NZ) increased by 

17.94%, 11.63%, and 8.64%, respectively. The 

highest flexural strength results were obtained from 

geopolymer mortar samples containing multi-walled 

carbon nanotubes (M-CNT) in both 7-day and 28-day 

test results. In the literature, similar flexural strength 

increase rates have been observed in composites 

containing multi-walled carbon nanotubes (M-CNT) 

[40], [41]. Kotop et al. [41] reported that in the 28-day 

flexural strength results, a 15.8% increase in strength 

was obtained in the samples containing M-CNT 

compared to the samples containing 0% 

nanomaterials, while an 18% increase in strength was 

obtained in this study. In the literature, similar rates 

of flexural strength increase have been observed in 

samples containing higher volumetric NS ratios [42]. 

These results were obtained using a 0.5% lower NS 

volume ratio in the study. Quercia et al. [43] achieved 

an increase of 9.1% in the 28-day flexural strength test 

results in samples containing 3.8% NS. Saini et al. 

[44] achieved an increase of approximately 7% in the 

28-day flexural strength test results in samples 

containing 2% NS compared to samples containing 

0% nanomaterials. But, in this study, with the use of 

one-fourth of the ratio NS, a 12% increase in the 

flexural strength test results compared to samples 

containing 0% nanomaterials was obtained. Nuaklong 

et al. [42] obtained a 19% increase in the 28-day 

flexural strength test results in samples containing 1% 

NS compared to the control samples, while using 

0.5% NS in the study showed an increase of 12% in 

flexural strength compared to samples containing 0% 

nanomaterials. In all samples containing 

nanomaterials, the 28-day flexural strength results 

showed an increase of approximately 24% compared 

to the 7-day flexural strength results. The fact that 

nanomaterials fill the existing voids by creating a 

filler effect in geopolymer mortar mixtures and 

creating a more impermeable microstructure causes 

an increase in strength [14], [33]. 

  

In the geopolymer mortar samples containing 

three different nanomaterials, the flexural strength 

values were respectively M-CNT, NS, and NZ 

compared to the control mortar samples without 

nanomaterials. The 7-day and 28-day flexural 

strength results of the M-CNT-containing 

geopolymer mortar samples increased by 

approximately 5.9% and 5.65%, respectively, 

compared to the NS-containing geopolymer mortar 

samples. The 7-day and 28-day flexural strength 

results of the geopolymer mortar samples containing 

M-CNT were approximately 8.71 and 8.56% higher, 

respectively, than the geopolymer mortar samples 

containing NZ. 

 

3.2. Compressive Strength Results of Geopolymer 

Mortars 

 

Compressive strength test results of geopolymer 

mortar samples are given in Figure 2. 
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Figure 2. Compressive strength test results of geopolymer 

mortar samples 

 Compressive strength results showed 

parallelism with flexural strength results. As shown in 

Figure 2, the 7-day compressive strength of the 

geopolymer mortar control samples was found to be 

34.69 MPa. The 7-day compressive strength results of 

geopolymer mortar samples containing multi-walled 

carbon nanotubes (M-CNT), nano silicon dioxide 

(NS), and nano zinc oxide (NZ) were found to be 

47.75 MPa, 42.5 MPa, and 38.89 MPa, respectively. 

When the 7-day compressive strength results were 

examined, the compressive strengths of the samples 

containing nanomaterials showed an increase of 

37.65%, 22.51%, and 12.11%, respectively, 

compared to the control samples. The 28-day 

compressive strength of geopolymer mortar samples 

without nanomaterials is given in Figure 2 as 40.94 

MPa. The 28-day compressive strength results of 

geopolymer mortar samples containing nanomaterials 

were given as 61.07, 56.05, and 51.79 MPa, 

respectively. When the 28-day compressive strength 

results were examined, the compressive strengths of 

the samples containing M-CNT, NS, and NZ showed 

an increase of 49.18, 36.92, and 26.52%, respectively, 

compared to the samples without nanomaterials. The 

highest compressive strength results were obtained 

from geopolymer mortar samples containing multi-

walled carbon nanotubes (M-CNT) in both 7-day and 

28-day test results. In the literature, similar 

compressive strength increase rates have been 

observed in composites containing multi-walled 

carbon nanotubes (M-CNTs) [45], [46]. Alvi et al. 

[46] stated that it increased the 28-day compressive 

strength by 45.12% compared to samples containing 

0% nanomaterials. Rovnanik et al. [45] achieved the 

highest compressive strength results in samples 

containing 0.5% M-CNT. The increase in strength in 

geopolymer mortar samples containing nanomaterials 

is due to the high specific surface area and high 

reactivity of the nano-sized material. In addition, it is 

observed that the strength increase of the 

nanomaterial-containing geopolymer mortar samples 

has become more evident over time as a result of the 

28-day-long pozzolanic reactions. While the highest 

compressive strength was recorded at 61.07 MPa in 

geopolymer mortar samples containing multi-walled 

carbon nanotubes, the rate of increase in strength was 

49.18%. According to many studies in the literature, 

the rate of increase in compressive strength was 

higher in geopolymer mortar samples containing 

multi-walled carbon nanotube (M-CNT) [47]-[49]. 

Collins et al. [49] obtained an average 25% increase 

in compressive strength compared to control samples 

in mortar samples containing 0.5% M-CNT; in the 

mortar samples produced in the study, with the same 

volumetric ratio of M-CNT, an increase in 

compressive strength was obtained almost twice as 

much as in this study. 

 In the literature, similar compressive strength 

increase rates have been observed in the samples 

produced using NS [26]. Adak et al. [50], in their 

study investigating the structural performance of NS-

modified fly ash-based geopolymer concrete, 

increased the 28-day compressive strength of samples 

containing 1% NS by 34% compared to the control 

samples. Wu et al. [26] showed that the effect of NS 

and nano-CaCO3 on the mechanical properties of 

ultra-high performance concrete increased the 28-

days compressive strength of the samples containing 

1% NS by 35% compared to samples containing 0% 

nanomaterials in their study. With the use of 0.5% NS 

in the study, the 28-day compressive strength increase 

was 37% compared to samples containing 0% 

nanomaterials. Compared to many studies in the 

literature, the compressive strength performances of 

geopolymer mortar samples produced using a much 

lower volumetric ratio (0.5%) NS were much higher. 

Mustakim et al. [51] obtained the highest compressive 

strength test result of 63 MPa with samples containing 

1.5% NS, in their study on increasing the fresh, 

mechanical, and microstructural properties of FA-

blast furnace slag-based geopolymer concrete with 

the addition of nano and micro silicon dioxide. In the 

study, the compressive strength of 28 days was 

obtained as 56.05 MPa in the samples produced using 

0.5% NS. Nuaklong et al. [42] stated that the 28-day 

compressive strength of the samples containing 2% 

NS increased by 29% compared to samples 

containing 0% nanomaterials. With samples 

containing 3% NS, Behfarnia et al. [52] increased the 

28-day compressive strength by 12% compared to 

samples containing 0% nanomaterials, and Mahboubi 

et al. [53] increased the 28-day compressive strength 
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by 44% compared to samples containing 0% 

nanomaterials. 28-day compressive strength increases 

in the samples were 37% compared to samples 

containing 0% nanomaterials. While İbrahim et al. 

[54] increased the 28-day compressive strength by 

25% with the samples containing 5% NS compared to 

samples containing 0% nanomaterials, this increase 

was 37% compared to samples containing 0% 

nanomaterials with only 0.5% NS content in the 

study. Assaedi et al. [55] found the compressive 

strengths of the samples formed by adding 1% and 2% 

NS to the samples without nanomaterials with a 

compressive strength of 37.2 MPa, to be 47.3 MPa, 

and 44.9 MPa, respectively. Patel et al. [56] increased 

the compressive strength by approximately 10% by 

adding 1.5% NS to the control samples, which did not 

contain NS and had a compressive strength of 39 

MPa, and obtained a 28-day compressive strength of 

43 MPa in samples containing 1.5% NS. In the study, 

the compressive strength value of the sample without 

nanomaterials, which was 40.94 MPa, increased to 

56.05 MPa with the addition of 0.5% NS. Therefore, 

with the addition of fewer nanomaterials, higher 

strength was achieved in this study. While the 7-day 

and 28-day compressive strengths of samples 

containing 4% NS increased by 24% and 26%, 

respectively [57], in another study containing NS at 

the same volumetric ratio [58], they increased by 25% 

and 49%, respectively. The 7-day and 28-day 

compressive strengths of the samples containing 2% 

NS increased by approximately 25% [20], and in 

another study containing 1% NS [59], the 7-day and 

28-day compressive strengths of the samples 

increased by 21% and 28%, respectively. In this study 

containing 0.5% NS, the 7-day and 28-day 

compressive strengths of the samples increased by 

22% and 37%, respectively. This result is attributed 

to the high performance in the early wet compressive 

strength of the low NS content. 

 The number of studies investigating the 

mechanical properties of NZ-containing geopolymers 

is very limited in the literature. Zidi et al. [38] 

increased the compressive strength by 26.67% in 

samples containing 0.5% NZ compared to samples 

containing 0% nanomaterials. Strength increase rates 

and nanomaterial content showed similar results to 

our study. Zailan et al. [60] investigated the 

mechanical properties of the geopolymer mortar 

containing 2.5%-10% NZ in their study and obtained 

the highest 28-day compressive strength value of 

51.61 MPa in the samples containing 2.5% NZ. In this 

study, a 28-day compressive strength of 51.79 MPa 

was obtained for the samples containing only 0.5% 

NZ at a much lower volumetric ratio. 

 28-day compressive strength results in 

samples containing nanomaterials (M-CNT, NS, and 

NZ) showed an increase of 27.9, 31.88, and 33.17%, 

respectively, compared to 7-day compressive strength 

results. In the geopolymer mortar samples containing 

three different nanomaterials in the same weight ratio, 

the mechanical performances of M-CNT, NS and NZ 

were respectively the highest to the lowest compared 

to the control mortar samples without nanomaterials. 

The 7-day and 28-day compressive strength results of 

the geopolymer mortar samples containing M-CNT 

were found to be approximately 12.35%, 22.78%, 

8.96%, and 17.92% higher than the geopolymer 

mortar samples containing NS and NZ, respectively. 

 

4. Conclusion  

 

In this study, the strength properties of geopolymer 

mortars containing MW-CNT, NS, and NZ were 

investigated. Geopolymer mortar samples without 

nanomaterials were determined as control samples 

and geopolymer mortar samples containing 0.5% by 

weight of % MW-CNT, NS, and NZ were produced. 

The results obtained in this study are given below: 

  

-When the flexural strength test results are 

examined, in both 7-day and 28-day strength results, 

flexural strengths increased in all samples containing 

nanomaterials and control samples. These increases 

were 15.26%, 8.84%, and 6.02% in the samples 

containing nanomaterials (M-CNT, NS, and NZ) 

compared to samples containing 0% nanomaterials in 

the 7-day strengths, respectively. At 28 days, it was 

17.94%, 11.63% and 8.64% in the samples containing 

nanomaterials (M-CNT, NS, and NZ) compared to 

samples containing 0% nanomaterials, respectively. 

 

-When the compressive strength test results  

were examined, both 7-day and 28-day strengths 

increased in all geopolymer mortar samples 

containing nanomaterials compared to the control 

samples without nanomaterials. This increase was 

37.65%, 22.51%, and 12.11% in samples containing 

nanomaterials (M-CNT, NS, and NZ) compared to 

control samples cured at ambient conditions for 7 

days, respectively. Compared with samples without 

nanomaterials cured for 28 days, samples containing 

nanomaterials (M-CNT, NS, and NZ) had an increase 

of 49.18%, 36.92%, and 26.52%, respectively. While 

the highest compressive strength value was obtained 

at 61.07 MPa in multi-walled carbon nanotube (M-

CNT) geopolymer composites, the lowest 

compressive strength value was obtained at 51.79 
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MPa in geopolymer composites containing nano-ZnO 

(NZ). 

When the data obtained are examined, it is 

seen that the use of different nanomaterials in very 

low volumetric ratios in the production of geopolymer 

mortars shows a good performance in the mechanical 

strength of geopolymer mortars. In addition, it is seen 

that more economical and higher-strength 

geopolymer mortars can be produced by mixing the 

expensive nanomaterials with the wet method and 

using them in lower volumetric ratios. Finally, it will 

be meaningful to carry out studies on the durability 

properties of the produced geopolymer mortars and to 

bring them to the literature by comparing the research 

made in terms of both strength and durability. 
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Abstract 

This article considers the heterogeneous drone routing problem, which takes into 

account the setup times of customers’ packages and aims to minimize the weighted 

total waiting times of customers. Cases where drones differ from each other in terms 

of battery capacity, carrying capacity, speed and load capacity have been handled. The 

battery capacity has been associated with the payload carried by the drone as long as 

it stays in the air. A constructive heuristic has been suggested and many test instances 

have been used to show how the efficiency of the algorithm changes when different 

priority values are used. As a result, it has been seen that good solutions can be 

obtained by assigning the light customer packages to the fast drones for the given test 

instances by using the suggested constructive heuristic. 

 

 
1. Introduction 

 

Along with technological improvements, there have 

been significant developments and applications in the 

field of unmanned aerial vehicles (UAVs) in recent 

years. The integration of online shopping into daily 

life has also increased the need for innovative 

solutions in logistics operations. In this context, 

businesses have started to prefer drone transportation 

for satisfying customer demands uninterruptedly and 

quickly. With drone transportation, it has become 

possible to make carriage to locations where access is 

difficult, traffic congestion is intense and 

infrastructure requirements have not been completed 

yet [1]. 

UAVs like as drones have the potential to 

significantly reduce the transportation cost and time 

required to deliver materials since they are less 

expensive than traditional delivery vehicles such as 

trucks and needs much lower energy requirements. In 

parallel with recent advancements in UAVs 

technology and the stated advantages, large 

companies like Amazon, DHL, Federal Express have 

                                                           

*Corresponding author: sahin.murat@cbuu.edu.tr             Received: 07.07.2023, Accepted: 07.09.2023 

start to package delivery with UAVs for their 

commercial services.  Thanks to these developments 

a new delivery system has been emerged and, a new 

problem category arises, drone routing problem.  

Despite the increasing focus on UAVs and the field’s 

status as an emerging technology, there is no 

comprehensive literature about the transportation 

characteristics and the methods used to solve drone 

routing problem in the current state [2]. The drone 

routing problem has very similar structures with 

vehicle routing problem in general. However, in 

many aspects drone routing problem can differ from 

the simple routing problem such as; the battery 

capacity; the ability to visit different charging 

stations; the ability to make only one tour from the 

depot as well as the ability to tour more than once; 

delivering the packages both drones and trucks and 

etc. Drone routing problem contains too much 

stochastic information in contrast to vehicle routing 

problem, as drones should be able to adapt, modify, 

and optimize their routes in delivering packages. In 

addition to the objectives used in general routing 

problems, many individual objectives may be used in 

drone routing problem such as minimizing the 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1323976
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customers' waiting times, reducing drone 

transportation costs, enhancing profitability, 

increasing safety in operations, minimizing the total 

delivery times and etc.  Drone routing problems are 

affected many parameters in contrast to traditional 

vehicle routing problems. For instance drone routing 

should be in 3D environment and changing weather 

conditions (wind direction, air condition, loaded 

package weight, wind speed and etc.) should be 

considered in solutions [2]. 

Considering the given information, it is obvious that 

drone routing will have an important place in real life 

applications. When this routing problem is 

examined, it is possible to divide it into many 

different classes. Considering the literature review 

proposed by Macrina et al., [3] it is seen that drone 

routing can be divided into two different basic 

groups. In the first problem group drones and trucks 

perform the delivery, in the second one, only drones 

perform the delivery. It is possible to detail the first 

group of problems depending on the number of 

drones and trucks used and their synchronization 

with each other. It is possible to divide the type of 

problem in which the delivery is made only through 

drones, into two classes depending on whether trucks 

are used or not. In addition, it is possible to diversify 

all these types of problems according to the types of 

objective functions, the drone features used, the 

number of depots used, the number of tours that can 

be performed and etc.. 

It is known that the transportation costs are generally 

low in drone distribution, so customer satisfaction 

can come to the fore as the aim function. In this 

study, heterogeneous drone routing problem has 

been tried to be solved by using drones with different 

characteristics in terms of speed, transport and 

battery capacities in order to minimize the weighted 

total waiting times of the customers. In the problem, 

each customer has a weight in the objective function 

and it is desired that the customer with a high weight 

has no or low delay. Beside that a setup time is 

required for customer packages to be loaded into 

drones.  

The problem addressed in this study is directly 

related to vehicle routing and drone routing 

problems. It is known that the vehicle routing 

problem has a large literature and it is seen that the 

studies on drone routing have intensified in recent 

years. Studies on drone routing are given in detail in 

the literature survey proposed by Macrina et al., [3].   

Coelho et al. [4] suggested a multi-objective drone 

delivery problem for overcoming difficulties related 

to limited driving range, they addressed charging 

stations. For evaluating energy consumption, the 

authors presented a consumption rate only related to 

the speed of the drone.  The handled problem was 

tried to solve by using a mathematical formulation 

and a metaheuristic. An important study was 

proposed by Dorling et al. [5] that solves drone 

delivery problems in which drones may perform 

multi-trips and serve more than one customer per 

route. They modelled energy consumption of the 

drones as a function of a battery and payload weight, 

considering a constant speed value. They tried to 

solve the problem by presenting a mixed integer 

linear programming formulation and a simulated 

annealing heuristic. Yadav and Narasimhamurthy 

[6] improved a heuristic for optimizing delivery 

schedule of drones that could serve one or several 

customers depending on the capacity constraints. In 

the problem handled by Troudi et al. [7], drones 

could perform multiple visits and multiple deliveries 

per day. An approximation model similar to that of 

Dorling et al. [5] has been proposed to calculate the 

energy consumption during a mission.  Liu [8] 

considered an on-demand meal delivery process and 

suggested a dynamic drone’s delivery model to 

optimize this process.   

As in this problem, considering the drone routing 

problems which aim to minimize the total waiting 

times of customers; Moshref et al. [9] present a 

mathematical formulation and a heuristic solution 

approach for the optimal planning of delivery routes 

in a multi-modal system which combines truck 

and drone operations. The presented optimization 

model minimizes the waiting time of customers in 

the system.  Moshref et al. [10] extend the traveling 

repairman problem by supposing a single truck that 

can stop at customer locations and launch drones 

multiple times to serve customers. The stated 

problem has been mathematically modelled, several 

bound analyses are developed to determine the 

maximum possible improvements in customer 

waiting times with an efficient hybrid tabu search-

simulated annealing algorithm.   

Cheng et al. [11] tried to solve a multi-trip drone 

routing problem, where drones’ energy consumption 

was modelled as a nonlinear function of payload and 

travel distance. Logical cuts and sub gradient cuts 

were added in the solution process to tackle the more 

complex nonlinear (convex) energy function, instead 

of using the linear approximation method. A uniform 

framework to facilitate understanding different 

drone energy consumption models and the inter-

relationships between key factors for drone delivery 

operations is presented by Zhang et al. [12]. Recently 

a literature review which considers advances in 

https://www.sciencedirect.com/topics/social-sciences/tabu
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drone technologies and their popularity has been 

suggested by Viloria et al. [13]. In the stated study 

academic contributions on drone routing problems 

have been analysed between 2005 and 2019 to state 

the research trends and recent improvements.  

Phalapanyakoon and Siripongwutikorn [14] 

considered  route planning for rechargeable UAVs 

under the mission time constraint in cases where 

more than one trip can be done by drones due to 

limited battery capacities. Phalapanyakoon and 

Siripongwutikorn [15] handled with the route 

planning of multiple rechargeable heterogeneous 

UAVs with multiple trips under mission time and 

payload carrying constraints. They tried to detect the 

types and number of drones to be used and their 

flying paths that minimizes the monetary cost. 

Literature review shows that there are many studies 

which take into account the waiting times of 

customers and heterogeneous drone routing problem 

separately. However, no study has been conducted 

on the heterogeneous drone routing problem, which 

tries to minimize the weighted total waiting times of 

customers yet. This article suggests a constructive 

heuristic for the heterogeneous drone routing 

problem to minimize the weighted total waiting 

times of customers. It is shown on many test 

instances how the efficiency of the algorithm 

changes when different priority values are used. The 

rest of the article as follows. In section 2 problem 

definition in detail is given while the solution 

method is presented in section 3. Computational 

experiments are given in section 4. Lastly, the 

conclusions and future research directions are 

presented in section 5. 

 

2. Problem Definition 

 

This article considers drone routing problem for 

minimizing the weighted total waiting times of 

customers. What needs to be decided in the problem 

is the order in which the customer packages will be 

delivered with which drone, based on the customers’ 

and drones’ information given. Customers' packages 

are requested to be delivered by a certain time which 

is named as due time  (dti). If customer packages are 

delivered later than this time, a penalty, which is 

equal to multiplied by the customer's weight and the 

delay time (li), is added to the objective value. Delay 

time is depend on the difference between the service 

time (sti) and due time (dti), and calculated as li = max 

(0, sti - dti). The delivery of each customer's package 

has different degrees of importance and this value is 

defined as customer weight (cwi). The objective 

value is computed as 
i

N

 = cw i

i

z l


 where N 

represents the set of customers.  

In the studied problem, cases where drones differ 

from each other in terms of battery capacity, carrying 

capacity, speed and load capacity are considered. It 

has been stated by Dorling et al., (2016) that there is 

an almost linear relationship between the capacity of 

battery of a drone and the airtime depending on the 

load it carries.  Therefore, in this study the battery 

capacity is associated with the payload carried by the 

drone as long as it stays in the air. In addition to all 

these, a setup time is required for customer packages 

to be loaded into drones. The main purpose is 

delivering the packages to the customers without 

exceeding the specified due times. If that is not 

possible, the weighted total delay time is tried to be 

minimized. The rest of the assumptions is given 

below: 

1. There is only one of each type of drone. 

2. Each customer has a weight in the objective 

function and the aim is minimizing the 

weighted total delay time. 

3. Each drone has different carrying capacities 

in terms of load and quantity. Again, each 

drone has different battery capacity and 

speed. 

4. The distances between customer locations 

are calculated in Euclidean. 

5. It takes a certain time (setup time) for 

customer packages to be loaded on drones, 

and this time does not change depending on 

the drone to which the customer package is 

assigned. 

6. Setup times do not cause a decrease in the 

battery capacity of the drone. 

7. There is a linear relationship between the 

battery life of drones and the load carried by 

the drone itself and the time it stays in the 

air. 

8. Each drone is initially in the depot and can 

only take 1 tour. 

9. When assigning customer packages to 

drones, the drone carrying capacity, battery 

life and the load capacity of the drone should 

not be ignored. 

Information about the example with 3 drones and 6 

customers (there are 7 locations with depot) is given 

in Table 1. 
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Table 1. Information about the test instance. 

(a) Information about the drones 

Drone ID 
Unit 

Capacity 

Weight 

Capacity 
Velocity 

Battery 

Capacity 

Energy 

Consumption 

Drone 

Weight 

1 3 6 300 5000 3*γ 2.0 

2 4 8 275 5500 4*γ 2.5 

3 5 10 250 6000 5*γ 3.0 

 
(b) Information about the customers 

Customer  ID XCoordinate YCoordinate 
Package 

Weight (pwi) 
Due Time 

Objective 

Weight 

Package 

Setup Times 

1 (Depot) 1500 1500 - - - - 

2 1813 2545 0.87 5 0.15 0.15 

3 1934 4443 2.16 8 0.53 0.22 

4 366 3316 1.62 10 0.44 0.20 

5 692 2563 3.6 14 0.7 0.16 

6 4148 348 0.63 12 0.2 0.33 

7 555 28 0.25 8 0.08 0.14 

 

From the Table 1 the Euclidian distances between the 

customer locations can be computed easily. In the 

stated table γ is a constant value used to determine 

the battery capacity that the drone consumes 

depending on the load and the time it stays in the air. 

A solution for this example is given in Figure 1. 

As is seen in Figure 1 package 2 and 3 are assigned 

to the drone 1 and route for this drone must be 1-2-

3-1. It shouldn’t be ignored that the weight and unit 

capacities of drone 1 are sufficient for package 2 and 

3. Euclidean distances from location 1 to 2, 2 to 3 

and 3 to 1 are respectively equal to nearly 1091, 1902 

and 2975. Total setup time for this drone is computed 

as (0.15 + 0.22) 0.37 and travel time is calculated as 

(3.63 + 6.34 + 9.91) 19.88. In this example drone 1 

firstly flies from depot to location 2 in 3.63 time unit 

with 3.03 (0.87 + 2.16) package weight.  Notice that 

package 2 and package 3 are uploaded to drone 1 at 

depot. The required battery capacity of drone 1 for 

flying from depot to location 2 is equal to multiplied 

total weight (the weight of drone and the weights of 

packages) with the flying duration and constant 

    2  3.03 3.63 3 γ  54.77γ   .  γ is accepted 

as 10  for this example. Similarly required capacity 

from location 2 to location 3 and from location 3 to 

depot are respectively computed as 79.12γ and 

59.46γ. Total required battery capacity for route 1-2-

3-1 is equal to 193.35γ. If the value of γ was greater 

than 25.86 the battery capacity of drone 1 would be 

insufficient for the given assignments. Arrival times 

of location 2 and 3 are detected by considering flying 

and setup times as 0.37+3.63=4 and 0.37+3.63+ 6.34 

= 10.34 respectively. Route of drone 2 is 1-4-5-1 and 

the flying time from location 1 to 4, location 4 to 5 

and location 5 to 1 are respectively 7.78, 2.98 and 

4.85.  Similarly route of drone 3 is 1-6-7-1 and the 

flying time from location 1 to 6, location 6 to 7 and 

location 7 to 1 are respectively 11.55,  14.42  and 7. 

Consequently, arrival times of the drones to the 

customer locations are (4 – 10.34 – 8.14 – 11.12 – 

12.02 – 26.44). Waiting time of each customer is 

computed considering due time and arrival time. 

These are ( 0 – 2.34 – 0 – 0 – 0.02 – 18.44) and 

weighted waiting times for each customer is  ( 0 – 

1.240 – 0 – 0 – 0.004 – 1.475). The value of the 

objective for this solution is computed as 2.719.  
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Figure 1. An illustrative example for heterogeneous drone routing problem with setup times. 

 

To the author best knowledge the drone routing 

problem described above and illustrated on an 

example is not considered in the literature for the 

stated purpose. Therefore, in the following section, a 

new constructive heuristic method has been 

suggested for the solution of the problem is presented. 

 

3. Solution Method 

An effective constructive solution method has been 

suggested for solving the heterogeneous drone 

routing problem with setup times by using an array 

with (n + m) elements where n represents the 

number of customer and m shows the number of 

drones. In the similar studies from literature, 

permutation coding is generally used since it is more 

suitable for the structure of the problem. However, 

in this study, it is preferred to convert the continuous 

values to permutation representation later in order 

to use different priority values. For the example 

given in Figure 1 a continuous array and its 

conversion to permutation representation is given 

Figure 2. Note that location 1 is depot.  As is seen 

in Figure 2 the customer or drone which has the 

highest value is assigned smallest position in the 

permutation encoding. 

Location 2 Location 3 Location 4 Location 5 Location 6 Location 7 Drone 1 Drone 2 Drone 3 

0,30 0,25 0,61 0,88 0,58 0,12 0,90 0,26 0,50 

Customer Sequence n=6 Drone Sequence m=3 

(a) Array with continues numbers. 
 

Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 Position 1 Position 2 Position 3 

5 4 6 2 3 7 1 3 2 

Customer Sequence n=6 Drone Sequence m=3 

(b) Permutation encoding. 
 

Figure 2. An illustrative example of an array with continuous numbers and its permutation encoding. 
 

The steps of the constructive heuristic are given in 

Figure 3. The assignments of the customers’ 

packages to the drone have been satisfied by using 

this algorithm. As is seen in this figure all routes of 

drone start from depot since drones are ready at 

depot.  

Drone Type               :1 
Velocity                     :300 
Assigned Packages   :(2 - 3) 

Location 4 

Location 7 Location 6 

Location 5 

Location 3 

Location 2 

Location 1 

(Depot) 

Drone Type               :2 
Velocity                     :275 
Assigned Packages   :(4 - 5) 

Drone Type               :3 
Velocity                     :250 
Assigned Packages   :(6 - 7) 
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Algorithm   :Generating a solution from an array which shows assignment priorities for the drone  and customers 

Input             : An array which shows assignment priorities, information about the drones and locations 

Output          : Objective function value and the routes for drones                                        

 

Step 1.   Set  0 |kdr k  DR Κ ;  0 |kdw k  DW K ;  0 |kdu k  DU K ;   {1},  kRoute k K   . 

Step 2.   Generate the permutation encoding from the given array. 

 

while  (all customers are not assigned to a drone) 

{ 

Step 3.  Take current customer (i) from permutation encoding, and find the most appropriate drone which can take the customer 

package. 

 

           Step 3.1.  Find the elements of AD set which shows the appropriate drones by controlling the   

                              drone unit capacity, drone weight capacity and drone battery capacity 

                            i{k |( +1) uc ,   ( + q ) wc ,  RB ( + )  bc }k kdu d w Route i   AD
k k k k k  

 

            Step 3.2.  If (AD = {})        Add penalty value to the objective function value and Go to Step 6; 

                              Else                     Find the selected drone ( k )  kk = min dr
ΑDk

 and k is the first drone  

                                                          element in the permutation encoding    

 

     Step 4. Update the drk = drk + ( dji/vk )  where j is the last location in Routek   

                                    dwk= dwk + qi ;   

                                    duk = duk +1; k kRoute Route i   

  } 

 Step 5. Compute the objective function value considering setup times of drones. 

 Step 6. Output the objective function value and the routes for drones. 

 

DR: set of ready times of drones; DW: set of  the total weights of packages which are assigned to each drones; DU: set of  the 

number of the packages which are assigned to each drones; Routek : route of drone k; qi: package weight of location i; dji: the 

distance between location j and i, vk: velocity of drone k;   RB ( + )Route i
k k : the required battery capacity for the new route 

which is  formed by inserting the location i to the route of drone k (Routek) 

 

Figure 3. The main steps of the constructive heuristic. 

 

In the first step of the algorithm, required sets are 

generated then in the second step continuous 

numbers are converted to permutation 

representation. It is requested that the package of the 

customer with the highest priority be assigned to the 

earliest available drone. If more than one drone is 

available at the earliest, the customer package is 

requested to be assigned to the drone with the 

highest priority value.  When calculating the value 

of RBk, it should not be ignored that the battery 

capacity required for the return of the drone to the 

depot is also calculated on the given route. Some 

permutations may form such that the capacity of the 

drones is not sufficient to carry customer packages.  

In such cases, the algorithm is stopped by giving a 

very high value (penalty) to the objective function. 

It shouldn’t be ignored that the setup times of 

customer packages to the drones are added to the 

service times after the routes are obtained. An 

illustrative example for constructive heuristic with 

given array is presented in Figure 4.  

 

Remaining 

Customers 

Selected 

Location 

Appropriate 

Drones 

Most Suitable 

Drones 

Selected 

Drone 

Drone Suitable 

Times ( drk ) 
Drone Route Assignments 

5-4-6-2-3-7 5 1-2-3 1-2-3 1 {4.45} {0} {0} {1-5} {1} {1} 

4-6-2-3-7 4 1-2-3 2-3 3 {4.45} {0} {8.56} {1-5} {1} {1-4} 

6-2-3-7 6 1-2-3 2 2 {4.45} {18.68} {8.56} {1-5} {1-6} {1-4} 

2-3-7 2 1-2-3 1 1 {8.19} {18.68} {8.56} {1-5-2} {1-6} {1-4} 

3-7 3 1-2-3 1 1 {14.53} {18.68} {8.56} {1-5-2-3} {1-6} {1-4} 
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7 7 2-3 3 3 {14.53}{18.68} {16.29} {1-5-2-3} {1-6} {1-4-7} 

Generated routes for drones     :{1-5-2-3-1} {1-6-1} {1-4-3-1} 

Service time                             : {0 – 9.12 – 15.06 – 8.09 – 4.98 – 20.68 – 16.63} 

Lateness for customers            : {0 – 4.12 – 7.06 – 0 – 0 – 8.68 – 8.63} 

Weighted Total Lateness         : (4.12 ⸱ 0.15) + (7.06 ⸱ 0.53) + (8.68 ⸱ 0.2) +  (8.63 ⸱ 0.08) = 6.79 

 

Figure 4. An illustrative example for the suggested constructive heuristic. 

In the suggested constructive heuristic, nine different 

priority approaches for customers and three different 

priority approaches for drones are used to measure the 

effectiveness of the algorithm. Explanations of the 

priorities for customers are given in Table 2. 

 

Table 2. Explanations of priority approaches for customers. 

Priority ID for customer Explanation 

1 Random number between 0 and 1 [0-1] 

2 (1/dti) 

3 (cwi) 

4 1/(setupi) 

5 1/(pwi) 

6 (cwi/dti) 

7 (pwi / dti) 

8 (cwi / pwi) 

9 cwi  / (dti ⸱ pwi) 

dti: due time of customer i, cwi: the objective weight of customer i, setupi: setup time of package i, pwi: package weight of 

customer i. 

 

As is seen in Table 2 the first priority is generated 

randomly, and second one is related to the 

customers’ due times. Logically, if a customer’s due 

time is late, that customer’s package can be delivered 

later. Therefore second priority is arranged as 1/dti. 

Third priority is the customer objective function 

weight. While the fourth one gives the highest 

priority to the customer whose package has the 

smallest setup time, the fifth priority gives the 

highest priority to the customer whose package is the 

lightest. While sixth priority is obtained by dividing 

customer’s objective function weight by the due 

time, seventh priority is obtained by dividing 

customer’s package weight by the due time. Eighth 

priority value gives the highest priority to the 

customer who has the highest objective function 

weight for per package weight unit.  The last priority 

is computed considering customer’s objective 

function value weight, due time and package’s 

weight. Explanations of priorities for drones are 

given in Table 3. 

 

Table 3. Explanations of priority approaches for drones. 

Priority ID for drone Explanation 

1 Random number between 0 and 1 [0-1] 

2 Velocity of drone 

3 Unit capacity of drone 

 

As is seen in Table 3, first priority is generated 

randomly, and the second one gives the highest 

priority to the fastest drone. According to the last 

one, highest priority is given to the drone with the 

highest unit carrying capacity. 27 (9 ⸱ 3) different 

priority sequences have been created by crossing 

these drone and customer priority values. In the 

experimental study, these 27 different priority values 

are used as inputs in the constructive algorithm 

mentioned above. In the next section, computational 

experiments are given. 

 

4. Computational Experiments  

 In order to measure the effectiveness of the 

suggested priority values on the proposed 

constructive heuristic, 34 different test problems, 

consisting of the smallest 5 customer 3 drones and 
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the largest 20 customer 7 drones, were used. These 

test instances have been generated for this study 

randomly. The constructive heuristic is coded in the 

C# programming language and the calculations took 

less than 1 second for each test instance. In order to 

compute the efficiency, the best solution obtained 

from 27 different priority values for these 34 samples 

was taken into account. Deviations from the best 

solution found were calculated for each priority as in 

equation (1). 

 
% 100 i Best

i

sol sol
gap

sol


   (1) 

In equation (1) soli represents the objective function 

value of the solution obtained by using priority i and 

solBest shows the best objective function value 

obtained by using all priority approaches. The 

summary of the calculation results on the basis of the 

priorities of drones and customers is presented in 

Table 4. 

Table 4. Summary of the computational study according to priorities of the customers and drones. 

Priority for 

customer 
Priority for drone # of instances Average % gap #of best solution # of no solution 

1 1 34 53.742 0 5 

1 2 34 30.969 2 6 

1 3 34 58.343 0 5 

2 1 34 43.022 0 5 

2 2 34 35.612 2 6 

2 3 34 46.678 0 1 

3 1 34 50.136 1 2 

3 2 34 24.447 8 6 

3 3 34 48.645 0 2 

4 1 34 45.502 2 3 

4 2 34 25.892 5 2 

4 3 34 51.292 0 3 

5 1 34 40.572 0 8 

5 2 34 20.045 3 7 

5 3 34 47.812 1 9 

6 1 34 45.622 0 3 

6 2 34 37.839 0 2 

6 3 34 47.741 0 2 

7 1 34 51.222 0 3 

7 2 34 49.889 1 2 

7 3 34 50.154 0 1 

8 1 34 49.129 1 4 

8 2 34 22.261 6 4 

8 3 34 49.492 0 6 

9 1 34 43.556 1 3 

9 2 34 32.578 1 7 

9 3 34 46.654 2 3 

Note: Bold values shows the best value among the column. 

 

In Table 4, while the first and second column shows 

the priority IDs for customers and drones, third 

column states the number of instances. Forth column 

gives the average % gap of 34 test instances for the 

given priorities. Fifth column gives the number of 

best solution obtained by this priorities. For example 

any best solution could not obtain among the 34 test 

instances by using priority 1 approach in the 

suggested constructive heuristic. The last column 

shows the number of infeasible solution obtained by 

suggested priority values. When Table 4 is examined, 

it is seen that the best approach in terms of % gap 

value is the 5th priority approach for the customer and 

the 2nd priority approach for the drone. In other words, 

good solutions were obtained in parallel with the 

loading of the light ones from the customer packages 

to the fast drones. Similarly, it has been seen that good 

results can be obtained by loading customer packages 

with high objective function weight and lightest 

package weight priority into fast drones. 

Considering the number of reaching the best solution, 

it is seen that the most effective method is the 3rd 

priority approach for customers and the 2nd priority 

approach for drones. In other words, it is seen that the 

probability of reaching the best solutions is higher by 

assigning the customer packages with a high 

objective function weight to the fast drones.  The 



M. Şahin / BEU Fen Bilimleri Dergisi 12 (3), 853-862, 2023 

861 
 

summary of the computational study only according 

to the customer priority values is presented in Table 

5. 

Table 5. Summary of the computational study based on priorities for only customers. 

Priority For Customer # of instances Average % gap # of best solution # of no solution 

1 102 47.879 2 16 

2 102 42.057 2 12 

3 102 41.799 9 10 

4 102 40.735 7 8 

5 102 35.787 4 24 

6 102 43.714 0 7 

7 102 50.411 1 6 

8 102 40.085 7 14 

9 102 41.305 4 13 

Note: Bold values shows the best value among the column. 

As is seen in Table 5 the best priority approach for the 

customer is the 5th priority approach when only average 

% gap value is considered. However, the probability of 

obtaining an infeasible solution with the constructive 

heuristic is also quite high with this priority approach, 

since this approach obtained infeasible solutions in 24 

of the 102 examples. Considering the number of best 

solution 3rd priority approach is quite effective.  The 

summary of the computational study according to the 

drone priority values is presented in Table 6.

Table 6. Summary of the computational study based on priorities for only drones. 

Priority For Drone # of instances Average % gap # of best solution # of no solution 

1 306 47.045 5 36 

2 306 31.338 28 42 

3 306 49.596 3 32 

Note: Bold values shows the best value among the column. 

Not many priority approaches have been used in terms 

of drone priorities, but it is seen that the best method 

is to give the highest priority to the fastest drone. In 

order to increase the probability of obtaining a 

suitable solution, it seems logical to give the highest 

priority to the drone with a high carrying capacity. 

    

5. Conclusions and Future Research Direction 

 

In parallel with technological developments on 

UAVs, the use of these vehicles in package delivery 

systems has been increased. And the integration of 

online shopping into daily life has also increased the 

need for innovative solutions in logistics operations. 

Along with all these developments, innovative 

research on drone routing was needed. This article 

considers the heterogeneous drone routing problem, 

which takes into account the setup times of 

customers’ packages to the drones and aims to 

minimize the weighted total waiting times of 

customers. A constructive heuristic has been 

suggested to solve the stated problem. 27 different 

priority approaches and 34 different test instances, 

consisting of the smallest 5 customers with 3 drones 

and the largest 20 customers with 7 drones have been 

used for evaluating the suggested constructive 

heuristic.  Through the computational experiments it 

has been seen that good solutions can be obtained by 

assigning the light customer packages to the fast 

drones for the given test instances by using the 

suggested constructive heuristic.  

As a result, in this study, a new variation of drone 

routing has been discussed and a constructive 

heuristic has been developed. Considering the drone 

routing area, it is seen that it is a new and open 



M. Şahin / BEU Fen Bilimleri Dergisi 12 (3), 853-862, 2023 

862 
 

research area and different solution methods are 

needed. Therefore, it is necessary to investigate the 

effectiveness of metaheuristic such as simulated 

annealing, tabu search, genetic algorithm and exact 

solution methods such as branch & bound, branch & 

cut, benders decomposition on the solution of the 

stated problem. In this study, it is assumed that all data 

are deterministic, but in many real-life applications, 

data are known may be stochastic. Considering this 

situation, new solution approaches can be developed 

for stochastic drone routing problems. 
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Abstract 

 

The animal material of this study consisted of 6000 goats and 300 goats, which were 

supported within the scope of the "Animal Breeding in the Hands of the Public 

National Project" in the province of Diyarbakir of Turkey. Within the scope of the 

project in which the research was included, the animals were identified and their 

records were kept. The records of goats in 2019, 2020, 2021 and 2022 formed the 

data of this research.  The weights of birth, 30th day, 60th day, 90th day were 

determined in goats born in the specified years. Live weight of hair goat kids at 

various periods (birth, 30th, 60th, 90th) and daily body weight gains up to 90th day 

(birth-30, 30-60, 90th days). Statistical analysis of the data was made in the SPSS 

package program. 

In the study, birth weight of Hair goat kids was 2.84±0.010; Body weight at 

day 30 was 6.97±0.028; Body weight at day 60 was determined as 11.06±0.065 and 

body weight at 90th day was determined as 14.49±0.058. In addition, daily live 

weight gains on the 30th day of birth in Hair goat kids was 136.84±0.884; body 

weight gain at birth-60th day 136.41±1.083; daily body weight gain at birth-90th day 

was determined as 129.08±0.640. When the effect of environmental factors 

examined in the study was evaluated, the effect of gender on live weights of all ages 

was found to be statistically significant. However, in the study, it was determined 

that the type of birth and the effect of birth month showed a difference only between 

birth and 30th day age. As a result, in the current thesis study, it was found that the 

findings obtained in terms of growth and development characteristics in Hair goat 

kids were compatible with the findings of other studies on the subject. 

 
 

 
1. Introduction 

 

Our country, both geographically and with its socio-

economic characteristics, presents a suitable 

qualification for goat breeding. Goat breeding and 

production is suitable for breeders living in 

mountainous and rural areas. Goat raising is an 

important source of employment and livelihood. 

Periodic change in Turkey's goat population has a 

fluctuating structure. Social and economic problems 

in rural areas, migration, traditional agricultural 

production structure, lack of organization, 
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deficiencies in livestock support, low demand for goat 

products, difficulties in finding shepherds and 

reluctance of young people are some of the reasons 

for the decline in goat breeding. [1]. In recent years, 

some measures have been taken to prevent this 

decline. Apart from the economic characteristics of 

the production line, projects are carried out by the 

relevant ministry in order to protect our cultural 

animal genetic resources [2]. 

Sustainability in animal production is closely 

related to the farming economy. In other words, it 

does not seem possible for non-economic animal 
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production to be sustainable. Reproductive 

characteristics, birth weight, viability, growth and 

development characteristics of goats are very 

important indicators in terms of farming economy [3]. 

The yield of animal production is closely related to 

healthy young animal and their growth-development 

characteristics. Birth weight of kids and live weight 

gains in the following periods are important growth 

and development criteria for economic goat breeding. 

As in other animal production lines, the basis of goat 

breeding and sustainability is its profitability. 

Especially due to the traditional structure of our 

animal production and the ever-changing 

characteristics of the economy, change is necessary in 

animal production. In other words, an animal 

production based only on self-consumption and cheap 

input costs loses its value in contemporary production 

systems. Various projects are carried out by the 

related ministry in our country. The Ministry also 

adopts various approaches to use animal resources 

effectively. In recent years, projects have been carried 

out with the participation and support of breeders and 

long-term production plans are envisaged. 

The aim of this study is to determine the birth weights 

and 30th, 60th and 90th day live weights of hair goat 

populations supported within the scope of the project 

in Diyarbakır in terms of various environmental 

factors. 

 

2. Material and Method 

 

The animal material of this study consisted of 6000 

goats and 300 goats, which were supported within the 

scope of the "Animal Breeding in the Hands of the 

Public National Project" in the province of Diyarbakir 

of Turkey. Within the scope of the related project, the 

animals were given ear numbers and the animals were 

recorded. The records of hair goats for the years 2019, 

2020, 2021 and 2022 formed the data of this research. 

Birth, 30th day, 60th day and 90th day live weights of 

kids obtained in the mentioned years were 

determined. Births were followed in the villages 

where the research was conducted. Birth weight of 

kids were determined by weighing in 24 hours with 

precision scales (sensitivity of 1 g). In addition, the 

type of birth, gender and date of birth were recorded. 

In order to determine the growth-development 

performance of the kids, their age-adjusted body 

weights were calculated in three different periods 

(birth, 30th day, 60th day, 90th day) from birth to 3 

months. Calculations were made separately for males 

and females and no adjustment was made for birth 

weight. Body weights of hair goat kids at various 

periods (birth, 30th, 60th, 90th day) and daily body 

weight gains to 90th day (birth-30th, 30-60th, 90th 

day) were analyzed using the following statistical 

model: 

In order to determine the growth-development 

performance of kids, age-adjusted live weights were 

calculated in 4 different periods (birth, 30th, 60th, and 

90th days) from birth to weaning (90th day) and no 

adjustment was made for birth weight. 

Live weights of kids at various periods (birth, 30th, 

60th and 90th days) and daily average body weight 

gains up to 90th day (birth-30th, 60th and 90th days) 

were analyzed using the following statistical model: 

 

𝑌𝑖𝑗𝑘𝑙 = 𝜇 + 𝑎𝑖 + 𝑏𝑗 + 𝑐𝑘 + 𝑑𝑙 + 𝑒𝑖𝑗𝑘𝑙 (1) 

 

Formulation; 

𝒀𝒊𝒋𝒌𝒍 = i. year, j. gender, k. in the birth type, the 

analyzed live weight/live weight gain of the 

lamb born in the 1st month of birth 

𝜇     = population mean, 

𝑎𝑖     = i. effect of year (i=2019, 2020, 2021, 2022), 

𝑏𝑗      = j. effect of gender (j = 1, 2; erkek ve dişi), 

𝑐𝑘      = k. effect of birth type (k = 1, 2; tek ve ikiz), 

𝑑𝑙      = l. effect of 1st month of birth (l = 1 (january), 

2 (february), 3 (march)), 4 (april), 5 (may), 

𝒆𝒊𝒋𝒌𝒍  = Indicates independent and random error. 

 

The data obtained from the research were 

processed into Microsoft Excel program and 

statistical analyzes were made using SPSS package 

program (SPSS, 2012). More than two subgroups of 

the factors determined to be important as a result of 

the analysis of variance were compared with the 

Duncan test. 

 

3. Results  

 

Averages of live weights of hair goat kids in various 

periods are given in Table 1. 
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Table 1. Average of least squares of live weights at birth, 30th, 60th and 90th days of hair goat kids 

Characteristics 
Birth weight Live weight in 30th  Live weight in 60th Live weight in 90th 

n X±Sx n X±Sx n X±Sx n X±Sx 

Year         

2019 4479 2,51+0,013 4127 6,94+0,034 4064 11,31+0,073 3569 14,79+0,069 

2020 4490 2,83+0,013 4473 6,68+0,034 4427 10,82+0,071 4125 13,85+0,070 

2021 5139 3,06+0,013 4555 7,61+0,034 4300 12,14+0,075 3234 16,62+0,081 

2022 5697 2,97+0,012 4806 6,63+0,033 4514 9,95+0,072 3356 12,70+0,075 

Gender  *  *  *  * 

Female 10090 2,77+0,011 b 9074 6,76+0,030 b 8714 10,71+0,068 b 7214 13,99+0,063 b 

Male 9715 2,92+0,011 a 8887 7,17+0,030 a 8591 11,41+0,068 a 7070 14,99+0,063 a 

Birth type  *  **  **  ** 

Twin 3048 2,68+0,014 b 2710 6,77+0,037 b 2658 10,84+0,077 b 2340 14,30+0,079 b 

Single 16757 3,01+0,009 a 15251 7,16+0,025 a 14647 11,27+0,062 a 11944 14,68+0,052 a 

Month of birth   **       

January 612 2,85+0,027 c 527 5,01+0,068 527 7,65+0,111 527 10,56+0,141 

February 5962 2,81+0,009 b 5502 6,07+0,023 5502 9,69+0,038 5320 13,43+0,049 

March 10109 2,91+0,008 a 9430 6,82+0,019 9302 10,91+0,031 7964 15,16+0,042 

April 2708 2,85+0,014 a 2272 8,04+0,034 1900 12,60+0,060 473 18,81+0,144 

May 414 2,81+0,032 a 230 8,90+0,099 74 14,44+0,284   

General 19805 2,84+0,010 17961 6,97+0,028 17305 11,06+0,065 14284 14,49+0,058 

When the least squares averages of the birth, 

30th, 60th and 90th day live weights of hair goat kids 

were evaluated, it was determined that the birth, 30th, 

60th and 90th day live weights of the kids did not 

show a significant difference according to the year of 

birth (p > 0,05). On the other hand, when the 

comparisons made by gender are examined, it is seen 

that the weights of male kids at the 4 measurement 

times are significantly higher than female kids (p < 

0,05). In the comparisons made according to the birth 

type, it was found that the weights of the single born 

kids at the time of 4 measurement were higher than 

the twin born kids (p < 0,05). Finally, when the weight 

values were compared according to the months of 

birth, significant differences were observed only 

according to the birth weight (p < 0,01). Accordingly, 

it can be said that the birth weights of the kids born in 

March, April and May are higher than the birth 

weights of the kids born in January and February. On 

the other hand, it was determined that the 30th, 60th 

and 90th day live weights did not show a statistically 

significant difference according to the month of birth  

(p < 0,05). 

The least squares averages of daily live 

weight gains on the 30th, 60th and 90th days of birth 

in Hair goat kids are given in Table 2. 
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Table 1. The least squares averages of daily live weight gains on the 30th, 60th and 90th days of birth in Hair goat kids 

Characteristics 
Birth-30th CAA Birth-60th CAA Birth-90th CAA 

n X±Sx n X±Sx n X±Sx 

Year       

2019 4127 147,35+1,098 4064 146,37+1,218 3569 136,16+0,764 

2020 4473 127,97+1,077 4427 132,88+1,188 4125 122,29+0,776 

2021 4555 151,39+1,101 4300 151,16+1,245 3234 150,71+0,899 

2022 4806 120,66+1,071 4514 115,25+1,203 3356 107,18+0,835 

Gender  **  *  * 

Female 9074 132,40+0,951 b 8714 131,78+1,126 b 7214 124,39+0,698 b 

Male 8887 141,28+0,955 a 8591 141,05+1,125 a 7070 133,78+0,701 a 

Birth type  ***  ***  *** 

İkiz 2710 135,80+1,192 b 2658 135,61+1,284 b 2340 128,84+0,882 b 

Tek 15251 137,89+0,800 a 14647 137,22+1,032 a 11944 129,33+0,582 a 

Month of birth       

January 527 70,71+2,178 527 79,44+1,852 527 85,28+1,570 

February 5502 108,30+0,736 5502 114,63+0,627 5320 118,03+0,546 

March 9430 130,24+0,596 9302 133,27+0,510 7964 135,96+0,466 

April 2272 173,06+1,087 1900 162,09+1,002 473 177,07+1,606 

May 230 201,90+3,169 74 192,63+4,713   

General 17961 136,84+0,884 17305 136,41+1,083 14284 129,08+0,640 

The least squares averages of the birth-30th, 

60th and 90th day live weight gains in hair goat kids 

were evaluated and the data on the birth-30th day, 

birth-60th day and birth-90th day live weight gains 

were compared statistically. According to the 

findings, it was determined that the 30-day, 60-day 

and 90-day live weight gains of the kids did not show 

a significant difference according to the year of birth 

(p > 0,05). On the other hand, it is seen that the 30-

day, 60-day and 90-day live weight gains of male kids 

are significantly higher compared to female kids (p < 

0,05). In the evaluation made according to the birth 

type, it was seen that the 30-day, 60-day and 90-day 

live weight gains of the single born kids were 

significantly higher than the live weights of the twin 

born kids (p < 0,01). Finally, when the weight values 

were compared according to the months of birth, it 

was determined that the 30-day, 60-day and 90-day 

live weight gains of the kids did not show a significant 

difference according to the birth month (p > 0,05). 

 

Figure 1. Growth curve of kids for various periods of 

body weight 

 

The average live weight of all kids examined 

in the study was 2.99±0.005 kg at birth. On the 30th 

day, it was measured as 6.85±0.013 kg on average. It 

is seen that it is 10.75±0.021 kg on the 60th day and 

14.54±0.031 kg on the 90th day. 
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Figure 2. Growth curve of kids for live weight gains in 

various periods 

The live weight gains of all kids examined in 

the study were 128.36±0.408 g per day from birth to 

the 30th day. It was determined as 129.22±0.353 g per 

day until the 60th day and 128.45±0.340. 

4. Discussion, Conclusion and Suggestions 

 

In this study, the birth weight of hair goat kids and the 

values related to hair goat live weights in various 

periods were determined. In the study, the birth 

weight of hair goat kids was measured as 2.84±0.010. 

On the 30th day, the live weight is 6.97±0.028. The 

live weight on the 60th day was 11.06±0.065 and the 

live weight on the 90th day was determined as 

14.49±0.058. In addition, daily live weight gain 

between birth and 30th days in hair goat kids is 

136.84±0.884. Live weight gain at birth-60th day is 

136.41±1.083 and daily live weight gain at birth-90th 

day is 129.08±0.640. When the effect of 

environmental factors examined in the study was 

evaluated, the effect of gender on live weights of all 

ages was found to be statistically significant.  

Growth and development characteristics of 

kids are important in terms of animal production 

economy. Growth is one of the important practical 

and economic physiological characteristics in 

livestock raising [4]. Birth weight in kids affects 

postnatal growth and viability characteristics of kids 

[3,5]. 

In the study, the average birth weight of hair 

goat kids was found to be 2.99±0.005 kg and the 

minimum weight was 1.03 kg and the maximum 

weight was 4.97 kg. The coefficient of variation (%) 

was found to be 22.95%. This value, which was 

determined as 4.97, has a place between the values 

2.85 kg reported by Kırk [6]; 2.58 kg reported by Oral 

and Altınel [7]; 2.6 kg reported by Öztürk [8]; 

reported 2.63 kg by Sengonca et al. [9]; 2.18 kg 

reported by Şimşek et al. [10]; 2.77 kg reported by 

Şimşek and Bayraktar [11]; 2.99 kg reported by 

Şimşek [12]; 3.89 kg reported by Darcan [13] (2000); 

3.8 kg reported by Daş and Savaş [14]; 3.31 kg by 

Montenegro [15]; and 3.72 kg reported by Tozlu [16]. 

In the study, the weight of the hair goat kids 

on the 30th day was found to be 6.85±0.013 kg. 

Compared to the studies conducted for this purpose, 

this value was reported as 6.29 kg in females and 6.89 

kg in males for Angora goat kids [17]. In other 

studies, conducted for Angora goat kids, the 30th day 

live weight was reported as 9.669 kg [18] and 5.5 kg 

[19, 20]. In a study conducted for colored Angora 

goats, the live weight was found to be 4.34 kg on the 

30th day [21]. In another study conducted for Angora 

goat and colored Angora goat hybrids, the live weight 

was 4.30 kg [21], 5.78 kg for Norduz goats [22], 6.36 

kg for hair goats [7], 8.68 kg [23], 6.49 kg [24]. The 

value of 6.85±0.013 kg, which was determined as the 

30th day weight in hair goat kids in the study, is 

among the values reported especially for hair goats. 

In this study, the average live weight of hair 

goat kids on the 60th day was found to be 

10.75±0.002 kg. In the researches, Öztekin and 

Akçapınar [17] determined the 60th day weight of 

Angora goats as 9.60 kg for females and 10.60 kg for 

males; Yurtseven et al. [18] 4,158 kg (overall 

average); Özdemir and Dellal [19] 8.2 kg; Yeni [20] 

8.20 kg and Özel [22] 0.51 kg for Norduz Goats. In 

the research conducted for hair goats, Oral and Akınel 

[7] 9.75 kg; Şimşek and Bayraktar [11] 11.80 kg; 

Atay et al. [23]13.98 kg; Erten and Yılmaz [24] 9.81 

kg; Şimşek and Bayraktar [11] 11.04 kg in Saanen x 

hair goat hybrids; Şengonca et al. [25] 14.38 kg in 

Bornova goats; Salman [26] 9.86 kg in Kilis goats; 

Salman [26] determined 8.66 kg in Kilis x Saanen 

goat hybrids. In this study, the 90th day weight of hair 

goat kids was determined as 14.54±0.0031. In other 

studies, Öztekin and Akçapınar [6] found 10.4 kg in 

females and 13.1 kg in males in Angora goats; 

Yurtseven et al.  [18] 19,647 kg; Özdemir and Dellal 

[19] 11.7 kg; Yeni [20] 11.70 kg; Özel [22] 14.82 kg 

for Norduz goats; Oral and Altınel [7] 13.58 kg for 

hair goats; Şimşek and Bayraktar [11] 16.05 kg; Atay 

et al. [23] 19.18 kg; Erten and Yılmaz [24] 12.32 kg; 

Şimşek and Bayraktar [11] 14.14 kg for Saanen x hair 

goat hybrids; Gök et al. [27] 24.1 kg for Honamlı 

goats. Keskin et al. (2016) 10.7 kg for Kilis x hair goat 
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hybrids; Salman (2009) 12.38 kg for Kilis x Saanen 

hybrids and Keskin et al. [28] 10.1 kg for Damascus 

goats. 

In addition, daily live weight gain on the 30th 

day of birth in hair goat kids was 128.36±0.408; daily 

live weight gain at birth-60th day was 129.22±0.353; 

daily body weight gain on the 90th day of birth was 

determined as 128.45±0.340. When the effect of 

environmental factors examined in the study was 

evaluated, the effect of gender on live weights of all 

ages was found to be statistically significant. In 

research, Şimşek and Bayraktar[11] found live weight 

gain of birth-90th 147 g for hair goats; Erten and 

Yılmaz [24] 102.51 g; Şimşek and Bayraktar [11] 124 

g for Saanen x Hair Goat hybrids; Salman [26] 125.6 

g for Kilis Goats; Salman [26] 103.2 g for Kilis x 

Saanen hybrids; Gök et al. [27] 218g; Özel [22] 132.1 

g for Norduz goats was reported. 

As a result, live weights at birth, 30th, 60th 

and 90th days of hair goat kids supported within the 

scope of the project in this study are consistent with 

the findings in the literature. When the environmental 

factors examined were evaluated, it was revealed that 

gender had a statistically significant effect in all 

periods. 

4.1. Suggestions 

 

1) In order to get efficiency in goat breeding in 

Turkey, an effective improvement and breeding 

program should be implemented. 

2) In Turkey, goat breeding studies were delayed and 

an effective model could not be developed in goat 

breeding. A breeding program involving hair goat and 

Angora goat breeder communities, relevant public 

institutions (TİGEM, Faculty of Veterinary Science 

and Faculty of Agriculture) and producers should be 

put into effect. These studies should be continued 

through a sustainable and auditable structure.  

3) The breeding model should be applicable in the 

field. Different studies should be done for the most 

suitable breeding model. This model should cover all 

components of production. 

4) Livestock support for small cattle breeding should 

be continued. Incentive programs should be 

developed. 

5) Collaboration between research institutes, 

universities and small farmers is needed to increase 

goat production and productivity. All stakeholders of 

goat development (national and international 

development organisations, research institutes and 

universities, the private sector, government agencies 

and smallholder farmers) should jointly meet the 

nutritional-income needs of small farmers in a public-

private-producer-partnership model, while achieving 

higher production and creating sustainable goat 

markets. 

6) The problem of insufficiency of pasture areas 

should be eliminated. This is one of the important 

studies to be done for the development of hair goat 

breeding. With the effective use of pasture areas, the 

problems in animal nutrition are eliminated, operating 

costs are reduced and the profit of the enterprise 

increases. 

7) In goat breeding, support should be provided that 

will contribute to the growth of small-scale 

enterprises and to increase living standards. 

8) Especially in Hair goat enterprises, the structure 

that offers the surplus to the market needs to be 

changed. The change of this structure is highly 

dependent on the integration of production and 

industry. In recent years, the increasing demand due 

to some characteristics of goat milk reveals that it 

would be beneficial for the dairy industry to take 

some initiatives to meet this demand. 

9) For this purpose, an integration model should be 

established that will process goat milk and turn it into 

a product, and that will pay for the labor of the 

producer while doing this. 

10) Hair goat breeding, which is the most done and 

inexpensive in Turkey, should be evaluated in the best 

way. Goat cheese and yogurt are also known to be 

delicious. Hair goats, which are the most common 

goat breeds, need to be supported in order to be 

effective in the country's economy and specially to 

reduce foreign dependency. The current structure and 

problems of manufacturers and enterprises should be 

determined. After these determinations, it will be 

useful to carry out the necessary studies. 

11) Similar to the contract model applied in different 

livestock sectors, it can be considered as a practicable 

and beneficial experience for goat breeding. 

Increasing interest in organic products and 

widespread use will increase the demand for products 

made from hair and Angora goats in the near future. 
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With the steps and initiatives to be taken, goat 

breeding and goat products can be turned into an 

attractive production area again. 

12) Although the intensification of agricultural 

production is the reason for feeding the increasing 

population, the demand for organic or ecological 

products has increased in parallel with the awareness 

of the society in recent years. In animal production 

branches where traditional production systems are 

applied, the transition to organic animal production 

can be easy. 

13) In our country, classical methods are generally 

used in slaughterhouse and laniary. This type of 

businesses to be established for hair goat breeding 

regions can be established in accordance with the 

legislation. Thanks to the use of vehicles suitable for 

transporting animals and the training of butchers, 

slaughterhouses will meet the appropriate conditions. 

With the common facilities to be established in the 

region, long-term transportation of animals will be 

prevented. 
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Abstract 

 

Breast cancer is a type of cancer caused by the uncontrolled growth and proliferation 

of cells in the breast tissue. Differentiating between benign and malignant tumors is 

critical in the detection and treatment of breast cancer. Traditional methods of cancer 

detection by manual analysis of radiological images are time-consuming and error-

prone due to human factors. Modern approaches based on image classifier deep 

learning models provide significant results in disease detection, but are not suitable 

for clinical use due to their black-box structure. This paper presents a semantic 

segmentation method for breast cancer detection from ultrasound images. First, an 

ultrasound image of any resolution is divided into 256×256 pixel patches by passing 

it through an image cropping function. These patches are sequentially numbered and 

given as input to the model. Features are extracted from the 256×256 pixel patches 

with pre-trained ResNext models placed in the encoder network of the U-Net model. 

These features are processed in the default decoder network of the U-Net model and 

estimated at the output with three different pixel values: benign tumor areas (1), 

malignant tumor areas (2) and background areas (0). The prediction masks obtained 

at the output of the decoder network are combined sequentially to obtain the final 

prediction mask. The proposed method is validated on a publicly available dataset of 

780 ultrasound images of female patients. The ResNext-based U-Net model achieved 

73.17% intersection over union (IoU) and 83.42% dice coefficient (DC) on the test 

images. ResNext-based U-Net models perform better than the default U-Net model. 

Experts could use the proposed pixel-based segmentation method for breast cancer 

diagnosis and monitoring. 
 

 
1. Introduction 

 

Cancer is a disease resulting from the accumulation of 

genetic mutations or aberrant alterations in cellular 

genes [1]. In a healthy body, cells follow a regulated 

cycle, but mutations can disrupt this balance, leading 

to uncontrolled cell growth [2]. These mutations can 

be inherited or occur due to environmental factors like 

radiation, chemicals, or viruses [3]. 

 When a gene loses its normal function or 

gains a new abnormal function due to a mutation, it 

can disrupt the complex signaling pathways that 

regulate cell growth and division. As a result, the 
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affected cells gain the ability to divide uncontrollably 

and form a mass of abnormal cells called a tumor [4]. 

Tumors can be broadly classified into two main 

categories: benign tumors and malignant tumors [5]. 

Benign tumors are usually not cancerous and do not 

pose an immediate threat to health. The cells in benign 

tumors are very similar to normal cells and their 

growth rate tends to be relatively slow. Importantly, 

they do not invade nearby tissues or spread to other 

parts of the body [6]. Benign tumors are therefore 

considered localized and do not usually lead to life-

threatening conditions. In contrast, malignant tumors 

become cancerous and have the potential to cause 
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serious harm to an individual's health. If left 

untreated, malignant tumors can invade surrounding 

tissues and organs and have the ability to metastasize, 

meaning they can spread to distant parts of the body 

through the bloodstream or lymphatic system [7]. 

 Breast cancer is the most frequently 

diagnosed cancer among women worldwide [8]. It 

originates in the cells of the breasts, particularly in the 

ducts or lobules. As the disease progresses, malignant 

cells derived from these areas possess the ability to 

invade neighboring healthy tissues. Moreover, if 

cancer cells infiltrate the lymph nodes, they can easily 

spread via the lymphatic system to distant organs such 

as the bones, lungs, liver, or brain [9]. Detecting 

breast cancer in its early stages is therefore crucial for 

successful treatment and improved outcomes [10]. 

Specialists use radiological images to assess the 

structure of breast tissue and possible tumor findings. 

However, manual evaluation of radiologic images is 

time-consuming and involves subjective decision 

depending on the experience and training of the 

specialist. To overcome these challenges, it is a 

popular research topic to use artificial intelligence 

methods to detect breast cancer findings from 

radiological images. Michael et al. [11] proposed a 

LightGBM-based method for breast cancer detection 

from ultrasound images. The proposed method is 

validated on a dataset of 912 samples. To classify 

malignant and benign tumors, 185 features were 

extracted manually. Using these features, LightGBM 

achieved 99.86% accuracy. González-Luna et al. [12] 

proposed a method for classifying breast ultrasound 

images as benign or malignant. The dataset used in 

the study contains 2032 samples, of which 1341 are 

benign lesions and 691 are malignant lesions. Linear 

discriminant analysis (LDA) outperformed other 

classifiers by classifying the test samples with 

89.00% accuracy, 82.00% sensitivity and 93.00% 

specificity. Wei et al. [13] proposed a method for 

automatic classification of cancer from breast 

ultrasound images. The proposed method is based on 

benign and malignant lesion features. Validated on a 

total of 1061 different ultrasound images, the support 

vector machine (SVM) classifier achieved 75.94% 

accuracy, 66.37% sensitivity, 86.87% specificity and 

85.23% precision. 

 The traditional machine learning approach to 

breast cancer detection involving feature extraction 

from radiological images requires feature engineering 

and performs poorly on complex datasets. Modern 

deep learning approaches based on convolutional 

neural networks (CNN) provide significant results for 

image classification studies. Atrey et al. [14] 

proposed a hybrid method (CNN+LSTM) for the 

classification of benign and malignant breast cancer 

tumors. They used 43 mammogram images and 43 

ultrasound images. Dataset samples were increased 

by using data augmentation techniques. The proposed 

model achieved a classification accuracy of 97.16% 

for mammography images and 98.84% for ultrasound 

images. Raza et al. [15] proposed the 

DeepBraestCancerNet model for breast cancer 

detection and classification. In the training and 

validation of the model, 1030 samples obtained from 

two different publicly available ultrasound datasets 

were used. The proposed model achieved 99.35% 

classification accuracy. Gupta et al. [16] proposed a 

modified ResNet-50 model that can classify breast 

ultrasound as normal, benign or malignant. Validated 

on a publicly available dataset, the model achieved 

97.8% accuracy, 97.68% recall, 99.21% precision and 

98.44% F1-score. 

 CNN models have demonstrated promising 

results in classification studies. However, their black 

box structure renders them unsuitable for clinical 

implementation. The primary challenge lies in the 

inability to identify which pixel areas in the image are 

crucial for predictions. To overcome this limitation, 

CNN models can be made explainable using class 

activation mapping (CAM) algorithms that visualize 

the feature maps from the last convolutional layer as 

heat maps. Nonetheless, CAM algorithms employ a 

coarser approach when locating objects at the region 

level. Therefore, the output of the CAM algorithm is 

less accurate compared to sharp and precise pixel-

based segmentation results. Byra et al. [17] proposed 

a deep learning-based method for automatic 

segmentation of breast cancer tumor areas in 

ultrasound images. The proposed method was 

evaluated on 882 different ultrasound images. Of the 

882 images, 632 images were used for training, 100 

images for validation and 150 images for testing. The 

trained U-Net and SK-U-Net models made mask 

predictions on the 150 images allocated for testing. As 

a result of the predictions, the SK-U-Net model 

achieved a Dice Score (DS) of 82.60%. Sannasi and 

Rajaguru [18] proposed a deep learning-based 

approach to segment tumor areas from breast cancer 

ultrasound images. They used a publicly available 

dataset containing 780 ultrasound images collected 

from 600 different female patients. An adaptive 

median filtering algorithm was used to remove the 

noise in the images. FCN16s, FCN8s, SegNet, 

SegNet, U-Net, SK-U-Net and SKMAT-U-Net 

models built specifically for this study were trained 

for 60 epochs with 224×224 input resolution and 

batch size of 12. As a result of the completed training 

stages, the SKMAT-U-Net model is the most 

successful model among the tested models, reaching 

a DS value of 92.90%. 
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 Segmentation studies have shown high 

precision and high accuracy. However, since 

segmentation models can process input images at a 

fixed resolution, the proposed methods are usually 

based on image resizing. Information loss is 

inevitable in resized images. In addition, given the 

availability of different radiological devices and 

technologies today, the scope of methods that expect 

a fixed input size is quite limited. 

 This paper proposes a ResNext-based U-Net 

model for segmenting benign and malignant breast 

cancer tumors from ultrasound images. The proposed 

model first cropping the input image into 256×256 

pixel patches and then extracts features with the 

encoder blocks (ResNext) of the U-Net model. The 

model processes the output of the encoder network in 

the default decoder network of the U-Net model to 

obtain the prediction mask image. The sequentially 

processed patches are merged again in the same order 

to reach the original size. The approach proposed in 

this study has the potential to be applied clinically for 

computer-aided automatic breast cancer detection due 

to its flexible structure. The main contributions of this 

study can be summarized as follows: 

 Semantic segmentation was performed with 

the ResNext-based U-Net model using a 

public dataset. 

 A method is proposed to process different and 

high resolution images in the U-Net model. 

 Hardware requirements are reduced by using 

input images divided into 256×256 pixel 

patches. 

 The proposed model outperforms the default 

U-Net model. 

 

2. Material and Method 

 

A segmentation system was developed to identify 

benign and malignant tumor regions in ultrasound 

images using a deep learning model based on 

ResNext and U-Net. The block diagram illustrating 

the system is given in Figure 1. 

 The use of images with high and non-constant 

resolution poses challenges that can hamper the 

efficiency and practicality of the model. In order to 

overcome these challenges, a method is proposed that 

involves cropping the original images into smaller 

and more manageable patches. In this way, high-

resolution images can be utilized without imposing 

the memory constraints of the hardware. 

 

2.1. Ultrasound Dataset 

 

In this study, we used a publicly available dataset [19] 

of ultrasound images of female patients, with 

corresponding mask images showing tumor areas 

marked by an expert. The dataset was compiled in 

2018 and consists of samples from 600 different 

patients ranging from 25 to 75 years old. The dataset 

consists of a total of 780 different images, all stored 

in PNG file format. The images have different 

resolutions with non-fixed sizes ranging from 

190×335 pixels to 1048×578 pixels. The images in the 

dataset are categorized into three different classes: 

normal, benign and malignant.  
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Figure 1. Block diagram of the proposed method



O. Katar, O. Yıldırım / BEU Fen Bilimleri Dergisi 12 (3), 871-886, 2023 

874 
 

These classes serve to classify ultrasound images 

according to the presence and nature of tumors. To 

provide a better understanding of the structure of the 

dataset, the distribution of images into the three 

classes is summarized in Table 1. 

 

Table 1. Classes and distributions of dataset samples 

Class Name Number Of Samples 

Benign 437 

Malignant 210 

Normal 133 

Total 780 

 

Typically, in medical imaging, different 

tumor or tissue types are assigned different pixel 

values or color codes to facilitate easier identification 

and analysis [20]. In this particular dataset, however, 

mask images do not use different pixel values to 

distinguish between benign and malignant tumors. 

Instead, mask images mark the regions where tumors 

are present in ultrasound images, regardless of their 

specific structure. Figure 2 shows a randomly selected 

set of dataset examples and their corresponding mask 

images. 

Original Image GT Mask

(a) Benign
Original Image GT Mask

(b) Malignant
Original Image GT Mask

(c) Normal  

Figure 2. Dataset samples 

 

2.2. Pre-processing 

 

In the dataset samples, some images contain 

multiple tumor areas. To accurately represent these 

multiple tumor regions, separate mask images were 

initially created for each different area in an image. 

However, having multiple mask images for a single 

ultrasound image can lead to challenges and may not 

be ideal for certain analyses or applications. To 

address this issue, a preprocessing step was applied to 

the dataset samples. This pre-processing involves 

merging the individual mask images associated with 

multiple tumor areas within a single ultrasound 

image. This results in a merged mask image that 

covers all tumor regions in the image. The goal of this 

pre-processing step is to ensure that each ultrasound 

image in the dataset is associated with a single mask 

image, eliminating the complexity and potential 

complications of having multiple mask images for a 

single image. Figure 3 shows an example of a dataset 

with multiple mask images and the composite mask 

image generated after the pre-processing step. 

Pixel values are numerical representations of 

the intensity or color of each pixel in an image. If 

benign and malignant tumors have the same pixel 

values, it becomes problematic to create a reliable 

segmentation model that can accurately classify and 

distinguish between these two classes. To overcome 

this issue, a technique called pixel-based value 

substitution was employed. This technique involves 

replacing the original pixel values with new values 

that correspond to specific classes. In this case, a 

value of '1' was assigned to denote regions 

representing benign tumor areas, a value of '2' was 

assigned for malignant tumor areas, and a value of '0' 

was designated for areas defined as the background 

that do not contain tumor regions. The result of the 

pixel-based value substitution process is shown in 

Figure 4. 

 

Background (0)

Benign (1)

Background (0)

Malignant (2)

 

Figure 4. Class-based pixel value assignment 
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Figure 3. Combining multiple mask images into a single mask image 

 

The use of deep learning models for image 

segmentation often requires fixed input sizes to 

ensure consistent processing. However, in the case of 

the dataset used in this study, the samples did not have 

a fixed resolution, which posed a challenge for 

training a deep learning model. To address this issue, 

a decision was made to employ a deep learning model 

with an input size of 256×256 pixels, which is a 

commonly chosen size for various segmentation 

tasks. In order to adapt the original images and 

corresponding mask images to the desired input size, 

a cropping process was applied. This involved 

dividing the images into smaller sub-images, each 

with a size of 256×256 pixels. By cropping the 

images, it became feasible to train a deep learning 

model that expects fixed-size inputs. During the 

cropping process, some of the original images might 

not perfectly fit the 256×256 pixel size due to their 

inherent dimensions. In such cases, a padding method 

was utilized to address this discrepancy. The details 

of the image cropping and padding process are shown 

in Figure 5. After the padding and cropping 

operations are completed for the original images, the 

same operations are repeated for the mask images. In 

this way, there is no loss in the matching of the 

original image and the mask image. 
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Figure 5. The proposed padding process 

 

2.3. Segmentation Model 

 

The U-Net architecture is a popular CNN architecture 

that is widely used for image segmentation tasks, 

particularly in the field of biomedical image analysis 

[21]. The U-Net architecture derives its name from its 

shape, which resembles the letter "U". A block 

diagram of the U-Net architecture is given in Figure 

6. It is designed to address the challenges of pixel-

wise image segmentation, where the goal is to assign 

a label to each pixel in an image, indicating the class 

or category it belongs to.
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Max Pooling:Conv2D: Batch Normalization: Activation: UpSampling:Input Layer: Concatenate:

Encoder Blocks Decoder Blocks

Bridge

 

Figure 6. The default U-Net architecture 

 

This is particularly useful in applications such 

as medical image segmentation, where identifying 

and delineating specific structures or regions within 

an image is crucial [22]. The key characteristic of the 

U-Net architecture is its use of an encoder-decoder 

structure combined with skip connections. 

 To enhance the performance and efficiency of 

the U-Net model, pre-trained CNN networks can be 

utilized in the encoder layer [23]. These networks are 

models trained on large-scale datasets, such as 

ImageNet [24], and have learned to recognize a wide 

range of low-level and high-level features from 

images. The main advantage of using pre-trained 

CNN networks in the encoder layer is transfer 

learning. It allows us to leverage the knowledge and 

feature representations learned by the pre-trained 

models on a large dataset and apply it to a different 

task or domain with limited data. By using pre-trained 

CNN networks, we can benefit from their 

generalization capabilities and feature extraction 

power [25]. In many studies, these networks are used 

as feature extractors in the encoder layer of the U-Net 

model [26], [27]. The input images are passed through 

the pre-trained CNN network, and the output feature 

maps are then fed into the subsequent layers of the U-

Net model. The pre-trained CNN networks can 

capture generic features like edges, corners, textures, 

and object parts, which are beneficial for a wide range 

of computer vision tasks. By utilizing these pre-

trained networks, the U-Net model can achieve better 

performance, even when training data is limited. 

Moreover, using pre-trained networks in the encoder 

layer can help speed up the training process since the 

initial layers are already well-initialized with 

meaningful filters. 

 In this study, pre-trained ResNext-50 and 

ResNext-101 models are integrated into the encoder 

network of the U-Net models. The ResNeXt 

architecture is an extension of the ResNet 

architecture. It introduces a cardinality parameter to 

ResNet blocks, enabling increased model capacity 

and performance without significantly increasing 

computational complexity. The block diagram of the 

first encoder block of the ResNext-50 based U-Net 

model is given in Figure 7.  

In this study, three different models are 

compiled to study the effect of CNN architecture on 

the performance of the encoder network. These 

models are the default U-Net, ResNext-50 based U-

Net and ResNext-101 based U-Net (Models are 

available at (github.com/oguzhankatar/BCSeg). 

 

2.4. Performance Metrics 

 

In order to assess the performance of a segmentation 

algorithm, various metrics, including true positive 

(TP), true negative (TN), false positive (FP), and false 

negative (FN), are employed. To comprehensively 

evaluate segmentation algorithms, pixel-based 

evaluation techniques have been developed. These 

methods are pivotal in determining the algorithm's 

effectiveness in identifying and distinguishing 

malignant, background, and benign regions. They 

quantify the reate of overlap between the predicted 

segmentation and the ground truth. Several 

commonly utilized pixel-based evaluation methods 

can be summarized as follows. 
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ResNext-50 Encoder Block-1

Conv2D:

ZeroPadding: Concatenate:

Input Layer:
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Max Pooling: Activation:Batch Normalization:

Add:

 

Figure 7. The first encoder block of the ResNext-50 based U-Net 

 

 Pixel accuracy (PA) measures the proportion 

of correctly classified pixels over the total 

number of pixels in the image [28]. 

 Intersection over Union (IoU) measures the 

overlap between the predicted and ground 

truth segmentation masks for each class [29]. 

 Dice coefficient (DC) is another metric that 

evaluates the overlap between the predicted 

and ground truth masks. The DC ranges from 

0 to 1, with 1 indicating a perfect match [30]. 

The equations used to calculate these 

methods and the advantages and disadvantages of 

each method are given in Table 2. 

 

Table 2. Performance metrics and details 

Method Equation Advantages Disadvantages 

PA 
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁)
 

A simple and 

straightforward metric. 

Effective for similar 

distributions of two classes. 

It can be misleading in 

unbalanced class 

distributions. 

IoU 
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁)
 

Resilient to class 

imbalance. Clearly shows 

the difference between 

correct and incorrect 

predictions. 

Poor performance on 

objects with sharp edges. 

DC 
2 × 𝑇𝑃

(2 × 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁)
 

Resilient to class 

imbalance. Performs well 

in object segmentation. 

Can be complex when there 

are multiple classes. 

3. Results 

 

The results of the U-Net models trained for 

segmentation of benign, malignant and background 

areas in ultrasound images are presented in this 

section. In addition, various evaluation metric values 

of the experimental findings are shown in the 

following sections. 
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3.1. Experimental Setups 

 

After the preprocessing steps on the images were 

completed, 70% of the images in the dataset were 

divided for training, 20% for validation and 10% for 

testing. The dividing process was randomized in such 

a way that the original image and the mask image 

were kept together. The setup of the data dividing 

process is given in Figure 8. 

Images Masks

Random Selection

109876

1 2 3 4 5 1 2 3 4 5

6 7 8 9 10

2 2 5 5 7 7 10 10 1 1 4 4 3 3 6 6 9 9 8 8

Train 70% Validation 20% Test 10%  

Figure 8. Dividing of training, validation and test subsets 

 

U-Net models with 256×256×3 input size 

were included in the training thanks to the 

'Segmentation Models' library. Models were created 

by integrating pre-trained ResNext-50 and pre-trained 

ResNext-101 models into the encoder network of the 

default U-Net model. In order to accurately compare 

the performance of the default U-Net, ResNext-50 

based U-Net and ResNext-101 based U-Net models, 

the parameters in the training and validation processes 

were kept identical. Each model was compiled with 

Adam optimization and a learning rate of 0.0001. In 

Adam optimization, the weights are updated by the 

mathematical process given in Equation 1. 

𝑤𝑡  represents the updated weights at step 𝑡, 𝑤𝑡−1 

represents the weights at step 𝑡 − 1, η is the constant 

known as the learning rate, �̂�𝑡  represents the moving 

average of the gradients, �̂�𝑡 represents the moving 

average of the squares of the gradients, ∈ represents a 

small positive value added to avoid division by zero 

error. 

𝑤𝑡 = 𝑤𝑡−1 − 𝜂
�̂�𝑡

√�̂�𝑡 + ∈
                                               (1)                                                 

 

The batch size was 16 and the models were 

trained for 100 epochs with the Dice Loss function. 

The mathematical equation used to calculate the Dice 

Loss value is given in Equation 2. In this equation, 

𝑝𝑡𝑟𝑢𝑒  represents the ground truth mask, 

𝑝𝑝𝑟𝑒𝑑  represents the model's prediction mask, and ∈ 

represents a small positive value added to avoid a 

division by zero error. 

 

𝐿𝑜𝑠𝑠𝐷𝑖𝑐𝑒 =  
2∗ ∑ 𝑝𝑡𝑟𝑢𝑒∗ 𝑝𝑝𝑟𝑒𝑑

∑ 𝑝2
𝑡𝑟𝑢𝑒+ ∑ 𝑝2

𝑝𝑟𝑒𝑑 + ∈
                                (2)                                                 

All experimental phases were carried out on 

the A100 GPU in the Google Colab environment 

using the Python programming language. 

 

3.2. Experimental Results 

 

The number of trainable parameters in a model is a 

crucial factor that greatly influences the training and 

validation process. For the proposed models aimed at 

segmenting benign, malignant, and background areas 

from ultrasound images, the number of trainable 

parameters is as follows: 23,748,531 for the default 

U-Net, 31,993,270 for the ResNext-50 based U-Net, 

and 51,142,070 for the ResNext-101 based U-Net. 

The duration of each epoch in training the models 

directly correlates with the number of trainable 

parameters. Throughout the training process, the IoU 

and loss values were recorded at each epoch on both 

the train and validation sets. The IoU value represents 

the model's accuracy in segmenting correctly, while 

the loss value quantifies the discrepancy between the 

model's predictions and the true values. Figure 9 

illustrates the IoU and loss graphs for each model 

during the training and validation phases.  

The performance discrepancy observed 

between the default U-Net model and the models 

incorporating pre-trained ResNext-50 and pre-trained 

ResNext-101 architectures can be attributed to the 

differences in the feature extraction capabilities of 

these architectures. The default U-Net model 

typically consists of simple convolutional layers, 

while the pre-trained ResNext-50 and ResNext-101 

architectures are based on deeper and more complex 

networks, pre-trained on large-scale datasets.
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Figure 9. Train and validation graphs 

 

By leveraging the knowledge encoded in the 

pre-trained ResNext-50 and ResNext-101 

architectures, the U-Net models with these 

architectures as encoders benefit from transfer 

learning. The pre-trained models have already learned 

generalizable features from a large and diverse 

dataset, allowing them to extract relevant information 

for the segmentation task more effectively. This 

transfer of knowledge gives the models a head start 

during training, resulting in improved segmentation 

performance compared to the default U-Net model. 

Therefore, the lower performance of the default U-

Net model can be attributed to its relative simplicity 

and limited ability to capture intricate image features 

compared to the more advanced pre-trained ResNext-

50 and ResNext-101 architectures, which good at 

feature extraction tasks. The weights obtained by the 

models after training were saved in 'hdf5' format. 

Using these weights, the models were tested on the 

test set samples. The samples randomly selected 

among the predictions made by the models in the test 

phase are given in Figure 10. 
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Figure 10. Test samples and predicted masks 

 

Performance metrics were calculated by 

comparing the predictions with the ground truth mask 

images on a pixel basis. The bar graph of these 

metrics is given in Figure 11. 
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Figure 11. The performance values of test predictions 

 

When the performance of the models on the 

random test images is analyzed, it is seen that the 

models achieve high pixel accuracy rates. However, 

it is not sufficient to make a comparison between the 

models based on pixel accuracy alone. For this reason, 

the class-based IoU values of the models were 

analyzed on each test sample. The class-based IoU 

values obtained by the models in their predictions on 

the test images are presented in Table 3. 

 

Table 3. The IoU values obtained on test images 

Classes ResNext-50 U-Net ResNext-101 U-Net U-Net 

Background (0) 89.06% 87.27% 84.10% 

Benign (1) 71.44% 68.34% 65.33% 

Malignant (2) 59.01% 61.11% 54.79% 

Mean IoU 73.17% 72.24% 68.07% 
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The models performed worse than the other 

classes in classifying malignant areas in the test 

images. The main reasons for this are the visual 

similarity of malignant areas to background areas and 

the insufficient number of samples in the dataset. 

Even though the ResNext-50 based U-Net model 

classified malignant areas with an IoU rate of 59.01%, 

it is the model with the highest mean IoU value due to 

its superior performance over other classes. The 

ResNext-50 based U-Net model proposed in this 

study can only predict on 256×256 pixel images. 

However, thanks to the image cropping and image 

merging functions, it can produce predictions for 

images of any size without being bound to any 

resolution value. The proposed method for the model 

to produce predictions on all images without 

depending on any resolution value is given in Figure 

12. 
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Figure 12. The proposed method for input images of different resolutions 

 

Different radiological devices used today produce 

images of various resolutions for medical imaging. 

With the proposed method, it is possible to directly 

feed images of different resolutions obtained from 

radiological devices into the model. This provides 

more flexibility to the experts, allowing them to 

evaluate images from various devices on the same 

model. The predictions of the ResNext-50-based U-

Net on ultrasound images with different resolutions 

are presented in Figure 13. 
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Figure 13. The predictions on images of different resolutions 

 

4. Discussion 

 

Breast cancer segmentation using radiologic images 

is an active research topic. Table 4 provides details of 

research studies developed using the same dataset. 

Kai et al. [31] proposed the swin-transformerv2-UNet 

(S2UNet) model. The S2Unet model achieved 

73.26% DC and 58.30% IoU on the test set. Inan et al. 

[32] proposed a U-Net and VGG-16 based method for 

classification and segmentation of benign and 

malignant tumor areas on ultrasound images. Simple 

Linear Iterative Clustering (SLIC) algorithm was 

applied to the dataset samples in the preprocessing 

stages. The proposed model was trained for 300 

epochs and achieved a DC of 63.40% in the test phase. 

Bal-Ghaoui et al. [33] proposed a DenseNet-121 

based U-Net model for automatic segmentation of 

breast cancer lesions. This model achieved a DC of 

73.70%. Azam et al. [34] proposed the Efficient-Net 

based Atrous Spatial Pyramid Pooling (Efficient-Net 

ASPP) model for breast cancer segmentation. Only 

210 malignant samples were used in the training and 

testing processes of the model consisting of 

EfficientNetV2B3 backbone. The proposed model 

achieved 62.00% DC on 42 test images. 

 

Table 4. Comparison of studies using the same dataset 

Study Year Model Fixed Input 

Size 

Number of Classes Performance 

Kai et al. [31] 2022 S2UNet Yes 3 (benign, malignant, 

background) 

IoU=58.30% 

DC=73.26% 

Inan et al. [32] 2022 U-Net Yes 3 (benign, malignant, 

background) 

DC=63.40% 

Bal-Ghaoui et al. 

[33] 

2023 DenseNet-

121 U-Net 

Yes 3 (benign, malignant, 

background) 

DC=73.70% 

Azam et al. [34] 2023 Efficient-

Net ASPP 

Yes 2 (malignant, 

background) 

DC=62.00% 

The proposed 

study 

2023 ResNext-50  

U-Net 

No 3 (benign, malignant, 

background) 

IoU=73.17% 

DC=83.42% 
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In this study, a pre-trained ResNext-50 

based U-Net model is used for automatic 

segmentation of benign and malignant tumor areas 

from ultrasound images. The model was able to 

predict three different classes of pixel values in its 

output and achieved 73.17% test IoU. Compared to 

the studies listed in Table 4, we obtained higher 

performance rates. In addition, the constraint of 

processing on fixed resolution images, which is 

included in other studies, is not included in our 

study. Thus, our model is capable of predicting on 

input images of any resolution and has a wider 

scope compared to other studies. The advantages of 

our explainable model can be summarized as 

follows: 

 Since the ResNext-50 model was pre-

trained on large datasets, it performed well 

on the tumor segmentation problem with a 

low training cost. 

 The proposed method has an end-to-end 

CNN architecture and can perform 

segmentation without any manual feature 

extraction. 

 In clinical settings, experts can effortlessly 

utilize the proposed model, facilitating 

easy interpretation and understanding of 

the results. 

 Due to its flexible structure, it can be fine-

tuned with datasets of varying resolutions 

and effectively employed in diverse tasks. 

The limitations of our study are outlined as follows. 

The dataset used in the study is a publicly available 

dataset with unbalanced distribution. The 

performance of the study on images in different 

formats for integration into real-time applications 

has not been verified. In future studies, the number 

of dataset samples will be increased by 

collaborating with clinical radiologists. 

Optimization studies will be carried out on the 

hyper parameters of the model. 

 

5. Conclusions 

 

Detection of benign and malignant tumors is a vital 

step in the accurate diagnosis of breast cancer. 

Current detection methods are time-consuming and 

error-prone due to human factors. Detection of 

breast cancer cells using artificial intelligence 

techniques is an active area of research. Studies 

using CNN-based classifier models achieve high 

accuracy. However, due to the black box structure 

of the models, the pixels they focus on in their 

predictions are not explained. This creates a lack of 

confidence in the clinical use of classifier models. 

This study proposes to perform pixel-based 

segmentation of breast cancer tumors using 

ResNext-50 based U-Net model. The proposed 

method includes image cropping and image 

merging functions that segment the size of the input 

images into 256×256 pixel patches and reassemble 

them after performing model predictions on these 

images. A mean IoU value of 73.17% was obtained 

on the test images. Although the proposed method 

is only applied on ultrasound images, it can be 

easily fine-tuned for different types of radiological 

imaging such as mammography. In the future, we 

plan to expand the dataset and process data from 

different devices with the support of an expert 

radiologist. The proposed method can be tested to 

reduce the hardware requirements for segmentation 

of high-resolution radiological images. 

 

Contributions of the Authors 

 

The authors confirm that the contribution is equally 

for this paper. 

 

Conflict of Interest Statement 

 

There is no conflict of interest between the authors. 

 

Statement of Research and Publication Ethics 

 

The study is complied with research and 

publication ethics. 

 

References 

 

[1] J. S. You and P. A. Jones, “Cancer genetics and epigenetics: two sides of the same coin?,” Cancer Cell, 

vol. 22, no. 1, pp. 9–20, 2012. 

[2] S. Gómez-López, R. G. Lerner, and C. Petritsch, “Asymmetric cell division of stem and progenitor cells 

during homeostasis and cancer,” Cellular and Molecular Life Sciences, vol. 71, pp. 575–597, 2014. 

[3] N. Parsa, “Environmental factors inducing human cancers,” Iran J Public Health, vol. 41, no. 11, p. 1, 

2012. 

[4] M. Hejmadi, Introduction to cancer biology. Bookboon, 2014. 



O. Katar, O. Yıldırım / BEU Fen Bilimleri Dergisi 12 (3), 871-886, 2023 

885 
 

[5] M. Amrane, S. Oukid, I. Gagaoua, and T. Ensari, “Breast cancer classification using machine learning,” 

in 2018 electric electronics, computer science, biomedical engineerings’ meeting (EBBT), IEEE, 2018, 

pp. 1–4. 

[6] J. Boutry et al., “The evolution and ecology of benign tumors,” Biochimica et Biophysica Acta (BBA)-

Reviews on Cancer, vol. 1877, no. 1, p. 188643, 2022. 

[7] K. Soda, “The mechanisms by which polyamines accelerate tumor spread,” Journal of Experimental & 

Clinical Cancer Research, vol. 30, pp. 1–9, 2011. 

[8] L. Wilkinson and T. Gathani, “Understanding breast cancer as a global health concern,” Br J Radiol, 

vol. 95, no. 1130, p. 20211033, 2022. 

[9] K. Mortezaee, “Organ tropism in solid tumor metastasis: an updated review,” Future Oncology, vol. 17, 

no. 15, pp. 1943–1961, 2021. 

[10] O. Ginsburg et al., “Breast cancer early detection: A phased approach to implementation,” Cancer, vol. 

126, pp. 2379–2393, 2020. 

[11] E. Michael, H. Ma, H. Li, and S. Qi, “An optimized framework for breast cancer classification using 

machine learning,” Biomed Res Int, vol. 2022, 2022. 

[12] F. A. González-Luna, J. Hernández-López, and W. Gomez-Flores, “A performance evaluation of 

machine learning techniques for breast ultrasound classification,” in 2019 16th International Conference 

on Electrical Engineering, Computing Science and Automatic Control (CCE), IEEE, 2019, pp. 1–5. 

[13] M. Wei, Y. Du, X. Wu, and J. Zhu, “Automatic classification of benign and malignant breast tumors in 

ultrasound image with texture and morphological features,” in 2019 IEEE 13th International Conference 

on Anti-counterfeiting, Security, and Identification (ASID), IEEE, 2019, pp. 126–130. 

[14] K. Atrey, B. K. Singh, N. K. Bodhey, and R. B. Pachori, “Mammography and ultrasound based dual 

modality classification of breast cancer using a hybrid deep learning approach,” Biomed Signal Process 

Control, vol. 86, p. 104919, 2023. 

[15] A. Raza, N. Ullah, J. A. Khan, M. Assam, A. Guzzo, and H. Aljuaid, “DeepBreastCancerNet: A Novel 

Deep Learning Model for Breast Cancer Detection Using Ultrasound Images,” Applied Sciences, vol. 

13, no. 4, p. 2082, 2023. 

[16] S. Gupta, S. Agrawal, S. K. Singh, and S. Kumar, “A Novel Transfer Learning-Based Model for 

Ultrasound Breast Cancer Image Classification,” in Computational Vision and Bio-Inspired Computing: 

Proceedings of ICCVBIC 2022, Springer, 2023, pp. 511–523. 

[17] M. Byra et al., “Breast mass segmentation in ultrasound with selective kernel U-Net convolutional 

neural network,” Biomed Signal Process Control, vol. 61, p. 102027, 2020. 

[18] S. R. Sannasi Chakravarthy and H. Rajaguru, “SKMAT‐U‐Net architecture for breast mass 

segmentation,” Int J Imaging Syst Technol, vol. 32, no. 6, pp. 1880–1888, 2022. 

[19] W. Al-Dhabyani, M. Gomaa, H. Khaled, and A. Fahmy, “Dataset of breast ultrasound images,” Data 

Brief, vol. 28, p. 104863, 2020. 

[20] F. Oztekin et al., “Automatic semantic segmentation for dental restorations in panoramic radiography 

images using U‐Net model,” Int J Imaging Syst Technol, vol. 32, no. 6, pp. 1990–2001, 2022. 

[21] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomedical image 

segmentation,” in Medical Image Computing and Computer-Assisted Intervention–MICCAI 2015: 18th 

International Conference, Munich, Germany, October 5-9, 2015, Proceedings, Part III 18, Springer, 

2015, pp. 234–241. 

[22] J. Zhang, Y. Zhang, Y. Jin, J. Xu, and X. Xu, “MDU-Net: multi-scale densely connected U-Net for 

biomedical image segmentation,” Health Inf Sci Syst, vol. 11, no. 1, p. 13, 2023. 

[23] A. Abedalla, M. Abdullah, M. Al-Ayyoub, and E. Benkhelifa, “Chest X-ray pneumothorax 

segmentation using U-Net with EfficientNet and ResNet architectures,” PeerJ Comput Sci, vol. 7, p. 

e607, 2021. 

[24] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet: A large-scale hierarchical image 

database,” in 2009 IEEE conference on computer vision and pattern recognition, IEEE, 2009, pp. 248–

255. 

[25] X. Zhong and H. Ban, “Pre-trained network-based transfer learning: A small-sample machine learning 

approach to nuclear power plant classification problem,” Ann Nucl Energy, vol. 175, p. 109201, 2022. 

[26] M. H. BENDIABDALLAH and N. SETTOUTI, “A comparison of U-net backbone architectures for the 

automatic white blood cells segmentation,” WAS Science Nature, vol. 4, no. 1, 2021. 



O. Katar, O. Yıldırım / BEU Fen Bilimleri Dergisi 12 (3), 871-886, 2023 

886 
 

[27] A. Abedalla, M. Abdullah, M. Al-Ayyoub, and E. Benkhelifa, “The 2ST-UNet for pneumothorax 

segmentation in chest X-Rays using ResNet34 as a backbone for U-Net,” arXiv preprint 

arXiv:2009.02805, 2020. 

[28] M. Xi, J. Li, Z. He, M. Yu, and F. Qin, “NRN-RSSEG: A deep neural network model for combating 

label noise in semantic segmentation of remote sensing images,” Remote Sens, vol. 15, no. 1, p. 108, 

2022. 

[29] A. N. Gajjar and J. Jethva, “Intersection over Union based analysis of Image detection/segmentation 

using CNN model,” in 2022 Second International Conference on Power, Control and Computing 

Technologies (ICPC2T), IEEE, 2022, pp. 1–6. 

[30] A. M. H. Mahran, W. Hussein, and S. E. D. M. Saber, “Automatic Teeth Segmentation Using Attention 

U-Net,” Preprint, 2023. 

[31] H. Kai, Z. Y. Feng, H. Meng, F. Y. Baoping, and Y. R. Han, “Ultrasound Image Segmentation of Breast 

Tumors Based on Swin-transformerv2,” in Proceedings of the 2022 10th International Conference on 

Information Technology: IoT and Smart City, 2022, pp. 106–111. 

[32] M. S. K. Inan, F. I. Alam, and R. Hasan, “Deep integrated pipeline of segmentation guided classification 

of breast cancer from ultrasound images,” Biomed Signal Process Control, vol. 75, p. 103553, 2022. 

[33] M. Bal-Ghaoui, M. H. E. Y. Alaoui, A. Jilbab, and A. Bourouhou, “U-Net transfer learning backbones 

for lesions segmentation in breast ultrasound images,” International Journal of Electrical and Computer 

Engineering (IJECE), vol. 13, no. 5, pp. 5747–5754, 2023. 

[34] K. Azam, M. A. Azam, M. A. Qureshi, K. B. Khan, and M. A. Azam, “Efficient-Net ASPP Deep 

Network for Malignant Ultrasound Breast Cancer Segmentation,” in 2023 IEEE International 

Conference on Emerging Trends in Engineering, Sciences and Technology (ICES&T), IEEE, 2023, pp. 

1–6.  

 

 

 

 

 



Bitlis Eren Üniversitesi Fen Bilimleri Dergisi 
BİTLİS EREN UNIVERSITY JOURNAL OF SCIENCE 

ISSN: 2147-3129/e-ISSN: 2147-3188 

VOLUME: 12 NO: 3 PAGE: 887-893 YEAR: 2023 

DOI:10.17798/bitlisfen.1333113 

887 
 

Determination of Energy Absorption Capabilities of Shear Thickening 

Fluid Impregnated Aramid Fiber Fabrics for Ballistic Applications 
 

Ali İmran AYTEN1* 
 

 1Yalova University, Faculty of Engineering, Department of Polymer Materials Engineering,  

Yalova, 77200, TURKEY 

(ORCID: 0000-0002-3948-3690) 

  

 

Keywords: Drop weight impact 

test, Energy absorption 

capability, Shear thickening 

fluid, Para-aramid fabric. 

Abstract 

 

The low-velocity impact behavior of shear thickening fluid (STF) impregnated 

aramid fabric having different numbers of layers was investigated throughout this 

study to determine a relationship between the number of layers and perforation 

energy. Firstly, STF solutions, including polyethylene glycol, silica nanoparticles, 

and ethanol, were prepared by mixing with a homogenizer. Solutions containing 5%, 

10%, and 20% silica nanoparticles by weight were prepared, and rheological analysis 

was performed.  20% weight fraction solution showed the optimum thickening 

behavior among the three solutions. After thickening behavior and the critical shear 

rate were determined from rheological analysis, the solution was impregnated into 

the aramid fabric. Then, specimens with different numbers of layers, from 1 to 8, 

were prepared for low-velocity impact experiments. A drop-weight impact test was 

applied at different energy levels from 20 J to 240 J, and perforation energy was 

determined. Finally, an equation that has a form of power function was fitted to use 

it for potential energy absorption applications such as ballistic impact. 

 

 
1. Introduction 

 

Shear thickening fluids (STF) are the solutions in 

which nanoparticles are dispersed in a polymer phase. 

They can be defined as non-Newtonian fluids that do 

not follow Newton's viscosity law. In Newtonian 

fluids, viscosity remains constant as the shear rate 

increases, whereas in shear thickening fluids, 

viscosity increases with an increasing shear rate, and 

the fluid behaves like a solid for an instant. The 

fundamental reason for this behaviour is that the silica 

nanoparticles in STF are dispersed and homogeneous 

when no stress is applied.  When the shear stress is 

applied, silica nanoparticles come together and show 

agglomeration behaviour, due to the polymer phase in 

the solution. There are various applications of shear 

thickening fluids in the literature [1]-[21]. One of the 

most common applications of STF is the 

impregnation of the aramid fabric to increase its 

energy absorption capability.  

                                                            

*Corresponding author: aiayten@yalova.edu.tr             Received: 26.07.2023, Accepted: 18.09.2023 

The first study on the impregnation of aramid 

fabric was conducted by Lee et al.[22].  STF, 

including silica nanoparticles with a diameter of 450 

nm particles impregnated with woven Kevlar fabric, 

was tested by shooting with a bullet having a speed of 

244 m/s. They found that the 2 ml STF-impregnated 

Kevlar fabric, consisting of 4 layers, showed 42% less 

deformation compared to the bare 4-layer Kevlar 

fabric. 

Avila et al. [23] achieved a dual-phase 

formation by dispersing calcium carbonate and 

nanosilica fillers in polyethylene glycol (PEG) and 

ethanol, and they enabled the spread of these fillers 

into aramid fiber fabric. This method increased the 

inter-yarn friction and bullet deformation. They found 

that a composition of 25% nanosilica and 75% 

calcium carbonate by weight yielded the best results. 

They observed that the ballistic performance of a 32-

layer aramid fabric was equivalent to that of a 19-

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1333113
https://orcid.org/0000-0002-3948-3690
mailto:c-author@beu.edu.tr
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layer aramid fabric impregnated with a 

nanosilica/calcium carbonate solution. 

Gürgen and Kuşhan [24] synthesized multi-

phase STFs by adding varying amounts of silicon 

carbide (SiC) to a silica- and PEG-based solution. 

They conducted ballistic tests on aramid fabrics 

impregnated with multi-phase STFs using lead-core 

bullets at a speed of 330 m/s. Rheology tests revealed 

that single-phase STF samples exhibited more 

thickening behavior compared to multi-phase STF 

samples. However, aramid fabrics impregnated with 

multi-phase STFs provided significant benefits, 

especially in reducing trauma depth. They mentioned 

that the potential drawback of multi-phase STF 

samples was their increased areal density. 

In another study by Gürgen and Kuşhan [25], 

three different ceramic fillers, namely silicon carbide, 

aluminum oxide, and boron carbide, were added to 

STFs in various weight percentages within the 

composite. The researchers investigated the 

rheological effects of these added fillers on the STFs. 

They found that these additions significantly 

influenced the thickening behavior of the STFs. For 

instance, at 60°C and with a 5% weight of filler, the 

composite containing aluminum oxide exhibited the 

highest thickening behavior. 

Khodadadi et al. [26] prepared STFs 

containing silica nanoparticles at weight percentages 

of 15%, 25%, 35%, and 45%. They examined the 

energy dissipation performance of solutions. In 

ballistic tests, they observed that fabric impregnated 

with STFs showed increased energy dissipation 

values, but STFs with a high percentage of nanosilica 

filler started to have negative effects. They 

determined that the specific energy dissipation value 

of the Kevlar fabric impregnated with 15% filler STFs 

was lower than that of the bare Kevlar fabric. On the 

other hand, the Kevlar fabric impregnated with 35% 

filler STFs exhibited a 2.3 times higher specific 

energy dissipation value compared to the neat Kevlar 

fabric. 

Qin et al. [27] synthesized a new type of STF 

and impregnated it into Kevlar fabric, then subjected 

it to a dynamic penetration resistance test. They found 

that the new type of STF, containing silica 

microspheres and ionic liquid, exhibited a unique 

double-continuous shear thickening behavior. They 

achieved the optimum dynamic penetration resistance 

with 34.89% by weight of STF-impregnated fabric. 

They observed that the newly synthesized STF 

significantly increased inter-yarn friction. 

In this study, three different solutions with 

different silica nanoparticle weight ratios (5%, 10%, 

and 20%) were prepared and their rheological 

behaviors were examined. According to the results, in 

the final step of the rheological analysis, STF with 

20% silica concentration was prepared and soaked 

into aramid fabric. Additionally, 20% silica 

concentration is the optimum rate in most published 

studies because the high amount of silica in STF may 

create an agglomeration problem at the preparation 

stage of the fluid. After the impregnation process is 

completed, different numbers of layers of aramid 

fabric are subjected to a drop-weight impact test to 

determine their energy absorption capabilities. After 

determining the “number of layers-perforation 

energy” relationship, the equation was obtained by 

the curve fitting method. This equation may be used 

to determine how many layers of fabric are needed for 

ballistic protection at different ballistic protection 

levels. 

 

2. Material and Method 

 

Shear thickening fluid solution was prepared by using 

polyethylene glycol (PEG) 200 (Merck), ethanol, and 

hydrophilic fumed silica nanoparticles, which have a 

12 nm diameter particle size (Aerosil 200, Evonik). 

First, PEG and ethanol were mixed by homogenizer 

(IKA T18 Basic Ultra Turrax) for 15 min at 3000-

3500 rpm (Figure 1a). After they were completely 

mixed, Aerosil 200 silica nanoparticles were 

manually added to prevent agglomeration as the 

mixing continued. When the addition of silica 

nanoparticles was ended, mixing of all components 

continued for 1 h.  

Three mixtures were prepared with three 

different Aerosil 200/PEG200 weight ratios, namely 

5%, 10%, and 20%. STF solution was poured into a 

container, and aramid fabric was soaked into the 

solution (Figure 1b). Twaron CT709 plain weave 

aramid fabric (Teijin Ltd.), having a 200 g/m2 real 

weight, was used throughout this study. Both sides of 

the fabric were left in solution to provide 

impregnation for 2 min. The fabric was hung on the 

rope and left for 1 day to evaporate the ethanol (Figure 

1c). Finally, specimens with two or more layers were 

stitched to prevent slipping throughout low-velocity 

impact experiments. 

Rheology analysis was carried out by a 

rotational dynamic oscillatory hybrid rheometer (TA 

Instruments, Discovery HR-1) with 25 mm diameter 

parallel plates within a shear strain rate of 1 to 2250 s-

1 at room temperature. 

The Instron Ceast 9350 drop tower impact 

system was used to perform low-velocity impact 

(LVI) tests at different energy levels depending on the 

number of fabric layers. A series of LVI experiments 
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were performed from 1 layer to 8 layers of STF-

impregnated aramid fabrics. A hemispherical 

impactor tip with 10 mm diameter was used as an 

impactor (Figure 2). Extra mass was added to adjust 

the impact energy. Different initial energies, from 20 

J to 240 J, were set for different numbers of fabric 

layers. 

 

 

Figure 1. Preparation of STF and impregnate it to the 

aramid fabric. a) Mixing the solution components by 
homogenizer, b) Impregnation of the STF into the aramid 

fabric, c) Drying fabric for evaporating ethanol. 

 

 

Figure 2. Drop tower impact system and impactor. 

 

3. Results and Discussion 

 

3.1. SEM Results 

 

SEM images were captured to understand the 

impregnation of STF on the surface of aramid fiber. 

Figure 3 shows the images of neat and STF-

impregnated fabric at different magnifications. When 

Figures 3a and 3b were compared, the difference 

between two of them could be clearly observed. The 

surface of the aramid fibers was covered by the STF 

solution. Herein, PEG plays a crucial role in sticking 

to the surface. Figures 3c and 3d have a difference in 

terms of the fabric being covered by STF 

homogeneously. 

 

3.2. Rheological Analysis Result 

Rheological analysis was carried out with an 

increasing shear rate between 1 and 2250 s-1. PEG has 

a Newtonian characteristic, but its behavior has been 

changing by adding silica nanoparticles [24]. In 

Figure 4, the viscosity curve includes three zones 

according to the viscosity change. Firstly, the solution 

showed a thinning behavior until the 250 s-1 shear rate 

value, and then shear thickening behavior was 

observed because silica nanoparticles aggregated in 

the polymer phase. At the final step, agglomerated 

parts of nanoparticles suddenly crashed at the high 

shear rate, and shear thinning behavior was observed 

again. 

 

Figure 3. SEM images of a) neat fabric at 2 μm scale, b) 

STF impregnated fabric at 10 μm scale, c) neat fabric at 

100 μm scale, d) STF impregnated fabric at 100 μm scale. 

 

Figure 5 presents a comparison of different 

solutions, including different amounts of silica 

nanoparticles. The 5% silica concentration solution 

did not show any thickening behaviour. Its viscosity 



A.İ.Ayten / BEU Fen Bilimleri Dergisi 12 (3), 887-893, 2023 

890 
 

increased 0.74 times between 6.42 and 1534.78 s-1 

shear rates. The viscosity value of a 10% silica 

concentration solution increased 9.575 times 

(957.5%) between 100 and 250 s-1 shear rate values. 

The greatest viscosity increase was observed in the 

20% solution. It showed viscosity increasing 11.02 

times (1102%) between 100 and 640.37 s-1 shear rate. 

 

Figure 4. Viscosity-shear rate relationship for Aerosil 

200/PEG 200 STF solution. 

 

 

Figure 5. Comparison of Aerosil 200/PEG200 solution at 

different silica nanoparticle concentrations. 

3.3. Low Velocity Impact Test Results 
 

Figure 6 compares the low-velocity impact response 

of 3 layers of neat and STF-impregnated aramid 

fabric. There is an 18.5% difference in terms of 

maximum loading. Figure 7 presents force-

displacement curves for 1 layer to 8 layers of aramid 

fabric. The curves include noise because the soft 

structure of the fabric causes contact problems 

between the impactor and the specimen. When the 

first 10 mm displacement value part of the curves is 

investigated, it can be seen that the stiffness value is 

increasing proportionally with the number of fabric 

layers. ‘V’ shape in the curve of all specimens can be 

seen around 42 mm displacement values. This 

behavior may be associated with the damage pattern 

of the fabric in Figure 9. After the first load drop 

occurred, the fabric structure became bulkier, which 

increased the contact force again. 

𝐴𝑏𝑠𝑜𝑟𝑏𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦 = ∫ 𝐹. 𝑑𝛿
𝛿

0
                  (1) 

 

Figure 6. A comparison of low velocity impact response 

between neat aramid and STF impregnated aramid fabric 

for 3 layers specimens. 

 

The amount of absorbed energy by fabric 

specimens was calculated by integrating under the 

area of the force-displacement curve as shown in 

Equation 1. Herein, ‘F’ is the contact force, and ‘δ’ is 

displacement. Calculated values were listed in Table 

1 and plotted in Figure 8 to fit a curve. Table 1 also 

shows that maximum contact force values depend on 

the number of layers. The increasing rate of maximum 

contact force has decreased with the increasing 

number of layers. For instance, the ratio in contact 

force between 1-layer and 2-layers specimens is 1.92, 

while this value is 1.16 for 7- and 8-layers specimens. 

This situation can be explained by the fact that the 

rigidity of specimens does not increase critically after 

a certain level of layering. 

Equation 2 is the curve-fitting equation, 

which shows the relationship between the number of 

layers and the amount of absorbed energy. In this 

equation, ‘x’ implies the number of layers, while ‘y’ 

represents absorbed energy.  
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Figure 9 presents the damage mechanisms 

and damage areas for a 2-layer STF-impregnated 

aramid fabric specimens. Two different damage zones 

were observed in specimens: primary and secondary. 

In the primary damage zone, both the geometrical 

pattern of the fabric and the fibers were subjected to 

damage, while in the secondary damage zone, only 

the geometrical distortion was distorted. Ruptured 

yarns on the right side of Figure 9 play a key role in 

mitigating impact energy. 

Table 1. Relationship between number of fabric layers 

and energy absorption values 

Number 

of layers 

Absorbed 

Energy (J) 

Maximum Contact 

Force (N) 

1 16.3 487.13 

2 24 935.34 

3 40 1747.74 

4 70 2715.76 

5 90 3277.60 

6 115 3851.87 

7 150 4230.05 

8 180 4888.37 

  

 

Figure 7. A comparison of low velocity impact response 

between neat aramid and STF impregnated aramid fabric 

for 3 layers specimens. 

 

 Figure 8. Curve fitting equation for relationship between 

absorbed energy and number of layers. 

𝑦 = 7.46 + 6.35(𝑥1.59)                               (2) 

 

Figure 9. Damage mechanisms and regions for a 2 layers 

STF impregnated aramid fabric 

 

4. Conclusion and Suggestions 

 

Shear thickening fluids having 5%, 10%, and 20% 

silica concentrations were prepared and analysed by a 

rheometer to determine their thickening behaviors. 

There was a 15% difference in terms of the viscosity 

increase rate between 10% and 20% concentration 

solutions.  Then, STF-impregnated aramid fabric 

specimens were examined by LVI test at different 

impact energies from 20 J to 240 J. Table 1 presents 

energy absorption, the number of layers relationship, 

and maximum contact force values. Finally, an 

equation in power function form (Eq.2) was obtained 

from Figure 8 as a curve-fitting equation. This 

relationship may be used for different energy 

absorption applications. As an example of the usage 

of this equation, a type IIA-level ballistic threat has a 

kinetic energy of around 555 J depending on ammo 

type- according to the NIJ 0101.06 standard. To 

absorb this level of kinetic energy, the needed number 

of fabric layers can be found at 16 layers. 
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Abstract 

 

Ennominae is an important group in the Geometridae family that contains 

problematic species with very similar external morphological characters. In 

this study, Ennominae species collected from Yüksekova Dağlıca town of 

Hakkari Province between April and September 2017 were evaluated from a 

faunistic and taxonomic perspective. 28 species were identified in the study. 

Charissa onustaria, C. subtaurica and Crocallis tusciaria species were 

identified for the first time from Hakkari Province. C. loebeli, 

Neognopharmia cataleucaria, and Ramitia kufrana were detected in the 

region are also important endemic taxa for the Turkish fauna. Rhoptria 

mardinata and Eumera hoferi, known only in Türkiye and Iran, are other rare 

species found in the region. R. mardinata was presented with photographs of 

male genitalia for the first time. Morphological and taxonomic aspects of the 

species under the genera Dicrognophos, Gnopharmia, Crocallis, Bellachima, 

Charissa, Synopsia and Nychiodes are discussed. 

 

 
1. Introduction 

 

Hakkari is a rich region of Türkiye in 

biodiversity. The first entomological research in 

the area was started by Koçak in 1972, the results 

[1-3] and the rich biological diversity of the 

region attracted the attention of many foreign 

entomologists. On this subject, Görgner [4] wrote 

in his article: “Lediglich im letzten Jahrzehnt 

dehnten die in der Türkei tätigen Entomologen ihr 

Arbeitsgebiet auf diese entlegene und früher fast 

unzugängliche Provinz aus. So bereiste zuerst A. 

Ö. KOÇAK (Universität Ankara) 1973 dieses 

Gebiet und wies aus der Provinz Hakkari sechs 

Lepidopterenarten für das Staatsgebiet der Türkei 

neu nach.” (Only in the last decade have 

entomologists working in Turkey expanded their 

field of work to this remote and previously almost 

inaccessible province. So first A. Ö. KOÇAK 

(University of Ankara) studied this area in 1973 
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and identified six lepidopteran species from the 

province of Hakkari for the national territory of 

Turkey.). Dağlıca village, a former sub-district 

center of Hakkari, Yüksekova district, as one of 

Türkiye's easternmost border outposts, remained 

a truly inaccessible, and hard-to-reach settlement 

due to security reasons for many years. In recent 

years, some studies on Lepidoptera species [5-8] 

have been carried out in and around Yüksekova, 

Dağlıca village. Dağlıca is located in a geography 

with high potential in terms of biodiversity and 

also in the Buzul (Glacier) and İkiyaka Mountains 

(DOG066 code in ÖDA) regions, which should 

be followed up by additional studies to determine 

the Important Natural Areas (ÖDA) of Türkiye 

[9]. Following the first lepidoptera list of Hakkari 

[10], second, more comprehensive study 

including 985 species was published [11].  

 Geometridae, which is in the Lepidoptera 

order, is one of the richest groups in the with 

https://dergipark.org.tr/tr/pub/bitlisfen
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23,872 species. Approximately 80 new species 

have been defined annually between 2000-2022 

[12]. This number shows that the family in 

question is a moth group with a high potential in 

terms of species diversity. Geometrids are 

represented by 687 species in Türkiye's 

Lepidoptera checklist [11], 193 of them belong to 

Ennominae. This number includes a new genus 

that has been added in recent years, Bellachima 

Kemal et al., 2018 [13] and species such as 

Ramitia kufrana Seven, 2015 [14], and Wehrliola 

inexpectata Kemal & Uçak, 2018. After this 

article, Charissa adjectaria Staudinger, 1898, 

from Batman, Charissa annubilata (Christoph, 

1885) and Gnophos sacraria Staudinger, 1895 

were added to the fauna of Türkiye from Siirt 

Province [15]. In Türkiye, while the genus 

Tephronia is represented by oppositaria Mann, 

1864 and sepiaria (Hufnagel, 1767) species [11], 

the species lepraria Rebel, 1909 is also included 

in the fauna of Türkiye in European Ennominae 

[16]. Eupithecia opistographata was given from 

Siirt [17] as a new record for Türkiye, but was 

omitted in the Koçak and Kemal [11] list. A new 

species Eupithecia nemrutica has been described 

from Bitlis Province [18]. Protorhoe centralisata 

from Batman and Siirt Provinces and Perigune 

jordanaria from Batman were added together 

with the genus for the Turkish fauna. A new 

subspecies Perigune jordanaria anatolica was 

also described in the study [19]. Kresnaia 

beschkovi (Ganev, 1987), previously known only 

from Iran in the Irano-Turanian Geographical 

Region, the first record of the fauna of Türkiye 

was given by Seven from Batman Province [20]. 

Finally, with Nychiodes eberti Wanke, Hausmann 

& Rajaei, 2020, detected in Erzurum, Türkiye’s 

Geometrids increased to 694 species and the 

Ennominae subfamily increased to 197. 

 It is suggested that approximately 11,100 

species identified in this subfamily worldwide 

and another 7000 taxa clustered at the species 

level according to the barcoded genetic data await 

identification [12]. It should be said that the 

studies for Türkiye also, especially the Irano-

Turanian Geographic Region which has a rich 

potential in terms of Ennominae species, are still 

at the beginning stage. As a matter of fact, the 

genetic barcoding studies we have started are very 

late compared to Europe and our opportunities are 

extremely limited. Despite these conditions, we 

anticipate that new species will be discovered in 

the fauna of Türkiye. In the current study carried 

out in this context, the number of Ennominae 

species of Dağlıca village has increased to 31. On 

the other hand, knowing the habitat and food 

plants they live in is also important ecologically, 

in terms of agriculture and forestry, of this group, 

which plants nutrition both in early development 

stages and when they are adults.  

 

2. Material and Method 

 

The study material consists of samples collected 

at night with automatic light traps placed in 

natural areas in Dağlıca village of the research 

area between April-October 2017. Samples 

prepared in the laboratory were photographed 

with a Canon 60D-250D 35-155 lens camera, 

genital preparations were made according to 

Robinson [21] for definitive diagnosis, and 

photographed with a computer-equipped 

microscope at Leica S8APO, DFC290 resolution. 

 The noun combinations of the species 

listed in the study and the taxonomic hierarchy 

were arranged according to Koçak and Kemal 

[11], Müller et al., [16] and Wanke et al., [22-23] 

studies. For the distribution of the species in the 

world in Türkiye, Koçak and Kemal [11, 24] is 

based. The records about the specimens collected 

from the research area are given in Table 1. This 

table includes the names of the species identified 

from the area in alphabetical order, their vertical 

distribution together with the collection dates and 

the total number of male and female specimens 

collected from each species. In Table 2, the 

distribution of the species in the Palearctic Region 

and Türkiye is presented with country and traffic 

codes. Accordingly, based on the frequency of 

occurrence of the species throughout Türkiye, the 

species were evaluated in 5 categories: endemic if 

known only in Türkiye, rare if recorded in less 

than 5 provinces, little known if known between 

5 and 10 provinces, well known if known from 

more than 10 provinces and less than 20 

provinces, and common if known from more than 

20 provinces. In addition, additional species for 

Hakkari fauna are marked with ‘*’. These 

assessments are based on current literature and 

information identified in the field study.  At the 

end of the study, a checklist of Dağlıca 

Ennominae species is presented according to the 

taxonomic hierarchy under the tribus to which 

each genus belongs. 

 

 
 



H. Uçak, M. Kemal / BEU Fen Bilimleri Dergisi 12 (3), 894-910, 2023 

896 
 

Table 1. Material examined from Dağlıca. 

 Species identified in 

the area 

Altitude and collection date Number of 

specimens 

1 Bellachima 

diaphanaria  

2♂, 1515m, 23.09.2017; 3♂, 1505m, 15.10.2017; 2♂1♀, 1505, 16.10.2017; 

1♀, 1785m, 17.10.2017; 1♀, 1520m, 20.10.2017; 1♂, 1520m, 23.10.2017. 

8♂3♀ 

2 Charissa annubilata 1♂, 1505m, 15.10.2017. 1♂ 

3 Charissa dubitaria 1♀, 1505m, 15.10.2017. 1♀ 

4 Charissa onustaria 1♂, 1865m, 22.05.2017; 2♂, 1865m, 23.05.2017; 3♂, 1490m, 24.05.2017; 1♂, 

1765m, 25.05.2017; 1♂, 1530m, 19.10.2017. 

8♂ 

5 Charissa subtaurica 3♂, 2085m, 22.05.2017; 1♂, 1520m, 24.07.2017;1♂, 1505m, 15.10.2017; 1♂, 

1520m, 20.10.2017; 

6♂ 

6 Chiasmia clathrata 2♂, 1865m, 23.05.2017; 2♂, 1457m, 24.05.2017; 1♂, 1865m, 23.05.2017; 1♂, 

1765m, 25.05.2017. 

6♂ 

7 Crocallis loebeli 1♂, 1520m, 22.09.2017; 3♂, 1515m, 23. 09. 2017. 4♂ 

8 Crocallis tusciaria 1♂, 1505m, 15.10.2017 1♂ 

9 Dasycorsa modesta 3♂, 1650m, 24.04.2017. 3♂ 

10 Dyscia innocentaria 1♂, 1865m, 22.05.2017; 12♂2♀ 1865m 23.05.2017; 8♂1♀, 1457m, 

24.05.2017; 1♂, 1765m, 25.05.2017; 1♂, 1515m, 19.09.2017; 1♂, 1520m, 

20.09.2017; 1♂, 1520m, 22.09.2017; 1♂, 1515m, 23.09.2017. 

26♂3♀ 

11 Eilicrinia cordiaria 1♂, 2085m, 22.06.2017; 1♂, 1525m, 23.04.2017. 2♂ 

12 Ennomos fraxineti  1♂, 1560m, 31.08.2017; 3♂, 1505m, 15.10.2017; 2♂, 1505m, 16.10.2017; 2♂, 

1520m, 20.10.2017. 

8♂ 

13 Ennomos quercarius  1♂, 1480m, 21.07.2017; 1♂, 1700m, 24.08.2017; 1♂, 1505m, 15.10.2017; 2♂, 

1♀, 1505m, 15.10.2017; 2♂, 1505m, 16.10.2017; 1♂, 1720m, 18.10.2017; 2♀, 

1520m, 20.10.2017. 

8♂3♀ 

14 Eumera hoeferi  2♂, 1520m, 22.09.2017; 3♂, 2♀, 1515m, 23.09.2017; 1♂, 1505m, 16.10.2017. 6♂ 

15 Gnopharmia 

colchidaria 

4♂, 1865m, 22.05.2017; 5♂, 1865m, 23.05.2017; 5♂, 4♀, 1457m, 24.05.2017; 

1♀, 1765m, 25.05.2017; 1♂, 2075m, 21.06.2017; 7♂, 2♀, 2085m, 22.06.2017; 

1♂, 1♀, 1410m, 23.06.2017; 1♂, 1550m, 22.07.2017; 1♀, 1490m, 24.07.2017. 

24♂9♀ 

16 Gnopharmia 

irakensis 

6♂, 1♀, 1865m, 22.05.2017; 3♂, 1865m, 23.05.2017; 8♂, 3♀, 1457m, 

24.05.2017; 1♂, 1♀, 1765m, 25.05.2017; 4♂, 1♀, 2075m, 21.06.2017; 7♂, 

7♀, 2085m, 22.06.2017; 1♂, 2♀, 1410m, 23.06.2017; 1♂, 1♀, 1520m, 

24.06.2017; 7♂, 3♀, 1480m, 21.07.2017; 1♂, 3♀, 1550m, 22.07.2017; 1♀, 

1520m, 24.07.2017. 

39♂22♀ 

17 Gnophos gorgatus 5♂, 4♀, 2075m, 21.06.2017; 6♂, 4♀, 2085m, 22.06.2017; 3♀, 1410m, 

23.06.2017; 2♀, 1480m, 21.07.2017; 2♀, 1520m, 24.07.2017; 2♂, 1♀, 1730m, 

3.08.2017; 1♂ 1715m, 28.08.2017. 

14♂12♀ 

18 Gnophos sartatus 2♂, 2075m, 21.06.2017; 3♂, 2085m, 22.06.2017; 1♀, 1520m, 24.06.2017; 1♂, 

2♀, 1515m, 22.09.2017; 1♂, 1♀,1720m, 18.10.2017; 1♀ 1530m, 19.10.2017; 

1♂, 1♀, 1520m, 20.10.2017. 

8♂4♀ 

19 Heliomata 

glarearia 

4♀, 1865m, 22.05.2017; 11♂, 4♀, 1865m, 23.05.2017; 11♀ 1457m, 

24.05.2017; 1♂, 1490m, 1♂, 1♀, 1715m, 28.08.2017. 

13♂20♀ 
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Table 1. Material examined from Dağlıca (continue). 

 Species identified in 

the area 

Altitude and collection date Number of 

specimens 

20 Neognopharmia 

cataleucaria 

1♂, 1♀, 1865m, 22.05.2017; 4♂, 1865m, 23.05.2017; 7♂, 1♀,1457m, 

24.05.2017; 2♂, 1765m, 25.05.2017; 1♂, 3♀, 2075m, 21.06.2017; 1♂, 3♀, 

2075m, 21.06.2017; 4♂, 4♀, 2085m, 22.06.2017; 1♂, 1410m, 23.06.2017; 2♀, 

1520m, 24.06.2017; 1♀, 1730m, 23.08.2017; 1♀, 1835m, 24.08.2017; 1♀, 

1715m, 28.08.2017; 2♀, 1520m, 30.08.2017. 

21♂19♀ 

21 Nychiodes 

divergaria  

1♂, 1♀, 1865m, 22.05.2017; 1♂, 1865m, 23.05.2017; 3♂, 1♀, 1457m, 

24.05.2017; 3♂, 2♀, 2075m, 21.06.2017; 12♂, 1♀, 2085m, 22.06.2017; 6♂, 

1410m, 23.06.2017; 3♂, 1520m 24.06.2017; 3♂, 1730m, 23.08.2017; 5♂, 

1835m, 24.08.2017; 2♂, 1830m, 26.08.2017; 4♂, 1715m, 28.08.2017; 1♂, 

1520m, 30.08.2017; 1♂, 1560m, 31.08.2017 

45♂5♀ 

22 Peribatodes 

rhomboidarius 

1♀, 1490m, 24.05.2017; 2♂, 2075m,21.06.2017; 1♂, 2085m, 22.06.2017; 2♂, 

1410m, 23.06.2017; 2♂, 1715m, 28.08.2017; 2♂, 1520m, 22.09.2017; 2♂, 2♀, 

1515m, 23.09.2017.  

11♂3♀ 

23 Peribatodes 

umbrarius  

2♀, 1765m, 25.05.2017. 2♀ 

24 Pseudopanthera 

syriacata  

2♂, 1♀, 1865m, 22.05.2017; 6♂, 1865m, 23.05.2017; 1♀, 1457m, 24.05.2017; 

1♀, 1765m, 25.05.2017.  

8♂3♀ 

25 Ramitia kufrana 1♂1650m, 24.04.2017; 1♀ 1457m, 24.05.2017. 1♂1♀ 

26 Rhoptria mardinata 1♂, 1525m, 23.04.2017; 1♂, 1650m, 24.04.2017. 2♂ 

27 Synopsia phasidaria 1♂, 2085m, 22.06.2017. 1♂ 

28 Wehrliola 

inexpectata  

1♂, 1515m, 19.09.2017; 1♀, 1520m, 22.09.2017; 1♂, 1505m, 15.10.2017; 1♂, 

1505m, 16.10.2017; 1♂, 1520m, 20.10.2017. 

4♂1♀ 

 

Table 2. Distribution of Dağlıca Ennominae species in the Palearctic Region and Türkiye. 

Species list World distribution with geographic codes 

[11, 24] 

Distribution on Türkiye with 

province traffic codes  

[11], [24-26] 

Frequency 

of  

Bellachima 

diaphanaria  

TM IR TR AM 04 12 13 30 51 56 65  little 

known 

Charissa annubilata TR AZ GG IR 53 56 65 73  rare 

Charissa dubitaria TR LB AM IR TR Cc  13 21 23 30 33 38 47 56 65 72 little 

known 

Charissa onustaria* ES FR IT RO YU AL BG GR TR GG Cc AZ AM 

IQ IL JO IR  

05 07 14 16 23 31 33 44 46 52 

56 61 65 67  

well 

known 

Charissa 

subtaurica* 

GR TR LB IL CY JO  

 

01 05? 07 16? 21 31 33 42 46 48 

56? 65? 

?well 

known 

Chiasmia clathrata MA DZ PT ES FR IT IE GB BE NL LU DE CH 

AT PL CZ SK HU RO YU AL BG GR TR Cc GG 

AZ AM DK NO SE FI EE LV LT RU MD UA BY 

Ui KG  

02 05 06 10 13 14 16 18 21 22 

30 31 33 34 36 42 46 49 50 56 

65 71 75 80 81   

common 
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Table 2. Distribution of Dağlıca Ennominae species in the Palearctic Region and Türkiye (continue). 

Species list World distribution with geographic codes 

[11, 24] 

Distribution on Türkiye with 

province traffic codes  

[11], [24-26] 

Frequency 

of  

Crocallis loebeli TR 02 07 30 38 44 50 58 62 65 70  endemic 

Crocallis tusciaria* PT ES FR IT DE CH AT PL CZ SK HU RO YU 

BG GR TR Cc GG Kir AZ AM RU MD UA BY 

01 05 17 31 34 42 46 56 58  little 

known 

Dasycorsa modesta RO YU BG GR CY TR LB IL IQ IR 01 05 14 17 21 22 30 31 33 34 

39 42 44 46 48 49 56 59 65 71 

73 

well 

known 

Dyscia innocentaria IT YU HV AL MK BG RO GR RU MD UA TR 

IQ IR TM JO IL SY CY GG AZ AM AF KG UZ 

CN Ui 

01 05 06 07 13 14 16 17 18 20 

21 25 27 30 34 35 36 38 42 44 

45 46 47 50 56 65 71  

common 

Eilicrinia cordiaria AT SK HU RO YU BG GR RU MD UA BY TR 

Cc AZ AM GG IQ IR FA IN 

01 02 05 06 09 13 14 16 18 22 

24 30 36 38 42 44 45 46 51 56 

58 59 61 65 71 73  

common 

Ennomos fraxineti TÜRKİYE, IRAN, IRAQ  13 30 42? 44? 56 65 80  little 

known 

Ennomos 

quercarius  

PT ES FR IT CH AT PL SK HU RO YU MK AL 

BG GR Cr TR Cc GG AZ AM IR IQ RU MD UA 

BY CY LB IL JO 

05 07 14 30 31 33 34 42 47 55 

56 60 65  
well 

known 

Eumera hoeferi  TR IQ Cc AZ IR  30 38 44 56 63  rare 

Gnopharmia 

colchidaria 

TR Cc GG IL TM IQ AZ AM IR PK  13 21 23 27 30 31 46 56  little 

known 

Gnopharmia 

irakensis 

TR IQ IR PK AF  02 30 44 47 56 63 65  little 

known 

Gnophos gorgatus TR, IR 30 65  rare 

Gnophos sartatus IT HV YU AL BG GR TR Cc GG AZ AM LB RU 

MD UA BY SY IR IL CY 

02 05 06 14 16 17 20 21 27 30 

31 34 35 42 45 46 56 65 80  

well 

known 

Heliomata 

glarearia 

FR IT DE CH AT PL CZ SK HU RO YU AL BG 

GR TR Cc GG AZ AM IR RU MD UA BY Ui  

01 05 06 13 14 16 29 30 36 37 

39 43 49 56 60 65 71 75 76 

well 

known 

Neognopharmia 

cataleucaria 

TR 30 47 
endemic 

Nychiodes 

divergaria 

TR LB IL RU Cc IR IQ  13 21 23 30 47 56 65  little 

known 

Peribatodes 

rhomboidarius 

MA PT ES FR IT IE GB BE NL LU DE CH AT 

PL CZ SK HU RO YU AL BG GR TR Cc AZ GG 

IQ IR DK SE FI RU MD UA BY IL LB CY 

01 05 08 14 15 16 17 22 30 31 

33 34 36 37 42 44 45 46 48 52 

56 57 59 60 61 65 77 81  

common 

Peribatodes 

umbrarius 

MA DZ PT ES FR IT CH SK HU RO YU AL BG 

GR TR IQ IR RU MD UA BY IL LB CY 

05 12 14 30 31 42 44 45 46 56 

65 71  

well 

known 

Pseudopanthera 

syriacata  

TR LB IL IQ  01 02 13 21 30 31 33 44 46 47 

56 65 73 80  

well 

known 
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Table 2. Distribution of Dağlıca Ennominae species in the Palearctic Region and Türkiye (continue). 

Species list World distribution with geographic codes 

[11, 24] 

Distribution on Türkiye with 

province traffic codes  

[11], [24-26] 

Frequency 

of  

Ramitia kufrana TR 30 56 65 73  endemic 

Rhoptria mardinata TR, IR 30 47 56  rare 

Synopsia phasidaria Cc GG AF IR TM AZ TR 04 13 30 65 73  rare 

Wehrliola 

inexpectata  

TR 30  
endemic 

3. Results  

 

In this study, Dağlıca Ennominae species were 

investigated faunistically and taxonomically. As 

a result, 28 species were identified from the area. 

Distribution information of the species in Türkiye 

and in the world [11, 24], [25-26] together with 

the collection records are presented (Table 1). 

Charissa onustaria, C. subtaurica and Crocallis 

tusciaria species were added to the fauna of 

Hakkari, and it was also understood that these 

species spread to the easternmost part of Türkiye. 

As a result of the research, Neognopharmia 

cataleucaria, Crocallis loebeli and Ramitia 

kufrana species endemic to the fauna of Türkiye 

were identified along with Wehrliola inexpectata 

which is described from Dağlıca. Charissa 

annubilata, Synopsia phasidaria, Gnophos 

gorgatus, Rhoptria mardinata and Eumera 

hoeferi are rare species throughout Türkiye and 

have been located during the field work. 

Additionally R. mardinata and E. hoeferi, 

according to the available data, are taxa known 

only from Türkiye and Iran and have a narrow 

distribution area throughout the world [11], [16], 

[27]. The genus Eumera Staudinger,1892 is 

represented in Türkiye by the species regina 

Staudinger, 1892, turcosyrica Wehrli, 1932 and 

hoeferi Wehrli, 1934. However, in previous 

taxonomic studies, the tribus of this genus was not 

yet clear [16], while Wanke et al. [23] stated that 

this genus belongs to the Prosopolophini Warren, 

1894 tribus. The general morphological 

characteristics of E. hoeferi from the area are 

similar to Malatya specimens examined in Wanke 

et al. [23]. 

 Bellachima diaphanaria, Gnopharmia 

colchidaria, G. irakensis, Crocallis tusciaria, 

Ennomos fraxineti, Nychiodes divergaria and 

Pseudopanthera syriacata are species identified 

in the research that are little known in Türkiye, 

and are also elements of the Irano-Turanian 

Geographical Region, not found in Europe. 

Dyscia innocentaria, Chiasmia clathrata, 

Eilicrinia cordiaria, Ennomos quercarius, 

Heliomata glarearia, Peribatodes rhomboidarius 

and P. umbrarius are taxonomically well known 

species that are widespread in Türkiye from 

Europe, Caucasus and Middle East to Central 

Asia [11], [24-26].  

 Seven [8] recorded the species 

Odontognophos zacharius, Gnophos 

pseudosnelleni and Crocallis elinguaria from 

Dağlıca. Thus, the number of Ennominae species 

in Dağlıca increased to 31. 

 

4. Discussion 

 

Ennominae are both rich in species diversity and 

difficult to distinguish by external morphological 

features, such as wing patterns and coloration. 

This has at times led to misdiagnosis. External 

morphological characters and even the structure 

of the genital organs that enable gene exchange 

have not been sufficient to distinguish some taxa 

(as in Nychiodes spp). This has led to the division 

into numerous subgenera in systematic and 

taxonomic studies, especially in the genera 

Charissa, Gnophos and Gnopharmia. 

 The genus Charissa is currently 

represented by 53 species from Palaearctic and 

Orientalic regions [16]. In the fauna of Türkiye, a 

total of 29 species are known from the following 

taxonomic groups, Cnestrognophos, Wehrli, 

1951; Euchrognophos, Wehrli, 1951; 

Kemtrognophos Wehrli, 1951; Neognophina 

Wehrli, 1946; Organognophos Wehrli, 1951; 

Rhopalognophos Wehrli, 1951 and 7 subgenus 

including the nominant subgenus Charissa 

Curtis, 1826 [11]. Charissa annubilata, C. 

dubitaria, C. onustaria and C. subtaurica species 

were identified from the area. The first two 
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species are distributed in Türkiye and its eastern 

neighbors [28], but are not known from the 

European fauna [11], [24-26]. The male genitalia 

of the subtaurica from Dağlıca differ from those 

of Anamur [29] and Müller et al., [16]. For 

example, the chitinous structure on the costal 

margin of the valve is relatively thick, the saccus 

is round, the ampulla is inclined outward, the 

aedeagus spine is relatively wide at the base, and 

the juxta reaches the tip of the uncus (Figure 4. 8: 

a-b). In the specimen of this species from 

Diyarbakır (Hazro) [5], the juxta does not reach 

to the tip of the uncus. Whether these differences 

are within the limits of variation can only be 

resolved by future molecular research. Charissa 

subtaurica is distributed in Greece only on the 

island of Samos, Cyprus and along the Eastern 

Mediterranean coast [16]. In Türkiye, apart from 

the Mediterranean region, it is recorded as 

suspected in Amasya, Bursa, Siirt and Van, and is 

also known from Diyarbakır and Konya [11, 24]. 

In a study on the Gnophini tribus in Türkiye, it is 

based on molecular results that Charissa 

dubitaria staudingeri, formerly considered a 

subspecies, is a taxon at the species level and 

sister to C. assoi and C. corsica [30]. As a matter 

of fact, C. staudingeri was later presented at 

species level in Volume 6 of European 

Geometrids, and its distribution in the coastal 

Aegean region of Türkiye was mapped [16]. 

Charissa subtaurica and C. staudingeri are 

difficult to distinguish in terms of appearance. 

However, male and female genital structures can 

be easily distinguished [16]. The subtaurica 

examined in the Dağlıca study differs easily from 

the closest species staudingeri in terms of genital 

structure (Figure 5. 3). Another important species 

in Dağlıca fauna is Charissa dubitaria 

(Staudinger, 1892). The distribution of this 

species suggests that there are intermittent 

records from İçel (Anamur) in the Mediterranean 

region and from the East and Southeast of 

Türkiye [11]. Most recently, there have been 

records from Batman, Elazığ and Diyarbakır [25-

26], [31]. This species while there is no European 

record yet [16] it is known to be distributed in the 

Caucasus, Lebanon, Armenia and Iran [11, 24], 

[25-26]. Two male and one female specimens of 

this species were previously examined from Van 

(Cesa coll.: GP2407♂, GP2418♂, GP2926♀). 

The genital characters of the specimens are 

shorter in the male than in the aedeagus spines 

staudingeri species, while in the female the 

ductus bursae is relatively long and the corpus 

bursae is rounded, prominently concave on one 

side, 1/3 membranous towards the free end. These 

characters are similar to those of a female from 

Dağlıca (Figure 5. 4). 

 Charissa annubilata (Christoph, 1885) is 

included in the Türkiye checklist under the 

subgenus Euchrognophos Wehrli, 1951. 

However, Müller et al. [16] transferred it to the 

subgenus Cnestrognophos Wehrli, 1951. While 

this species is rare in Türkiye, it is also a poorly 

known taxon in neighboring Azarbeijan, Georgia 

and Iran [11], [27]. Charissa onustaria (Herrich-

Schäffer, [1852]) is a well-known species 

distributed from Europe to Iran and Iraq [11], 

[16]. It is better represented in the area than the 

other three species. The genitalia of two male 

individuals of this species were examined, but 

some significant differences were detected in the 

genital structures. The genitalia of the first male 

(GP22♂), collected in the same habitat and on the 

same dates are very close to those of Seven [32] 

and Müller et al. [16]. The other specimen 

(GP56♂) differs in that the uncus and gnathos are 

wider and shorter, and the length and width of the 

thumb-shaped juxta are similar to the saccus 

(Figure 4. 9: a-b). Whether these differences are 

variation or a separate taxon will be clarified by 

future molecular studies.   

 The genus Gnopharmia Staudinger,1892 

is represented by 7 species in Türkiye, Middle 

East, Caucasus, Iran and Iraq [11], [12], [33], 

distributed outside Europe and a member of the 

Irano-Turanian Geography. Recorded in Türkiye 

with colchidaria, irakensis and rubraria species 

[11], [32], [34-35]. The first two species are 

distributed in eastern and southeastern Türkiye 

and are little known. G. rubraria is more common 

in Western, Central and Southeastern Anatolia. 

Numerous specimens of G. colchidaria and 

irakensis species were examined from the study 

area (Table 1). Among the materials examined, 

some differences in the male genitalia of the 

specimens belonging to colchidaria are 

noteworthy. Namely, the proximal projection of 

sacclus being relatively thick, but a pair of sternite 

extensions looks like nominate subspecies 

colchidaria [33]. The female genitalia is to some 

degree similar to the subspecies colchidaria 

colchidaria (Figure 4. 3: a-b-c) [33]. However, 

the lateral arms of lamellae postvaginalis 

structure, antrum, ductus bursae and cingum are 

different to some degree (Figure 5. 2: a-b). 
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Perhaps these differences are reported by Rajaei 

et al. [33] photograph may be due to the fact that 

it is not very clean and unclear. 

 One of the lesser known species in this 

genus in Türkiye is irakensis. Rajaei et al. [33] 

also included Köprüköy [Kırıkkale], 

Kahramanmaraş from Türkiye and Afghanistan 

from the Middle East countries in its distribution 

area. According to Koçak and Kemal [11], it is 

distributed in Türkiye, Iran, Iraq and Pakistan. 

The above information was confirmed once again 

in the latest European Geometrid study [16]. This 

species, described from Erbil in northern Iraq, is 

very different from the Dağlıca specimen in terms 

of external morphological characters. The 

external morphology and structures of the male 

genitalia of the syntype specimen of this taxon are 

presented in Rajaei et al. [33]. The genitalia of 5 

males and 3 females of this taxon from Dağlıca 

were examined. These specimens were 

previously identified as irakensis, but differ from 

the syntype in the structures described below. 

They also have some differences among 

themselves. In the Dağlıca G. irakensis 

specimens, the upperside of the wing is darker, 

the distal spots of the forewing and hindwing are 

more prominent on the underside than on the 

upperside. The postdistal line, bordering the 

broad brown submarginal band on the upperside, 

is composed of orange spots and continues 

intermittently to the hindwing. Forewing apical 

patch is quadrangular and light yellowish cream 

in color. The thick submarginal band on the 

underside is dark brown and slightly concave 

medially on the hindwing (Figure 2.a-b). In male 

genitalia of GP6♂, GP7♂ and GP11♂ specimens, 

gnathos and uncus structure, distal and proximal 

projection of sacculus (except GP34♂), valva, 

slightly arcuate aedeagus (with GP34, except 

GP7♂) and abdominal 8th sternite (except 

GP34♂) are almost the same structure. 

Differences: GP7♂ has a distinctly outwardly 

membranous structure up to halfway up the valva. 

Juxta base is rounded (straight on GP11♂ and 

GP7♂), aedeagus is almost straight, slightly 

curved at the tip. Sacculus is similar to that of the 

syntype [33], in the other specimens (GP11♂, 

GP6♂ and GP34♂) the sacculus is wider on both 

wings and distinctly square. The sternite 

projections of the GP34♂ specimen are thicker 

and relatively short. Also, the distal and proximal 

projection of sacculus is relatively thick (Figure 

4. 2: a-b-c). In females, the apophyses anterior 

and apophyses posterior are thin and relatively 

long in GP74♀ and thick and relatively short in 

GP53♀ and GP54♀. Lamaella post vaginalis, 

antrum and ductus bursae are similar in GP53♀ 

and GP54♀, but different in GP74♀.  The 

signums on all three female genitalia are oval and 

star-shaped. However, the spines in the center of 

the signum are separate in GP74♀, relatively 

separate in GP53♀ and not separate in GP54♀. 

Furthermore, the signum is relatively rounded in 

GP74♀ and the lateral spines are longer (Figure 

5. 1: a-b). The above-mentioned structural 

features suggest that irakensis-like taxa in 

Türkiye should be revisited. 

 Neognopharmia cataleucaria 

(Staudinger, 1901), whose type locality is 

Mardin, was originally proposed as a subspecies 

in the original study as Gnophos stevenaria var. 

cataleucaria Staudinger, 1901, and later elevated 

to species level. The genus is represented by 3 

species including stevenaria (Boisduval, 1840), 

cataleucaria (Staudinger, 1901) and horhammeri 

(Brandt, 1941) [16], [36]. In the Türkiye 

checklist, stevenaria is distributed in Europe, 

Caucasus, Türkiye, Iran and Iraq, while 

cataleucaria is an endemic species found only in 

Türkiye [11]. Neognopharmia horhammeri 

(Brandt, 1941) is known only from Iran according 

to current records [14], [27]. 

 The genus Rhoptria Guenée, [1858] is 

represented worldwide by the species Rhoptria 

asperaria (Hübner, [1817]), R. dolosaria 

(Herrich-Schäffer, [1848]), R. mardinata 

(Staudinger, 1900) and R. erebata (W. Warren, 

1897). The first two species are distributed in 

some European countries including Türkiye, 

while mardinata was described in Mardin and is 

only known from Türkiye and Iran. In this study, 

it is presented for the first time with male genital 

photographs (Figure 4. 4: a-b). In the 123 years 

since it was described, the research shows that the 

species has remained as a taxon in the endemic to 

Irano-Turanian geographic region. The R. 

erabata is known from Brazil in the Neotropical 

region [10-11]. Only asperaria and dolosaria are 

listed in the European Geometrids of the 6th 

volume [16]. 

 The genus Crocallis Treitschke, 1825 is 

represented by 19 species in the Palearctic region 

[16], [36]. In Türkiye, the number of species 

increased to 8 with the study of Stadie & Fiebig 

[37], as it is on the Koçak & Kemal [11] checklist. 

According to Skou & Sihvonen [36], 
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transcaucasica Wehrli, 1940 is a subspecies of 

tusciaria that distribution in Türkiye and the 

Caucasus. However, it is presented at the species 

level in recent studies [11], [16], [27]. Thus, the 

fauna of Türkiye today includes elinguaria 

(Linnaeus,1758), tusciaria (Borkhausen,1793), 

inexpectata Warnecke,1940; elingomorpha 

Stadie & Fiebig, 2014; loebeli Stadie & Fiebig, 

2014 (type locality: Sivas, Gürün), rothei Stadie 

& Fiebig, 2014 (type locality: Hakkari, Merkez 

[Durankaya]) and sylvana Fiebig, 2014 (type 

locality: Tunceli, Ovacık). The last three species 

seem to be endemic species distributed only in 

Türkiye for now. Specimens of tusciaria 

(GP47♂) and loebeli (GP19♂) were examined 

from Dağlıca. Crocallis loebeli (Figure 4. 6: a-b) 

(GP436♂) external morphology has some 

differences. Fore and hind wing ground color is 

pale yellow, antemedian and postmedian fascia is 

very faint, difficult to determine (Figure 2. g-h). 

Anterior wing discal spot is very small, very 

weak. This species has been recorded from 10 

provinces in Türkiye [11], [37]. In this study, 

even if we evaluate it in the category of lesser-

known species whose distribution is limited only 

to Türkiye, it is likely to be found in countries 

neighboring Türkiye in the future. According to 

the available data Crocallis tusciaria 

(Borkhausen, 1793), distribution intermittently in 

Western Anatolia, Mediterranean region and 

Central Anatolia [11]. The data in the thesis study 

has been added to the Eastern Anatolia fauna [11, 

24], [25-26]. Examined material wing color and 

patterns, genital structures also have some 

differences in Skou & Sihvonen [36]. Uncus 

tapers abruptly in the 2/3 part. Annelus is short, 

projecting laterally at the base. Clasper process is 

closer to the tip, large and perpendicular to the 

clasper. Annelus short, protruding laterally at 

base (Figure 4.5: a-b). This is also observed in 

Siirt populations [32]. 

 Eilicrinia Hübner,[1823] is known in the 

palearctic region with the species cordiaria 

(Türkiye, Iran, Iraq, Eastern Europe and Caucasus 

region), subcordiaria (Türkiye: only Van and 

Igdir; Caucasus region and central Asia) and 

trinotata (Türkiye, Eastern Europe, Caucasus 

region) [11, 36]. Two specimens (GP41♂ and 

GP423♂) of cordiaria (Hübner, 1790) from 

Dağlıca were examined. In both male specimens, 

unlike Skou and Sihvonen [36], the uncus is long 

pointed, and the base of the furca connected to the 

juxta is prominently lobed on both sides. A pair 

of furca arms are long and thin and the right side 

is slightly long. Valva is wider, costa and the anal 

margin is slightly convex. The aedeagus vesica 

teeth are small and sparse (Figure 4.7: a-b). 

 Ennomos Treitschke,1825, according to 

the by Koçak and Kemal [10], is represented by 

12 species in the palaearctic region. However, 9 

species are listed in the 6th volume of European 

Geometrids [16]. E. fuscantaria ssp. efractaria 

Freyer, [1842] from the European part of Russia; 

E. quercaria ssp. freidbergi Hausmann, 1997 is 

presented as subspecies from the eastern 

Mediterranean region. On the other hand zandi 

Wiltshire 1947, listed in Koçak & Kemal [10] 

from Iran, but not included in the Ennominae 

checklist [16]. This may be due to the hesitant 

definition of the genre as “... may be an aberration 

or a race ...” [38]. But this species has been listed 

in the last Iranian Lepidoptera catalog [27]. 

 In Türkiye, the genus Ennomos is 

represented by a total of 5 species together with 

the following two species [11], Ennomos fraxineti 

Wiltshire, 1947 and Ennomos quercarius 

(Hübner, [1813]). The first species is distributed 

in Türkiye, Iran and Iraq. It is probably endemic 

to the Irano-Turanian geographic region. It is 

little known species in Türkiye [11]. Distribution 

of the species in Müller et al. [16] is limited to 

Southern Turkmenistan and Iran. However, the 

examined material and previous records strongly 

support the distribution of the species in Türkiye. 

The second species, E. quercaria, is well known 

and occurs in the Palearctic region.  

 Dicrognophos Wehrli, 1951 is 

transferred from Gnophini to Abraxini + 

Cassymini + Eutoeini group, tentatively in 

Cassymini [16]. The species amanensis (endemic 

for Türkiye), sartatus, anophaeus, choristus, 

orthogonius and pseudosnelleni, as well as the 

newly described species siciliana (from Italy, 

Sicily), were revised under this genus. However, 

choristus and pseudosnelleni differ significantly 

from the other species in terms of their genital 

structures [32]. The species presented in the thesis 

with the name combination Gnophos 

(Dicrognophos) gorgatus Brandt,1938 was added 

to the fauna of Hakkari (Figure 4. 1: a-b). 

Gnophos (Dicrognophos) sartatus Treitschke, 

1827 is well known in Eastern Europe, Caucasus, 

Middle East and Türkiye, and Müller et al. [16] 

and Rajaei et al. [27] listed this species in the 

genus Dicrognophos.  
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 The previously valid genera Synopsia 

Hübner, 1825 and Synopsidia Djakonov, 1935 

were represented by one species each in the 

palearctic region [11], [16]. Wanke et al. [22], 

based on morphological characters, molecular 

data and distribution records, Synopsidia 

Djakonov, 1935 is downgraded to synonym with 

Synopsia Hübner, 1825. Accordingly, Synopsidia 

phasidaria (Rogenhofer, 1873) was transferred to 

the genus Synopsia as Synopsia phasidaria 

(Rogenhofer, 1873). Thus, in the fauna of 

Türkiye, the genus Synopsia is represented by 

sociaria and phasidaria species. The first species 

is distributed in Europe, including Türkiye, the 

Caucasus, the Urals and Central Asia 

(Kazakhstan, Uyghur Province) and Iran [11], 

[22], while phasidaria is distributed in eastern 

Türkiye (Ağrı, Bitlis, Hakkari, Van, Şırnak), the 

Caucasus, Afghanistan, Azerbaijan, Iran and 

Turkmenistan. The subsp. centralis Wiltshire, 

1966, formerly described as a subspecies of 

Synopsidia phasidaria, was elevated to species 

level and the name combination was changed to 

Synopsia centralis (Wiltshire, 1966) [22]. This 

species is only known from Iran [22], [ 27]. 

 In thesis study, a male of this species, 

listed as Synopsidia phasidaria, was examined. 

The genital structure of the specimen is generally 

consistent with Wanke et al., [22] (the Türkiye 

population was excluded from the genetic 

analysis). However, the free end of the harp is 

rounded and the spiny process dorsal to the apex 

of the valva is distinctly lobed (stand out budge). 

These characters may not change the results of the 

aforementioned study. However, the need for 

extensive genetic research on Türkiye 

populations remains important. In this context, 

we tentatively accept the Dağlıca sample in the 

combination presented by Wanke et al., [22] and 

transferred the taxon phasidaira (Rogenhofer, 

1873) to the genus Synopsia Hübner, 1925. 

 The genus Wehrliola is represented by a 

single species in the subfamily Ennominae. While 

Revocaria Staudinger, 1892, described from 

Lebanon, is known from Mersin, Konya and 

Kahramanmaraş Provinces in Türkiye [11], the 

second species of the genus was revealed by 

examining the specimens collected from Dağlıca. 

With the external morphological features and 

genital structure characters of the taxon, it was 

easily be distinguished from recorvaria and 

defined as Wehrliola inexpectata Kemal & Uçak, 

2018 and took its place in the scientific world 

[39]. In Volume 6, Part 1 of the Geometrids of 

Europe, the genus Wehrliola is temporarily 

placed in the Gnophini tribus, while its 

classification in the higher categories remains 

uncertain [16]. 

 The genus Apochima, founded by 

Agassiz in 1847, is known in the Western 

Palearctic region with the species flabellaria 

(Heeger,1838) and diaphanaria (Püngeler, 1904) 

[13]. There are faunistic records of these two 

species in Türkiye [11]. When the individuals 

belonging to the diaphanaria species among the 

Dağlıca materials were examined 

morphologically, it was revealed that they had 

different structural characters at the genus level 

from flabellaria. This was also supported by 

molecular research, and a new genus Bellachima, 

the type species of which is diaphanaria, was 

defined [13]. In the study of Europe Ennominae, 

the molecular analysis was based only on the 

mtCOI gene and was not compared with the 

subspecies A. diaphora rjabovi and the genus 

Chondrosoma (this genus is represented only by 

fiducaria, with wingless females, and is 

morphologically very different) [16, 40], 

suggesting that they are not considered as 

separate genera [16]. However, the 

morphological characters of Bellachima 

diaphanaria (Püngeler, 1904) from the genus 

Apochima have been detailed, and the genetic 

distance between the two species has been 

determined to be at the level of a separate lineage 

in the genus category, well above a species 

distinction [13]. According to available data, the 

species is distributed in Türkiye, Iran, Armenia 

and Turkmenistan [11, 16, 41]. However, the 

specimen in the Turkmenistan record differs from 

the Dağlıca specimen with features such as 

clasper in the genital structure, aedeagus spine 

and short caecum [41]. Based on these characters, 

it would be appropriate to evaluate the species in 

another study covering the distribution areas of 

the species. 

 The genera Nychiodes and Peribatodes 

are included in the tribus Boarmini Duponchel, 

1845 according to the latest systematic 

arrangements [16]. Nychiodes Lederer, 1853 is 

represented by 8 species in the fauna of Türkiye 

[11]. In recent years, the non-European species of 

the genus Nychiodes have been revised [22]. 

Accordingly, the previously listed species of 

amygdalaria, divergaria, rayatica, waltheri and 

with the newly described eberti Wanke, 
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Hausmann and Rajaei, 2020 (type locality 

Erzurum, Kopdağı Pass) increased to 5 species in 

Türkiye. Based on genetic data in the study, 

variabila became synonymous with divergaria. 

Thus, the specimen from Dağlıca, which was 

previously diagnosed as variabila, is presented in 

this study with the combination Nychiodes 

divergaria (Staudinger, 1892). The 

rhomboidarius and umbrarius species belonging 

to the genus Peribatodes were also identified 

from the research area. Research on these species 

is also in progress. 

 Ennominae taxa are highly variable in 

terms of external morphological characters and 

show high variation. This situation becomes more 

complicated especially for the species represented 

in genera such as Charissa, Gnophos, 

Gnopharmia and. The fauna of the Irano-

Turanian Geographical Region, which is still at 

the beginning of research, is in need of 

comprehensive research. Even if the differences 

in genital structure, which provide gene transfer 

in morphological studies, are helpful to some 

extent, they are not sufficient to solve the 

problem. The data obtained by molecular 

methods and genetic differences at the species 

and subspecies level contribute to the solution of 

the problem in taxonomic and phylogenetic 

studies. In this study, genetic research is needed 

to clarify the taxonomic status of some species. 

 

Tentative checklist of Dağlıca Ennominae 

Species 

 

Tribus Abraxini Warren, 1893  

1) Odontognophos zacharius (Staudinger, 1879) 

 

Tribus Cassymini Holloway, 1994  

2) Dicrognophos sartatus Treitschke, 1827 

(sensu Müller et al., [16]) 

3) Dicrognophos pseudosnelleni Rjabov, 1964 

(sensu Müller et al., [16])  

4) Dicrognophos gorgatus Brandt, 1938 (sensu 

Rajaei et al., [27]) 

 

Tribus Macariini Guenée, 1858 

5) Heliomata glarearia (Brahm, 1791) 

6) Neognopharmia cataleucaria (Staudinger, 

1901) 

7) Gnopharmia irakensis Wehrli, 1938  

8) Gnopharmia colchidaria (Lederer, 1870) 

9) Chiasmia clathrata (Linnaeus, 1758) 

10) Rhoptria mardinata (Staudinger, 1900) 
  

Epionini of uncertain association (sensu Müller 

et al., [16]) 

11) Pseudopanthera syriacata (Guenée, 1858) 

12) Eilicrinia cordiaria (Hübner, 1790) 

 

Tribus Ennomini Duponchel, 1845 

13) Ennomos (Deuteronomos) quercarius 

(Hübner, [1813]) 

14) Ennomos (Deuteronomos) fraxineti 

Wiltshire, 1947 

15) Crocallis (s.str.) tusciaria (Borkhausen, 

1793) 

16) Crocallis elinguaria (Linnaeus, 1758)  

17) Crocallis (s.str.) loebeli Stadie & Fiebig, 

2014 

 

Tribus Prosopolophini Warren, 1894  

18) Bellachima diaphanaria (Püngeler, 1904) 

19) Dasycorsa modesta (Staudinger, 1879 

20) Eumera hoeferi Wehrli, 1934 (sensu Wanke 

et al., [22]) 

 

Tribus Theriini Herbulot, 1963 

21) Ramitia kufrana Seven, 2015 

 

Tribus Gnophini Duponchel, 1845 

22) Charissa (Euchrognophos) dubitaria 

(Staudinger, 1892) 

23) Charissa (Euchrognophos) annubilata 

(Christoph, 1885) 

24) Charissa (Euchrognophos) subtaurica 

(Wehrli, 1934) 

25) Charissa (Kemtrognophos) onustaria 

(Herrich-Schäffer, [1852]) 

26) Synopsia phasidaria (Rogenhofer, 1873) 

27) Dyscia (Calodyscia) innocentaria 

(Christoph, 1885) 

 

Gnophini of uncertain association (sensu 

Müller et al., [16]) 

28) Wehrliola inexpectata Kemal & Uçak, 201 

 

Tribus Boarmiini Duponchel, 1845 

29) Nychiodes (Eunychiodes) divergaria 

(Staudinger, 1892) 

30) Peribatodes rhomboidarius ([Denis & 

Schiffermüller], 1775) 

31) Peribatodes umbrarius (Hübner, [1809]
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Figure 1. a-b. Charissa annubilata a. upperside b. underside. c-d. Charissa subtaurica c. upperside d. 

underside. e-f. Charissa dubitaria e. upperside f. underside. g-h. Gnopharmia colchidaria  

g. upperside h. underside.
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Figure 2. a-b. Gnopharmia irakensis a. upperside b. underside. c-d. Rhoptria mardinata c. upperside d. 

underside. e-f. Crocallis tusciaria e. upperside f. underside. g-h. Crocallis loebeli. h. upperside. g. underside
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Figure 3. a-b. Eilicrinia cordiaria a. upperside. b. underside 

 

 
Figure 4. Genitalia Structures. 1. Gnophos gorgatus. a. Male genitalia (17GP♂). b. Aedeagus. 2. Gnopharmia 

irakensis (GP34♂). a. Male genitalia. b. Aedeagus. c. Sternite. 3. Gnopharmia colchidaria a. Male genitalia 

(GP9♂). b. Aedeagus. c. Sternite. 4. Rhoptria mardinata a. Male genitalia (GP42♂). 5. Crocallis tusciaria. a. 

Male genitalia (GP47♂). b. Aedeagus. 6. Crocallis loebeli, a. Male genitalia (GP436♂). b. Aedeagus. 7. 

Eilicrinia cordiaria, a. Male genitalia (GP423♂). b. Aedeagus. 8. Charissa subtaurica. a. Male genitalia 

(GP27♂). b. Aedeagus. 9. Charissa onustaria, a. Male genitalia (GP56♂). b. Aedeagus. (Scale bar: 1mm). 
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Figure 5. Genital Structures. 1. Gnopharmia irakensis, a. Female genitalia (GP54♀). b. Signum  

2. Gnopharmia colchidaria, a. Female genitalia (GP33♀). b. Signum (Scale bar: 0.5mm). 3. Charissa 

subtaurica, Female genitalia GP26♀). 4. Charissa dubitaria Female genitalia (GP48♀). (Female genitalia: Scale 

bar: 1mm, Signum: Scale bar: 0.5mm).
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Abstract 

Order picking is one of the most significant components of the warehouse 

management. More than 50% of the cost incurred in warehouses is due to the order 

picking process. Although this process has mostly been considered within the 

framework of economic objectives, in recent years the ergonomic perspective has 

become increasingly visible. Order picking studies regarding ergonomic objectives 

have mostly focused on low-level order picking systems, but the human factor has 

been ignored in high-level order picking. In order to fill this gap, this study focuses 

on the order picking process of a single block high-level warehouse with a special 

focus on human factor. For this purpose, a capacity-constrained mathematical model 

based on order batching and routing for the minimization of human energy 

expenditure is proposed. In this three-dimensional (3D) warehouse system, the 

distances and travel times between locations were first determined using Manhattan 

distance-based Tchebychev formulas in order to calculate the human energy 

expenditure between order locations. Then, human energy matrices between order 

locations were created using human energy calculation formulas based on time and 

item weight. These matrices, which were created for three different randomly 

generated sample data sets, were used in the mathematical model solution and the 

optimum batches and routes were determined. In order to compare the results, First-

come First-serve (FCFS) batching and S-shaped routing, which are simple and 

common batching and routing methods used in practice, were applied for the sample 

problem data sets and it was observed that the mathematical model gave better 

results. 
 

 
1. Introduction 

 

In today's world of intense competition, companies 

can achieve a solid competitive structure with the 

successful implementation of supply chain 

management and one of the most important 

components of the supply chain is warehouses [1]. 

More than 50% of the total cost incurred in a 

warehouse is due to the order picking process [2]. 

Order picking refers to the process by which orders 

are collected from warehouse locations and returned 

to the customer, and this process consists of labor-

intensive and costly activities [3]. 

                                                            

*Corresponding author: mbinici@beu.edu.tr                           Received: 01.08.2023, Accepted: 15.09.2023 

 Various order picking systems are used in 

warehouses. The most common of these is the picker-

to-parts order picking system. In this system, the 

order picker picks items from the order list by walking 

or driving an order picking vehicle. Moreover, this 

system is divided into low-level and high-level order 

picking. In low-level order picking, the order picker 

picks the items on the order list from low-level 

shelves in the warehouse where a person can 

comfortably reach. In high-level order picking, the 

order picker picks the items on the order picking list 

using order picking tools that can reach high shelf 

levels. In low-level order picking, only horizontal 

distance is considered, while in high-level order 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1336357
https://orcid.org/0000-0003-1814-438X
https://orcid.org/0000-0002-4532-344X
mailto:mbinici@beu.edu.tr


M. Binici, M.M. Yenisey / BEU Fen Bilimleri Dergisi 12 (3), 911-924, 2023 

912 
 

picking, horizontal and vertical distance calculations 

are used together [3]. Low-level warehouses can 

therefore be referred to as two-dimensional (2D) 

warehouses, while high-level warehouses can be 

referred to as three-dimensional (3D) warehouses [4]. 

The majority of order picking studies have focused on 

low-level warehouses, but studies on high-level 

warehouses, which provide efficiency in space 

utilization in warehouses, have been neglected [5,6]. 

 In the order picking process, four different 

approaches have been developed to improve 

efficiency through the minimization of order picking 

time or travel distance [1]. The first one is to minimize 

the travel time by using a suitable order picking route. 

The second is the division of the warehouse into 

zones. Order pickers are assigned to these zones and 

only pick orders in their zone. The third approach is 

storage location assignment, i.e. assigning items to 

locations on the shelves within the warehouse. The 

fourth approach is the batching of orders. All of the 

batched orders are picked at once within their own 

batch. Among all these methods, the most important 

approaches are storage location assignment, order 

batching and routing [1]. Batching has a great impact 

on reducing the order picking time [2], and it can 

improve system performance [7]. Routing also has a 

great impact on optimizing the order picking system 

[8]. 

Although the order picking process is 

generally addressed by considering economic 

objectives such as time and distance minimization, 

human factor is also one of the important issues to be 

studied in this field [9]. The necessity of including the 

human factor in the order picking process has been 

emphasized in recent studies [6,10]. Despite of the 

fact that technological developments related to the 

automation of warehouse processes have increased in 

recent years due to Industry 4.0, humans are still at 

the center of this process [11]. However, the human 

factor has been ignored in most order picking studies 

[9]. By including ergonomic objectives related to the 

human factor in these studies, health risks can be 

minimized. This can reduce the loss of employees and 

absenteeism due to illness. In this way, both economic 

goals can be achieved and a positive contribution to 

the work-life balance of the employee can be achieved 

[9]. 

 There are some studies regarding the human 

factor in order picking. In one of these, a human 

energy-based storage location assignment policy that 

minimizes total order picking time and human energy 

expenditure in a low-level warehouse system were 

proposed [12]. A heuristic model is proposed to 

analyze the optimal rack design and storage location 

assignment policy for a low-level order picking 

system that takes into account order picking cost, 

human energy expenditure and worker posture [13]. 

In another storage location assignment study based on 

human energy expenditure, a low-level order picking 

system was considered and a mathematical model was 

proposed [14]. A simulation study was conducted for 

a low-level order picking system using hybrid order 

picker humans and robots, taking into account cost, 

efficiency and human energy expenditure, in order to 

determine the optimal storage location assignment 

policies [15]. In another study where economic and 

ergonomic objectives were used together, a two-stage 

methodology was presented to determine the storage 

location assignment policy in a low-level warehouse 

[16]. In a low-level order picking study in which a 

multi-objective linear programming model was 

proposed for the minimization of the order picking 

time, human energy expenditure and health risk, 

different scenarios were considered to determine the 

storage location assignment policy and optimum shelf 

locations [17]. 

 Considering the studies in this field, there is 

no study that deals with the human factor in the 

batching and routing of high-level order picking. 

Therefore, in this study, in order to fill a gap in this 

field, human energy expenditure in high-level order 

picking is considered and a batching and routing 

based mathematical model minimizing human energy 

expenditure is proposed. 

 In the second part of the study, the warehouse 

and problem is defined. In the third section, the 

solution method is stated. While the implementation 

of the method and the results are given in the fourth 

section, the last two sections include discussion and 

conclusions respectively. 

 

2. Warehouse and Problem Definition 

The warehouse in this study is single block and high-

level (Figure 1). The order picker starts its movement 

from the input/output (I/O) point. The I/O point is 

located at the bottom left corner of the warehouse [4, 

18]. In total there are 10 rows of shelves from left to 

right. The first and last shelves are single rows and the 

other shelves are back to back. The shelves have a 

depth of 1 meter. Each row of shelves consists of 10 

divisions and each division has 5 layers. There are 50 

locations in a single row of shelves and the total 

number of locations in the warehouse is 500. In 

addition to the front and rear cross aisles, there are 

five picking aisles in the warehouse. Locations are 

numbered in sequence from 1 to 500, starting from the 

first floor of the shelf row on the far left of the 

warehouse to the fifth floor on the upper right corner 
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of the shelf row on the far right. For example, the 

number 5 in Figure 1 refers to locations 1, 2, 3, 4 and 

5 starting from the first floor to the 5th floor. The 

following number 10 refers to locations 6, 7, 8, 9 and 

10 from the first floor to the fifth floor respectively. 

Of these, locations 1 and 6 are located on the first 

floor, locations 2 and 7 on the second floor, locations 

3 and 8 on the third floor, locations 4 and 9 on the 

fourth floor and locations 5 and 10 on the fifth floor. 

For all other locations, the last digit of the location 

number corresponds to the floor number of the first 9 

locations. Locations with the last digit ending in 0 

indicate that they are on the fifth floor. The I/O point 

is at floor height and has a height of zero. The lengths 

of the warehouse are shown in Figure 1.  

 

 

Figure 1. Top view of a single block and high-level warehouse 

 
The horizontal and vertical speeds of the 

order picking vehicle are different, while the 

horizontal and vertical movements are simultaneous. 

No reference height when crossing the aisles is 

considered in this study. In other words, the 

movement from the height of the location in one aisle 

to the height of the location in the other aisle 

continues without interruption. The speed of the order 

picker when lifting and lowering, with or without 

load, is the same. 

Each location has a single item type. Items 

have different weights. The maximum weight of an 

item is considered to be 20 kg [13]. The capacity of 

the order picker is determined on the basis of the 

number of items, which is 5 in this study. 

Each order consists of a single item. 

Incoming orders will be picked by the order picker 

using the order picking vehicle. The number of orders 

to be picked is either the total number of orders 

reached in a given time interval or a predetermined 

target number of orders reached. Incoming orders are 

batched according to the capacity of the order picking 

vehicle and the order picking route is determined for 

each batch. The order picker expends energy during 

the order picking. This energy expenditure consists of 

both the energy expended when the order picker is not 

lifting any load in the order picker, i.e., when it is just 

standing while driving, and the energy expenditure 

that occurs when lifting items with a certain weight at 

the locations. The aim of this study is to batch and 

route incoming orders in a way that minimizes human 

energy expenditure. 

 

3. Methodology 

The overall objective of the batching and routing 

problem in order picking is to minimize the travel 

distance or time. The order picking routing problem 

can be modeled as a classical Steiner traveling 

salesman problem by computing an LxL matrix where 

i,j is the minimum travel distance or minimum travel 

time from storage location i to storage location j [4]. 

By adding batch capacity constraints to the routing 

problem, the batching and routing problem can be 

expressed as an integer programming model [1]. In 

this study, since human energy minimization will be 

performed, the human energy matrix LxL between 

locations will be used instead of distance or time 

between locations. 

 In this study, a mixed integer linear 

programming (MILP) mathematical model based on 

order batching and routing is proposed to minimize 

the human energy expended during the picking of 

orders from warehouse locations. 

Assumptions: 

- Each order contains one item. 

- Each item has a weight and the maximum weight is 

20 kg. 

- Each location has only one item type and there are 

always items in the locations. 
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- The warehouse has a random location assignment 

policy. That is, items are randomly assigned to empty 

locations in the warehouse [19]. 

- Order picker capacity is expressed in terms of the 

number of items [1]. 

- The distance, time, and human energy expenditure 

between the locations are known in advance. 

- Each tour starts from the I/O point and returns to the 

I/O point. 

- Aisles are wide enough for two vehicles to pass 

through comfortably and there is no congestion. 

- From the I/O point, the movement starts at zero 

height. 

- There is no reference height at aisle entrances and 

exits.  

- In aisle turns, the movement is linear and the turn 

angle is not considered. 

- Horizontal and vertical speeds of the order picker 

vehicle are different and standard. 

- The speed of the order picker is constant throughout 

the horizontal and vertical movements. 

- The speeds of the order picker when lifting and 

lowering are the same and independent of the load. 

- The order picker is standing on the vehicle while 

picking orders. 

- The order picker is a male at the age of 30 and has a 

body weight of 75 kg [12]. 

- In all locations, the handling time of the order picker 

is the same and does not vary depending on the 

weights of items. It is assumed that the order picker 

carries the item during this time. 

3.1. Notations 

The indices, variables and parameters used in the 

mathematical model are explained in this section. 

 

Indicies: 

𝑝: 1, 2,…..,P for locations. 

𝑙:  1, 2,…..,L for locations.  

𝑏: 1,2,.......,B for batches. 

 

Decision Variables: 

𝑥𝑏𝑝: 1 if location p is assigned to batch b, 0 

otherwise. 

𝑦𝑝𝑙
𝑏 : 1 if location p is immediately after location l in 

batch b, 0 otherwise. 

 

Parameters:  

C: Capacity of order picking truck vehicle (number of 

items) 

G: Number of batches 

S: Subset of set V 

𝑣ℎ: Horizontal speed of the order picker vehicle (m/s) 

𝑣𝑣: Vertical speed of the order picker vehicle (m/s) 

𝑡𝑝𝑙: Travel time between locations 𝑝 and 𝑙 (sec) 

ℎ𝑙: Item handling time at location 𝑙 (sec)  

ℎ𝑒𝑝𝑙: Amount of human energy expended from 

location l to location p (kcal) 

𝐸𝑠𝑡𝑎𝑛𝑑: Human energy expenditure of standing for 1 

second (kcal/s) 

𝐵𝑊: Order picker body weight (kg) 

𝑤𝑙: weight of the item at location 𝑙 (kg) 

∆𝐸: Energy to hold 1 kg for 1 second (kcal/s) 

 

3.2. Mathematical Model 

 
The mixed integer linear programming mathematical 

model based on batching and routing that minimizes 

human energy in order picking is as follows: 

Objective Function: 

𝑂𝐵𝐽𝑚𝑖𝑛 = ∑ ∑ ∑ 𝑦𝑝𝑙
𝑏 ∗ ℎ𝑒𝑝𝑙

𝐿
𝑙

𝑃
𝑝

𝐵
𝑏                                  (1) 

Constraints: 

∑ 𝑥𝑏𝑝
𝑃
𝑝 ≤ 𝐶             ∀𝑏,    𝑝 > 1                                (2)                                                                            

∑ 𝑥𝑏𝑝
𝐵
𝑏=1 = 1          ∀𝑝,    𝑝 > 1                              (3)                                                                                    

∑ 𝑥𝑏𝑝
𝐵
𝑏=1 = 𝐺         ∀𝑝,   𝑝 = 1                                 (4)                                                                                   

∑ 𝑦𝑝𝑙
𝑏𝐿

𝑙 = 𝑥𝑏𝑝           ∀𝑏, 𝑝,   𝑝 ≠ 𝑙                            (5)                                                                                     

∑ 𝑦𝑙𝑝
𝑏𝐿

𝑙 = 𝑥𝑏𝑝           ∀𝑏, 𝑝,   𝑝 ≠ 𝑙                            (6)                                                                                     

∑ 𝑦𝑝𝑙
𝑏 ≤ |𝑆| − 1𝑖,𝑗∈𝑆       ∀𝑆 ∈ 𝑉,   𝑝 ≠ 𝑙                   (7)                                                                                    

𝑥𝑏𝑝, 𝑦𝑝𝑙
𝑏 = {0,1}       ∀𝑏, 𝑝, 𝑙                                    (8) 

 
        Equation (1) gives the objective function and 

minimizes the human energy expenditure. Equation 

(2) is the capacity constraints of the order picking 

vehicle. The number of items picked in a single batch 

cannot exceed this capacity. According to Equation 

(3), each location is assigned to a batch, except for the 

I/O point represented by location number 1 in the 

solution of the model. Equation (4) states that each 

batch must have an I/O point. The number of batches 

(G) is the total number of orders divided by the 

capacity of the order picker (C). Equation (5) and 

Equation (6) state that in each batch b, there can be 

only one way from location p to location l and only 

one way from location l to location p. Equation (7) is 

the subtour eliminating constraints [20]. Equation (8) 

is 0-1 binary constraints.  

 

3.3. Manhattan Distance-based Tchebychev 

Metrics and Travel Time Between Locations  

 

The coordinates of the locations 𝑖 and 𝑗 of a 3D 

warehouse can be expressed as (𝑥𝑖, 𝑦𝑖,𝑧𝑖) and (𝑥𝑗, 
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𝑦𝑗,𝑧𝑗) [4]. Figure 2 shows an example of the 

representation of the coordinates of locations 𝑖 and 𝑗.  
                                                                                                                                

 

 

Figure 2. Top view of a single block high-level warehouse in X and Y Axis [4]. 

 

            Points B and T are located on the y-axis and 

represent the upper and lower coordinates used to 

cross from one aisle to another, respectively. Also, 𝑥 

and 𝑦 are the horizontal coordinates while 𝑧 is the 

vertical coordinate. The minimum distance (𝑑𝑖𝑗) 

between locations 𝑖 and 𝑗 in the same aisle and the 

minimum distance from the I/O point to the locations 

within the warehouse are calculated by Equation (9). 

If the locaations are on different aisles, Equation (10) 

is used [4]. 

𝑑𝑖𝑗 = |𝑧𝑖 − 𝑧𝑗| + |𝑥𝑖 − 𝑥𝑗| + |𝑦𝑖 − 𝑦𝑗|                 (9) 

 

𝑑𝑖𝑗 = |𝑧𝑖 − 𝑧𝑗| + |𝑥𝑖 − 𝑥𝑗| + 𝑚𝑖𝑛{|𝑦𝑖 − 𝑇| + |𝑇 −

𝑦𝑗|, |𝑦𝑖 − 𝐵| + |𝐵 − 𝑦𝑗|}                                      (10) 

 

           Since the horizontal and vertical speeds of the 

order picking vehicles used in 3D warehouses are 

different, time calculation formula can be used 

instead of the distance formula. The travel time of a 

sequentially moving order picker between two 

locations in the same aisle and from the I/O point to 

the locations in the warehouse can be found using 

Equation (11). If the locations are on different aisles, 

Equation (12) is used [4]. 

 

 

 

 

𝑡𝑖𝑗 = 
|𝑦𝑖−𝑦𝑗|+|𝑥𝑖−𝑥𝑗|

𝑣ℎ
+
|𝑧𝑖−𝑧𝑗|

𝑣𝑣
                                    (11) 

 

𝑡𝑖𝑗 = 
|𝑥𝑖−𝑥𝑗|

𝑣ℎ
+𝑚𝑖𝑛 {

|𝑦𝑖−𝑇|+|𝑇−𝑦𝑗|

𝑣ℎ
+

|𝑧𝑖−𝑧𝑗|

𝑣𝑣
,
|𝑦𝑖−𝐵|+|𝐵−𝑦𝑗|

𝑣ℎ
+
|𝑧𝑖−𝑧𝑗|

𝑣𝑣
}                                 (12) 

 

         For order picking vehicles that perform 

simultaneous horizontal and vertical movements, the 

maximum travel time in horizontal and vertical 

movements is taken into account. Since the order 

picking vehicle considered in this study moves both 

horizontally and vertically simultaneously and at 

different speeds, the maximum travel time in 

horizontal and vertical movements can be found using 

the Tchebychev formula [4]. Equation (13) is used to 

calculate the travel time between locations within the 

same aisle and the travel time from the I/O point to a 

location within the warehouse, while the travel time 

between locations on different aisles can be found 

using Equation (14) [4]. 

𝑡𝑖𝑗 =  𝑚𝑎𝑥 {
|𝑦𝑖−𝑦𝑗|+|𝑥𝑖−𝑥𝑗|

𝑣ℎ
,
|𝑧𝑖−𝑧𝑗|

𝑣𝑣
}                         (13) 

 

𝑡𝑖𝑗 = 𝑚𝑖𝑛 {
𝑚𝑎𝑥 {

|𝑦𝑖−𝑇|+|𝑇−𝑦𝑗|+|𝑥𝑖−𝑥𝑗|

𝑣ℎ
,
|𝑧𝑖−𝑧𝑗|

𝑣𝑣
} ,

𝑚𝑎𝑥 {
|𝑦𝑖−𝐵|+|𝐵−𝑦𝑗|+|𝑥𝑖−𝑥𝑗|

𝑣ℎ
,
|𝑧𝑖−𝑧𝑗|

𝑣𝑣
}
}(14) 
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3.4. Human Energy Expenditure 

When calculating the human energy expenditure 

between two locations, both the time between 

locations and the weight of the items in the locations 

are taken into account. The order picker is standing on 

the order picking vehicle and therefore expends 

energy. Equation (15) gives the energy expended by a 

human in 1 second while standing depending on body 

weight, while Equation (16) gives the human energy 

caused by holding a load weighing 𝑤𝑝 kg for 1 second 

[21]. Equation (17) gives the total human energy 

expenditure of travelling from location 𝑝 to location 𝑙 
and putting the item from location 𝑙 into the order 

picking vehicle. 

𝐸𝑠𝑡𝑎𝑛𝑑 =
0.024∗𝐵𝑊 

60
(𝑘𝑐𝑎𝑙/𝑠)                                   (15) 

 

∆𝐸𝑙 =
0.062∗𝑤𝑙 

60
(𝑘𝑐𝑎𝑙/𝑠)                                       (16) 

 

ℎ𝑒𝑝𝑙 =  𝐸𝑠𝑡𝑎𝑛𝑑 ∗ 𝑡𝑝𝑙 + ∆𝐸𝑙 ∗ ℎ𝑙                          (17) 

 

4. Implementations and Results 

In this part of the study, three sample data sets were 

generated for the solution of the mathematical model. 

The proposed mathematical model for the problem 

was solved using the CPLEX solver in GAMS. 

Sample data sets of 5, 10 and 20 orders are shown in 

Table 1. Distance and human energy matrices were 

created for the locations of the orders. Equations (13), 

(14), (15), (16) and (17) were used to find the human 

energy expenditure between the locations. The 

average horizontal speed 𝒗𝒉 of the order picking 

vehicle was taken as 3.33 m/s and the average vertical 

speed 𝒗𝒗 as  0.40 m/s [22]. To compare the results of 

the mathematical model, FCFS batching and S-

Shaped routing were applied using the same data sets. 

Table 1. Number of orders and location numbers of orders 

Sample 

data set 

Number 

of orders 
Location numbers of orders 

1 5 443, 9, 22, 463, 367 

2 10 
196, 63, 192, 293, 311, 14, 

202, 183, 447, 493 

3 20 

378, 194, 286, 249, 332, 63, 

259, 4, 162, 215, 470, 117, 

294, 166, 11, 110, 385, 483, 

33, 305 

4.1. Distance, Time and Human Energy 

Calculations 

For the solution, it is first necessary to determine the 

distances between locations, and accordingly the time 

and energy expenditure. The solution will be 

explained in detail based on the sample data set 1. 

First, a 6x6 distance matrix consisting of 6 locations 

with I/O point 1 is created. The locations where the 

orders are located are numbered from 2 to 6 according 

to the arrival order. The distance matrix including 

horizontal and vertical distances calculated using 

Equations (9) and (10) is given in Table 2. 

The calculation of the distance between 

locations 22 and 463, which are located on different 

aisles, is performed as follows: First, the x, y, z 

coordinates of both locations are found. Location 22 

is on the second floor in the fourth shelf division of 

the first row of shelves in the picking aisle one. This 

location is at the zero meter according to the x 

coordinate, at the 7th meter according to the y 

coordinate, and the z coordinate, which expresses the 

shelf height, is at the 2nd meter. Location 463 is on 

the third floor in the third shelf division of the tenth 

shelf row in the fifth picking aisle. This location is at 

18 meters according to the x coordinate, 5 meters 

according to the y coordinate and 3 meters according 

to the z coordinate. The x, y, z coordinates of 

locations 22 and 463 are (0,7,2) and (18,5,3) 

respectively. The coordinates of the crossing points B 

and T on the y-axis are 1 and 13 respectively. In this 

case, the shortest distances between locations 22 and 

463 are calculated using Equation (10). 

𝑑22,463(ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙, 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙)  = |𝑥22 − 𝑥463| +

𝑚𝑖𝑛{|𝑦22 − 𝑇| + |𝑇 − 𝑦463|, |𝑦22 − 𝐵| + |𝐵 −
𝑦463|}, |𝑧22 − 𝑧463| 

               = |0 − 18|
+ 𝑚𝑖𝑛{|7 − 13| + |13 − 5|, |7 − 1|
+ |1 − 5|} , |2 − 3| 

               = |−18| + 𝑚𝑖𝑛{14, 10}, |−1|  

               = 28, 1 

In this case, the order picker will travel 28 

meters horizontally and 1 meter vertically. Since the 

order picking vehicle moves horizontally and 

vertically simultaneously, the maximum of the 

horizontal and vertical travel times is found. For this 

reason, Equations (13) and (14) are used to calculate 

the travel times between the order locations. To find 

the travel time between the locations 22 and 463, 

Equation (14) is used since they are on different 

aisles. 
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Table 2. Horizontal and vertical distance matrix for the sample data set 1 

Horizontal and Vertical Distances (meter) 

Locations I/O (1) 443 (2) 9 (3) 22 (4) 463 (5) 367 (6) 

I/O (1) 0 0 27 3 4 4 7 2 23 3 20 2 

443 (2) 27 3 0 0 27 1 24 1 8 0 11 1 

9 (3) 4 4 27 1 0 0 3 2 25 1 22 2 

22 (4) 7 2 24 1 3 2 0 0 28 1 25 0 

463 (5) 23 3 8 0 25 1 28 1 0 0 13 1 

367 (6) 20 2 11 1 22 2 25 0 13 1 0 0 

 

𝑡22,463 = 𝑚𝑖𝑛

{
 
 

 
 𝑚𝑎𝑥 {

|𝑦22 − 𝑇| + |𝑇 − 𝑦463| + |𝑥22 − 𝑥463|

𝑣ℎ
,
|𝑧22 − 𝑧463|

𝑣𝑣
} ,

𝑚𝑎𝑥 {
|𝑦22 − 𝐵| + |𝐵 − 𝑦463| + |𝑥22 − 𝑥463|

𝑣ℎ
,
|𝑧22 − 𝑧463|

𝑣𝑣
}
}
 
 

 
 

 

 

             = 𝑚𝑖𝑛

{
 
 

 
 𝑚𝑎𝑥 {

|7 − 13| + |13 − 5| + |0 − 18|

3.33
,
|2 − 3|

0.40
} ,

𝑚𝑎𝑥 {
|7 − 1| + |1 − 5| + |0 − 18|

3.33
,
|2 − 3|

0.40
}
}
 
 

 
 

 

 

           = 𝑚𝑖𝑛 {
𝑚𝑎𝑥{9.6, 2.5},
𝑚𝑎𝑥{8.4, 2.5}

}  =  𝑡22,463 = 8.4 𝑠 

 

Table 3. Travel time matrix between the locations of the sample data set 1 

Travel time between the order locations (s) 

 I/O (1) 443 (2) 9 (3) 22 (4) 463 (5) 367 (6) 

I/O 0.0 8.1 10 5 7.5 6 

443 8.1 0.0 8.1 7.2 2.4 3.3 

9 10 8.1 0.0 5 7.5 6.6 

22 5 7.2 5 0.0 8.4 7.5 

463 7.5 2.4 7.5 8.4 0.0 3.9 

367 6 3.3 6.6 7.5 3.9 0.0 

 

Once the travel times between locations are 

determined, the human energy expenditure due to 

time can be found using Equations (15), (16) and (17). 

Since the travel times between locations given in 

Table 3 are the times when the order picker does not 

lift any item on the vehicle, only the energy caused by 

standing is calculated. In order to calculate the energy 

due to weight lifting at the locations, the weight of the 

items at these locations (𝑤𝑙) and how long this weight 

is carried must be known (ℎ𝑙) (Table 4). These 
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weights are randomly assigned to the items with a 

maximum of 20 kg [13]. It was also assumed that the 

lifting time (ℎ𝑙) of each location was 6 seconds and 

the body weight (BW) of the order picker was 75 kg 

[12]. In this case, an order picker going from location 

22 to 463 expends energy both in the process of 

reaching location 463 and in the process of lifting the 

weight of the item (𝑤𝑙= 10.2 kg) at this location. The 

total energy is the energy spent between these two 

locations. The matrix of human energy expenditure 

between order locations for the sample data set 1 is 

given in Table 5. Table 5 demonstrates that the human 

energy matrix based on the order locations is not 

symmetric. This is mainly due to the different weight 

of the items in each location. Even though the energy 

expenditure on both sides is the same during travel 

between any two locations, the human energy 

expenditure during lifting and placing the items in the 

order picking vehicle at order locations is not the 

same due to the different weight of the items in each 

location. 

𝐸𝑠𝑡𝑎𝑛𝑑 =
0.024 ∗ 𝐵𝑊 

60
=
0.024 ∗ 75 

60
= 0.03 (𝑘𝑐𝑎𝑙/𝑠) 

 

∆𝐸463 =
0.062 ∗ 𝑤𝑙  

60
=
0.062 ∗ 10.2 

60
= 0.01054 (𝑘𝑐𝑎𝑙/𝑠) 

 

ℎ𝑒22,463 =  𝐸𝑠𝑡𝑎𝑛𝑑 ∗ 𝑡22,463 + ∆𝐸463 ∗ 𝑜463
= 0.03 ∗ 8.4 + 0.01054 ∗ 6
= 0.315 𝑘𝑐𝑎𝑙 

 

Table 4. Item weights and handling times at locations 

 I/O 443 9 22 463 367 

𝑤𝑙 0 17 kg 12.9 kg 17.4 kg 10.2 kg 19.5 kg 

ℎ𝑙 0 s 6 s 6 s 6 s 6 s 6 s 

 

Table 5. Human energy matrix between the order locations of the sample data set 1 

Locations  I/O (1) 443 (2) 9 (3) 22 (4) 463 (5) 367 (6) 

I/O (1) 0 0.348 0.380 0.258 0.288 0.301 

443 (2) 0.243 0 0.323 0.324 0.135 0.220 

9 (3) 0.300 0.348 0 0.258 0.288 0.319 

22 (4) 0.150 0.321 0.230 0 0.315 0.346 

463 (5) 0.225 0.177 0.305 0.360 0 0.238 

367 (6) 0.180 0.204 0.278 0.33 0.180 0 

 

4.2. Solution of the Mathematical Model 

GAMS optimization software was used to solve the 

mathematical model. Solutions for the three sample 

data sets were also performed. The item capacity of 

the order picking vehicle was set to 5 [23]. In each 

batch, travel starts from the I/O point and returns to 

the I/O point.  Optimum batches, routes (by location 

number) and total human energy expenditures are 

given in Table 6. Also, the optimal route determined 

for the sample data set 1 is shown in Figure 3. 

For the sample data set 1, only one batch was created 

and the picking sequence is specified in Table 6. The 

total human energy expenditure for the sample data 

set 1 was 1,353 kcal. In the analysis of the sample data 

set 2, the locations were divided into two batches and 

within each batch, the picking sequence for each 

batch takes place in Table 6. The minimum human 

energy expended for the sample data set 2 was 2,167 

kcal. Finally, for the sample data set 3, the order 

locations were divided into four batches and picking 

sequence for each batch is given in Table 6. The 

minimum total human energy expenditure for the 

sample data set 3 was 4,253 kcal.
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Table 6. Results of the mathematical model 

Sample Data Set Order Size Batches and Routes 

Total Energy 

Expenditure 

(kcal) 

Throughput 

time (s) 

1 5 Batch 1: I/O-22-9-463-443-367-I/O 1.353 59.2 

2 10 
Batch 1: I/O-196-192-183-14-63-I/O 

Batch 2: I/O-202-293-493-447-311-I/O 
2.167 108.9 

3 20 

Batch 1: I/O-483-470-305-385-378-I/O 

Batch 2: I/O-194-249-294-332-286-I/O 

Batch 3: I/O-11-63-117-162-166-I/O 

Batch 4: I/O-33-4-110-215-259-I/O 

4.253 224.3 

 

 

Figure 3. Optimum route for the sample data set 1 

 

 

Figure 4. GAMS screen display for the results of the sample data set 1 
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As can be seen in Figure 3, the order picker 

starts its movement from the I/O point at ground floor 

height and goes to location 22 on the second floor. 

From there, it moves along the same aisle to location 

9 at the fourth floor height. The next travel point is 

location 463 and the order picker moves horizontally 

while simultaneously descending from the fourth 

floor to the third floor. From here the order picker 

travels to location 443 and does not move vertically 

but only horizontally. Travelling to location 367, 

where the last order in the order list is located, the 

order picker descends one floor to pick this order, 

which is located on the second floor. After all the 

orders have been picked, the order picker returns to 

the I/O point and at the same time moves down two 

floors to the ground floor. 

4.3. Implementation of FCFS Batching and S-

Shaped Routing 

Warehouse managers prefer methods that are easier to 

implement for warehouse workers [6]. FCFS batching 

is a widely used method in practice and in many 

studies [3, 24, 25]. Similarly, the s-shaped (traversal) 

routing method is widely used in many warehouses 

due to its simplicity in terms of implementation [2]. 

For this reason, FCFS batching and s-shaped routing 

were applied to the same data sets to compare the 

results obtained with the mathematical model. 

The capacity for each batch is 5 orders. If this 

number is not reached in the first aisle entered, the 

order picker crosses to the next aisle containing 

orders. If the capacity is reached in this aisle, the order 

picker returns to the I/O point to unload the orders. If 

there are still unpicked orders, the order picker moves 

to the nearest aisle containing orders and starts 

picking and returns to the I/O point when the capacity 

is reached. 

FCFS batching and s-shaped routing results 

for the sample data sets are given in Table 7. In 

addition, the s-shaped route for the sample data set 1 

is also shown in Figure 5. 

 

Tablo 7. The results of FCFS batching ve S-shaped routing for the Sample Data Sets 

Sample 

Data Set 
Order Size Batches and Routes 

Total Human 

Energy Expenditure 

(kcal) 

Throughput time 

(s) 

1 5 Batch 1: I/O-9-22-367-463-443-I/O 1.602 67.5 

2 10 
Batch 1: I/O-63-196-192-293-311-I/O 

Batch 2: I/O-14-183-202-447-493-I/O 
2.746 128.2 

3 20 

Batch 1: I/O-194-249-286-378-332-I/O 

Batch 2: I/O-4-63-162-259-215-I/O 

Batch 3: I/O-11-117-166-294-470-I/O 

Batch 4: I/O-33-110-305-385-483-I/O 

5.327 260.1 

 

The sample data set 1 consists of only one 

batch and the energy expenditure is 1,602 kcal as a 

result of s-shaped routing. The picking sequence for 

the Sample Data Set 1 is given in Table 7. In the 

batching and routing for the sample data set 2, the 

locations were divided into two batches and their 

picking sequence are given in Table 7. The total 

human energy expenditure of these two batches as a 

result of order picking was 2,746 kcal. Finally, as a 

result of FCFS batching and s-shaped routing for the 

sample data set 3, the order locations were divided 

into four batches and routes are given for each batch 

in Table 7. The total human energy expenditure for 

the sample data set 3 was 5,327 kcal. 

Looking at Figure 5, in s-shaped routing, the 

order picker starts its movement by entering the first 

aisle closest to the I/O point, since it has orders in this 

aisle. While the horizontal movement towards 

location 9 continues, it also makes a four-meter 

upward movement from ground floor to the fourth 

floor towards this location, which is located on the 

fourth floor in its devision. After receiving the order 

at this location, it moves to location 22 on the second 

floor in the same picking aisle and makes a 

descending movement of two meters. The closest 

picking aisle where the order is located is the fourth 

picking aisle. Leaving the first picking aisle from the 

direction opposite to the direction it entered, it enters 

the fourth picking aisle and reaches location 367 on 

the second floor. There are two more orders in the last 

picking aisle. It goes to the first one, the closest 

location 463. Finally, after receiving the order at the 

last location 443, it exits from the direction it entered 

this aisle and returns to the I/O point. 
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Figure 5. S-shaped route for the sample data set 1 

 

5. Discussion 

In this study, the order picking process in a sample 

single block high-level warehouse system was 

investigated from an ergonomic point of view. Firstly, 

human energy expenditures were calculated using the 

distance, time and human energy formulas. Then, 

human energy expenditure was minimized using a 

mathematical model based on order batching and 

routing for the three different sample data sets that 

were created for the analysis. 

 For the solution, three-dimensional (x, y, z) 

coordinates of the locations were determined to 

calculate the distances between the order locations in 

the high-level warehouse and the minimum distances 

were found. Since the high-level order picking 

vehicle travels simultaneously at different speeds 

horizontally and vertically, the travel times to the 

target locations were calculated. For this, Tchebychev 

formulas were used to find the maximum of the 

horizontal and vertical travel times. Since the human 

energy calculation depends on both the time between 

locations and the weights at the locations, the human 

energy matrices of the order locations were created 

using the standing and weight lifting human energy 

formulas. In order to compare the results of the 

mathematical model, FCFS batching and s-shaped 

routing methods, which are widely applied in 

warehouses, were also applied to the same sample 

data sets. 

 The mathematical model based on batching 

and routing was applied for the three different sample 

data sets and the results are given in Table 6. The 

results of FCFS and s-shaped routing method are 

given in Table 7. The results are also given 

comparatively in Table 8. Looking at Table 8, in all 

cases, both human energy expenditure and throughput  

time decreased when the human energy based 

mathematical model was used.

 
Table 8. Comparison of the results 

Order Size Batch Size Batching and Routing 

Total Human 

Energy 

Expenditure 

(kcal) 

Throughput 

time (s) 

5  1 

FCFS and S-haped 1.602 67.5 

Human Energy Based Mathematical 

Model 
1.353 59.2 

10  2 

FCFS and S-haped 2.746 128.2 

Human Energy Based Mathematical 

Model 
2.167 108.9 

20 4 

FCFS and S-haped 5.327 260.1 

Human Energy Based Mathematical 

Model 
4.253 224.3 
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In high-level warehouses, the distance, time 

and energy calculations differ from low-level 

warehouses. While low-level storages are 2D, high-

level storages are 3D. For this reason, only horizontal 

movements are calculated in low-level order picking, 

while vertical movements should also be taken into 

account in high-level order picking. However, the fact 

that the horizontal and vertical speeds of the high-

level order picking vehicles are different, but their 

movements are simultaneous, implies that special 

calculations are required. In the low-level warehouse, 

distance and time measurements between locations 

can be made on the (x, y) coordinate plane, while the 

high-level warehouse is similar to the (x, y, z) 

coordinate plane due to its 3D structure and 

calculations are made according to the three-

dimensional coordinates of the locations. The use of 

Tchebychev formulas would be more accurate for 3D 

warehouses due to the simultaneous horizontal and 

vertical movement of the order picker. Because when 

moving from one location to another, the horizontal 

movement may end, but the vertical movement may 

still continue. Conversely, the destination may have 

been reached in the vertical, but the movement in the 

horizontal may still continue. For this reason, if order 

picking vehicles moving simultaneously are used in 

3D warehouses, it would be a more accurate analysis 

to calculate time rather than distance. Since horizontal 

and vertical travel times may be different, using 

Tchebychev formulas that find the maximum of these 

times would be a better approach for high-level 

warehouses. 

 

6. Conclusions and Suggestions 

In this study, in which the human factor is considered 

in a single block high-level order picking, human 

energy expenditures based on the time between order 

locations and item weight were analyzed and the 

optimum human energy batches and routes were 

determined with the order batching and routing based 

mathematical model aiming at human energy 

minimization. Using three different data sets of 5, 10 

and 20 orders, the mathematical model based on 

batching and routing gave better results than FCFS 

batching and s-shaped routing. The use of the 

Tchebychev formula to calculate the time between 

order locations for the order picker vehicle moving 

simultaneously horizontally and vertically in the 

high-level warehouse was significant in obtaining 

accurate results. In addition, using the (x, y, z) 

coordinate plane to find the distances between 

locations in high level (3D) warehouses has facilitated 

the achievement of accurate results. 

 In a future study to improve this work, meta-

heuristic methods can be used for big data sets. 

Studies with more than one block and larger numbers 

of locations can also be conducted. Traffic congestion 

was not taken into account in this study, so a study 

that takes this into account can also be carried out. A 

study that takes into account the reference height at 

the aisle enters and exits can also be conducted. 

Finally, this study could be improved by taking into 

account the angle of rotation when crossing aisles. 
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Abstract 

In recent years, upper respiratory tract infections that have affected the whole world 

have caused the death of millions of people. It is predicted that similar infections may 

occur in the coming years. Therefore, it is necessary to develop methods that can be 

used widely, especially during epidemic periods. The study developed a decision 

support system for use in upper respiratory tract infections. At this stage, first, the 

ResNet models in the literature were examined and an application was developed on 

the SARS-CoV-2 Ct dataset. Next stage, the block structure in the ResNet models in 

the literature was changed, the number of layers was reduced, and a new model was 

proposed that provides higher success with fewer parameters. With the proposed 

model, the values 0.97, 0.97, 0.94, and 0.98 were achieved for accuracy, F1 score, 

precision and sensitivity on the SARS-CoV-2 Ct dataset, respectively. When the 

obtained values are compared to state of the art methods in the literature, it has been 

determined that they are at a competitive level with much fewer parameters. 

Hardware-related problems encountered in the training of ResNet models at low 

hardware levels were solved with the proposed model, resulting in a higher success 

rate. Furthermore, the proposed model can be widely used in different decision 

support systems that are urgently needed in adverse conditions such as pandemics 

due to its lightweight structure and high-performance results. As a result of the study, 

a new model that can provide higher performance with much lower layer structure 

than existing ResNet models has been introduced into the literature with the proposed 

model. 
 

 
1. Introduction 

 

The easy transmission of upper respiratory tract 

diseases causes regional or worldwide outbreaks. 

Recently, one of these epidemics emerged in the city 

of Wuhan, China and affected the whole world [1]. As 

a result, the World Health Organization (WHO) 

announced this situation as a pandemic due to the risk 

of spreading the disease easily to the masses [2].  

During the pandemic, the authorities reported about 

600 million cases and about 7 million deaths [3]. 

                                                            

*Corresponding author: ekilinc@mehmetakif.edu.tr              Received: 21.08.2023, Accepted: 16.09.2023 

 Due to the deaths that occurred during the 

pandemic period, health facilities such as emergency 

rooms and intensive care units were also 

overcrowded. This situation caused significant labor 

and financial difficulties [4]. In order to prevent these 

difficulties at least one step, it has become an 

extremely vital issue to detect diseases that may pose 

a risk of epidemic and to take the necessary 

precautions. For this reason, many studies have been 

conducted in the literature to detect disease [5]. One 

of the most fundamental studies is the Real-Time 
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Polymerase Chain Reaction (RT-PCR) method [6]. 

Thanks to the RT-PCR method, which was used 

extensively during the Covid19 pandemic period, 

numerous patients were diagnosed with the disease. 

However, one of the biggest obstacles to the efficient 

use of the system is that the method used gives results 

after a long time. In addition, some inconsistencies in 

the results of RT-PCR testing have called into 

question the reliability of this method. Despite the 

disadvantages of this method, it was the most 

preferred method because there were not many 

alternatives during the pandemic. However, 

delivering diagnostic test kits using the RT-PCR 

method over a wide geographic area during the 

pandemic period presented a different problem. 

The use of technology to provide diagnosis 

and treatment to large populations is critical during 

such epidemics. Therefore, researchers have focused 

on rapid response systems as an alternative to test kits 

in disease diagnosis [7]. Radiological images are one 

of the most important of these. Radiological images 

are used in the detection of many diseases because 

they can be easily obtained from X-ray machines 

commonly found in hospitals [8]. However, since the 

soft tissues cannot be fully detected with X-ray 

images, Computed Tomography (CT) scans, which 

give faster results, are preferred [9]. This method was 

preferred because it is both safer and gives faster 

results than other test kits. It is considered a safer 

method than many other diagnostic methods, 

especially when evaluated in terms of maintaining 

physical distance between the patient and the doctor. 

Machine learning methods that use CT images for 

faster and more reliable disease detection have also 

begun to be developed. One of the leading machine 

learning methods is deep learning (DL) algorithms. 

Ancillary decision support systems created with DL 

algorithms can help experts make more accurate 

decisions faster [10]. Transfer learning methods are at 

the forefront of DL algorithms that are commonly 

used in auxiliary decision support systems. Transfer 

learning methods are based on using the weight 

values of pre-trained models on new datasets. This 

approach greatly decreases the training time for 

models and simplifies the determination of weight 

values for the layers utilized in deep neural network 

models [11]. 

In the literature, it is claimed that models 

based on the transfer learning method give better 

results than basic convolutional neural networks 

(CNN) or other machine learning models in 

classifying images in datasets consisting of medical 

images [12]. For this reason, numerous research 

studies in the literature employ transfer learning 

techniques to train neural network models on limited-

sized datasets [13] – [16]. 

Studies that use DL methods and CT images 

together for disease detection are commonly found in 

the literature. Residual Network (ResNet) based 

methods are used in many of these studies. But in 

general, ResNet-based models have some 

disadvantages. There are several gaps in the literature 

that need to be filled to overcome these 

disadvantages. The major gaps identified in the 

literature are: 

 At higher depth levels, semantic gaps occur. The 

most important factor that causes this semantic 

gap is the vanishing or exploding. Although 

increasing the number of layers in ResNet models 

is done to improve performance, this can produce 

low-performance results depending on the 

dataset. For this reason, when reviewing the 

studies in the literature, it is generally found that 

different ResNet models produce more successful 

results on different datasets. This situation can 

lead to problems concerning the comparison of 

ResNet models. 

 In the literature, a limited number of ResNet 

models and different models are compared on the 

same dataset in studies conducted to measure the 

performance of ResNet models. The datasets used 

in these studies are generally datasets with access 

problems [17]. For this reason, it is necessary to 

carry out new studies in which ResNet models 

will be compared with each other using publicly 

available datasets. 

 The process of transferring filters obtained from 

a pre-trained model to a new model is called 

transfer learning. This method allows the model 

to be trained quickly and allows for better results. 

In addition, when randomly selected filters are 

used for training, the time required for training the 

models increases excessively. In this case, 

training can take days, especially when training is 

done on a low-equipped level. Therefore, new 

solutions are needed that can be trained and 

operated in low-equipped systems are needed. 

To fill the similar gaps mentioned in the literature, 

a study was conducted to categorize patients infected 

with Covid19 using different ResNet models on the 

publicly accessible dataset "The severe acute 

respiratory syndrome coronavirus 2 (SARS-CoV-2) 

Ct-Scan". A novel approach is presented, utilizing 

convolutional and residual blocks, which eliminates 

the disadvantages of ResNet models for the 

classification of individuals with Covid19 infection. 

The study's contribution to the literature is briefly 

summarized below. 
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 In the proposed model (3BResNet), a competitive 

alternative has been developed that can operate 

on platforms with lower hardware capacity by 

reducing the layer count, the parameter count, and 

the computational cost. 

 A different residual block structure has been 

developed for the issue of overfitting, which is the 

primary problem of ResNet models. The 

developed structure has been used in the 

3BResNet model and compared with other 

ResNet models in the literature. 

 The block structure used in the ResNet18, 

ResNet34, ResNet50, ResNet101, ResNet152, 

and ResNet202 models in the literature and the 

effect of the 3BResNet block structure on the 

model success are presented in detail in the study. 

 In the study, instead of increasing the number of 

layers as in ResNet models, it has been 

determined that the use of the proposed block 

structure has a greater effect on success. 

Therefore, a model has been proposed that can be 

trained and run for Covid19 classification on low-

equipped systems. 

The following section two of the study presents 

studies in the literature in general. In section three, 

ResNet models that are widely used in the literature 

and the model proposed in the study are shared. In 

section four, the experimental study is described in 

detail. In section five, the findings and results of the 

experimental study are presented. In section six, the 

results of the study are evaluated and information 

about future studies is presented. 

 

2. Literature 

 

Researchers have conducted many experimental and 

theoretical studies to detect diseases of the upper 

respiratory tract due to the global pandemic in the 21st 

century [18]-[21]. Among these studies, the most 

popular are DL-based studies. DL-based approaches 

are also used in medical image analysis due to their 

success in classification and prediction. Researchers 

used X-ray and tomography images to detect 

Covid19, which is a respiratory illness that affects the 

upper respiratory system. In the literature section of 

the study, some of the studies performed with X-ray 

images are presented in detail below. 

Chowdhury et al. conducted their study using 

a dataset of chest X-rays from 423 Covid19 patients, 

1485 viral pneumonia patients, and 1579 healthy 

individuals. The researchers also used data 

augmentation methods in addition to the existing 

dataset. In their study, they tested eight different 

models that are generally preferred in the field of DL. 

As a result of the study, they emphasized that the 

ResNet18 and CheXNeT models achieved the highest 

success in disease detection with an accuracy rate of 

99.41% [2]. Additionally, they found that data 

augmentation methods directly affect the success of 

the model. 

Farooq and Hafeez proposed a new model 

called COVID-ResNet, which consists of 4 classes 

using the COVIDx dataset containing 5941 chest X-

rays. Using a three-step technique on the ResNet50 

architecture, they achieved a 96.23% success rate 

with the COVID-ResNet model [22]. Kana et al. 

achieved a 99.0% success rate in detecting Covid19 

in their chest X-rays study using ResNet50 [23]. 

For the detection of pneumonia and Covid19, 

Keles et al. developed two models in their study called 

COV19-CNNet and COV19-ResNet. They used viral 

pneumonia (350), Covid19 (210), and healthy chest 

X-rays (350) in their study. They achieved 94.28% 

and 97.61% classification success for the COV19-

CNNet and COV19-ResNet models, respectively. In 

their study, they emphasized that pre-trained models 

are less successful in medical images.  In the two 

proposed models, they did not use a pre-trained 

model, taking a different approach from many studies 

in the literature. In this sense, it is one of the studies 

that inspired the present paper [24]. 

Zhang et al. developed COVID34XrayNet, a 

ResNet19-based model that uses a two-stage transfer 

learning approach. The developed model was tested 

on chest X-rays images and succeeded with 91.8% 

accuracy in Covid19 detection. The highlight of the 

model is the addition of a feature smoothing layer 

(FSL) and a feature extraction layer (FEL) to the 32 

layers of the ResNet34 model [25]. Rahaman et al. 

tested 15 different CNN models and achieved the 

most classification success (89.3%) with VGG-19 

[26]. 

Asnaoui and Chawki used models with 

different types of architectural structures in their 

study. They applied DenseNet201, 

InceptionResNetV2, InceptionV3, ResNet50, 

MobilenetV2, VGG16 and VGG19 models on the 

same dataset. They achieved the highest accuracy 

with InceptionResNetV2 at 92.18% [27]. The use of 

different types of DL models by Asnaoui and Chawki 

is one of the points that inspired our study. This is 

because it is expected that the success results of 

models with different types of architecture will be 

quite different from each other. Examining the 

success results of models with similar architectures is 

a very important to show the effect of the preferred 

layer structure in the development of these models on 

success. Therefore, in this study, the effect of the 

number of layers on the success of ResNet models 

with similar architecture is analyzed. 
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CT images are also frequently preferred in 

Covid19 detection with DL applications. For this 

reason, in the next section of the literature, studies 

consisting of applications in which CT scan images 

are preferred are presented. Xu et al. designed a 

classification network using the ResNet18 model to 

distinguish Covid19 from the influenza A virus on a 

dataset of 618 CT images. The images in the dataset 

were classified by segmentation. In their study, they 

achieved an accuracy rate of 86.7% [28]. Zheng et al. 

proposed a CNN-based 3D model named DeCovNet. 

In their proposed model, they used a total of 630 CT 

images obtained on different dates. The researchers 

also used data augmentation techniques to train their 

proposed model. They detected Covid19 disease 

using the model they developed and CT images. The 

performance of the model they developed was 

measured using the ROC AUC metric and they 

obtained a value of 0.95 [29].  Hu et al. succeeded in 

detecting Covid19 disease with 89% accuracy using a 

weakly supervised DL model with data obtained from 

CT images. In their study, unlike other studies in the 

literature, they were able to achieve a higher accuracy 

rate in disease detection by determining the exact 

location of the lesions or inflammation caused by 

Covid19 [30].  Li et al. developed a 3D DL model 

called COVNet for the detection of Covid19. In their 

model, they used a dataset of 4352 chest CT images 

from 3322 patients. With the model they developed 

using the ResNet50 backbone, the images were first 

pre-processed. Then, using a UNet-based 

segmentation method, the infected region was 

detected from the lung region and classification was 

performed. With the COVNet model, they obtained 

AUC values of 0.96, 0.95, and 0.98 for the detection 

of Covid19, pneumonia, and healthy individuals, 

respectively [31]. Song et al. developed the DRENet 

model including VGG16, DenseNet and ResNet 

models to detect Covid19 causing pneumonia, and 

localize the main lesions. With the model developed, 

they achieved a 93% accuracy rate in the 

classification of CT images obtained from Covid19, 

healthy individuals and pneumonia [32].  Shah et al., 

in their study using 738 CT images, suggested a DL 

model called CTnet10 with an accuracy rate of 82.1%. 

CTnet10 is compared with DenseNet-169, VGG-16, 

ResNet-50, InceptionV3, and VGG-19 models in the 

literature. As a result of the comparison, they 

determined that although the proposed model has a 

lower accuracy rate compared to other models, the 

model has the least duration for training and testing. 

After the comparison, it is observed that the CTnet10 

has a lower accuracy rate than the other models. 

However, the CTnet10 was found to have the shortest 

training and testing duration compared to the duration 

required for training and testing other models [33]. 

This situation shows that evaluating the proposed 

models by the success rate alone may not be 

sufficient. For this reason, success rates and training 

times were also taken into account in the development 

of the CTnet10 in the article. 

As can be seen from these studies in the 

literature, it is necessary to develop models that can 

work with maximum accuracy, especially in 

minimum training duration [34]. To fill this gap in the 

literature, a new DL model called 3BResNet has been 

proposed. 

 

3. Methods 

 

In this section, the general layer structure of CNN-

based models, which are commonly used among DL 

models, the ResNet models used in the study, and the 

3BResNet DL model inspired by these models are 

presented. 

 
3.1. CNN's Basic Layers 

 

CNNs are DL algorithms that usually use two-

dimensional images as input and perform convolution 

with filters to extract features from the image [34]. 

CNNs are designed to isolate visual components and 

reduce images to lower dimensions while preserving 

the essential features of the image [25]. CNN is 

likened to traditional ANNs, especially because of the 

structure of its last layer. The determination of the 

features used in ANN models is usually done by the 

designer. In CNNs, on the other hand, this structure is 

different from traditional ANNs. Because the system 

performs the feature extraction process with the filters 

used in CNNs. For this reason, it is used as a very 

popular DL model in the literature [35]. A classical 

CNN model usually has three different types of 

layers. These are convolution, pooling, and fully 

connected layers. These layers are briefly 

summarized below. 

 

3.1.1. Convolution Layer 

 

One of the most fundamental parts of the CNN 

architecture is the convolution layer. In general, it 

performs automatic feature extraction with the filters 

used during forward propagation. The filter structure 

used at this stage also constitutes the basic structure 

of the CNN model. Thanks to the convolution layer, 

new feature maps are created over the two-

dimensional data from the previous layer. This 

process repeats as many times as the number of 

convolution blocks added one after the other [36], 

[37]. 
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3.1.2. Pooling Layer 

 

The overall purpose of the pooling layer is to reduce 

the number of parameters and the computational 

complexity of the model. For this, it gradually reduces 

the representation size [35],[38]. The pooling is 

usually done by applying filters of different sizes. 

These filters can be 2x2, 3x3, ..., nxn in size. The most 

common types of used pooling methods are max, min, 

and mean pooling. Mean pooling reduces the input 

size by averaging the pixel values within the pooling 

region. Max-pooling, on the other hand, reduces the 

input size by taking the largest value within a pooling 

zone. This layer increases the learning capacity of the 

network in the feature extraction process and helps to 

learn the features of the data [39]. 

 

3.1.3. Fully Connected Layer 

 

The fully connected layer is often employed as the 

output layer at the end of CNN models. Gives the 

latest output values of CNN models [25]. The feature 

maps originating from the final convolution or other 

layers are transformed into a one-dimensional array 

and passed on to the fully connected layer. In the fully 

connected layer, each input value is bound to a 

weighting factor. The number of outputs in the fully 

connected layer usually contains as many nodes as the 

number of classes. In the literature, a non-linear 

(ReLU) activation function is also used after each 

fully connected layer [36]. 

 

3.2. Resnet Models 

 

There is a general belief that more layers should be 

used in CNN models to improve performance. 

However, increasing the depth, that is, the number of 

layers, can cause various problems such as gradient 

burst or disappearance [40]. The ResNet architecture 

was developed to overcome these problems. This 

architecture has become a remarkable architecture in 

the computer vision sector, winning first awards in the 

ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC, 2015) and Microsoft Common Objects in 

Context (MS COCO, 2015) competitions in 2015 

[41]. 

ResNet models use residual blocks in their 

layers. These blocks are used to improve the 

performance of deep networks [42]. Residual blocks 

possess a general structure that establishes a 

connection between the input of the layer and the 

output of the next layers. This structure is shown in 

detail in Figure 1. 

 

 

 

Figure 1. Residual block structure [41] 

 

In Figure 1, x and F(x) refer to the input value 

of the first layer and the output value of the next layer, 

respectively. The ReLU between the two layers is the 

activation function used to reduce the values at the 

output of the first layer to the desired range [43]. The 

residual blocks shown in Figure 1 are used to prevent 

the new values obtained as a result of the convolution 

process from changing excessively compared to the 

initial values. Therefore, new ResNet models were 

developed using different numbers of residual blocks 

and convolution values. In these architectures, 

although input images of different sizes can be used, 

resizing is performed at the input of the models to 

reduce the images to the appropriate size for the 

model. This study is based on the ResNet18, 

ResNet34, ResNet50, ResNet101, ResNet152, and 

ResNet202 models commonly used in the literature. 

In these models, five main convolution layers are 

used: conv1, conv2, conv3, conv4, and conv5 [41]. 

The content and number of filters used in these layers 

can be different from each other. The layers of the 

models used in the study, the blocks belonging to 

these layers, the matrices used in these blocks and 

their output dimensions are presented in detail in 

Table 1. 
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Table 1. ResNet model family architecture [41] 

 

Layer 

Name 

Output 

Size 
18layer 34layer 50layer 101layer 152layer 

conv1 112x112 7x7, 64, stride 2 

conv2x 56x56 

3x3 max pool, stride 2 

3 3,64
2

3 3,64

x
x

x

 
 
 

 
3 3,64

3
3 3,64

x
x

x

 
 
 

 

1 1,64

3 3 3,64

1 1,256

x

x x

x

 
 
 
  

 

1 1,64

3 3 3,64

1 1,256

x

x x

x

 
 
 
  

 

1 1,64

3 3 3,64

1 1,256

x

x x

x

 
 
 
  

 

conv3x 28x28 
3 3,128

2
3 3,128

x
x

x

 
 
 

 
3 3,128

4
3 3,128

x
x

x

 
 
 

 

1 1,128

4 3 3,128

1 1,512

x

x x

x

 
 
 
  

 

1 1,128

4 3 3,128

1 1,512

x

x x

x

 
 
 
  

 

1 1,128

8 3 3,128

1 1,512

x

x x

x

 
 
 
  

 

conv4x 14x14 
3 3,256

2
3 3,256

x
x

x

 
 
 

 
3 3,256

6
3 3,256

x
x

x

 
 
 

 

1 1,256

6 3 3,256

1 1,1024

x

x x

x

 
 
 
  

 

1 1,256

23 3 3,256

1 1,1024

x

x x

x

 
 
 
  

 

1 1,256

36 3 3,256

1 1,1024

x

x x

x

 
 
 
  

 

conv5x 7x7 
3 3,512

2
3 3,512

x
x

x

 
 
 

 
3 3,512

3
3 3,512

x
x

x

 
 
 

 

1 1,512

3 3 3,512

1 1,2048

x

x x

x

 
 
 
  

 

1 1,512

3 3 3,512

1 1,2048

x

x x

x

 
 
 
  

 

1 1,512

3 3 3,512

1 1,2048

x

x x

x

 
 
 
  

 

 1x1 average pool, 1000-d fc, softmax 

FLOPs 1.8 x 109 3.6 x 109 3.8 x 109 7.6 x 109 11.3 x 109 

 

In the ResNet models, 64 filters of size 7x7 

are used in the conv1 convolution layer in all models 

to quasi the size of the input images. In the conv2 

convolution layer, a 3x3 pooling layer is first used for 

data size reduction. As a result of this process, the size 

of the data is quasi-ed again. For the remaining 

operations of the conv2 convolution layer and for 

operations in other convolution layers, different 

numbers and sizes of filters are used according to 

different ResNet models. In the final stage, all outputs 

are converted into a single vector using the global 

mean pooling layer. This vector is then sent to the 

classification layer. 

ResNet models have some disadvantages in 

themselves. Analyzing the FLOPs values presented in 

Table 1, it is seen that the processing capacity directly 

increases with increasing the number of layers. When 

the layer structure in the ResNet18 and ResNet152 

models is analyzed, there is approximately six times 

the computational cost between both models. 

However, when both models are compared on a 

similar dataset, the ratio of the accuracy values 

obtained, and the ratio of the computational cost 

values cannot be obtained the same. Therefore, when 

evaluating the performance of the models, they also 

need to be evaluated in terms of computational cost 

and training time. Based on this point, this study aims 

to develop models with less training time. 

3.3. Proposed Model 

 

In the developed model, unlike the classical residual 

blocks used in ResNet models, the block structure 

shown in Figure 2 is used. In classical residual blocks, 

there may be anomalous differences between the 

input data and the output data obtained at the end of 

the block. Therefore, in the last part of the classical 

residual block, the initial input data and the final data 

obtained after the convolution operations are summed 

with each other. However, if there are small details or 

small changes between pixels in the images used, 

these attributes can be lost in classical residual blocks. 

The loss or inability to obtain these features can cause 

irreversible problems, especially in healthcare studies 

using CT-based images. Therefore, in this study, a 

new structure for the residual blocks is proposed. The 

3BResNet residual block structure is shown in detail 

in Figure 2. 
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Figure 2. Proposed residual block structure 

 

Data from 3 different branches are combined 

in the residual block structure proposed in Figure 2. 

Due to the use of data from 3 branches in the residual 

block structure, the proposed model is named 

3BResNet. In this structure, the data of the first 

branch represent the input data (x), the data from the 

second branch represent the data obtained as a result 

of the sequential convolution operation F1 (x), and the 

data from the third branch represent the data obtained 

as a result of the single convolution operation F2 (x). 

The value denoted by y represents the output of the 

proposed residual block structure. The mathematical 

expression of the performed operation is presented in 

Equation 1. 

 

1 2( ) ( ) ( )y x F x F x    (1) 

 

Due to the structure presented in Equation 1, 

sudden and large changes between the first image and 

the last image are prevented, and small details in the 

image can be captured. Using the proposed residual 

block, a new 14-layer architecture was created as 

shown in Figure 3 and Table 2. As it can be 

understood from this architecture, fewer convolution 

layers are used than the ResNet18, ResNet34, 

ResNet50, ResNet101, ResNet152, and ResNet202 

models in the literature. 

 

 
Table 2. 3BResNet architecture 

 

Layer Name Output Size 14-layer 

conv1 112 x 112 7 x 7, 64, stride 2 

conv2 56 x 56 

[3 x 3], max pool, stride 2 

             1
3

stride
3,64

2, 
3 ,

 
3 64

x
x

x

 
 
 

 

conv3 28 x 28 

3 3,128

3 3,128

x

x

 
 
 

 
, stride 2

, stride 1
 

3 3,128

3 3,128

x

x

 
 
 

 
, stride 1

, stride 1
 

conv4 14 x 14 

3 3, 256

3 3, 256

x

x

 
 
 

 
, stride 2

, stride 1
 

3 3, 256

3 3, 256

x

x

 
 
 

 
, stride 1

, stride 1
 

 1x1 average pool, 1000-d fc, softmax 

FLOPs 1,9x109 
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Figure 3. Architecture of the 3BResNet model 

 

4. Experimental Study 

 

The experimental study carried out consists of 4 steps 

as shown in Figure 4. These steps are data pre-

processing, model selection, implementation, and 

testing. The results of the experimental study are 

compared in Table 5 with the results of other studies 

in the literature using the same dataset. 

 

 

 

Figure 4. Experimental study diagram 
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4.1. Data Pre-Processing 

 

This section of the study, information about the 

dataset used is given and the steps followed for data 

augmentation are presented. 

 

4.1.1. Selected Dataset 

 

Within the scope of the study, the SARS-CoV-2 CT 

dataset, which is used in many different studies in the 

literature, was used to evaluate the performance of the 

ResNet models and the 3BResNet model together 

with other studies in the literature [44]. The dataset 

used was obtained from CT images of patients in 

hospitals in Sao Paulo, Brazil, by Soares et al., to be 

used in the diagnosis of SARS-CoV-2 (COVID19) 

infection. There are 1252 positive and 1230 negative 

CT images in the dataset. The examples of positive 

and negative Covid19 chest CT scans shown in Figure 

5. 

 

 

Figure 5. a) Positive COVID19 chest CT scans b) Negative COVID19 chest CT scans

4.1.2 Data Augmentation Processing 

 

Data augmentation processing is a strategy that aims 

to generate more samples by applying different 

transformations to the available training data [45]. By 

ensuring that the network encounters different data in 

each training round, the aim is to prevent the problem 

of overfitting and, accordingly, increase the 

generalization performance of the model. Deep neural 

networks need high-quality training examples to get 

accurate results. However, biomedical image datasets 

often contain fewer images than publicly available 

image datasets. Many biomedical datasets, including 

the dataset used in this study, contain fewer than 

10,000 images. 

For this reason, three different data 

augmentation techniques were applied to increase the 

number of images in the study. The data augmentation 

methods preferred in the study are image rotation, 

image shift, and flip.  90-degree angles were used for 

image rotation. In the image shift process, 0.2, 0.4, 

and 0.6 values are preferred as the shift value, and 

horizontal flipping is preferred in the flipping process. 

As the images obtained by these methods are variants 

of the original images and have similar patterns, they 

can be considered reliable data. An example of the 

images obtained because of the data augmentation 

process is shown in Figure 6.

 

 

Figure 6. Examples of augmented images
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In the study, the augmented data were 

separated into two groups as 80% training and 20% 

test data according to the cross-validation 5 value. 

The images in the dataset used in this study have 

different dimensions. For this reason, all images were 

resized to 224x224 to be suitable for the input of the 

models to be used in the next stages of the study. 

 

4.2. Model Selection 

 

The general structure of the model proposed in the 

study is presented in detail in Section 3.3. The DL 

models ResNet202, ResNet34, ResNet152, 

ResNet101, ResNet150, and ResNet18, which are 

widely used in the literature with similar parameters, 

are other preferred models in the study. The number 

of layers and the contents of these models used are 

discussed in detail in Section 3.3. To compare the 

performance of ResNet models, it is very important to 

use the same dataset and train with the same training 

parameters. As can be seen in Figure 4, whichever 

model is selected in the experimental study, the whole 

system is run on that model and results are produced. 

This step is repeated to train and test each model. 

 

4.3. Implementation 

 

In this step of the study, the hardware options and 

training parameters used in the experimental study are 

presented. 

 

4.3.1. Hardware 

 

To measure the effect of different DL models applied 

in the study on different hardware, it was aimed at 

performing training and testing processes on two 

different hardware systems. For this reason, detailed 

specifications of the hardware used in the study are 

shown in Table 3.

 
Table 3. Details of hardware and software used 

 

 Hardware Software 

 CPU GPU RAM 
Operating 

System 

Programming 

Language 
Library 

S
y

st
em

 1
 

Intel Core i7 

7500U 2.70GHz  

2 Core 

Intel HD 

Graphics 620 
8 GB 

Windows 10 

Enterprise 

64-bit 

Python 3.8 
TensorFlow 

v2.11.0 

S
y

st
em

 2
 

Intel Core i7 

10750H 2,60 GHz 

16 Core 

NVIDIA 

GeForce GTX 

1650 TI 

64 GB 

Windows 10 

Enterprise 

64-bit 

Python 3.8 
TensorFlow 

v2.11.0 

4.3.2. Training 

 

In this study, the training parameters of the ResNet 

models were determined taking into account the GPU 

memory limit of the system hardware to be used and 

the size of the data stacks to be used during training. 

Therefore, the batch size value is 64. A slow value is 

preferred for the learning rate of the network. 

Therefore, 0.001 was used as the learning parameter. 

Adam optimizer is preferred to optimize the 

parameters of the system. All models were trained 

using 500 epochs. In the study, the data were divided 

into two groups, training, and testing, according to the 

cross-validation value of 5. Data separated according 

to this value was used in the training phase. The 

metrics used to measure training and testing 

performance are presented in detail in section 4.4. 

 

4.4. Evaluation Metrics 

 

In order to analyze the performances of the DL 

architectures used in the study and the 3BResNet 

model, the confusion matrix, which is widely used in 

classification applications in the literature, was used 

[46]. Confusion matrix is a construct designed to 

evaluate the prediction accuracy of classification 

algorithms. With the Confusion matrix, information 

about the errors of the classification models used, the 

types of errors, and the performance of the model, in 

general, can be obtained. 

The confusion matrix has four different 

values. These are True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN). 

Sample values that the system predicts positively and 

that are actually positive are denoted by TP. Sample 

values that the system predicts negatively and are 
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actually negative are denoted by TN. Sample values 

that the system predicts as positive but are actually 

negative are represented by FP. Sample values that 

the system predicts negatively but are actually 

positive are compared with FN. Expressed. Equation 

2-5 evaluates the overall performance of the system 

using these parameters. 

 

  Accuracy;  
(TN TP )

(TP TN FP FN )



  
      (2) 

( )
  Precision;  

( )

TP

FP TP
   (3) 

( )
  Recall;  

( )

TP

FN TP
   (4) 

  F1 Score;  
Recall* Precision

2x( )
Recall+Precision

      (5) 

 

The criterion used to evaluate the success of 

the classification model is defined as accuracy. This 

metric, presented in Equation 2, is expressed as the 

ratio of the number of correctly classified samples to 

the total number of samples. The criterion used to 

evaluate how many of the positive classes predicted 

by the classification model are actually positive is 

defined as precision. This metric, presented in 

Equation 3, is calculated by dividing the number of 

correct positive predictions by the number of all 

positive predictions in the matrix. The criterion used 

to evaluate how accurately the classification model 

classifies true positive samples is defined as 

sensitivity. This metric, presented in Equation 4, is 

calculated by dividing the number of true positive 

predictions in the matrix by the number of true 

positive samples. The F1 Score presented in Equation 

5, on the other hand, expresses the balance between 

the accuracy and precision of the model. It is 

calculated as the harmonic mean of the accuracy and 

precision criteria. 

 

5. Result and Discussion 

 

The results of the experimental studies and 

discussions are shared in detail in this section. The 

results are then compared with other previous studies 

in the literature using the same dataset. 

 

5.1. Performance Analysis 

 

Despite the difficulties in diagnosing upper 

respiratory tract infections, there is a trend toward DL 

models due to the high performance of machine 

learning methods [47]. For this reason, DL models 

were preferred in the study. All preferred models and 

the 3BResNet model were tested separately on the 

same data set and performance evaluation was made. 

Due to the preferred dataset, there has been a 

classification as positive or negative for Covid19. 

The training and testing procedures for all 

models used in this study were carried out using 

System 2, which is presented in Table 3. In the 

training phase of the study, the accuracy, precision, 

sensitivity, F1 score, training duration, and flops 

obtained separately for all models are presented in 

detail in Table 4.

 
Table 4. Analysis results 

 

Model Flops Accuracy Precision Recall F1 Score Duration 

ResNet18 1.8x109 0.94 0.94 0.96 0.95 610 sec 

ResNet34 3.6x109 0.95 0.98 0.92 0.95 868 sec 

ResNet50 3.8x109 0.95 0.92 0.96 0.94 1361 sec 

ResNet101 7.6x109 0.95 0.96 0.95 0.95 2057 sec 

ResNet152 11.3x109 0.90 0.95 0.87 0.91 2842 sec 

ResNet202 14.8x109 0.92 0.95 0.90 0.93 3732 sec 

Proposed Model(3BResNet) 1.9x109 0.97 0.96 0.98 0.97 675 sec 

Although in the literature thought that 

increasing the number of layers used in CNN-based 

models will increase success, the opposite is found 

in this study. When the training results of the 

system in Table 4 are analyzed, it is seen that the 

accuracy does not change at the same rate and 

direction with the number of layers. In addition, it 

was found that the number of parameters used, and 
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the time required to train the models increased due 

to the increase in the number of layers. It has been 

observed that the accuracy obtained from 

ResNet152 and ResNet202 models, which have a 

greater number of layers, is lower than other 

models. 

In this study, inspired by ResNet models, 

the 3BResNet model achieved a classification 

success much superior to other ResNet models, 

reaching an accuracy value of 0.97, despite 

reducing the number of layers and modifying its 

structure. The residual block structure used in the 

3BResNet model has been found to shorten the 

training time and increase the success rate. 

When the training time and the number of 

parameters of all models were examined, it was 

determined that the proposed model completed the 

training process faster than all other ResNet models 

except ResNet18. In the 3BResNet model, more 

parameters are used than the number of parameters 

used in ResNet18. This is due to the increase of 

convolution operations in the block structure of the 

3BResNet model. As a result of this, the training 

duration of the ResNet18 model was shorter than 

that of the 3BResNet model. 

In addition, the 3BResNet model was 

trained and tested with the lower hardware System 

1 presented in Table 3. Training of the 3BResNet 

model with System 1 was completed in 2342 

seconds. On the other hand, the same model was 

trained with System 2 for 675 seconds. Thus, the 

low-equipped system was compared with the high-

equipped system, and it was determined that the 

3BResNet model could also work in low-equipped 

systems by compromising the training time. When 

the results are examined in general, it is seen that 

the training time of the 3BResNet model is much 

shorter than the training times of the ResNet152 

and ResNet202 models. 

 

5.2. Comparison With State of The Art 

 

In order to present a realistic evaluation of the 

3BResNet model and other ResNet models used in 

the study, a comparison was made with the state of 

the art (SOTA) latest technology studies using the 

same data set in the literature. The comparison 

made is presented in Table 5 in detail. In the 

evaluation, it is detected that especially the 

Inception ResNet model performs lower than many 

studies in the literature. The success rates of the 

ResNet models used in the study and the VGG and 

DenseNet models are seen to be close to each other. 

The 3BResNet model showed a 97% classification 

success. This result shows that the 3BResNet 

model has the potential to compete with other 

models in the existing literature. 

 
Table 5. Comparison with the SOTA in literature 

 

References Pre-trained model Accuracy 

[48] VGG-16 0.94 

[49] 

DenseNet201 0.96 

VGG-16 0.95 

ResNet 152V2 0.94 

Inception ResNet 0.90 

[13] 

DenseNet201 0.97 

VGG-16 0.94 

ResNet50V2 0.96 

MobileNet 0.95 

[50] VGG-19 0.94 

[51] 

VGG-19 with LR 0.94 

VGG-19 with KNN 0.94 

VGG-16 with LR 0.94 

VGG-16 with KNN 0.94 

[52] ResNet50 0.95 

Our Study 

ResNet18 0.94 

ResNet34 0.95 

ResNet50 0.95 

ResNet101 0.95 

ResNet152 0.90 

ResNet202 0.92 

Proposed(3BResNet) 0.97 

 

6. Conclusion 

 

The ResNet models used in the literature are open 

to improvement and new models can be developed 

by adding different layers. However, in DL models, 

semantic gaps can occur when high depth levels are 

reached. There may be different reasons for these 

semantic gaps. Although increasing the number of 

layers in ResNet models is done to increase 

performance, this may produce low performance 
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results depending on the dataset. For this reason, a 

new model called 3BResNet with a new layer and 

block structure is proposed in this study, inspired 

by the ResNet models in the literature. In the 

3BResNet model, instead of increasing the number 

of layers, the residual block structure used in 

ResNet models is modified, and the number of 

layers is reduced to 14 layers. 

The 3BResNet model is also aimed to 

solve the gradient vanishing and explosion 

problem, which is commonly encountered in 

ResNet models in the literature. To objectively 

evaluate the performance, different ResNet models 

were also trained and tested using the same dataset.     

The confusion matrix, which is commonly 

used in the literature, was used in the training and 

testing processes. In addition, two different 

hardware configurations were also created to 

measure the performance of the system at different 

hardware levels. The 3BResNet model can run on 

a high-equipped level as well as on a much lower-

equipped level.  Therefore, the proposed model is 

considered a suitable solution to deal with 

hardware problems commonly encountered in DL 

models. With this study, a method that can be 

widely used at all levels of hardware during 

epidemic periods, such as a pandemic, has been 

developed. 

With the 3BResNet model proposed in the 

study, a more successful result was obtained than 

other ResNet models in the literature, reaching an 

accuracy rate of 0.97 in classifying people infected 

with Covid19. In addition, the training time of the 

model was completed in 675 seconds. This time is 

much less than the ResNet models used in the 

study. Training of the 3BResNet model on 

machines of different hardware levels has also been 

tested. As a result of the test, it has been seen that 

training can be performed on systems with low 

hardware levels. System 1 was used as an example 

of a low-equipped system in the study. The training 

process on System 1 was completed in 2342 

seconds. It has been observed that the proposed 

model can be trained on a low-equipped system, 

with some sacrifice of training time. In light of the 

results obtained, it was determined that the 

3BResNet model performed better than the ResNet 

models used in the study. 

Considering the success of the proposed 

model in image classification, it is anticipated that 

it can be applied not only to medical image 

datasets, but also to various datasets from different 

fields. It has been concluded that the focus of the 

studies planned to be carried out on the basis of 

ResNet models in the future is to develop models 

that can provide higher success with shorter 

training time by developing different block 

structures, rather than increasing the number of 

layers. This approach will provide a different 

perspective to overcome current limitations and 

achieve higher accuracy rates. The model proposed 

in the study is capable of contributing to future 

studies to make the education process faster and 

more efficient. 
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