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Research Article

Maximal extensions of a linear functional

FABIO BURDERI, CAMILLO TRAPANI, AND SALVATORE TRIOLO*

ABSTRACT. Extensions of a positive hermitian linear functional ω, defined on a dense *-subalgebra A0 of a topo-
logical *-algebra A[τ ] are analyzed. It turns out that their maximal extensions as linear functionals or hermitian linear
functionals are everywhere defined. The situation however changes deeply if one looks for positive extensions. The
case of fully positive and widely positive extensions considered in [2] is revisited from this point of view. Examples
mostly taken from the theory of integration are discussed.

Keywords: Positive linear functionals, topological *-algebras, extension of linear functionals.
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1. INTRODUCTION AND PRELIMINARIES

In this paper, we continue the analysis, undertaken in [2], [3] of the possibility of extending
a positive hermitian linear functional ω, defined on a dense *-subalgebra A0 of a topological
*-algebra (in general, without unit), with topology τ and continuous involution ∗, to some
elements of A. Moreover, we resume the notion of positive regular slight extension that closely
reminds the construction of the Lebesgue integral or Segal’s construction of noncommutative
integration [16].

If we take, for instance, as A the *-algebra of Lebesgue measurable functions on a compact
interval X of R with the topology of convergence in measure, and A0 := C(X) is the *-algebra
of continuous functions on X , then the Lebesgue integral ωL provides an extension of the Rie-
mann integral on A0, which we regard as a positive linear functional on A0. This extension is
not unique as the literature on Integration Theory shows (think of Denjoy, Perron or Henstock-
Kurzweil integrals see e.g. [7, 8, 1]). Thus, in an abstract set-up it makes sense to consider
extensions enjoying appropriate properties. As in [2] and [3], the starting point is the notion of
slight extension, which is treated for general linear maps in Köthe’s book [6]. As application of
the developed ideas, we report interesting results concerning infinite sums (see [2]).

In this paper, after showing that maximal extensions of linear functionals are necessarily
everywhere defined, we revisit widely positive, fully positive and absolute convergent exten-
sions already discussed in [2] and prove several new features that emerge from the discussion.
Applications to extensions of Riemann integral on continuous functions are also examined.

We will adopt the following definitions and terminology. If A is an arbitrary *-algebra, we
put

Ah = {b ∈ A : b = b∗}, P(A) =

{
n∑

i=1

a∗i ai : ai ∈ A

}
.
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Elements of Ah are called self-adjoint; elements of P(A) are called positive. Clearly, P(A) ⊆ Ah.
A linear functional ω, defined on a subspace D(ω) of A, is called

hermitian: if a ∈ D(ω) ⇔ a∗ ∈ D(ω) and ω(a∗) = ω(a), for every a ∈ D(ω);
positive: if ω(b) ≥ 0, for every b ∈ D(ω) ∩ P(A).

Throughout this paper, we denote by ω a positive hermitian linear functional defined on a
dense *-subalgebra A0 of a topological *-algebra A[τ ], with continuous involution ∗.

2. MAXIMAL EXTENSIONS

The problem of finding extensions of ω to larger subspaces of A has, in some situations, easy
solutions, namely when ω is τ -continuous or equivalently, closable [3, 17, 19], as discussed in
the Appendix. For this reason, we will only consider the case of nonclosable i.e., discontinuous
ω and we denote by Gω the graph of ω:

Gω = {(a, ω(a)) ∈ A0 × C; a ∈ A0}.

The linear functional ω is closable if Gω , the closure of Gω , does not contain couples (0, ℓ) with
ℓ ̸= 0. It turns out that a linear functional is closable if and only if it is continuous (see the
Appendix). Let Sω denote the collection of all subspaces H of A× C such that

(g1) Gω ⊆ H ⊆ Gω ;
(g2) (0, ℓ) ∈ H if, and only if, ℓ = 0.

If ω is nonclosable, i.e. Gω contains pairs (0, ℓ) with ℓ ̸= 0, then Gω /∈ Sω . To every H ∈ Sω ,
there corresponds an extension ωH , to be called a slight extension of ω, defined on

D(ωH) = {a ∈ A : (a, ℓ) ∈ H}
by

ωH(a) = ℓ,

where, from (g2), ℓ is the unique complex number such that (a, ℓ) ∈ H . Moreover, by applying
Zorn’s lemma to the family Sω , one proves that ω admits a maximal slight extension.

Remark 2.1. The construction relies on the fact that if a /∈ A0 and (a, ℓ) ∈ Gω , then H := Gω ⊕
⟨(a, ℓ)⟩ ∈ Sω and we can construct the extension ωH . Now if a′ /∈ D(ωH) and (a′, ℓ′) ∈ Gω , then
H ′ := H ⊕ ⟨(a′, ℓ′)⟩ ∈ Sω and we can construct a new extension ωH′ . Continuing in this way, at the
end (i.e. invoking Zorn’s lemma), we will find a maximal extension of ω.

Using the same notations of Köthe’s book [6], we put

Kω := {a ∈ A : (a, ℓ) ∈ Gω, for some ℓ ∈ C}.
The following propositions hold [2, 3, 6].

Proposition 2.1. Let ω be nonclosable. If there exists m ∈ C such that (a,m) ∈ Gω , then (a, ℓ) ∈ Gω

for every ℓ ∈ C, hence Gω = Kω × C.

From this (see Remark 2.1), follows the next:

Proposition 2.2. If ω is nonclosable and A0 is a proper subspace of Kω , then ω admits infinitely many
maximal extensions.

Furthermore,

Proposition 2.3. For every maximal extension ω̆ of ω, D(ω̆) = Kω .

Corollary 2.1. An extension ω̆ is maximal if and only if D(ω̆) = Kω .
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Remark 2.2. A stronger consequence actually comes from previous results. If ω̂ is an extension of ω,
and a ∈ Kω \ D(ω̂), then for any fixed ℓ ∈ C there exists a maximal hermitian extension ω̆ of ω̂ such
that ω̆(a) = ℓ; so we can choose arbitrarily the value that an extension takes at a.

To construct hermitian extensions (see [2, 3]), we define Hω as the collection of all subspaces
H ∈ Sω for which the following additional condition holds

(h3) (a, ℓ) ∈ H if and only if (a∗, ℓ) ∈ H ,
and then we proceed like in the case of the construction of slight extensions. In [2], it is proved
that all maximal hermitian extensions share the same domain. More precisely:

Proposition 2.4. Every ω admits a maximal hermitian extension ω̆ which is, at once, a maximal exten-
sion so D(ω̆) = Kω . Moreover, if ω is nonclosable and A0 is a proper subspace of Kω , then ω admits
infinitely many maximal hermitian extensions.

Remark 2.3. Let ω1 be a hermitian extension of ω and let a ∈ Kω \D(ω1). If we want to extend ω1, so
that ω2 is a hermitian extension of ω1, in general we cannot choose arbitrarily the value ω2(a). Indeed
let a = b+ ic with b = b∗ c = c∗, and suppose b /∈ D(ω1). Then we can choose arbitrarily the real value
ℓ1 ∈ R so that ω2(b) = ℓ1. Now if c /∈ span{D(ω1), b}, then we can choose arbitrarily the real value
ℓ2 = ω2(c), but if c ∈ span{D(ω1), b}, then the value ℓ2 is already fixed. The same argument can be
made in the case c /∈ D(ω1).

3. SOME INTERESTING SITUATIONS

3.1. Extensions of the Riemann integral. Let X = [0, 1], A be the *-algebra of Lebesgue mea-
surable functions on X , τ be the topology of convergence in measure, A0 = C(X) be the *-
algebra of all continuous functions on X and ω be the Riemann integral i.e.

ω(f) :=

∫ 1

0

f(x) dx.

It is well-known that the Riemann integral is nonclosable. To see this, let us consider the se-
quence

(3.1) hn(x) :=

{
2n(1− nx) if 0 ≤ x ≤ 1/n,

0 if 1/n < x ≤ 1.

Then hn → 0 almost everywhere and hence in measure, but∫ 1

0

hn(x)dx = 1, ∀n ≥ 1.

Recall that we have defined

Gω = {(a, ω(a)) ∈ A0 × C; a ∈ A0}.
We will prove the following:

Theorem 3.1. Let ω be the Riemann integral on a compact interval I ⊆ R. Given g ∈ A, then
(g, ℓ) ∈ Gω , for every ℓ ∈ C. Hence Gω = A× C, thus Kω = A.

Proof. We can suppose, without loss of generality, that I = [0, 1] so we can use the previous
sequence (3.1). As A0 is dense in A, then there exists a sequence (fn) ⊆ A0, such that fn → g,
and we put λn := ω(fn). Fixed ℓ ∈ C, let αn := ℓ − λn. Then αnhn → 0, fn + αnhn → g and
ω(fn+αnhn) = ω(fn)+αnω(hn) = λn+ℓ−λn = ℓ, ∀n. Then (g, ℓ) ∈ Gω , hence Gω = A×C. □

From Proposition 2.2, Proposition 2.3, Proposition 2.4 and Theorem 3.1, it follows the next
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Theorem 3.2. Let ω be the Riemann integral on a compact interval I ⊆ R, then ω admits infinitely
many maximal hermitian extensions with domain the whole algebra and any maximal hermitian exten-
sion of the Riemann integral has the whole algebra A as domain.

Example 3.1. Let ω be the Riemann integral on [0, 1], hn given by (3.1) and let c(x) : [0, 1] → C be
the following function:

c(x) :=

{
0 if x = 0,

1/x otherwise.

Then c ∈ A \D(ω).
Let fn(x) : [0, 1] → C, n ≥ 1, be the following sequence of functions:

fn(x) :=

{
n2 x if 0 ≤ x ≤ 1/n,

1/x otherwise.

Then fn → c pointwise and hence in measure, fn ∈ A0, ∀ n ≥ 1 and

ω(fn) =

∫ 1

0

fn(x)dx = 1/2 + log(n).

Fixed ℓ ∈ C, let αn := ℓ − ω(fn) = ℓ − (1/2 + log(n)). Then αnhn → 0, fn + αnhn → c, and
ω(fn + αnhn) = ω(fn) + αnω(hn) = ℓ, ∀n. Since fn + αnhn ∈ A0 ∀n, then (c, ℓ) ∈ Gω and so, for
any ℓ ∈ C, there exists a maximal hermitian extension ω̂ of ω such that ω̂(c) = ℓ.

Remark 3.4. The previous Example 3.1 first shows explicitly the construction used in Theorem 3.1,
pointing out that any a ∈ A is in Kω ; then, by Remark 2.2, it shows that, if a /∈ D(ω), then ∀ℓ ∈ C
there exists a maximal hermitian extension ω̆ of ω such that ω̆(a) = l. We note that even if c(x) ∈ P(A),
we can choose ℓ < 0. This shows that the previous construction could be inappropriate for most useful
situations. As we will see later, we will be able to construct maximal positive extensions of the Riemann
integral but, it is possible to prove that there are not positive extensions ω̂ of the Riemann integral such
that the function c(x) is in the domain of ω̂ (see Example 5.2).

3.2. The case of infinite sums. Let S denote the complex vector space of all infinite sequences
of complex numbers. S is a *-algebra if the product a · b of two sequences a = (ak), b = (bk),
k ≥ 1, is defined componentwise and the involution by a∗ = (ak). Let us endow S with the
topology defined by the set of seminorms

pk(a) = |ak|, a = (ak) ∈ S.

Let S0 denote the *-subalgebra of S consisting of all finite sequences in the sense that a =
(ak) ∈ S0 if, and only if, there exists N ∈ N such that ak = 0 if k > N . We define

ω(a) =
∞∑
k=1

ak, a = (ak) ∈ S0.

The symbol of series is only graphic since all sums are finite. This functional, which is obviously
positive hermitian, is nonclosable. To see this, let us consider the sequence of sequences (an) =
((an,k)) ⊆ S0 with, for n ≥ 1,

an,k := δn,k (the Kronecker delta).

For fixed k, clearly limn→∞ an,k = 0. Hence an → 0 as n → ∞ and, applying ω, we get

ω(an) = ω((an,k)) = 1, ∀n ≥ 1.
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We observe that any convergent series which converges to l ∈ C, can be “rewritten” as a se-
quence of sequences (an) ⊆ S0, with an → 0 and ω(an) → l, as n → ∞. Indeed, given the
series c1 + c2 + c3 . . . converging to l, we define (an) = ((an,k)), for n ≥ 1, as follows:

an,k :=

{
cn+1−k if k ≤ n

0 if k > n.

Clearly ((an,k)) ⊆ S0 and ω((an,k)) = c1+ c2+ · · ·+ cn. Since the series is convergent, for fixed
k, an,k → 0 as n → ∞ and, finally, ω((an,k)) → l as n → ∞.

The next proposition shows that in this case Kω is not a proper subset of the algebra.

Proposition 3.5. Let S and ω be as above. Then S0 is a dense subalgebra of S and Kω = S.

Proof. See Proposition 4.2 of [2]. □

Now, it seems interesting to us to show another example in which Kω coincides with the
entire algebra A. Starting with a subalgebra of S and changing the topology with a finer one,
we will find a new topological *-algebra S1. Then, taking the closure of S0 in S1, we will
obtain the required algebra A ⊆ S1.

We point out that in the following we will adopt notations that are not the usual ones. Let us
consider the subalgebra S1 ⊆ S of all bounded sequences x = (xk), endowed with the norm

∥x∥∞ = sup
k

|xk|.

Then S1 is a topological (precisely, a Banach) *-algebra with S0 ⊆ S1. In [2], it is shown first
that the closure of S0 in S1 is the algebra A := {(ck) ∈ S1 : |ck| → 0 as k → ∞}; then it
is shown that ω is a nonclosable positive hermitian linear functional defined on S0 (a dense
*-subalgebra of the topological *-algebra A); finally it is shown (see Proposition 4.10 of [2]) that,
even in this case, Kω = A.

4. THE DOMAIN OF MAXIMAL EXTENSIONS

As seen in Theorem 3.2 for the case of the Riemann integral and in Proposition 3.5 for the
infinite sums, all maximal extensions of a nonclosable linear functional have the same domain.
The following theorem generalizes this statement to the abstract case.

Theorem 4.3. Let ω be nonclosable. Then Gω = A× C. Hence Kω = A.

Proof. As ω is nonclosable, then there exists a net (aα)α∈Γ ⊆ A0, such that aα
τ→ 0 and ω(aα) →

l ∈ C, with l ̸= 0. Now let b ∈ A. Since A0 is a dense subalgebra of A, there exists a net
(bα)α∈Γ ⊆ A0, such that bα

τ→ b: indeed, since A is a topological vector space, we can choose as
unique set of indices Γ, the class of all neighbourhoods of 0, directed by inclusion. Now, since
l ̸= 0, there exist subnets (aγ) ⊆ (aα), (bγ) ⊆ (bα), γ ∈ Γ1 ⊆ Γ, such that:

• aγ
τ→ 0;

• ω(aγ) ̸= 0, ∀ γ;
• bγ

τ→ b.
Let λ ∈ C and, for each γ, let λ′

γ := λ − ω(bγ) ∈ C. We assert that there exists a monotone
function h : Γ1 → Γ1, such that

λ′
γ · ah(γ)

τ→ 0.

Indeed if λ′
γ = 0 we put h(γ) = γ; otherwise, for every neighbourhood U of the origin, U ′ :=

1/λ′
γ U is still a neighbourhood of the origin, so there exists γ′ ≥ γ such that aγ′ ∈ U ′, and
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therefore λ′
γ · aγ′ ∈ U . Now, since aγ

τ→ 0, put h(γ) := γ′, we have λ′
γ · ah(γ)

τ→ 0. Since,
obviously, ω(ah(γ)) → l then:

λ′
γ

ω(ah(γ))
· ah(γ) → 0.

Hence:

(4.2)
λ′
γ

ω(ah(γ))
· ah(γ) + bγ → b

and

(4.3) ω

(
λ′
γ

ω(ah(γ))
· ah(γ) + bγ

)
=

λ− ω(bγ)

ω(ah(γ)
· ω(ah(γ)) + ω(bγ) = λ, ∀γ.

Therefore (3.1) and (4.2) imply that ∀b ∈ A, and ∀λ ∈ C, (b, λ) ∈ Gω , from which the statement
follows. □

By Proposition 2.4, the analogue of Theorem 3.2 is the following:

Theorem 4.4. Let ω be nonclosable. Then ω admits infinitely many maximal hermitian extensions
with domain the whole algebra A and any maximal hermitian extension of ω has the whole algebra A as
domain.

5. WIDELY POSITIVE AND FULLY POSITIVE EXTENSIONS

We have proved that all maximal extensions of a nonclosable linear functional ω are defined
on the whole algebra A. This leads to a significant simplification on the the notion of widely
positive and fully positive extension introduced in [2]. By Theorem 4.3, the definitions can be
lightened and, in this way, several new developments emerge.

Definition 5.1. Given ω, we define Pω as the collection of all subspaces K ∈ Hω satisfying the follow-
ing additional condition

(p4) (a, ℓ) ∈ K and a ∈ P(A), implies ℓ ≥ 0.

Since ω is positive, then Pω ̸= ∅ and Gω ⊆ K ⊆ A for every K ∈ Pω . To every K ∈ Pω , there
corresponds a hermitian extension ωK of ω, defined on

D(ωK) = {a ∈ A : (a, ℓ) ∈ K}

by
ωK(a) = ℓ, a ∈ D(ωK),

where, from (g2) of Section 2, ℓ is the unique complex number such that (a, ℓ) ∈ K. By (p4),
ωK is a positive hermitian extension of ω. We observe that A0 ⊆ D(ωK) ⊆ A as vector spaces.
Since Pω satisfies the assumptions of Zorn’s lemma, we have the following:

Theorem 5.5. Every positive hermitian linear functional ω admits a maximal positive hermitian exten-
sion.

Definition 5.2. Let ω̂ be an extension of ω defined on the domain D(ω̂) with A0 ⊆ D(ω̂) ⊆ A. We say
that ω̂ is fully positive if ω̂ is positive and D(ω̂) ⊇ P(A).

For a, b ∈ Ah, we define
a ≤ b ⇔ b− a ∈ P(A).
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Remark 5.5. Let ω̂ be a hermitian extension of ω, a ∈ D(ω̂) and c ∈ Ah. If b := ±(a − c) ∈ Ah,
then ω̂(a) ∈ R. Indeed if b ∈ Ah, then a = c ± b ∈ Ah and so, by the hermiticity of ω̂, ω̂(a) ∈ R.
Moreover if ω̂ is a positive hermitian extension of ω and a, c ∈ D(ω̂) ∩ Ah with a ≥ c, put b := a− c,
then b ∈ P(A) ∩D(ω̂), so ω̂(a) = ω̂(c) + ω̂(b) ≥ ω̂(c). Hence ω̂ is monotone on D(ω̂) ∩ Ah.

If ω̂ is a positive hermitian extension of ω and c ∈ Ah, then by Remark 5.5, we can introduce
(see [2]) the following notations that will use both to characterize the elements for which it
is possible to find a positive hermitian extension and, given such an element, the values this
extension may assume.

µc,ω̂ := inf {ω̂(a) : a ∈ D(ω̂), a ≥ c},
where we put µc,ω̂ := +∞ if the set in the right hand side of the definition is the empty set;

λc,ω̂ := sup {ω̂(a) : a ∈ D(ω̂), a ≤ c}.

Definition 5.3. Let ω̂ be a positive hermitian extension of ω and let

(5.4) K‡
ω̂ := {c ∈ P(A) : λc,ω̂ is finite}.

We say that ω̂ is widely positive if ω̂ is positive and D(ω̂) ∩ P(A) = K‡
ω .

The following statements hold (see [2]).

Lemma 5.1. Let ω̂ be a positive hermitian extension of ω and let c ∈ P(A). Then 0 ≤ λc,ω̂ ≤ µc,ω̂ .

Theorem 5.6. Let ω be nonclosable, ω̂ a positive hermitian extension of ω and c ∈ K‡
ω̂ with c /∈ D(ω̂).

Then, ∀ γ ∈ R such that λc,ω̂ ≤ γ ≤ µc,ω̂ , there exists a positive hermitian extension ω1 of ω̂, such that
c ∈ D(ω1) and ω1(c) = γ.

Theorem 5.7. Let c ∈ P(A) \ K‡
ω . Then there is no positive hermitian extension ω̂ of ω such that

c ∈ D(ω̂).

In the following examples, we use the notation introduced in Section 3.1.

Example 5.2. Let us consider again the function c(x) : [0, 1] → C

c(x) :=

{
0 if x = 0

1/x otherwise
,

and let, like in Example 3.1, fn(x) : [0, 1] → C, n ≥ 1 be the sequence

fn(x) :=

{
n2 x if 0 ≤ x ≤ 1/n,

1/x otherwise.

If ω is the Riemann integral on [0, 1], then ω(fn) = 1/2 + log(n) and 0 ≤ fn(x) ≤ c(x), ∀x ∈
[0, 1], ∀n ≥ 1. Since ω(fn) → +∞, as n → ∞ then, by definition, λc,ω = +∞, so there is no positive
hermitian extension ω′ of Riemann integral such that c ∈ D(ω′).

Remark 5.6. The previous Example 3.1 shows that if we impose to an extension ω̂ the constraint to be
positive, differently from the case of Theorem 3.2, the domain of the extension is, in general, a proper
subset of the algebra A: D(ω̂) ∩ P(A) ⊊ P(A). In particular, the following result holds true.

Theorem 5.8. There are no fully positive extensions of the Riemann integral.

Remark 5.7. We note that in the case of the Riemann integral with c ∈ Ah, λc,ω and µc,ω correspond
to the lower and upper Riemann integral, respectively.
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Let us now consider the following function c1(x) : [0, 1] → C:

c1(x) :=

{
0 if x ∈ Q,

1/x otherwise.

From the density of Q follows that λc1,ω = 0, so c1 ∈ K‡
ω ; but, since of course c1 is not Lebesgue

integrable, then we have proved the following:

Theorem 5.9. The Lebesgue integral (as an extension of the Riemann integral on A0) is not widely
positive.

At this point one might ask whether there exists any extension of the Lebesgue integral
which is widely positive. From [2] (see Remark 3.15) it follows that, if ω1, ω2 are positive her-
mitian extensions of the Riemann integral ω, with D(ω1) ⊆ D(ω2), then K‡

ω2
⊆ K‡

ω1
⊆ K‡

ω .
Hence given ω1 the Lebesgue integral on [0, 1], since the previous function c1 ∈ K‡

ω , if we prove
that c1 /∈ K‡

ω1
, then we will have proved the following:

Theorem 5.10. There are no widely positive extensions of the Lebesgue integral, considered as an ex-
tension of the the Riemann integral on A0.

Proof. Let ω1 be the Lebesgue integral and let gn(x) : [0, 1] → C, n ≥ 1 be the sequence

gn(x) :=

{
0 if 0 ≤ x ≤ 1/n ∨ x ∈ Q,

1/x otherwise.

Then ω1(gn) = log(n) and 0 ≤ gn(x) ≤ c1(x), ∀x ∈ [0, 1], ∀n ≥ 1. Since ω1(gn) → +∞ as
n → ∞, by definition, λc1,ω1 = +∞, and so c1 /∈ K‡

ω1
. From this, the statement follows. □

Corollary 5.2. There are no widely positive extensions of the Henstock-Kurzweil integral.

On the other hand since the Lebesgue integral belongs to the family Pω of Definition 5.1, by
Zorn’s lemma, there exists ω̆, a maximal positive hermitian extension of the Riemann integral
that is actually a positive hermitian extension of the Lebesgue integral. Hence the existence
of ω̆ shows that even if a positive hermitian linear functional is a maximal extension, it is not
necessarily widely positive. In other words, we have proved the following:

Proposition 5.6. Given a positive hermitian linear functional ω, there are maximal positive hermitian
extensions of ω that are not widely positive.

Now, we want to analyse the case where we start from the the Lebesgue integral.
Notation: From now on, ω is the Lebesgue integral on a compact interval I of R and A0 :=
L∞(I) ⊆ A is the algebra of all measurable functions which are essentially bounded on I .

Theorem 5.11. Let I ⊆ R be a compact interval. Then the Lebesgue integral ω on I is widely positive.
Hence any positive hermitian extension of the Lebesgue integral is widely positive.

Proof. By Lemma 3.19 of [2], we will just prove that K‡
ω ⊆ D(ω) ∩ P(A). Let c ∈ K‡

ω , then
λ0 := λc,ω < +∞. Since K‡

ω ⊆ P(A) and c is measurable, then c is the limit of a sequence (bn)
of simple functions such that bn ≥ 0, with (bn) increasing and bn ≤ c, ∀n ≥ 1. Since simple
functions on I are Lebesgue integrable, then ∀n ≥ 1, bn ∈ D(ω), with ω(bn) ≤ ω(bn+1). Then
the limit λ̄ := limn ω(bn) exists and, by definition of λc,ω , λ̄ ≤ λ0 < +∞. Hence

lim inf
n

ω(bn) = lim
n

ω(bn) < +∞;

so, by Fatou’s lemma,

ω(c) = ω(lim
n

bn) = ω(lim inf
n

bn) ≤ lim inf
n

ω(bn) = lim
n

ω(bn) = λ̄ < +∞.
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Hence c is Lebesgue integrable with ω(c) ≤ λ̄. □

From Example 5.2, we have the next

Corollary 5.3. There are no fully positive extensions of the Lebesgue integral. In particular, the
Lebesgue integral is not fully positive.

From Corollary 5.3 and from Theorem 5.11, it follows the next interesting:

Remark 5.8. Let ω̂ be an extension of the Lebesgue integral and let a ∈ D(ω̂) \ A0, then a /∈ P(A).

Finally, we recall (see [3]) that the Henstock-Kurzweil integral is a positive extension of the
Lebesgue integral that is not maximal, so (see [2]) we have:

Theorem 5.12. There exists a maximal positive hermitian extension of the Henstock-Kurzweil integral.

Returning to the general case, let A be a *-algebra. We say that A has the property (D) if, for
every a ∈ Ah, there exists a unique pair (a+, a−) of elements of A, with a+, a− ∈ P(A) such
that

(D1) a = a+ − a−;
(D2) a+a− = a−a+ = 0;
(D3) (λa)+ = λa+, ∀a ∈ Ah, λ ∈ R+;

then we put
|a| := a+ + a−.

If A has the property (D), one has:

|a| ∈ P(A), ∀a ∈ Ah.

We remind that a positive hermitian linear functional ω̄ defined on a subspace of A is called
absolutely convergent if for all a ∈ D(ω̄) ∩ Ah, a+, a− ∈ D(ω̄), and so |a| ∈ D(ω̄).

Several examples that guarantee the existence of absolutely convergent extensions, are given
in [20]. Now, we state the following theorem and corollary (see [2]).

Theorem 5.13. Let ω̆ be an absolutely convergent extension of ω. If ω̆ is widely positive, then ω̆ is a
maximal absolutely convergent extension of ω.

Corollary 5.4. Let ω̆ be an absolutely convergent extension of ω. If ω̆ is fully positive, then ω̆ is a
maximal absolutely convergent extension of ω.

CONCLUDING REMARK

The problem of extending the Riemann integral defined on continuous functions is prob-
ably as old as the Riemann integral itself. In [2] , [3] and in the present paper, this question
has been cast into an abstract framework, looking for extensions of a positive hermitian linear
functional ω, defined on a dense *-subalgebra A0 of a topological *-algebra (in general, without
unit), with topology τ and continuous involution ∗, to a larger family of elements of A. Sev-
eral particular cases have been discussed in those papers; among them positive regular slight
extension arouse interest since it closely reminds the construction of the Lebesgue integral or
Segal’s construction of noncommutative integration [16]. We have first proved that there are
maximal extension of the Riemann integral defined on the whole *-algebra of Lebesgue mea-
surable functions on a compact interval, and then this result has been shown to hold also in the
abstract case for certain functional. Of course there is a price to pay for this: for instance several
familiar properties of the integral are missing for this maximal everywhere defined extension
(e.g., positivity). In the end, our reader may legitimately wonder how does this extension of
the integral work. This aspect is matter of further investigations.
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APPENDIX A. A DIFFERENT APPROACH

The proof of Theorem 4.3 might be modified using a different approach [13]. The starting
point is observing that the closability and continuity are equivalent. Let V be a complex topo-
logical vector space with topology τ (for short, V [τ ]). Let ω be a nonzero linear functional
defined on V . We collect some elementary (and well-known) facts.

Lemma A.2. The following statement hold:
(a) The range ω(V ) coincides with C.
(b) The kernel Ker ω of ω is a proper maximal subspace of V .
(c) Ker ω is either closed or dense in V [τ ].
(d) ω is continuous if, and only if, Ker ω is closed in V [τ ].
(e) If θ is another nonzero linear functionals on V , Ker ω = Ker θ if, and only if, θ is a multiple

of ω.

We consider the graph of ω, i.e.,

Gω = {(x, ω(x)) ∈ V × C}.

The functional ω is said to be closable if one of the two equivalent statements which follow is
satisfied.

• If xα → 0 w.r. to τ and ω(aα) → ℓ, then ℓ = 0.
• Gω , the closure of Gω , does not contain couples (0, ℓ) with ℓ ̸= 0.

It turns out that in the case of linear functionals closability and continuity are equivalent. As a
consequence, a discontinuous linear functional is never closable.

Remark A.9. So far, we have considered the case of functionals that are everywhere defined on V .
Suppose that Y is a dense subspace of V [τ ], and let ω be a linear functional on Y . As stated before, if
ω is closable in Y it is continuous on Y and then it extends by continuity to the whole space V and, of
course, the extension is continuous.

On V ⊕ C define Ω(a, ℓ) = ω(a)− ℓ. It is easily seen that Ω is a linear functional on V ⊕ C.

Lemma A.3. Ω is continuous on V ⊕ C if, and only if, ω is continuous on V .

Proof. Let Ω be continuous and let (xα)α∈Γ ⊆ V be a net converging to x ∈ V . Then ω(xα) =
Ω(xα, 0) → Ω(x, 0) = ω(x); i.e., ω is continuous. Conversely, assume that ω is continuous and
that (xα, λα) → (x, λ). Then xα → x and λα → λ. Hence,

Ω(xα, λα) = ω(xα)− λα → ω(x)− λ = Ω(x, λ).

□

Proposition A.7. If ω, defined on V , is discontinuous, then Gω is dense in V ⊕ C.

Proof. By Lemma A.3, Ω is linear and discontinuous then its kernel is dense in V ⊕C. It is easily
seen that KerΩ = Gω . Thus Gω = V ⊕ C. □

Proposition A.8. Let V be a vector space and W a proper subspace of V . Then, for every x ∈ V \W ,
there exists a linear functional ω on V such that ω(y) = 0 for every y ∈ W and ω(x) = 1.
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Proof. Let x ∈ V \ W then the span C · x is a subspace of V with W ∩ C · x = {0}. Then on
W ⊕ C · x we can define ω(y + λx) = λ; then, ω(y) = 0, for every y ∈ W and ω(x) = 1. If {ej}
is a Hamel basis of W , we can find linearly independent vectors {hk} of V \ W ⊕ C · x such
that {ej} ∪ {hk} ∪ {x} is a Hamel basis for V . It is now sufficient to define ω(hk) = 0, for every
k. □

Let V0 be a dense subspace of V [τ ] and ω a linear functional defined on V0.
A linear functional ω̂ defined on a vector subspace D(ω̂) of V is called an extension of ω if

V0 ⊆ D(ω̂)

ω̂(x) = ω(x), ∀x ∈ V0.

In this case, we write ω ⊆ ω̂. It is clear that ω ⊆ ω̂ if, and only if, Gω ⊆ Gω̂ . If ω is continuous on
V0, it has a unique continuous extension to V . In what follows, we will consider the case when
ω is discontinuous (equivalently, nonclosable) in V0.

As in Section 2, an extension ω̂ of ω is a slight extension if Gω̂ ⊆ Gω. We denote by Sω the
collection of all subspaces H of V × C such that

(g1) Gω ⊆ H ⊆ Gω ;
(g2) (0, ℓ) ∈ H if, and only if, ℓ = 0.

Sω is nonempty, since it contains Gω and each H ∈ Sω defines an extension ωH as follows

D(ωH) = {x ∈ V : (x, ℓ) ∈ H}
ωH(x) = ℓ.

It is clear on the other hand that every slight extension ω̂ of ω defines a subspace H ′ ∈ Sω .
Namely, H ′ = G(ω̂). By Proposition A.7, it follows that Gω = V0 ⊕ C. The density of V0 in V

implies that V0 ⊕ C is dense in V ⊕ C. Then, we conclude that Gω = V ⊕ C. Therefore, the set

Kω = {x ∈ V : (x, ℓ) ∈ Gω, for some ℓ ∈ C}
coincides evidently with V . From these considerations, it follows also that every extension ω̂ of
ω is a slight one.

As discussed in Section 2, the existence of maximal extensions of ω can be proved by using
Zorn’s lemma. Let ω̆ denote a maximal extension of ω. Then as proved in [2] D(ω̆) = Kω . Thus,
in conclusion,

Proposition A.9. An extension ω̆ of ω is maximal if, and only if, D(ω̆) = V .
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[13] E. Malkowsky, V. Rakočević: Advanced Functional Analysis 1st Edition, (2019) ISBN 978-1138337152
[14] T. Ogasawara, K. Yoshinaga: A non commutative theory of integration for operators, J. Sci. Hiroshima Univ., 18 (1955),

312–347.
[15] W. Rudin: Real and Complex Analysis, Mc-Graw-Hill (1966).
[16] I. E. Segal: A noncommutative extension of abstract integration, Ann. Math., 57 (1953), 401–457.
[17] S. Triolo: WQ*-Algebras of measurable operators, Indian J. Pure Appl. Math., 43 (6) (2012), 601–617.
[18] S. Triolo: Possible extensions of the noncommutative integral, Rend. Circ. Mat. Palermo, 60 (3) (2011), 409–416.
[19] C. Trapani, S.Triolo: Representations of certain banach C∗− modules, Mediterr. J. Math., 1 (4) (2004), 441–461.
[20] G. Bellomonte, C. Trapani and S. Triolo: Absolutely Convergent Extensions of Nonclosable Positive Linear Functionals.,

Mediterr. J. Math., 7 (2010), 63–74.

FABIO BURDERI

UNIVERSITÀ DI PALERMO

DIPARTIMENTO D’INGEGNERIA

I-90128 PALERMO, ITALY

ORCID: 0000-0002-1380-867X
Email address: fabio.burderi@unipa.it

CAMILLO TRAPANI

UNIVERSITÀ DI PALERMO

DIPARTIMENTO DI MATEMATICA E INFORMATICA

I-90123 PALERMO, ITALY

ORCID: 0000-0001-9386-4403
Email address: camillo.trapani@unipa.it

SALVATORE TRIOLO

UNIVERSITÀ DI PALERMO

DIPARTIMENTO D’INGEGNERIA

I-90128 PALERMO, ITALY

ORCID: 0000-0002-9729-2657
Email address: salvatore.triolo@unipa.it



CONSTRUCTIVE MATHEMATICAL ANALYSIS
6 (2023), No. 4, pp. 210-221
http://dergipark.org.tr/en/pub/cma

ISSN 2651 - 2939

Research Article

On the eigenvalue-separation properties of real tridiagonal
matrices

YAN WU* AND LUDWIG KOHAUPT

ABSTRACT. In this paper, we give a simple sufficient condition for the eigenvalue-separation properties of real
tridiagonal matrices T . This result is much more than the statement that the pertinent eigenvalues are distinct. Its
derivation is based on recurrence formulae satisfied by the polynomials made up by the minors of the characteristic
polynomial det(xE − T ) that are proven to form a Sturm sequence. This is a new result, and it proves the simple
spectrum property of a symmetric tridiagonal matrix studied in a Grünbaum paper. Two numerical examples underpin
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1. INTRODUCTION

In [2, p.30], Grünbaum assumes that the roots of the characteristic polynomial of a special
symmetric tridiagonal matrix are distinct. In this paper, we give a simple sufficient condition
for this. More precisely, we are able to show that the minors of the characteristic polynomial of
a real tridiagonal matrix satisfy a Sturm sequence provided that the products of corresponding
entries above and below the diagonal are positive. In the case of a symmetric tridiagonal ma-
trix, this condition means that all entries above and below the diagonal are different from zero.
As a consequence, we obtain the eigenvalue-separation properties of Sturm sequences which
is much more that the statement that the eigenvalues are distinct.

The paper is structured as follows. In Section 2, we take over a lemma on the Sturm sequence
from [4] as the main tool to derive a sufficient condition for the eigenvalue-separation proper-
ties of tridiagonal matrices. Then, in Section 3, the lemma on Sturm sequences from Section 2
is applied to obtain the eigenvalue-separation properties of tridiagonal matrices provided that
the products of corresponding entries above and below the diagonal are positive. Section 4 con-
tains two numerical examples that underpin the theoretical findings, one with nonsymmetric
and one with symmetric tridiagonal matrix. In Section 5, the conclusion is given. The non-cited
references [1] and [3] are given because they also contain sections on Sturm sequences so that
they may be of interest to the reader in the context of the treated subject.
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2. PRELIMINARIES ON STURM SEQUENCE

In [4, Section 10.3, pp. 194-200], it is shown that for every linear symmetric mapping A :
Rn → Rn a basis of n orthonormal vectors associated with Lanczos polynomials can be con-
structed such that the mapping A in this basis is represented by a symmetric tridiagonal matrix
T and further that the minors of the characteristic polynomial p(x) = det(xE−T ) form a Sturm
sequence having interesting eigenvalue-separation properties.

In this section, we take over the results derived [4] as the main tool to be used in Section 3.
We start with a sequence of polynomials p0, p1, . . . , pm with real βj , γj that fulfill the recursion
formulae

(2.1) p0(x) = 1, p1(x) = x− β0, pj+1(x) = (x− βj) pj(x)− γj pj−1(x), γj > 0,

j = 1, . . . ,m − 1 for x ∈ R. These polynomials then form a Sturm sequence, also called Sturm
chain, allowing far-reaching assertions about the position and separation properties of their
zeros as stated in the following lemma.

Lemma 2.1 (Lemma on Sturm sequence). For every j = 1, . . . ,m, all the zeros of the polynomial pj
in (2.1) are real as well as pairwise distinct and can be arranged according to

(P1) −∞ < λjj < λj,j−1 < · · · < λj2 < λj1 < +∞.

For every j = 1, . . . ,m− 1 and every zero λ of pj , the relations

(P2) pj(λ) = 0, pj+1(λ) pj−1(λ) < 0

hold. If one sets formally λj,j+1 = −∞ and λj0 = +∞ (that are the left and right boundaries in (P1)),
then

(P3) (−1)k pj(x) > 0, λj,k+1 < x < λjk, k = 0, . . . , j, j = 0, . . . ,m

and, for every j=0,1, . . . ,m-1, there is just one zero λj+1,k of pj+1 in the interval

(P4) λjk < λj+1,k < λj,k−1, k = 1, . . . , j + 1.

Proof. See [4, Section 10.3, Formula (27), p.200], where the text was taken over with minor
changes for the reason of clarity. □

We note that the necessity of the condition γj > 0 in the definition of the Sturm sequence
is not obvious, but is seen during the proof of Lemma 2.1 in the above-cited book. We remark
further that the proof does not depend on the assumption that pj(x) is a minor of pm(x) =
det(xE − T ) with some matrix T . But, in Section 3, we will use polynomials pj(x) that are
minors of pm(x) = det(xE − T ), where T is a real tridiagonal matrix.

We mention that with the definitions λj,j+1 = −∞ and λj0 = +∞, property (P4) reads for
k = j + 1 as follows

(P4)k=j+1 −∞ < λj+1,j+1 < λjj

and for k = 1 as follows
(P4)k=1 λj1 < λj+1,j < +∞.

We want to point out that if we would not have introduced the definitions λj,j+1 = −∞ and
λj0 = +∞, then instead of (P4)k=j+1, we would have

(P4)′k=j+1 λj+1,j+1 < λjj

which is equivalent to (P4)k=j+1 since we have trivially −∞ < λj−1,j+1; and instead of
(P4)k=1, we would have

(P4)′k=1 λj1 < λj+1,j

which is equivalent to (P4)k=1 since we have trivially λj−1,j < +∞.
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3. APPLICATION TO REAL TRIDIAGONAL MATRICES

This section is the core of the present paper. Its results are obtained by applying Lemma 2.1
on Sturm sequences to real tridiagonal matrices. We start with the real tridiagonal matrix

T = tridiag[ai−1, ci, di]i=1,...,N+1 ∈ R(N+1)×(N+1)

with
a0 = aN+1 = 0, ai ∈ R, i = 1, . . . , N,
d0 = dN+1 = 0, di ∈ R, i = 1, . . . , N,

ci ∈ R, i = 1, . . . , N + 1,

or, written in full,

(3.2) T =



c1 d1
a1 c2 d2

a2 c3 d3
. . . . . . . . .

aN−1 cN dN
aN cN+1


.

Such a matrix for the symmetric case di = ai, i = 1, . . . , N with the special diagonal entries
ci = bi − ai − ai−1, i = 1, . . . , N + 1, where bi are real elements is studied in [2, p.27].

Here, we want to apply Lemma 2.1 on the Sturm sequence. For this, we change the denota-
tions of the entries of matrix T as follows. With

γ′
0 = γ′

m = 0,

we set
T = tridiag[γ′

i−1, βi−1, δ
′
i]i=1,...,m

or, written out,

(3.3) T =



β0 δ′1
γ′
1 β1 δ′2

γ′
2 β2 δ′3

. . . . . . . . .
γ′
m−2 βm−2 δ′m−1

γ′
m−1 βm−1


.

Comparison of (3.2) and (3.3) leads to

(3.4) βi−1 = ci, i = 1, . . . ,m(= N + 1),

(3.5) γ′
i−1 = ai−1, i = 2, . . . ,m(= N + 1),
δ′i−1 = di−1, i = 2, . . . ,m(= N + 1).

Now, we introduce the condition

aj ̸= 0, j = 1, . . . , N(= m− 1),
dj ̸= 0, j = 1, . . . , N(= m− 1).

This entails
γ′
j = aj ̸= 0, j = 1, . . . ,m− 1(= N),

δ′j = dj ̸= 0, j = 1, . . . ,m− 1(= N).

Next, we define

(3.6) γj := γ′
j δ

′
j , j = 1, . . . ,m− 1(= N).
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Further, we make the restriction

(3.7) γj > 0, j = 1, . . . ,m− 1.

We choose these γj in the Sturm sequence (2.1). Further, more generally than in [4, Section 10.3,
Formula (25), p. 199], we define

(3.8) pj(x) = det



x− β0 −δ′1
−γ′

1 x− β1 −δ′2
−γ′

2 x− β2 −δ′3
. . . . . . . . .

−γ′
j−2 x− βj−2 −δ′j−1

−γ′
j−1 x− βj−1


,

j = 1, . . . ,m so that pj(x) for j = 1, . . . ,m are the minors of

pm(x) = det(xE − T )

with the identity matrix E and matrix T in (3.3).

Theorem 3.1 (Theorem on Eigenvalue-Separation Properties). Let the real tridiagonal matrix T
in (3.2) be given. Further, let this matrix be rewritten in the form (3.3) with the entries defined in
(3.4), (3.5), and (3.6). Then, if the condition (3.7) is satisfied, the polynomials defined by (3.8) fulfill the
recursion formulae (2.1).

Proof. The proof is done by mathematical induction.
Base case (j = 1): For j = 1, we have

p1+1(x) = p2(x) = det

[
x− β0 −δ′1
−γ′

1 x− β1

]
=

∣∣∣∣ x− β0 −δ′1
−γ′

1 x− β1

∣∣∣∣
= (x− β0) (x− β1)− γ′

1 δ
′
1

= (x− β1) (x− β0)︸ ︷︷ ︸
=p1(x)

−γ1 1︸︷︷︸
=p0(x)

= (x− β1) p1(x)− γ1 p0(x)

so that the recursion formula pj+1(x) = (x− βj) pj(x)− γj pj−1(x) in (2.1) is proven for j = 1.
Before we continue with the induction step, we add two further base steps in order to obtain

more insight into the process and to prepare the induction step.
Additional base case (j = 2): For j = 2, we get

p2+1(x) = p3(x) =

∣∣∣∣∣∣
x− β0 −δ′1 0
−γ′

1 x− β1 −δ′2
0 −γ′

2 x− β2

∣∣∣∣∣∣ .
Expansion of this determinant along the last row leads to

p2+1(x) = (−γ′
2) (−1)3+2

∣∣∣∣ x− β0 0
−γ′

1 −δ′2

∣∣∣∣+ (x− β2) (−1)3+3

∣∣∣∣ x− β0 −δ′1
−γ′

1 x− β1

∣∣∣∣
= γ′

2 [(x− β0) (−δ′2)] + (x− β2) p2(x)

= (x− β2) p2(x)− γ′
2 δ

′
2 (x− β0)

= (x− β2) p2(x)− γ2 (x− β1)

= (x− β2) p2(x)− γ2 (x− β2−1)
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so that the recursion formula pj+1(x) = (x− βj) pj(x)− γj pj−1(x) in (2.1) is proven for j = 2.
Additional base case (j = 3): For j = 3, we obtain

p3+1(x) = p4(x) =

∣∣∣∣∣∣∣∣
x− β0 −δ′1 0 0
−γ′

1 x− β1 −δ′2 0
0 −γ′

2 x− β2 −δ′3
0 0 −γ′

3 x− β3

∣∣∣∣∣∣∣∣ .
Expansion of this determinant along the last row leads to

p3+1(x) = (−γ′
3) (−1)4+3

∣∣∣∣∣∣
x− β0 −δ′1 0
−γ′

1 x− β1 0
0 −γ′

2 −δ′3

∣∣∣∣∣∣
+ (x− β3) (−1)4+4

∣∣∣∣∣∣
x− β0 −δ′1 0
−γ′

1 x− β1 −δ′2
0 −γ′

2 x− β2

∣∣∣∣∣∣︸ ︷︷ ︸
=p3(x)

= γ′
3

{
(−γ′

2) (−1)3+1

∣∣∣∣ x− β0 0
−γ′

1 0

∣∣∣∣+ (−δ′3) (−1)3+3

∣∣∣∣ x− β0 −δ′1
−γ′

1 x− β1

∣∣∣∣}
+ (x− β3) p3(x)

= γ′
3 [ 0 + (−δ′3) p2(x) ] + (x− β3) p3(x) = (x− β3) p3(x)− γ′

3 δ
′
3 p2(x)

= (x− β3) p3(x)− γ3 (x− β3−1)

so that the recursion formula pj+1(x) = (x− βj) pj(x)− γj pj−1(x) in (2.1) is proven for j = 3.
Induction step: Assume that the recursion formula

pj+1(x) = (x− βj) pj(x)− γj pj−1(x)

is proven for an index j ≥ 4 (for j ∈ {1, 2, 3}, we have already checked the validity). Then, we
have to show

pj+2(x) = (x− βj+1) pj+1(x)− γj+1 pj(x).

Now, according to (3.8), we have

pj+2(x) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

x− β0 −δ′1 0
−γ′

1 x− β1 −δ′2 0
−γ′

2 x− β2 −δ′3 0
. . . . . . . . .

...
−γ′

j−1 x− βj−1 −δ′j 0
−γ′

j x− βj −δ′j+1

0 0 0 · · · 0 −γ′
j+1 x− βj+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Expansion along the last row gives

rclpj+2(x) = (−γ′
j+1) (−1)(j+2)+(j+1)

∣∣∣∣∣∣∣∣∣∣∣∣∣

x− β0 −δ′1 0
−γ′

1 x− β1 −δ′2 0
−γ′

2 x− β2 −δ′3 0
. . . . . . . . .

−γ′
j−1 x− βj−1 0

0 0 0 −γ′
j −δ′j+1

∣∣∣∣∣∣∣∣∣∣∣∣∣

+ (x− βj+1) (−1)(j+2)+(j+2)

∣∣∣∣∣∣∣∣∣∣∣∣∣

x− β0 −δ′1
−γ′

1 x− β1 −δ′2
−γ′

2 x− β2 −δ′3
. . . . . . . . .

−γ′
j−1 x− βj−1 −δ′j
0 −γ′

j x− βj

∣∣∣∣∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
=pj+1(x)

= γ′
j+1


(−γ′

j) (−1)(j+1)+j

∣∣∣∣∣∣∣∣∣∣∣

x− β0 −δ′1 0 0 0
−γ′

1 x− β1 −δ′2 0 0
−γ′

2 x− β2 −δ′3 0
. . . . . . . . .

0 0 0 −δ′j−1 0

∣∣∣∣∣∣∣∣∣∣∣

+ (−δ′j+1) (−1)(j+1)+(j+1)

∣∣∣∣∣∣∣∣∣∣∣∣∣

x− β0 −δ′1 0
−γ′

1 x− β1 −δ′2 0
−γ′

2 x− β2 −δ′3 0
. . . . . . . . .

−γ′
j−2 x− βj−2 −δ′j−1

0 −γ′
j−1 x− βj−1

∣∣∣∣∣∣∣∣∣∣∣∣∣


+ (x− βj+1) pj+1(x)

= γ′
j+1 { γ′

j · 0− δ′j+1 pj(x) }+ (x− βj+1) pj+1(x)

= (x− βj+1) pj+1(x)− γj+1 pj(x)

so that, indeed, the recursion formula pj+2(x) = (x − βj+1) pj+1(x) − γj+1 pj(x) in (2.1) is
proven, which was to be shown. This ends the proof of Theorem 3.1. □

From Theorem 3.1, we obtain the following important consequences.

Consequence 3.1 (Simple sufficient condition for eigenvalue-separation properties of real tridi-
agonal matrices). Let the real tridiagonal matrix T be given by (3.2) with elements ai satisfying a0 =
aN+1 = 0 and real ai, i = 1, . . . , N as well as d0 = dN+1 = 0 and real elements di, i = 1, . . . , N
with the condition that ai di > 0, i = 1, . . . , N . Since the polynomials defined in (3.8) fulfill the recur-
sion formulae in (2.1), the eigenvalues of matrix T are real as well as pairwise distinct, and they can be
arranged such that the properties (P1) - (P4) in Lemma 2.1 on Sturm sequences are valid.
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Proof. We need only mention that, in this special case, γj = γ′
j δ

′
j = ai dj > 0, j = 0, . . . ,m−1 =

N . □

Consequence 3.2 (Simple sufficient condition for eigenvalue-separation properties of symmet-
ric tridiagonal matrices). Let the symmetric tridiagonal matrix T be given by (3.2) with a0 = aN+1 =
0 satisfying elements di = ai ̸= 0, j = 1, . . . , N . Since the polynomials defined in (3.8) fulfill the re-
cursion formulae in (2.1), the eigenvalues of matrix T are real as well as pairwise distinct, and they can
be arranges such that the properties (P1) - (P4) in Lemma 2.1 on Sturm sequences are valid.

Proof. We need only mention that, in this case, γj = γ′
j
2
= a2i > 0, j = 0, . . . ,m− 1 = N . □

Remark 3.1.
(R1) This is much more than the statement that the eigenvalues of T are distinct.
(R2) The obtained result holds, in particular, in the case when di = ai, i = 1, . . . , N and ci =

bi−ai−ai−1, i = 1, . . . , N +1 with real elements bi studied in [2, p.27]. Whereas Grünbaum
assumes that the pertinent eigenvalues are distinct, in this paper, under mild conditions it could
be proven that they are distinct.

(R3) We remind the reader that the eigenvectors of symmetric matrices with distinct eigenvalues are
pairwise orthogonal.

4. NUMERICAL EXAMPLE

In this section, we present two numerical examples. The first one treats a real nonsymmetric
tridiagonal matrix and the second one a symmetric tridiagonal matrix.

4.1. Numerical Example 1. As the first numerical example, we choose

T = T4 =


0 −2 0 0

−1 0 −2 0
0 −1 0 −2
0 0 −1 0

 ∈ R4×4

so that m = 4 as well as ai = −1, i = 1, 2, 3(= N) and di = −2, i = 1, 2, 3(= N) or γ′
j = −1, j =

1, 2, 3(= m − 1) and δ′j = −2, j = 1, 2, 3(= m − 1) as well as ci = 0, i = 1, 2, 3, 4(= N + 1).
Further, βj = 0, j = 0, 1, 2, 3(= m− 1), γj = γ′

j δ
′
j = 2 > 0, j = 1, 2, 3(= m− 1). Let Ei ∈ Ri×i

be the i× i-identity matrix for i = 2, 3, 4. Herewith,

p4(x) = (xE4 − T4).

Further, let

T3 =

 0 −2 0
−1 0 −2
0 −1 0

 ∈ R3×3

and

T2 =

[
0 −2

−1 0

]
∈ R2×2.

Then,
pj(x) = (xEj − Tj), j = 4, 3, 2.

For the eigenvalues
λj,k, k = 1, . . . , j
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of Tj for j = (m = 4), 3, 2, we obtain

λ4 :=


λ4,1

λ4,2

λ4,3

λ4,4

 =


2.2882
0.8740

−0.8740
−2.2882

 , λ3 :=

 λ3,1

λ3,2

λ3,3

 =

 2.0000
−0.0000
−2.0000


and

λ2 :=

[
λ2,1

λ2,2

]
=

[
1.4142

−1.4142

]
,

where the numbering of the vector components is such that

−∞ < λj,j < λj,j−1 < · · · < λj,2 < λj,1 < +∞
for j = 4, 3, 2. Therefore, (P1) is satisfied.

Further, we check (P2). The cases j = 4 and j = 1 are left to the reader. For j = 3, we obtain

(P2)k=1 : p3(λ3,1) = 0 , p4(λ3,1) p2(λ3,1) = −8 < 0,

(P2)k=2 : p3(λ3,2) = 0 , p4(λ3,2) p2(λ3,2) = −8 < 0,

(P2)k=3 : p3(λ3,3) = 0 , p4(λ3,3) p2(λ3,3) = −8 < 0.

Moreover, for j = 2,

(P2)k=1 : p2(λ2,1) = 0, p3(λ2,1) p1(λ2,1) = −4 < 0,

(P2)k=2 : p2(λ2,2) = 0, p3(λ2,2) p1(λ2,2) = −4 < 0.

Thus, (P2) is numerically underpinned. Next, we check (P3). The cases j = 4 and j = 1 are left
to the reader. For j = 3, we obtain

(P3)k=1 : (−1)k p3(x) = (−1)k︸ ︷︷ ︸
<0

(x− λ3,1)︸ ︷︷ ︸
<0

(x− λ3,2)︸ ︷︷ ︸
>0

(x− λ3,3)︸ ︷︷ ︸
>0

= 3 > 0

for
x =

λ3,2 + λ3,1

2

.
= 1

so that
λ3,2 < x < λ3,1.

Further,

(P3)k=2 : (−1)k p3(x) = (−1)k︸ ︷︷ ︸
>0

(x− λ3,1)︸ ︷︷ ︸
<0

(x− λ3,2)︸ ︷︷ ︸
<0

(x− λ3,3)︸ ︷︷ ︸
>0

= 3 > 0

for
x =

λ3,3 + λ3,2

2
= −1

so that
λ3,3 < x < λ3,2.

Moreover, for j = 2,

(P3)k=1 : (−1)k p2(x) = (−)k︸︷︷︸
<0

(x− λ2,1)︸ ︷︷ ︸
<0

(x− λ2,2)︸ ︷︷ ︸
>0

= 2 > 0

for
x =

λ2,2 + λ2,1

2
= 0
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so that
λ2,2 < x < λ2,1.

On the whole, (P3) is numerically underpinned. Finally, we check (P4). The cases j = 1 and
j = 4 are left to the reader. For j = 3, we obtain

(P4)k=1 : λ3,1
.
= 2.0000 < 2.2882

.
= λ4,1 < λ3,0 = +∞,

and λ4,1 is the only component of λ4 satisfying the above inequality. Further,

(P4)k=2 : λ3,2
.
= −0.0000 < 0.8740

.
= λ4,2 < λ3,1

.
= 2.0000,

and λ4,2 is the only component of λ4 satisfying the above inequality. Finally,

(P4)k=3 : λ3,3
.
= −2.0000 < −0.8740

.
= λ4,3 < λ3,2

.
= −0.0000,

and λ4,3 is the only component of λ4 satisfying the above inequality.
For j = 2, we obtain

(P4)k=1 : λ2,1
.
= 1.4142 < 2.0000

.
= λ3,1 < λ2,0 = +∞,

and λ3,1 is the only component of λ3 satisfying the above inequality. Further,

(P4)k=2 : λ2,2
.
= −1.4142 < −0.0000

.
= λ3,2 < λ2,1

.
= 1.4142,

and λ3,2 is the only component of λ3 satisfying the above inequality.
Therefore, (P4) is numerically underpinned.

Remark 4.2. The computations of the eigenvalues were done by the Matlab routine eig.m.

4.2. Numerical Example 2. As the second numerical example, we choose

T = T4 =


0 −1 0 0

−1 0 −1 0
0 −1 0 −1
0 0 −1 0

 ∈ R4×4

so that m = 4 as well as ai = −1 ̸= 0, i = 1, 2, 3(= N) or γ′
j = −1, j = 1, 2, 3(= m − 1) and

ci = 0, i = 1, 2, 3, 4(= N + 1). Further, βj = 0, j = 0, 1, 2, 3(= m − 1), γj = γ′
j
2
= 1 > 0, j =

1, 2, 3(= m− 1). Let Ei ∈ Ri×i be the i× i-identity matrix for i = 2, 3, 4. Herewith,

p4(x) = (xE4 − T4).

Further, let

T3 =

 0 −1 0
−1 0 −1
0 −1 0

 ∈ R3×3

and

T2 =

[
0 −1

−1 0

]
∈ R2×2.

Then,
pj(x) = (xEj − Tj), j = 4, 3, 2.

For the eigenvalues
λj,k, k = 1, . . . , j
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of Tj for j = (m = 4), 3, 2, we obtain

λ4 :=


λ4,1

λ4,2

λ4,3

λ4,4

 =


1.6180
0.6180

−0.6180
−1.6180

 , λ3 :=

 λ3,1

λ3,2

λ3,3

 =

 1.4142
0.0000

−1.4142


and

λ2 :=

[
λ2,1

λ2,2

]
=

[
1

−1

]
,

where the numbering of the vector components is such that

−∞ < λj,j < λj,j−1 < · · · < λj,2 < λj,1 < +∞
for j = 4, 3, 2. Therefore, (P1) is satisfied. Further, we check (P2). The cases j = 4 and j = 1 are
left to the reader. For j = 3, we obtain

(P2)k=1 : p3(λ3,1) = 0 , p4(λ3,1) p2(λ3,1) = −1 < 0,

(P2)k=2 : p3(λ3,2) = 0 , p4(λ3,2) p2(λ3,2) = −1 < 0,

(P2)k=3 : p3(λ3,3) = 0 , p4(λ3,3) p2(λ3,3) = −1 < 0.

Moreover, for j = 2,

(P2)k=1 : p2(λ2,1) = 0, p3(λ2,1) p1(λ2,1) = −1 < 0,

(P2)k=2 : p2(λ2,2) = 0, p3(λ2,2) p1(λ2,2) = −1 < 0.

Thus, (P2) is numerically underpinned. Next, we check (P3). The cases j = 4 and j = 1 are left
to the reader. For j = 3, we obtain

(P3)k=1 : (−1)k p3(x) = (−1)k︸ ︷︷ ︸
<0

(x− λ3,1)︸ ︷︷ ︸
<0

(x− λ3,2)︸ ︷︷ ︸
>0

(x− λ3,3)︸ ︷︷ ︸
>0

.
= 1.0607 > 0

for
x =

λ3,2 + λ3,1

2

.
= 0.7071

so that
λ3,2 < x < λ3,1.

Further,

(P3)k=2 : (−1)k p3(x) = (−1)k︸ ︷︷ ︸
>0

(x− λ3,1)︸ ︷︷ ︸
<0

(x− λ3,2)︸ ︷︷ ︸
<0

(x− λ3,3)︸ ︷︷ ︸
>0

.
= 1.0607 > 0

for
x =

λ3,3 + λ3,2

2

.
= −0.7071

so that
λ3,3 < x < λ3,2.

Moreover, for j = 2,

(P3)k=1 : (−1)k p2(x) = (−)k︸︷︷︸
<0

(x− λ2,1)︸ ︷︷ ︸
<0

(x− λ2,2)︸ ︷︷ ︸
>0

= 1 > 0

for
x =

λ2,2 + λ2,1

2
= 0
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so that
λ2,2 < x < λ2,1.

On the whole, (P3) is numerically underpinned. Finally, we check (P4). The cases j = 1 and
j = 4 are left to the reader. For j = 3, we obtain

(P4)k=1 : λ3,1
.
= 1.4142 < 1.6180

.
= λ4,1 < λ3,0 = +∞,

and λ4,1 is the only component of λ4 satisfying the above inequality. Further,

(P4)k=2 : λ3,2
.
= 0.0000 < 0.6180

.
= λ4,2 < λ3,1

.
= 1.4142,

and λ4,2 is the only component of λ4 satisfying the above inequality. Finally,

(P4)k=3 : λ3,3
.
= −1.4142 < −0.6180

.
= λ4,3 < λ3,2

.
= 0.0000,

and λ4,3 is the only component of λ4 satisfying the above inequality.
For j = 2, we obtain

(P4)k=1 : λ2,1 = 1 < 1.4142
.
= λ3,1 < λ2,0 = +∞,

and λ3,1 is the only component of λ3 satisfying the above inequality. Further,

(P4)k=2 : λ2,2 = −1 < 0.0000
.
= λ3,2 < λ2,1 = 1,

and λ3,2 is the only component of λ3 satisfying the above inequality. Therefore, (P4) is numeri-
cally underpinned.

Remark 4.3. Again, the computations of the eigenvalues were done by the Matlab routine eig.m.

5. CONCLUSION

In this paper, as the main new result, we could show that the eigenvalues of a real tridiag-
onal matrix have the eigenvalue-separation properties (P1) - (P4) of Lemma 2.1 provided that
the products of corresponding entries above and below the diagonal are positive. In the special
case of a symmetric tridiagonal matrix, this turns into the simple sufficient condition that all
entries above and below the diagonal are different from zero. This applies, in particular, to the
special matrix studied by Grünbaum who assumed that the eigenvalues are distinct whereas
here this could be proven. The eigenvalue-separation properties are much more than the prop-
erty that its eigenvalues are just distinct. A further interesting point is that the elements γj in
(2.1) are independent of the diagonal entries βj so that the sufficient condition γj > 0 depends
only on the entries under and above the diagonal, not on the diagonal entries.
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ABSTRACT. In this paper, we characterize the system of left translates {L(2k,l,m)g : k, l,m ∈ Z}, g ∈ L2(H), to
be a frame sequence or a Riesz sequence in terms of the twisted translates of the corresponding function gλ. Here,
H denotes the Heisenberg group and gλ the inverse Fourier transform of g with respect to the central variable. This
type of characterization for a Riesz sequence allows us to find some concrete examples. We also study the structure of
the oblique dual of the system of left translates {L(2k,l,m)g : k, l,m ∈ Z} on H. This result is also illustrated with an
example.

Keywords: B-splines, Heisenberg group, Gramian, Hilbert-Schmidt operator, Riesz sequence, moment problem,
oblique dual, Weyl transform.

2020 Mathematics Subject Classification: 42C15, 41A15, 43A30.

1. INTRODUCTION

A closed subspace V ⊂ L2(R) is said to be a shift-invariant space if f ∈ V ⇒ Tkf ∈ V for
any k ∈ Z, where Txf(y) = f(y − x) denotes the translation operator. These spaces appear
in the study of multiresolution analyses in order to construct wavelets. We refer to [17, 18]
in this context. For ϕ ∈ L2(R), the shift-invariant space V (ϕ) = span{Tkϕ : k ∈ Z} is called a
principal shift-invariant space. Shift-invariant spaces are broadly applied in various fields such
as approximation theory, mathematical sampling theory, communication engineering, and so
on. Apart from this, shift-invariant spaces have also been explored in various group settings.

In [6], Bownik obtained a characterization of shift-invariant spaces on Rn by using range
functions. He derived equivalent conditions for a system of translates to be a frame sequence
or a Riesz sequence. Later, these results were studied on locally compact abelian groups in
[7, 8, 15, 16] and on non-abelian compact groups in [14, 20].

In recent years, problems in connection with frames, Riesz bases, wavelets, and shift-invariant
spaces on non-abelian groups, nilpotent Lie groups, especially the Heisenberg group, have
drawn the attention of several researchers globally (see, for example, [2, 3, 4, 5, 11, 19] in this
context).

In [12], Das et al. obtained characterization results for a shift-invariant system to be a frame
sequence or a Riesz sequence in terms of the Gramian and the dual Gramian, respectively,
on the Heisenberg group. Although the characterization results mentioned in this paper are
interesting from the theoretical point of view, they are not useful in obtaining concrete Riesz
sequences of system of translates. In this paper, we attempt to overcome this difficulty and try
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to obtain a characterization for the system of left translates on the Heisenberg group to form a
frame sequence or a Riesz sequence. This is done with the help of deriving such characteriza-
tions for λ-twisted translates on R2. Apart from this, we also study the problem of obtaining
oblique dual for a system of left translates on the Heisenberg group.

The structure of this paper is as follows. After introducing some background information
about frames and the Heisenberg group in Section 2, we consider systems of left translates and
their relation to frame and Riesz sequences on the Heisenberg group in Section 3. Obliques
duals of these systems of left translates are then investigated in Section 4.

2. BACKGROUND

To proceed, we require the following definitions and results from frame theory and har-
monic analysis on the Heisenberg group. In the former case, most of these can be found in, for
instance, [9], and in the latter case in, i.e., [13, 21].

0 ̸= H always denotes a separable Hilbert space.

Definition 2.1. A sequence {fk : k ∈ N} ⊂ H is said to be a frame for H if there exist constants
A,B > 0 satisfying

A∥f∥2 ≤
∑
k∈N

| ⟨f, fk⟩ |2 ≤ B∥f∥2, ∀ f ∈ H.(2.1)

If {fk : k ∈ N} is a frame for span{fk : k ∈ N}, then it is called a frame sequence.
A sequence {fk : k ∈ N} ⊂ H satisfying only the upper bound in the frame condition (2.1)

is called a Bessel sequence.

Definition 2.2. A sequence of the form {Uek : k ∈ N}, where {ek : k ∈ N} is an orthonormal basis
of H and U is a bounded invertible operator on H, is called a Riesz basis. If {fk : k ∈ N} is a Riesz
basis for span{fk : k ∈ N}, then it is called a Riesz sequence.

Equivalently, {fk : k ∈ N} is said to be a Riesz sequence if there exist constants A,B > 0
such that

A∥{ck}∥2ℓ2(N) ≤
∥∥∥∥∑

k∈N
ckfk

∥∥∥∥2 ≤ B∥{ck}∥2ℓ2(N)

for all finite sequences {ck} ∈ ℓ2(N).

Theorem 2.1. Let h ∈ L2(R). The system {Tkh : k ∈ Z} is a Riesz sequence with bounds A,B > 0 iff

A ≤
∑
k∈Z

|ĥ(λ+ k)|2 ≤ B for a.e. λ ∈ (0, 1].

Definition 2.3. The Gramian G associated with a Bessel sequence {fk : k ∈ N} is a bounded operator
on ℓ2(N) defined by

G{ck} :=

{∑
k∈N

〈
fk, fj

〉
ck

}
j∈N

.

It is well known that {fk : k ∈ N} is a Riesz sequence with bounds A,B > 0 iff

A∥{ck}∥2ℓ2(N) ≤
〈
G{ck}, {ck}

〉
≤ B∥{ck}∥2ℓ2(N).

Definition 2.4. Let {fk : k ∈ N} be a Riesz sequence in H. If

f =
∑
k∈N

⟨f, gk⟩fk, ∀ f ∈ span{fk : k ∈ Z}



224 Santi R. Das, Peter Massopust and Radha Ramakrishnan

for some {gk : k ∈ N} ⊂ H, then {gk : k ∈ N} is called a generalized dual generator of {fk : k ∈ N}.
In addition, if {gk : k ∈ N} is a frame sequence, then {gk : k ∈ N} is called an oblique dual generator
of {fk : k ∈ N}.

Definition 2.5. Let {fk : k ∈ J} be a countable collection of elements in H and {αk}k∈J ∈ ℓ2(J).
Consider the system of equations

(2.2) ⟨f, fk⟩ = αk, ∀ k ∈ J.

Finding such an f ∈ H from (2.2) is known as the moment problem.

A moment problem may not have any solution at all or may have infinitely many solutions.
But if {fk : k ∈ J} is a Riesz sequence, then the moment problem has a unique solution f ∈
span{fk : k ∈ J}. For the existence of a solution of a moment problem, one has the following
result.

Lemma 2.1 ([10]). Let {fk : k = 1, 2, · · · , N} be a finite collection of vectors in H. Consider the
moment problem

⟨f, fk⟩ = δk,1 , k = 1, 2, · · · , N.

Then the following statements are equivalent:
(i) The moment problem has a solution f ∈ H.

(ii)
N∑

k=1

ckfk = 0, for some {ck} implies c1 = 0.

(iii) f1 /∈ span{f2, f3, · · · , fN}.

Definition 2.6. A closed subspace V ⊂ L2(R) is called a shift-invariant space if f ∈ V ⇒ Tkf ∈ V for
any k ∈ Z, where Tx denotes the translation operator Txf(y) = f(y − x). In particular, if ϕ ∈ L2(R),
then V (ϕ) = span {Tkϕ : k ∈ Z} is called a principal shift-invariant space.

For a study of frames, Riesz basis on H, and shift-invariant spaces on L2(R), we refer to [9].

Definition 2.7. Let χ denote the characteristic function of [0, 1]. For n ∈ N, set

B1 : [0, 1] → [0, 1], x 7→ χ(x);

Bn := Bn−1 ∗B1, n ≥ 2, n ∈ N.(2.3)

Then, Bn is called a (cardinal) polynomial B-spline of order n.

For more and detailed information about B-splines and their applications, the interested
reader may wish to consult any of the many references regarding B-splines.

The next stated result shows that cardinal B-splines form principal shift-invariant spaces.

Theorem 2.2 ([9, Theorem 9.2.6]). For each n ∈ N, the sequence {TkBn}k∈Z is a Riesz sequence.

The Heisenberg group H is a nilpotent Lie group whose underlying manifold is R × R × R
endowed with a group operation defined by

(x, y, t)(x′, y′, t′) := (x+ x′, y + y′, t+ t′ + 1
2 (x

′y − y′x)),

and where Haar measure is Lebesgue measure dx dy dt on R3. By the Stone–von Neumann the-
orem, every infinite dimensional irreducible unitary representation on H is unitarily equivalent
to the representation πλ given by

πλ(x, y, t)ϕ(ξ) = e2πiλte2πiλ(xξ+
1
2xy)ϕ(ξ + y)
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for ϕ ∈ L2(R) and λ ∈ R× := R\{0}. This representation πλ is called the Schrödinger represen-
tation of the Heisenberg group. For f, g ∈ L1(H), the group convolution of f and g is defined
by

f ∗ g(x, y, t) :=
∫
H
f
(
(x, y, t)(u, v, s)−1

)
g(u, v, s) du dv ds.(2.4)

Under this group convolution, L1(H) becomes a non-commutative Banach algebra. The group
Fourier transform of f ∈ L1(H) is defined by

(2.5) f̂(λ) =

∫
H
f(x, y, t) πλ(x, y, t) dxdydt, λ ∈ R×,

where the integral is a Bochner integral acting on the Hilbert space L2(R). The group Fourier
transform is an isometric isomorphism between L2(H) and L2(R×,B2; dµ), where dµ(λ) de-
notes Plancherel measure |λ|dλ and B2 is the Hilbert space of Hilbert-Schmidt operators on
L2(R) with inner product given by (T, S) := tr(TS∗). Thus, we can write (2.5) as

f̂(λ) =

∫
R2

fλ(x, y)πλ(x, y, 0) dxdy ,

where

fλ(x, y) :=

∫
R
f(x, y, t)e2πiλt dt.

Note that the function fλ(x, y) is the inverse Fourier transform of f with respect to the t vari-
able. For g ∈ L1(R2), let

Wλ(g) :=

∫
R2

g(x, y)πλ(x, y, 0) dxdy, for λ ∈ R×.

Using this operator, we can rewrite f̂(λ) as Wλ(f
λ). When f, g ∈ L2(H), one can show that

fλ, gλ ∈ L2(R2) and Wλ satisfies

(2.6)
〈
fλ, gλ

〉
L2(R2)

= |λ|
〈
Wλ(f

λ),Wλ(g
λ)
〉
B2
.

Now, define τ : L2(H) → L2((0, 1], ℓ2(Z,B2)) by

τf(λ) := {|λ− r|1/2f̂(λ− r)}r∈Z, ∀ f ∈ L2(H), λ ∈ (0, 1].

Then, τ is an isometric isomorphism between L2(H) and L2((0, 1], ℓ2(Z,B2)) (see [11, 12] in this
context). For (u, v, s) ∈ H, the left translation operator L(u,v,s) is defined by

L(u,v,s)f(x, y, t) := f((u, v, s)−1(x, y, t)), ∀ (x, y, t) ∈ H,

which is a unitary operator on L2(H). Using the definitions of the left translation operator and
the convolution, one can show that

(2.7) L(u,v,s)(f ∗ g) = (L(u,v,s)f) ∗ g.

For (u, v) ∈ R2 and λ ∈ R×, the λ-twisted translation operator (T t
(u,v))

λ is defined by

(T t
(u,v))

λF (x, y) := eπiλ(vx−uy)F (x− u, y − v), ∀ (x, y) ∈ R2,

which is also a unitary operator on L2(R2). It is easy to see that

(L(u,v,s)f)
λ = e2πisλ(T t

(u,v))
λfλ.(2.8)

For further properties of λ-twisted translation, we refer to [19].
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Recall that for a locally compact groupG, a lattice Γ inG is defined to be a discrete subgroup
of G which is co-compact. The standard lattice in H is taken to be Γ := {(2k, l,m) : k, l,m ∈ Z}.
For a study of analysis on the Heisenberg group we refer to [13, 21].

3. SYSTEM OF LEFT TRANSLATES AS A FRAME SEQUENCE AND A RIESZ SEQUENCE

Let g ∈ L2(H). In this section, we wish to obtain characterization results for the system
{L(2k,l,m)g : k, l,m ∈ Z} to form a frame sequence or a Riesz sequence in terms of the λ-twisted
translations gλ of g.

From Corollary 3 of [12], we know that {L(2k,l,m)g : k, l,m ∈ Z} is a frame sequence with
bounds A,B > 0 iff

A∥Φ(λ)∥2 ≤
∑
k,l∈Z

|⟨Φ(λ), τ(L(2k,l,0)g)(λ)⟩|2 ≤ B∥Φ(λ)∥2, ∀ Φ(λ) ∈ J(λ), for a.e. λ ∈ (0, 1],

(3.1)

where J(λ) := span{τ(L(2k,l,0)g)(λ) : k, l ∈ Z}. In order to prove that {L(2k,l,m)g : k, l,m ∈ Z}
is a frame sequence, it suffices to consider the class span{τ(L(2k,l,0)g)(λ) : k, l ∈ Z} instead
of J(λ). Thus, the required condition for the verification of frame sequence reduces to the
following two inequalities:

For any finite F ⊂ Z2 and any finite sequence {αk,l} ∈ ℓ2(Z2),

A

∥∥∥∥ ∑
(k,l)∈F

αk,lτ(L(2k,l,0)g)(λ)

∥∥∥∥2
ℓ2(Z,B2)

≤
∑
k,l∈Z

∣∣∣∣〈 ∑
(k′,l′)∈F

αk′,l′τ(L(2k′,l′,0)g)(λ), τ(L(2k,l,0)g)(λ)
〉∣∣∣∣2

≤B
∥∥∥∥ ∑

(k,l)∈F

αk,lτ(L(2k,l,0)g)(λ)

∥∥∥∥2
ℓ2(Z,B2)

, a.e. λ ∈ (0, 1].

Now, for k, k′, l, l′ ∈ Z,

⟨τ(L(2k′,l′,0)g)(λ), τ(L(2k,l,0)g)(λ)⟩ℓ2(Z,B2)

=
∑
r∈Z

|λ− r|
〈 ̂L(2k′,l′,0)g(λ− r), ̂L(2k,l,0)g(λ− r)

〉
B2

=
∑
r∈Z

|λ− r|
〈
Wλ−r

(
(L(2k′,l′,0)g)

λ−r
)
,Wλ−r

(
(L(2k,l,0)g)

λ−r
)〉

B2

=
∑
r∈Z

〈
(L(2k′,l′,0)g)

λ−r, (L(2k,l,0)g)
λ−r
〉
L2(R2)

=
∑
r∈Z

〈
(T t

(2k′,l′))
λ−rgλ−r, (T t

(2k,l))
λ−rgλ−r

〉
L2(R2)

=
∑
r∈Z

eπi(λ−r)(kl′−lk′)
〈(
T t
(2(k′−k),l′−l)

)λ−r
gλ−r, gλ−r

〉
L2(R2)

,(3.2)

where we used (2.6) and (2.8).
In the following theorem, we state a condition for the system {L(2k,l,m)g : k, l,m ∈ Z} to be

a frame sequence in terms of the λ-twisted translates of gλ on R2.
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Theorem 3.3. Let g ∈ L2(H). Then, the system {L(2k,l,m)g : k, l,m ∈ Z} is a frame sequence with
bounds A,B > 0 iff

A
∑
r∈Z

∥∥∥∥ ∑
(k′,l′)∈F

αk′,l′(T
t
(2k′,l′))

λ−rgλ−r

∥∥∥∥2
L2(R2)

≤
∑
k,l∈Z

∣∣∣∣ ∑
(k′,l′)∈F,r∈Z

αk′,l′e
πi(λ−r)(kl′−lk′)

〈
(T t

(2(k′−k),l′−l))
λ−rgλ−r, gλ−r

〉
L2(R2)

∣∣∣∣2

≤B
∑
r∈Z

∥∥∥∥ ∑
(k′,l′)∈F

αk′,l′(T
t
(2k′,l′))

λ−rgλ−r

∥∥∥∥2
L2(R2)

, a.e. λ ∈ (0, 1]

for any finite F ⊂ Z2 and any finite sequence {αk,l} ∈ ℓ2(Z2).

Proof. The system {L(2k,l,m)g : k, l,m ∈ Z} is a frame sequence with bounds A,B > 0 iff (3.1)
holds. Consider Φ(λ) :=

∑
(k,l)∈F

αk,lτ(L(2k,l,0)g)(λ), for some finite F ⊂ Z2 and a finite sequence

{αk,l} ∈ ℓ2(Z2). Then,

∥Φ(λ)∥2ℓ2(Z,B2)
=

∥∥∥∥ ∑
(k,l)∈F

αk,lτ(L(2k,l,0)g)(λ)

∥∥∥∥2
ℓ2(Z,B2)

=

∥∥∥∥{|λ− r|1/2
∑

(k,l)∈F

αk,l
̂L(2k,l,0)g(λ− r)

}
r∈Z

∥∥∥∥2
ℓ2(Z,B2)

=
∑
r∈Z

|λ− r|
∥∥∥∥ ∑

(k,l)∈F

αk,l
̂L(2k,l,0)g(λ− r)

∥∥∥∥2
B2

=
∑
r∈Z

|λ− r|
∥∥∥∥ ∑

(k,l)∈F

αk,lWλ−r

(
(L(2k,l,0)g)

λ−r
)∥∥∥∥2

B2

.

Employing (2.6) and (2.8), yields

∥Φ(λ)∥2ℓ2(Z,B2)
=
∑
r∈Z

∥∥∥∥ ∑
(k,l)∈F

αk,l(L(2k,l,0)g)
λ−r

∥∥∥∥2
L2(R2)

=
∑
r∈Z

∥∥∥∥ ∑
(k,l)∈F

αk,l(T
t
(2k,l))

λ−rgλ−r

∥∥∥∥2
L2(R2)

.(3.3)

On the other hand,

⟨Φ(λ), τ(L(2k,l,0)g)(λ)⟩ =
∑

(k′,l′)∈F

αk′,l′⟨τ(L(2k′,l′,0)g)(λ), τ(L(2k,l,0)g)(λ)⟩(3.4)

for k, l ∈ Z. Using (3.2) in (3.4), we obtain

⟨Φ(λ), τ(L(2k,l,0)g)(λ)⟩ =
∑

(k′,l′)∈F,r∈Z

αk′,l′e
πi(λ−r)(kl′−lk′)

〈(
T t
(2(k′−k),l′−l)

)λ−r
gλ−r, gλ−r

〉
L2(R2)

.

(3.5)

Employing (3.3) and (3.5) in (3.1), the required result follows. □
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Next, we aim to characterize the system of left translates {L(2k,l,m)g : k, l,m ∈ Z} to be
a Riesz sequence, again in terms of λ-twisted translates of gλ. To this end, we consider the
Gramian associated with the system {τ(L(2k,l,0)g)(λ) : k, l ∈ Z} and obtain an equivalent con-
dition for a Riesz sequence.

First, consider the Gramian associated with the system {τ(L(2k,l,0)g)(λ) : k, l ∈ Z}. For
g ∈ L2(H) and λ ∈ (0, 1], the Gramian of {τ(L(2k,l,0)g)(λ) : k, l ∈ Z} is defined by

G(λ) := H(λ)∗H(λ) : ℓ2(Z2) → ℓ2(Z2),

where H(λ) : ℓ2(Z2) → ℓ2(Z,B2) is given by

H(λ)
(
{ck,l}

)
:=

∑
k,l∈Z

ck,lτ(L(2k,l,0)g)(λ).

We obtain the following

Theorem 3.4. The system {L(2k,l,m)g : k, l,m ∈ Z} is a Riesz sequence iff there exists A,B > 0 such
that

A∥{ck,l}∥2ℓ2(Z2) ≤
∑

k,l,k′,l′∈Z

∑
r∈Z

ck,lck′,l′e
2πi(λ−r)(lk′−kl′)

〈(
T t
(2(k−k′),l−l′)

)λ−r
gλ−r, gλ−r

〉
L2(R2)

≤ B∥{ck,l}∥2ℓ2(Z2)(3.6)

for a.e. λ ∈ (0, 1] and for all {ck,l} ∈ ℓ2(Z2).

Proof. By Theorem 6 of [12], the system {L(2k,l,m)g : k, l,m ∈ Z} is a Riesz sequence iff there
exist A,B > 0 such that

A∥{ck,l}∥2ℓ2(Z2) ≤ ⟨G(λ){ck,l}, {ck,l}⟩ℓ2(Z2) ≤ B∥{ck,l}∥2ℓ2(Z2)(3.7)

for a.e. λ ∈ (0, 1] and for all {ck,l} ∈ ℓ2(Z2). But

⟨G(λ){ck,l}, {ck,l}⟩ℓ2(Z2) =
∥∥H(λ)

(
{ck,l}

)∥∥2
ℓ2(Z,B2)

=

∥∥∥∥ ∑
k,l∈Z

ck,lτ(L(2k,l,0)g)(λ)

∥∥∥∥2
ℓ2(Z,B2)

=
∑

k,l,k′,l′∈Z
ck,lc̄k′,l′

〈
τ(L(2k,l,0)g)(λ), τ(L(2k′,l′,0)g)(λ)

〉
ℓ2(Z,B2)

=
∑

k,l,k′,l′∈Z

∑
r∈Z

ck,lck′,l′e
2πi(λ−r)(lk′−kl′)

〈(
T t
(2(k−k′),l−l′)

)λ−r
gλ−r, gλ−r

〉
L2(R2)

(3.8)

by using (3.2). Employing (3.8) in (3.7), we obtain (3.6). □

Example 3.1. Let ϕ(x, y, t) := χ[0,2](x)χ[0,2](y)h(t), where χ[0,2] denotes the characteristic function
on [0, 2] and h ∈ L2(R) is given by ĥ(λ) = χ[0,p](λ), for N ∋ p ≥ 3. Then, ∥ϕ∥2L2(H) = 4 ∥h∥2L2(R).
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Furthermore, ϕλ(x, y) = χ[0,2](x)χ[0,2](y)ĥ(−λ). Now,〈(
T t
(2k,l)

)λ
ϕλ, ϕλ

〉
=

∫
R2

eπiλ(lx−2ky)ϕλ(x− 2k, y − l)ϕλ(x, y) dx dy

= ĥ(−λ)
∫ 2

0

∫ 2

0

eπiλ(lx−2ky)ϕλ(x− 2k, y − l) dy dx

= ĥ(−λ)
∫ 2−2k

−2k

∫ 2−l

−l

eπiλ(lx−2ky)ϕλ(x, y) dy dx

= |ĥ(−λ)|2
∫
[−2k,2−2k]∩[0,2]

∫
[−l,2−l]∩[0,2]

eπiλ(lx−2ky) dy dx.(3.9)

For λ ∈ (0, 1] and {ck,l} ∈ ℓ2(Z2), consider the middle term in (3.6) which is ⟨G(λ){ck,l}, {ck,l}⟩ℓ2(Z2).
It follows from (3.9) that only k′ = k and l′ = l − 1, l, l + 1 will contribute to the sum over k′, l′ ∈ Z.
Thus, we have

⟨G(λ){ck,l}, {ck,l}⟩ℓ2(Z2) =M1 +M2 +M3,

where

M1 :=
∑
r∈Z

∑
k,l∈Z

ck,lck,l−1e
2πi(λ−r)k

〈(
T t
(0,1)

)λ−r

ϕλ−r, ϕλ−r

〉
,(3.10)

M2 :=
∑
r∈Z

∑
k,l∈Z

ck,lck,l+1e
−2πi(λ−r)k

〈(
T t
(0,−1)

)λ−r

ϕλ−r, ϕλ−r

〉
and

M3 :=
∑
k,l∈Z

|ck,l|2
∑
r∈Z

∥∥ϕλ−r
∥∥2
L2(R2)

.

We observe thatM2 =M1. Hence, ⟨G(λ){ck,l}, {ck,l}⟩ℓ2(Z2) = 2Re (M1)+M3. But Re(M1) ≤ |M1|.
Applying the Cauchy-Schwarz inequality in (3.10), we obtain Re(M1) ≤ ∥{ck,l}∥2ℓ2(Z2) I1,λ, where

I1,λ :=

∣∣∣∣∣∑
r∈Z

〈(
T t
(0,1)

)λ−r

ϕλ−r, ϕλ−r

〉∣∣∣∣∣
=

∣∣∣∣∣∑
r∈Z

|ĥ(−(λ− r))|2
∫ 2

0

eπi(λ−r)x dx

∣∣∣∣∣
=

∣∣∣∣∣
p∑

r=1

∫ 2

0

eπi(λ−r)x dx

∣∣∣∣∣ .
But, ∫ 2

0

eπi(λ−r)x dx = 2eπi(λ−r) sinc(λ− r).

Hence,

I1,λ ≤ 2

p∑
r=1

| sinc(λ− r)| ≤ 2

p∑
r=1

1 = 2p.
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As
∥∥ϕλ−r

∥∥2
L2(R2)

= |ĥ(−(λ− r))|2,

M3 = 2

[∑
r∈Z

|ĥ(−(λ− r))|2
]
∥{ck,l}∥2ℓ2(Z2) = 2p ∥{ck,l}∥2ℓ2(Z2) .

Therefore,

⟨G(λ){ck,l}, {ck,l}⟩ℓ2(Z2) ≤ 6p ∥{ck,l}∥2ℓ2(Z2) .

On the other hand, Re(M1) ≥ −|M1| leads to

⟨G(λ){ck,l}, {ck,l}⟩ℓ2(Z2) ≥ 2

[
p− 2

∣∣∣∣∣
p∑

r=1

eπi(λ−r) sinc(λ− r)

∣∣∣∣∣
]
∥{ck,l}∥2ℓ2(Z2) .

Now,

p− 2

∣∣∣∣∣
p∑

r=1

eπi(λ−r) sinc(λ− r)

∣∣∣∣∣
=p− 2

∣∣∣∣∣
(

p∑
r=1

cos (π(λ− r)) sinc(λ− r)

)
+ i

(
p∑

r=1

sin (π(λ− r)) sinc(λ− r)

)∣∣∣∣∣
= : p−Ap(λ).(3.11)

Employing some properties of the digamma function [1, Section 6.3]

ψ(0)(z) :=
d

dz
log Γ(z), Re z > 0,

we deduce that
p∑

r=1

cos (π(λ− r)) sinc(λ− r)

=−
p∑

r=1

cos(πλ) sin(πλ)

π(r − λ)

=−
(
cos(πλ) sin(πλ)

π(1− λ)
+

sin(πλ) cos(πλ)(ψ(0)(p− λ+ 1)− ψ(0)(2− λ))

π

)
and

p∑
r=1

sin (π(λ− r)) sinc(λ− r) =

p∑
r=1

sin2(πλ)

π(r − λ)

=
sin2(πλ)

π(1− λ)
+

sin2(πλ)(ψ(0)(p− λ+ 1)− ψ(0)(2− λ))

π
.

Hence,

Ap(λ) = 2
sin(πλ)

π(1− λ)

(
1− (1− λ)ψ(0)(2− λ) + (1− λ)ψ(0)(p− λ+ 1)

)
= 2 sinc(1− λ)

[
1 + (1− λ)

(
ψ(0)(p− λ+ 1)− ψ(0)(2− λ)

)]
,

where we used that sin(πλ) = sinπ(1− λ).
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The goal is to find those values of p for which p − 2Ap(λ) > 0, for all λ ∈ (0, 1]. As the digamma
function is monotone increasing and positive for integer arguments ≥ 2 and as

(3.12) lim
λ→0+

Ap(λ) = 0 and Ap(1) = 2,

we show that p − Ap(λ) has a unique positive minimum at λ0 ∈ (0, 1) whose value is strictly positive
for p ≥ 3 and that p + 1 − Ap+1(λ) > p − Ap(λ), for all λ ∈ (0, 1) and p ≥ 3. To establish the latter,
note that

p+ 1−Ap+1(λ) = p+ 1− (2 sinc(1− λ))
[
1 + (1− λ)

(
ψ(0)(p+ 1− λ+ 1)− ψ(0)(2− λ

)]
= p+ 1− (2 sinc(1− λ))

[
1 + (1− λ)

(
ψ(0)(p+ 1− λ) +

1

p+ 1− λ
− ψ(0)(2− λ

)]
= p−Ap(λ) + 1− 2(1− λ)

p+ 1− λ
sinc(1− λ)

> p−Ap(λ), for p ≥ 3.

Hence, it suffices to show that 3− A3(λ) has a unique minimum value for a λ ∈ [0, 1]. To this end, we
remark that

3−A3(λ) = 3− (2 sinc(1− λ))
[
1 + (1− λ)

(
ψ(0)(4− λ+ 1)− ψ(0)(2− λ

)]
= 3− (2 sinc(1− λ))

[
3− 2

3− λ
− 1

2− λ

]
=: Ψ(λ).

Differentiation of Ψ with respect to λ yields

Ψ′(λ) =
2π(λ− 3)(λ− 2)(λ− 1)(3(λ− 4)λ+ 11) cos(πλ)− 2(3(λ− 4)λ((λ− 4)λ+ 8) + 49) sin(πλ)

π(λ− 3)2(λ− 2)2(λ− 1)2
.

Numerically solving Ψ′(λ) = 0, 0 < λ < 1, produces an unique zero at λ0 ≈ 0.762714. As Ψ′′(λ0) ≈
12.8421 and because of equations. 3.12, the point (λ0, 3−A3(λ0)) ≈ (0.762714, 0.638135) is the unique
global minimum of 3−A3(λ) on [0, 1]. Therefore, the right-hand side of (3.11) is strictly positive. Hence,
by Theorem 3.4, we conclude that the shift-invariant system {L(2k,l,m)ϕ : k, l,m ∈ Z} forms a Riesz
sequence for each p ≥ 3.

The following result shows that one can obtain more examples of Riesz sequences of left
translates on H from the Riesz sequence of classical translates on R.

Proposition 3.1. Let h ∈ L2(R). Define ϕ(x, y, t) := χ[0,2](x)χ[0,1](y)h(t). Then, the system
{L(2k,l,m)ϕ : k, l,m ∈ Z} is a Riesz sequence in L2(H) with bounds A,B > 0 iff the system
{Trh : r ∈ Z} is a Riesz sequence in L2(R) with bounds 1

2A and 1
2B.

Proof. We have ϕλ(x, y) = χ[0,2](x)χ[0,1](y)ĥ(−λ). Now,〈(
T t
(2k,l)

)λ
ϕλ, ϕλ

〉
=

∫
R2

eπiλ(lx−2ky)ϕλ(x− 2k, y − l)ϕλ(x, y) dx dy

= ĥ(−λ)
∫ 2

0

∫ 1

0

eπiλ(lx−2ky)ϕλ(x− 2k, y − l) dy dx

= ĥ(−λ)
∫ 2−2k

−2k

∫ 1−l

−l

eπiλ(lx−2ky)ϕλ(x, y) dy dx

= |ĥ(−λ)|2
∫
[−2k,2−2k]∩[0,2]

∫
[−l,1−l]∩[0,1]

eπiλ(lx−2ky) dy dx,
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which in turn implies that ⟨(T t
(2k,l))

λϕλ, ϕλ⟩ = 0, ∀ (k, l) ∈ Z2 \ {(0, 0)}. Moreover, for (k, l) =

(0, 0), ⟨(T t
(2k,l))

λϕλ, ϕλ⟩ = 2|ĥ(−λ)|2. For {ck,l} ∈ ℓ2(Z2), the middle term in (3.6) becomes

⟨G(λ){ck,l}, {ck,l}⟩ℓ2(Z2) =
∑
k,l∈Z

|ck,l|2
∑
r∈Z

2|ĥ(−(λ− r))|2

= 2∥{ck,l}∥2ℓ2(Z2)

∑
r∈Z

|ĥ(−(λ− r))|2.

From Theorem 3.4, the system {L(2k,l,m)ϕ : k, l,m ∈ Z} is a Riesz sequence with boundsA,B >
0 iff

A∥{ck,l}∥2ℓ2(Z2) ≤ 2∥{ck,l}∥2ℓ2(Z2)

∑
r∈Z

|ĥ(−(λ− r))|2 ≤ B∥{ck,l}∥2ℓ2(Z2)

for a.e. λ ∈ (0, 1], which is equivalent to

A

2
≤
∑
r∈Z

|ĥ(−(λ− r))|2 ≤ B

2

for a.e. λ ∈ (0, 1]. Hence, the required result follows from Theorem 2.1. □

Example 3.2. Let ϕ(x, y, t) := χ[0,2](x)χ[0,1](y)Bn(t), where Bn denotes the cardinal polynomial B-
spline of order n. It is well known that {TrBn : r ∈ Z} is a Riesz sequence in L2(R), for each n ∈ N.
Hence, it follows from Proposition 3.1 that {L(2k,l,m)ϕ : k, l,m ∈ Z} is a Riesz sequence.

4. OBLIQUE DUAL OF THE SYSTEM OF LEFT TRANSLATES

In this section, we investigate the structure of an oblique dual of the system of left translates
{L(2k,l,m)ϕ : k, l,m ∈ Z}.

Lemma 4.2. Assume that ϕ, ϕ̃ ∈ L2(H) have compact support and {L(2k,l,m)ϕ : k, l,m ∈ Z} and
{L(2k,l,m)ϕ̃ : k, l,m ∈ Z} form Riesz sequences. Then, the following statements are equivalent:

(i) f =
∑

k,l,m∈Z
⟨f, L(2k,l,m)ϕ̃⟩L(2k,l,m)ϕ, ∀ f ∈ V := span{L(2k,l,m)ϕ : k, l,m ∈ Z}.

(ii) ⟨ϕ,L(2k,l,m)ϕ̃⟩ = δ(k,l,m),(0,0,0), ∀ (k, l,m) ∈ Z3.

Proof. The proof of this lemma is similar to the proof of Lemma 2.1 in [10]. However, for the
sake of completeness, we provide the proof. Suppose that (i) holds. As (i) is true for f = ϕ, we
have

ϕ =
∑

k,l,m∈Z
⟨ϕ,L(2k,l,m)ϕ̃⟩L(2k,l,m)ϕ,

which leads to

[⟨ϕ,L(2k,l,m)ϕ̃⟩ − 1]ϕ +
∑

k,l,m∈Z
(k,l,m) ̸=(0,0,0)

⟨ϕ,L(2k,l,m)ϕ̃⟩L(2k,l,m)ϕ = 0.

As {L(2k,l,m)ϕ : k, l,m ∈ Z} is a Riesz sequence, we know that ⟨ϕ,L(2k,l,m)ϕ̃⟩ = δ(k,l,m),(0,0,0),
∀ (k, l,m) ∈ Z3, which is (ii).
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Conversely, suppose (ii) holds. Let f ∈ V . Then f =
∑

k,l,m∈Z
ck,l,mL(2k,l,m)ϕ for some coeffi-

cients {ck,l,m}. Now,

⟨f, L(2k,l,m)ϕ̃⟩ =
∑

k′,l′,m′∈Z
ck′,l′,m′⟨L(2k′,l′,m′)ϕ,L(2k,l,m)ϕ̃⟩

=
∑

k′,l′,m′∈Z
ck′,l′,m′⟨ϕ,L(2(k−k′),l−l′,m−m′+(k′l−l′k))ϕ̃⟩

=
∑

k′,l′,m′∈Z
ck′,l′,m′δ(k−k′,l−l′,m−m′+(k′l−l′k)),(0,0,0)

= ck,l,m,

from which (i) follows. □

Theorem 4.5. Let ϕ ∈ L2(H) be supported in [0, 2n]× [0, n]× [0,M ] for someM,n ∈ N. Also assume
that the system {L(2k,l,m)ϕ : k, l,m ∈ Z} forms a Riesz sequence. Then, the following statements are
equivalent:

(i) The system {L(2k,l,m)ϕ : k, l,m ∈ Z} has a generalized dual {L(2k,l,m)ϕ̃ : k, l,m ∈ Z} with
supp ϕ̃ ⊂ Q, where Q := [0, 2]× [0, 1]× [0, 1].

(ii) If
∑

(k,l,m)∈A

ck,l,mL(2k,l,m)ϕ(x, y, t) = 0, for all (x, y, t) ∈ Q and for some coefficients {ck,l,m},

then c0,0,0 = 0, where A := {−(n− 1) ≤ k, l ≤ 0,−M − n+ 1 < m < n}.
(iii) ϕ|Q /∈ span

{
(L(2k,l,m)ϕ)|Q : (k, l,m) ∈ A \ {(0, 0, 0)}

}
.

In case that any one of the above conditions is satisfied, the generalized duals {L(2k,l,m)ϕ̃ : k, l,m ∈ Z}
form orthogonal sequences and they are oblique duals of {L(2k,l,m)ϕ : k, l,m ∈ Z}. One can choose ϕ̃
to be of the form

ϕ̃ =

[ ∑
(k,l,m)∈A

dk,l,mL(2k,l,m)ϕ

]
χQ

for some coefficients {dk,l,m}. Here, χQ denotes the characteristic function of Q.

Proof. The idea of the proof is similar to that of Theorem 3.1 of [10]. Here, we provide the main
steps in the proof.

Let ϕ̃ ∈ L2(H) be such that supp ϕ̃ ⊂ Q. Then,

⟨L(2k,l,m)ϕ, ϕ̃⟩

=

∫
Q

L(2k,l,m)ϕ(x, y, t)ϕ̃(x, y, t) dxdydt

=

∫ 2(1−k)

−2k

∫ 1−l

−l

∫ 1−m+ 1
2 (−lx+2ky)

−m+ 1
2 (2ky−lx)

ϕ(x, y, t)ϕ̃(x+ 2k, y + l, t+m− 1

2
(−lx+ 2ky)) dtdydx,

by applying a change of variables. Further, using suppϕ ⊂ [0, 2n] × [0, n] × [0,M ], we obtain
⟨L(2k,l,m)ϕ, ϕ̃⟩ = 0, ∀ (k, l,m) ∈ Ac.

Assume that (i) holds. Then, by Lemma 4.2, we have that ⟨ϕ,L(2k,l,m)ϕ̃⟩ = δ(k,l,m),(0,0,0),
∀ (k, l,m) ∈ Z3. Hence, we obtain the moment problem

⟨L(2k,l,m)ϕ, ϕ̃⟩ = δ(k,l,m),(0,0,0)
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for (k, l,m) ∈ A. Now, condition (i) is equivalent to the existence of a solution of the moment
problem. By Lemma 2.1, the existence of a solution of the moment problem is equivalent to
conditions (ii) and (iii). Moreover, if (i) is true, then supp ϕ̃ ⊂ Q leads to the fact that the system
{L(2k,l,m)ϕ̃ : k, l,m ∈ Z} is an orthogonal sequence. □

Example 4.3. Let ϕ(x, y, t) := χ[0,2](x)χ[0,1](y)B3(t), where B3 is the cardinal polynomial B-spline
of order 3, given by

B3(t) =


1
2 t

2, t ∈ [0, 1];

−t2 + 3t− 3
2 , t ∈ [1, 2];

1
2 t

2 − 3t+ 9
2 , t ∈ [2, 3];

0, otherwise.

Thus, it follows from Example 3.2 that {L(2k,l,m)ϕ : k, l,m ∈ Z} is a Riesz sequence. We know that
supp ϕ̃ ⊂ Q. Consider

⟨L(2k,l,m)ϕ, ϕ̃⟩

=

∫ 2

0

∫ 1

0

∫ 1

0

ϕ(x− 2k, y − l, t−m+ 1
2 (2ky − lx))ϕ̃(x, y, t) dt dy dx

=

∫
[−2k,2−2k]∩[0,2]

∫
[−l,1−l]∩[0,1]

∫ 1

0

B3(t−m+ 1
2 (2ky − lx))ϕ̃(x+ 2k, y + l, t) dt dy dx.

Hence, for (k, l) ̸= (0, 0), ⟨L(2k,l,m)ϕ, ϕ̃⟩ = 0.
For (k, l) = (0, 0), we have

⟨L(0,0,m)ϕ, ϕ̃⟩ =
∫ 2

0

∫ 1

0

∫
[−m,1−m]∩[0,3]

B3(t)ϕ̃(x.y, t+m) dt dy dx,

which shows that −2 ≤ m ≤ 0. Define Λ := {(0, 0,−2), (0, 0,−1), (0, 0, 0)}. Then, ⟨L(0,0,m)ϕ, ϕ̃⟩ =
0, ∀ (k, l,m) /∈ Λ. Furthermore, it is easy to show that

{
ϕ|Q,

(
L(0,0,−1)ϕ

)
|Q,
(
L(0,0,−2)ϕ

)
|Q
}

is a
linearly independent set. Thus, by Theorem 4.5, an oblique dual of ϕ is given by

ϕ̃ =

[ ∑
m=−2,−1,0

dmL(0,0,m)ϕ

]
χQ,(4.1)

satisfying the moment problem

⟨L(0,0,m)ϕ, ϕ̃⟩ = δ0,m(4.2)

for m = −2,−1, 0.
Next, we proceed to solve the above moment problem. Substituting (4.1) in (4.2), we get the following

equations ∑
m=−2,−1,0

dm ⟨ϕ,L(0,0,m)ϕ · χQ⟩ = 1,

∑
m=−2,−1,0

dm ⟨L(0,0,−1)ϕ,L(0,0,m)ϕ · χQ⟩ = 0,

∑
m=−2,−1,0

dm ⟨L(0,0,−2)ϕ,L(0,0,m)ϕ · χQ⟩ = 0.
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Upon simplification, we obtain

6d0 + 13d−1 + d−2 = 60,

d0 +
54

13
d−1 + d−2 = 0,

d0 + 13d−1 + 6d−2 = 0.

Solving these equations and then substituting back into (4.1), yields

ϕ̃(x, y, t) = 3
2 (40t

2 − 36t+ 5)χQ(x, y, t).
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On a new approach in the space of measurable functions
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ABSTRACT. In this paper, we present a new modulus of continuity for locally integrable function spaces which is
effected by the natural structure of the Lp space. After basic properties of it are expressed, we provide a quantitative
type theorem for the rate of convergence of convolution type integral operators and iterates of them. Moreover, we
state their global smoothness preservation property including the new modulus of continuity. Finally, the obtained
results are performed to the Gauss-Weierstrass operators.
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1. INTRODUCTION

The study of quantitative type theorems for an approximation process is one of the research
topics in Approximation Theory. Quantitative type theorems are significant tools to identify
not only the convergence of a sequence of operators into an identity operator but also the
rate of this convergence in a unique theorem. On the other hand, the modulus of continuity
represents considerable tools for obtaining quantitative estimates of the error of approximation
for positive processes. They can be defined in more special functions related to a wide class
of function space. Gadjiev et al. in [27], motivated us to write this paper, was presented a
new approximation process. The authors took into account weighted local integrable function
space which contains classical Lp (R) space and obtained the Korovkin type theorem on this
space. Thus, some results regarding the Korovkin type approximation theorem in the space
Lp [a, b] of the Lebesgue integrable functions on a compact interval are generalized the results
on unbounded intervals. Also, in [25], rates of A- statistical convergence of operators in the
space of locally integrable functions are handled. The main advantage in considering weighted
local integrable functions space, any function that is bounded with respect to the corresponding
norm of the space, can be unbounded for the usual Lp norm. This allows us to widen the class
of functions for which we consider the above approximation problems. In fact, in the literature,
approximation results have been primarily considered either Lp [a, b] or Lp (R) space (see [17],
[24], [28] and [26]), for a more general space of functions, for instance Orlicz spaces, see [23, 4].

On the other hand, Mellin transformations play major roles not only in mathematics but also
in engineering, computer science, physics, etc. Their significance arises from their applications
to real-life problems. For example, they are concerned with signal processing problems as in
the classical Shannon Sampling Theorem, but exponentially spaced (see e.g., [18], [19], [21],
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[15]). Comprehensive approach to Mellin transforms and connections with the Mellin con-
volution operators were improved in [20]. The singular integrals of Mellin convolution type
were first introduced by W. Kolbe and R. J. Nessel in [29]. Butzer and Jansche [20] comprehen-
sively analyzed Mellin transformation. They defined the Mellin convolution and gained some
significant results. It plays a prominent role in the Mellin analysis, like the conventional con-
volution operators in the Fourier analysis. These convolution integrals are used to characterize
the behavior of solutions of certain boundary value problems in wedge-shaped regions. In [31],
quantitative theorems on linear approximation processes of convolution operators in Banach
spaces are given. Butzer and Jansche [20] extensively studied them, in connection with the
Lp convergence. Later, Bardaro and Mantellini [11] concerned Mellin convolution operators of
type

(Twf) (s) =

∞∫
0

Kw (t) f (ts)
dt

t
, s ∈ R+,

where f belongs to domain of the operator Tw and Kw : (0,∞) → R is a set of the kernels.
Compared with the usual classical convolution, the translation operator is replaced by a dila-
tion operator, and Lebesgue measure by the Haar measure µ = dt/t of the multiplicative group
R+. This makes fully independent the operator from the classical convolution operators over
the line group. We will denote by Lp (µ,R+) = Lp (µ), 1 ≤ p < +∞, the Lebesgue spaces with
respect to the measure µ and by L∞ (µ) the space of all the essentially bounded functions. We
will denote by ∥f∥p and ∥f∥∞ the corresponding norms.

Mamedov [30] developed the approximation theory by Mellin convolution operators Tw by
considering the logarithmic Taylor formula, Mellin derivatives, logarithmic uniform continuity
and logarithmic moment of kernel function Kw, which makes probable us to have better order
of approximation. In [8] and [9], the authors introduced a suitable linear combination of Mellin
type operators to accelerate convergence. A crucial contribution for the Voronovskaja type re-
sults for singular integral operators of Mellin convolution given by C. Bardaro and I. Mantellini
in [14], [11] and [7]. Another approach to gain better approximation order, Bardaro and Man-
tellini [12] considered linear combinations of Mellin type operators using the iterated kernels.
Also, in [10], [16] and [5], some contributions on sampling operators in Mellin-Lebesgue spaces
were obtained recently. Angeloni and Vinti, both in [2] and [3], studied Mellin integral oper-
ators in the space of functions of bounded variation in the multidimensional setting via the
notion of variation for multivariate functions. In the recent past, in [32], Ozsarac et al. defined
a new generalization of Mellin convolution operators that preserve logarithmic functions, and
investigated the weighted approximation properties of the operators.

Pointwise convergence for type linear singular integrals in periodic case or in the line group
was thoroughly worked in the classical book by P.L. Butzer and R.J. Nessel [22], where in par-
ticular an almost everywhere convergence is acquired using the notion of the Lebesgue point
of a function f ∈ Lp, 1 ≤ p ≤ +∞. Also, in [13], pointwise convergence theorems for nonlinear
Mellin convolution operators are verified.

In [27], even if, for what concerns Korovkin type results on this concept have been proved,
quantitative type results of approximation have not been yet studied. In this paper, we tackle
the above problems for convolution type operators. Such operators are studied by many math-
ematicians due to their various application in different domains of mathematics and physics
(see [22]).

For this intention, in this paper, with the motivation of [6], we present a new modulus of con-
tinuity whose structure is compatible with the nature of the locally integrable function space
to measure the rate of convergence. Also, the global smoothness preservation property of the
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convolution-type operators is proved. This property is also used to obtain a quantitative type
theorem for the convolution type operator with an iterated kernel instead of a basic kernel.

Now, we express the notion of locally integrable function in Mellin setting. In the course
of this paper, we will use the weight function ω defined by ω (x) = 1 + log2 x, x ∈ R+. Then,
we will denote by Xp,ω (loc) the space of all locally integrable functions, that is the space of all
measurable functions f satisfying the inequality 1

2 log h

xh∫
x/h

|f (s)|p ds

s


1/p

≤ Mfω (x) , x ∈ R+,

where Mf is a positive constant which depends on the function f , p > 1 and h > 1 is any
positive constant.

To simplify statement, we need the followings. For any real numbers a and b (a < b), we
write

∥f ;Xp (a, b)∥ =

 1

log b
a

b∫
a

|f (s)|p ds

s

1/p

.

Xp,ω (loc) is a linear normed space with the norm

∥f∥Xp,ω
= sup

x∈R+

(
1

2 log h

xh∫
x/h

|f (s)|p ds
s

)1/p

ω (x)

= sup
x∈R+

∥f ;Xp (xh, x/h)∥
ω (x)

.(1.1)

It is clear that

Lp

(
R+
)
⊂ Xp,ω (loc) ,

where Lp (R+) is the Lebesgue space with respect to the measure ds/s. Let Xkf
p,ω (loc) be the

subspace of all functions f ∈ Xp,ω (loc) for which there exists a constant kf such that

lim
x→∞

∥f − kfω;Xp,ω (xh, x/h)∥
ω (x)

= 0.

In the case of kf = 0, we will write X0
p,ω (loc) .

2. DEFINITION OF NEW WEIGHTED MODULUS OF CONTINUITY

In this part, to obtain the rate of convergence of approximation, we introduce a new type
weighted modulus of continuity for function f ∈ Xp,ω (loc). Firstly, the new weighted modulus
of continuity has some properties that are similar to the properties of the classical modulus of
continuity. Using the weighted modulus of continuity, we obtain estimates of approximation
of function f ∈ Xp,ω (loc) with respect to weighted norm. For each f ∈ Xp,ω (loc), we set
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ΩX,ω (f ; δ) = sup
|log s|≤δ

sup
x∈R+

(
1

2 log h

xh∫
x/h

|f (ts)− f (t)|p dt
t

)1/p

ω (x)ω (s)

= sup
|log s|≤δ

sup
x∈R+

∥f (ts)− f (t) ;Xp,ω (xh, x/h)∥
ω (x)ω (s)

,(2.2)

where δ > 0. It is clear that ΩX,ω (f ; δ) is a non-negative and non-decreasing function. First,
we show that ΩX,ω is bounded.

Lemma 2.1. For any f ∈ Xp,ω (loc) and δ > 0, we have

ΩX,ω (f ; δ) ≤ 3 ∥f∥Xp,ω
.

Proof. Using the inequality ω (xs) ≤ 2ω (x)ω (s), we obtain by (1.1)

ΩX,ω (f ; δ) ≤ sup
|log s|≤δ

sup
x∈R+

∥f (·s) ;Xp,ω (xh, x/h)∥
ω (x)ω (s)

+ sup
|log s|≤δ

sup
x∈R+

∥f ;Xp,ω (xh, x/h)∥
ω (x)ω (s)

≤ 3 ∥f∥Xp,ω
.

□

Lemma 2.2. For any non-negative real numbers λ and δ, the following relation

(2.3) ΩX,ω (f ;λδ) ≤ (1 + λ) ΩX,ω (f ; δ)

holds.

Proof. We take into account δ > 0. For any positive integer n, we may write

ΩX,ω (f ;nδ) = sup
|log s|≤nδ

sup
x∈R+

∥f (ts)− f (t) ;Xp,ω (xh, x/h)∥
ω (x)ω (s)

= sup
|log s|≤δ

sup
x∈R+

∥f (tsn)− f (t) ;Xp,ω (xh, x/h)∥
ω (x)ω (sn)

≤ sup
|log s|≤δ

sup
x∈R+

n∑
k=1

∥∥f (tsk)− f
(
tsk−1

)
;Xp,ω (xh, x/h)

∥∥
ω (x)ω (sn)

= sup
|log s|≤δ

sup
x∈R+

n∑
k=1

∥∥f (tsk)− f
(
tsk−1

)
;Xp,ω (xh, x/h)

∥∥
ω (x)ω (s)

× ω (s)

ω (sn)

≤ nΩX,ω (f ; δ) .

Since ΩX,ω (f ; δ) is non-decreasing function of δ, the inequality

ΩX,ω (f ;λδ) ≤ ΩX,ω (f ; ([λ] + 1) δ) ≤ (λ+ 1)ΩX,ω (f ; δ)

holds for λ > 0, where [·] means the integer part. □

Theorem 2.1. If f ∈ X
kf
p,ω (loc), then limδ→0 ΩX,ω (f ; δ) = 0.
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Proof. Because of f ∈ X
kf
p,ω (loc) , lim

x→∞

∥f−kfω;Xp,ω(xh,x/h)∥
ω(x) = 0, for all ε > 0, there exists a

positive real number x0 such that for all x > x0

∥f − kfω;Xp,ω (xh, x/h)∥ < εω (x) .

Let x1 > x0 + δ. Let us divide the norm into two parts. Then

ΩX,ω (f ; δ) = sup
|log s|≤δ

sup
x∈R+

∥f (ts)− f (t) ;Xp,ω (xh, x/h)∥
ω (x)ω (s)

≤ sup
|log s|≤δ

sup
0<x≤x1

∥f (ts)− f (t) ;Xp,ω (xh, x/h)∥
ω (x)ω (s)

+ sup
|log s|≤δ

sup
x>x1

∥f (ts)− f (t) ;Xp,ω (xh, x/h)∥
ω (x)ω (s)

≤ ωX (f ; δ) + sup
|log s|≤δ

sup
x>x1

(
1

2 log h

xh∫
x/h

|f (ts)− kfω (t)|p dt
t

)1/p

ω (x)ω (s)

+ sup
|log s|≤δ

sup
x>x1

(
1

2 log h

xh∫
x/h

|f (t)− kfω (t)|p dt
t

)1/p

ω (x)ω (s)
,

where

ωX (f ; δ) = sup
|log s|≤δ

sup
|x|≤x1

∥f (ts)− f (t) ;Xp,ω (xh, x/h)∥ .

It is shown that in [20, page:340], for each ε > 0, there exists h > 1 such that for all 0 < s < x1.
Then for x > x1 and |log s| ≤ δ, with the elementary calculations, we get

 1

2 log h

xh∫
x/h

|f (ts)− kfω (t)|p dt

t


1/p

≤

 1

2 log h

xh∫
x/h

|f (ts)− kfω (ts)|p dt

t


1/p

+ kf

 1

2 log h

xh∫
x/h

|ω (ts)− ω (t)|p dt

t


1/p

≤

 1

2 log h

xsh∫
xs/h

|f (t)− kfω (t)|p dt

t


1/p

+ 4kf |log s| (|log x|+ log h+ |log s|) .
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For x > x1 and |log s| ≤ δ, we obtain

ΩX,ω (f ; δ) ≤ ωX (f ; δ) + sup
|log s|≤δ

sup
|x|>x1

(
1

2 log h

xsh∫
xs/h

|f (t)− kfω (t)|p dt
t

)1/p

ω (x)ω (s)

+ sup
|log s|≤δ

sup
|x|>x1

4kf |log s| (|log x|+ log h+ |log s|)
ω (x)ω (s)

+ sup
|log s|≤δ

sup
|x|>x1

(
1

2 log h

xh∫
x/h

|f (t)− kfω (t)| dt
t

)1/p

ω (x)

1

ω (s)

and
ΩX,ω (f ; δ) ≤ ωX (f ; δ) + ε+ 4kfδ (1 + δ + log h) + ε.

As [x1/h, x1h] is compact interval, we get lim
δ→0

ωX (f ; δ) = 0. Therefore, we have lim
δ→0

ΩX,ω (f ; δ) <

2ε. Since the inequality is true for each ε > 0, desired result is attained. □

3. APPROXIMATION PROPERTIES

Let K : R+ × R+ → R be a kernel function homogenous degree 0, i.e.

K (λs, λt) = K (s, t)

for every λ, s, t > 0. We will assume that K is globally measurable K (s, .) ∈ L1 (R+) with∫
R+

K (s, t)
dt

t
= 1, s ∈ R+.

For a given j ∈ N, we define logarithmic and absolute logarithmic moment of order j of the
function K, respectively by

(3.4) mj (K) :=

∫
R+

K (s, t) logj
(
t

s

)
dt

t

and

(3.5) Mj (K) :=

∫
R+

|K (s, t)|
∣∣∣∣logj ( t

s

)∣∣∣∣ dtt .
Also, we define Mellin Fejer kernel (Kw) for all w > 0 generated by K putting

Kw (s, t) = wK (sw, tw) , s, t ∈ R.
It is easy to see that

(3.6)
∫
R+

Kw (s, t)
dt

t
= 1.

Let us regard the convolution type singular integral operator

(3.7) (Twf) (s) =

∫
R+

Kw (s, t) f (t)
dt

t

for every f : R+ → R in the domain of the operators Tw.
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Lemma 3.3. Tw be defined by (3.7). If f ∈ Xp,ω (loc), then we have

∥Twf∥Xp,ω
≤ 2 (M0 (Kw) +M2 (Kw)) ∥f∥Xp,ω

.

Proof. Taking into account the operator defined by (3.7), we can write

∥Twf∥Xp,ω
= sup

x∈R+

∥Twf ;Xp,ω (xh, x/h)∥
ω (x)

= sup
x∈R+

1

ω (x)

 1

2 log h

xh∫
x/h

∣∣∣∣∣∣
∫
R+

Kw (s, t) f (t)
dt

t

∣∣∣∣∣∣
p

ds

s


1/p

= sup
x∈R+

1

ω (x)

 1

2 log h

xh∫
x/h

∣∣∣∣∣∣
∫
R+

Kw (1, t) f (ts)
dt

t

∣∣∣∣∣∣
p

ds

s


1/p

.

From Minkowski inequality, we obtain

∥Twf∥Xp,ω
≤ sup

x∈R+

1

ω (x)

∫
x∈R+

 1

2 log h

xh∫
x/h

|f (ts)|p ds

s


1/p

|Kw (1, t)| dt
t

= sup
x∈R+

1

ω (x)

∫
x∈R+

 1

2 log h

xht∫
xt/h

|f (s)|p ds

s


1/p

|Kw (1, t)| dt
t

≤ ∥f∥Xp,ω
sup
x∈R+

1

ω (x)

∫
R+

ω (tx) |Kw (1, t)| dt
t

≤ 2 ∥f∥
Xp,ω

∫
R+

ω (t) |Kw (1, t)| dt
t

= 2 ∥f∥
Xp,ω

1 +

∫
R+

log2 t |Kw (1, t)| dt
t

 .

From (3.5) for j = 2, we get desired result. □

Our main results are following:

Theorem 3.2. Let Tw be defined by (3.7) and ΩX,ω (f ; δ) be defined (2.2). If f ∈ Xp,ω (loc) , then we
have

∥Twf − f∥Xp,ω
≤ PwΩX,ω

(
f ; (M2 (Kw))

1/2
)
,

where Pw := 1 +M2 (Kw) +
√
2
√
1 +M4 (Kw).

Proof. We attain

(Twf) (s)− f (s) =

∫
R+

Kw (s, t) (f (t)− f (s))
dt

t
.
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We conclude

∥Twf − f∥Xp,ω
= sup

x∈R+

∥Twf − f ;Xp,ω (xh, x/h)∥
ω (x)

= sup
x∈R+

1

ω (x)

 1

2 log h

xh∫
x/h

∣∣∣∣∣∣
∫
R+

(f (t)− f (s))Kw (s, t)
dt

t

∣∣∣∣∣∣
p

ds

s


1/p

≤
∫
R+

sup
x∈R+

1

ω (x)

 1

2 log h

xh∫
x/h

|(f (ts)− f (s))|p ds

s


1/p

|Kw (1, t)| dt
t

=

∫
R+

ΩX,ω (f ; |log t|)ω (t) |Kw (1, t)| dt
t
.

From (2.3), for any δ > 0, we can write

∥Twf − f∥Xp,ω
≤ ΩX,ω (f ; δ)

∫
R+

(
1 +

|log t|
δ

)
ω (t) |Kw (1, t)| dt

t
.

Using Cauchy-Schwarz inequality and (3.5), we obtain

∥Twf − f∥Xp,ω

≤ΩX,ω (f ; δ)

1 +M2 (Kw) +
1

δ

∫
R

log2 t |Kw (1, t)| dt
t

1/2∫
R

ω2 (t) |Kw (1, t)| dt
t

1/2


=ΩX,ω (f ; δ)

(
1 +M2 (Kw) +

√
2

δ
(M2 (Kw))

1/2
√
1 +M4 (Kw)

)
.

If we choose δ = (M2 (Kw))
1/2, then we have desired result. □

The global smoothness preservation property of the operator Twf is following:

Theorem 3.3. Let Tw be defined by (3.7) and let ΩX,ω (f ; δ) be defined (2.2). If f ∈ Xp,ω (loc) and
δ > 0, then we get

ΩX,ω (Twf ; δ) ≤ 2 (M0 (Kw) +M2 (Kw)) ΩX,ω (f ; δ) .

Proof. We have

Jt (x) : =
∥Twf (·z)− Twf (·) ;Xp,ω (xh, x/h)∥

ω (x)ω (z)

=

 1

2 log h

xh∫
x/h

|Twf (uz)− Twf (u)|p

ω (x)ω (z)

du

u


1/p

=

 1

2 log h

xh∫
x/h

∣∣∣∣∣∣
∫
R+

[f(uzt)− f (tu)]

ω (x)ω (z)
Kw (1, t)

dt

t

∣∣∣∣∣∣
p

du

u


1/p
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≤
∫
R+

 1

2 log h

xh∫
x/h

∣∣∣∣ [f (uzt)− f (ut)]

ω (x)ω (z)

∣∣∣∣p du

u


1/p

|Kw (1, t)| dt
t
.

Using the inequality ω (xt) ≤ 2ω (x)ω (t), Minkowski’s integral inequality for two dimensional
spaces and identity (3.5) for j = 2, we gain

Jt (x) ≤
∫
R+

 1

2 log h

xh∫
x/h

∣∣∣∣ [f (uzt)− f (ut)]

ω (x)ω (z)

∣∣∣∣p du

u


1/p

|Kw (1, t)| dt
t

=

∫
R+

 1

2 log h

txh∫
tx/h

∣∣∣∣ ω (xt)

ω (x)ω (xt)ω (z)
[f (vz)− f (v)]

∣∣∣∣p dv

v


1/p

|Kw (1, t)| dt
t
.

Then, we have

ΩX,ω (Twf ; δ) ≤ 2ΩX,ω (f ; δ)

∫
R+

ω (t) |Kw (1, t)| dt
t

= 2 (M0 (Kw) +M2 (Kw)) ΩX,ω (f ; δ) .

Hence, the proof is fulfilled. □

4. ITERATIONS OF Tw

Given the function K we define for every n ∈ N the iterated kernel of order n of K as in [12],
in the following way: for n = 2,

K2 (s, t) :=

∫
R+

K (s, z)K (z, t)
dz

z

and for n > 2

Kn (s, t) :=

∫
R+

K (s, z)Kn−1 (z, t)
dz

z
.

Similarly, endowed the function Kw, we define for every n ∈ N, the iterated kernel of order n
of Kw in the following way: for n = 2,

K2
w (s, t) :=

∫
R+

Kw (s, z)Kw (z, t)
dz

z

and for n > 2

Kn
w (s, t) :=

∫
R+

Kw (s, z)Kn−1
w (z, t)

dz

z
.

We gain for every n ∈ N ∫
R+

Kn
w (s, t)

dt

t
= 1.

Also, we have

mj (K
n
w) =

1

wj
mj (K

n)
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and
Mj (K

n
w) =

1

wj
Mj (K

n) , j ∈ N.

In the same method, let us consider n−iterations of Tw defined by

(4.8) (Tn
wf) (s) =

∫
R+

Kn
w (s, t) f (t)

dt

t
.

We start with the following

Theorem 4.4. Tn
w be defined by (4.8). If f ∈ Xp,ω (loc), then we have, for every n ∈ N

∥Tn
wf − f∥Xp,ω

≤ Pw

[
n−1∑
k=0

[2 (1 +M2 (Kw))]
k

]
ΩX,ω

(
f ; (M2 (Kw))

1/2
)
,

where Pw is as in Theorem 3.2.

Proof. For n = 2, we obtain

T 2
wf (u)− f (u) = Tw (Twf) (u)− (Twf) (u) + (Twf) (u)− f (u) .

Using Theorem 3.2, we have∥∥T 2
wf − f

∥∥
Xp,ω

≤ PwΩX,ω

(
Twf ; (M2 (Kw))

1/2
)
+ PwΩX,ω

(
f ; (M2 (Kw))

1/2
)
.

Using Theorem 3.3, we achieve∥∥T 2
wf − f

∥∥
Xp,ω

≤ Pw [2 (1 +M2 (Kw)) + 1]ΩX,ω

(
f ; (M2 (Kw))

1/2
)
.

By induction, we gain

∥Tn
wf − f∥Xp,ω

≤ Pw

[
n−1∑
k=0

[2 (1 +M2 (Kw))]
k

]
ΩX,ω

(
f ; (M2 (Kw))

1/2
)
.

□

Now, we can denote following result which expresses the difference of n−iterations and
itself of Tw.

Corollary 4.1. Tn
w be defined by (4.8) and Tw be defined by (3.7). If f ∈ Xp,ω (loc), then we get, for

every n ∈ N

∥Tn
wf − Twf∥Xp,ω

≤ Pw

[
n−1∑
k=1

[2 (1 +M2 (Kw))]
k

]
ΩX,ω

(
f ; (M2 (Kw))

1/2
)
,

where Pw is as in Theorem 3.2.

5. APPLICATION

This section is allocated to some example. The results obtained in the previous sections
can be applied to the Gauss-Weierstrass operators. The recent results related to the Gauss-
Weierstrass operators also can be found in [1]. Let K : R+ × R → R+ be a function defined
by

K (s, t) =
1

2
√
π
exp

(
−
(
1

2
log

t

s

)2
)
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(See [22]). It is easy to check that ∫
R

K (s, t)
dt

t
= 1.

The Mellin-Fejer kernel generated by K is given by

Kw (s, t) =
w

2
√
π
exp

(
−
(
w

2
log

t

s

)2
)
.

The corresponding Mellin-Gauss-Weierstrass operator is given by

(Gwf) (s) =
w

2
√
π

∫
R+

exp

(
−
(
w

2
log

t

s

)2
)
f (t)

dt

t
.

If j is even, we get the moment of order 2j of the function Gw

(5.9) mj (K) = Mj (K) = 2j/2 (j − 1)!!,

where in the case n!! = 3.5...n with n is odd. For the n-iterated kernels, we have the formula

Gn
w (s, t) =

w

2
√
n
√
π
exp

(
−
(

w

2
√
n
log

s

t

)2
)

(see [12]). We have by Theorem 3.2 and (5.9), the following:

Corollary 5.2. Let ΩX,ω (f ; δ) be defined (2.2). If f ∈ Xp,ω (loc) , then we get

∥Gwf − f∥Xp,ω
≤ PwΩX,ω

(
f ;

√
2

w

)
,

where Pw := 1 + 2
w2 +

√
2
√
1 + 12

w4 .

We have by Theorem 4.4 and (5.9), the following:

Corollary 5.3. If f ∈ Xp,ω (loc) , then we get

∥Gn
wf − f∥Xp,ω

≤

(
1 +

2

w2
+
√
2

√
1 +

12

w4

)[
n−1∑
k=0

[
2

(
1 +

2

w2

)]k]
Ωp,ω

(
f ;

√
2

w

)
.
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1. INTRODUCTION

Let L be a linear class of real-valued functions g : E → R having the properties:
(L1) f, g ∈ L imply (αf + βg) ∈ L for all α, β ∈ R.
(L2) 1 ∈ L, i.e., if f0 (t) = 1, t ∈ E then f0 ∈ L.

An isotonic linear functional A : L → R is a functional satisfying
(A1) A (αf + βg) = αA (f) + βA (g) for all f, g ∈ L and α, β ∈ R.
(A2) If f ∈ L and f ≥ 0, then A (f) ≥ 0.
(A3) The mapping A is said to be normalised if A (1) = 1.

Isotonic, that is, order-preserving, linear functionals are natural objects in analysis which enjoy
a number of convenient properties. Thus, they provide, for example, Jessen’s inequality, which
is a functional form of Jensen’s inequality (see [2], [20] and [21]). For other inequalities for
isotonic functionals, see [1], [4]-[19] and [22]-[25]. For related results, see [10, 11]

We note that common examples of such isotonic linear functionals A are given by

A (g) =

∫
E

gdµ or A (g) =
∑
k∈E

pkgk,

where µ is a positive measure on E in the first case and E is a subset of the natural numbers N
in the second (pk ≥ 0, k ∈ E). As is known to all, the famous Young inequality for scalars says
that if a, b > 0 and ν ∈ [0, 1], then

(1.1) a1−νbν ≤ (1− ν) a+ νb

with equality if and only if a = b. The inequality (1.1) is also called ν-weighted arithmetic-
geometric mean inequality. We consider the function fν : [0,∞) → [0,∞) defined for ν ∈ (0, 1)
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by

(1.2) fν (x) = 1− ν + νx− xν .

For [m,M ] ⊂ [0,∞), define

(1.3) ∆ν (m,M) :=


fν (m) , M < 1

max {fν (m) , fν (M)} , m ≤ 1 ≤ M

fν (M) , 1 < m

and

(1.4) δν (m,M) :=


fν (M) , M < 1

0, m ≤ 1 ≤ M

fν (m) , 1 < m

.

In the recent paper [9], we obtained the following refinement and reverse for the additive
Young’s inequality:

(1.5) δν (m,M) a ≤ (1− ν) a+ νb− a1−νbν ≤ ∆ν (m,M) a

for positive numbers a, b with b
a ∈ [m,M ] ⊂ (0,∞) and ν ∈ [0, 1] , where ∆ν (m,M) and

δν (m,M) are defined by (1.3) and (1.4), respectively.
Kittaneh and Manasrah [16], [17] provided a refinement and an additive reverse for Young

inequality as follows:

(1.6) r
(√

a−
√
b
)2

≤ (1− ν) a+ νb− a1−νbν ≤ R
(√

a−
√
b
)2

,

where a, b > 0, ν ∈ [0, 1], r = min {1− ν, ν} and R = max {1− ν, ν} . The case ν = 1
2 reduces

(1.6) to an identity. Using (1.5) and (1.6), we have the simpler, however coarser bounds:

r ×


(
1−

√
M
)2

a, M < 1

0, m ≤ 1 ≤ M

(
√
m− 1)

2
a, 1 < m

(1.7)

≤ (1− ν) a+ νb− a1−νbν

≤R×


(1−

√
m)

2
a, M < 1

max

{
(1−

√
m)

2
,
(√

M − 1
)2}

a, m ≤ 1 ≤ M(√
M − 1

)2
a, 1 < m

.

We recall that Specht’s ratio is defined by [24]

(1.8) S (h) :=


h

1
h−1

e ln

(
h

1
h−1

) , h ∈ (0, 1) ∪ (1,∞)

1, h = 1

.

It is well known that limh→1 S (h) = 1, S (h) = S
(
1
h

)
> 1 for h > 0, h ̸= 1. The function is

decreasing on (0, 1) and increasing on (1,∞) . The following inequality provides a refinement
and a multiplicative reverse for Young’s inequality

(1.9) S
((a

b

)r)
a1−νbν ≤ (1− ν) a+ νb ≤ S

(a
b

)
a1−νbν ,
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where a, b > 0, ν ∈ [0, 1], r = min {1− ν, ν}. The second inequality in (1.3) is due to Tominaga
[26], while the first one is due to Furuichi [15]. On making use of (1.5) and (1.9), we have the
following lower and upper bounds in terms of Specht’s ratio:

[S (Mr)− 1]Mνa, M < 1

0, m ≤ 1 ≤ M

[S (mr)− 1]mνa, 1 < m

(1.10)

≤ (1− ν) a+ νb− a1−νbν

≤


[S (m)− 1]mνa, M < 1

max {[S (m)− 1]mν , [S (M)− 1]Mν} a, m ≤ 1 ≤ M

[S (M)− 1]Mνa, 1 < m

.

We consider the Kantorovich’s constant defined by

(1.11) K (h) :=
(h+ 1)

2

4h
, h > 0.

The function K is decreasing on (0, 1) and increasing on [1,∞) , K (h) ≥ 1 for any h > 0 and
K (h) = K

(
1
h

)
for any h > 0. The following multiplicative refinement and reverse of Young

inequality in terms of Kantorovich’s constant holds.

(1.12) Kr
(a
b

)
a1−νbν ≤ (1− ν) a+ νb ≤ KR

(a
b

)
a1−νbν ,

where a, b > 0, ν ∈ [0, 1], r = min {1− ν, ν} and R = max {1− ν, ν} . The first inequality in
(1.12) was obtained by Zou et al. in [27], while the second by Liao et al. [18]. By making use
of (1.5) and (1.9), we have the following lower and upper bounds in terms of Kantorovich’s
constant: 

[Kr (M)− 1]Mνa, M < 1

0, m ≤ 1 ≤ M

[Kr (m)− 1]mνa, 1 < m

(1.13)

≤ (1− ν) a+ νb− a1−νbν

≤


[
KR (m)− 1

]
mνa, M < 1

max
{[
KR (m)− 1

]
mν ,

[
KR (M)− 1

]
Mν
}
a, m ≤ 1 ≤ M[

KR (M)− 1
]
Mνa, 1 < m

.

In this paper, we obtain some reverses of Callebaut and Hölder inequalities for isotonic
functionals via the reverse of Young’s inequality obtained in (1.5). Applications for integrals
and n-tuples of real numbers are provided as well.

2. REVERSES OF CALLEBAUT’S INEQUALITY

The functional version of Callebaut’s inequality states that

(2.14) A2 (fg) ≤ A
(
f2(1−ν)g2ν

)
A
(
f2νg2(1−ν)

)
≤ A

(
f2
)
A
(
g2
)

provided that f2, g2, f2(1−ν)g2ν , f2νg2(1−ν), fg ∈ L for some ν ∈ [0, 1]. For the discrete and
integral versions in one real variable, see [3].

We start with the following result:
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Theorem 2.1. Let A, B : L → R be two normalised isotonic functionals. If f, g : E → R are such that
f ≥ 0, g > 0, f2, g2, f2(1−ν)g2ν , f2νg2(1−ν) ∈ L for some ν ∈ [0, 1] and

(2.15) 0 < m ≤ f

g
≤ M < ∞

for some constants m, M, then

(0 ≤) (1− ν)A
(
f2
)
B
(
g2
)
+ νA

(
g2
)
B
(
f2
)
−A

(
f2(1−ν)g2ν

)
B
(
f2νg2(1−ν)

)
(2.16)

≤max

{
fν

((m
M

)2)
, fν

((
M

m

)2
)}

A
(
f2
)
B
(
g2
)
,

where fν is defined by (1.2). In particular,

(0 ≤)A
(
f2
)
A
(
g2
)
−A

(
f2(1−ν)g2ν

)
A
(
f2νg2(1−ν)

)
(2.17)

≤max

{
fν

((m
M

)2)
, fν

((
M

m

)2
)}

A
(
f2
)
A
(
g2
)
.

Proof. For any x, y ∈ E, we have

m2 ≤ f2 (x)

g2 (x)
,
f2 (y)

g2 (y)
≤ M2.

Consider

a =
f2 (x)

g2 (x)
, b =

f2 (y)

g2 (y)
,

then b
a ∈

[(
m
M

)2
,
(
M
m

)2]
and by the inequality (1.5), we have

(0 ≤) (1− ν)
f2 (x)

g2 (x)
+ ν

f2 (y)

g2 (y)
−
(
f2 (x)

g2 (x)

)1−ν (
f2 (y)

g2 (y)

)ν

(2.18)

≤max

{
fν

((m
M

)2)
, fν

((
M

m

)2
)}

f2 (x)

g2 (x)

for any x, y ∈ E. Now, if we multiply (2.18) by g2 (x) g2 (y) > 0 then we get

(1− ν) g2 (y) f2 (x) + νf2 (y) g2 (x)− f2(1−ν) (x) g2ν (x) f2ν (y) g2(1−ν) (y)(2.19)

≤max

{
fν

((m
M

)2)
, fν

((
M

m

)2
)}

f2 (x) g2 (y)

for any x, y ∈ E. Fix y ∈ E. Then by (2.19), we have in the order of L that

(1− ν) g2 (y) f2 + νf2 (y) g2 − f2ν (y) g2(1−ν) (y) f2(1−ν)g2ν(2.20)

≤max

{
fν

((m
M

)2)
, fν

((
M

m

)2
)}

g2 (y) f2.

If we take the functional A in (2.19), then we get

(1− ν) g2 (y)A
(
f2
)
+ νf2 (y)A

(
g2
)
− f2ν (y) g2(1−ν) (y)A

(
f2(1−ν)g2ν

)
≤max

{
fν

((m
M

)2)
, fν

((
M

m

)2
)}

g2 (y)A
(
f2
)
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for any y ∈ E. This inequality can be written in the order of L as

(1− ν)A
(
f2
)
g2 + νA

(
g2
)
f2 −A

(
f2(1−ν)g2ν

)
f2νg2(1−ν)(2.21)

≤max

{
fν

((m
M

)2)
, fν

((
M

m

)2
)}

A
(
f2
)
g2.

Now, if we take the functional B in (2.21), then we get the desired result (2.16). □

Corollary 2.1. Let A, B : L → R be two normalised isotonic functionals. If f, g : E → R are such
that f ≥ 0, g > 0, f2, g2, fg ∈ L and the condition (2.15) holds true, then

(0 ≤)
1

2

[
A
(
f2
)
B
(
g2
)
+A

(
g2
)
B
(
f2
)]

−A (fg)B (fg)(2.22)

≤1

2

(
M

m
− 1

)2

A
(
f2
)
B
(
g2
)
.

In particular,

(2.23) (0 ≤)A
(
f2
)
A
(
g2
)
−A2 (fg) ≤ 1

2

(
M

m
− 1

)2

A
(
f2
)
A
(
g2
)
,

or, equivalently

(2.24) (0 ≤) 1− A2 (fg)

A (f2)A (g2)
≤ 1

2

(
M

m
− 1

)2

.

Proof. Observe that

f 1
2

((m
M

)2)
=

m2 +M2

2M2
− m

M
=

(M −m)
2

2M2

and

fν

((
M

m

)2
)

=
m2 +M2

2m2
− M

m
=

(M −m)
2

2m2
.

Therefore

max

{
fν

((m
M

)2)
, fν

((
M

m

)2
)}

=
(M −m)

2

2m2
=

1

2

(
M

m
− 1

)2

and by (2.16), we get the desired result (2.22). □

Remark 2.1. We observe that the inequality (2.23) can be written as

(2.25) A
(
f2
)
A
(
g2
) [

1− 1

2

(
M

m
− 1

)2
]
≤ A2 (fg) .

We observe that the function φ : [1,∞) → R, φ (t) = 1 − 1
2 (t− 1)

2 is positive for t ∈
(
1, 1 +

√
2
)

and negative for t ∈ [1,∞). Therefore, the inequality (2.25) is of interest only in the case that M
m ∈(

1, 1 +
√
2
)
.

On using the inequality (2.16) and (1.7), we get

(0 ≤) (1− ν)A
(
f2
)
B
(
g2
)
+ νA

(
g2
)
B
(
f2
)
−A

(
f2(1−ν)g2ν

)
B
(
f2νg2(1−ν)

)
(2.26)

≤Rmax

{(
1− m

M

)2
,

(
M

m
− 1

)2
}
A
(
f2
)
B
(
g2
)
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and since

max

{(
1− m

M

)2
,

(
M

m
− 1

)2
}

=

(
M

m
− 1

)2

,

then we get from (2.26) that

(0 ≤) (1− ν)A
(
f2
)
B
(
g2
)
+ νA

(
g2
)
B
(
f2
)
−A

(
f2(1−ν)g2ν

)
B
(
f2νg2(1−ν)

)
(2.27)

≤R

(
M

m
− 1

)2

A
(
f2
)
B
(
g2
)

provided f ≥ 0, g > 0, f2, g2, f2(1−ν)g2ν , f2νg2(1−ν) ∈ L for some ν ∈ [0, 1].
On using the inequality (2.16) and (1.10), we get the following reverse of Callebaut’s inequal-

ity in terms of Specht’s ratio

(0 ≤) (1− ν)A
(
f2
)
B
(
g2
)
+ νA

(
g2
)
B
(
f2
)
−A

(
f2(1−ν)g2ν

)
B
(
f2νg2(1−ν)

)
(2.28)

≤ max

{[
S

((m
M

)2)
− 1

](m
M

)2ν
,

[
S

((
M

m

)2
)

− 1

](
M

m

)2ν
}
A
(
f2
)
B
(
g2
)

provided f ≥ 0, g > 0, f2, g2, f2(1−ν)g2ν , f2νg2(1−ν) ∈ L for some ν ∈ [0, 1].
Finally, on using the inequality (2.16) and (1.13), we get the following reverse of Callebaut’s

inequality in terms of Kantorovich’s constant

(0 ≤) (1− ν)A
(
f2
)
B
(
g2
)
+ νA

(
g2
)
B
(
f2
)
−A

(
f2(1−ν)g2ν

)
B
(
f2νg2(1−ν)

)
(2.29)

≤max

{[
KR

((m
M

)2)
− 1

](m
M

)2ν
,

[
KR

((
M

m

)2
)

− 1

](
M

m

)2ν
}

×A
(
f2
)
B
(
g2
)

provided f ≥ 0, g > 0, f2, g2, f2(1−ν)g2ν , f2νg2(1−ν) ∈ L for some ν ∈ [0, 1].

3. REVERSES OF HÖLDER’S INEQUALITY

We have the following additive reverse of Hölder’s inequality:

Theorem 3.2. Let A : L → R be a normalised isotonic functional and p, q > 1 with 1
p + 1

q = 1. If f,
g : E → R are such that fg, fp, gq ∈ L and

(3.30) 0 < m1 ≤ f ≤ M1 < ∞, 0 < m2 ≤ g ≤ M2 < ∞,

then

(0 ≤)1− A (fg)

[A (fp)]
1/p

[A (gq)]
1/q

(3.31)

≤max

{
f 1

p

([(
M1

m1

)p(
M2

m2

)q]−1
)
, f 1

p

((
M1

m1

)p(
M2

m2

)q)}
,

where f 1
p

is defined by

(3.32) f 1
p
(x) =

1

q
+

1

p
x− x

1
p .
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Proof. Observe that, by (3.30), we have

mp
1 ≤ A (fp) ≤ Mp

1 and mq
2 ≤ A (gq) ≤ Mq

2 .

Also (
m1

M1

)p

≤ fp

A (fp)
≤
(
M1

m1

)p

and
(
m2

M2

)q

≤ gq

A (gq)
≤
(
M2

m2

)q

giving that [(
M1

m1

)p(
M2

m2

)q]−1

≤
fp

A(fp)
gq

A(gq)

≤
(
M1

m1

)p(
M2

m2

)q

.

Using the inequality (1.5) for b = fp

A(fp) , a = gq

A(gq) , ν = 1
p , M =

(
M1

m1

)p (
M2

m2

)q
and m =[(

M1

m1

)p (
M2

m2

)q]−1

, we have

0 ≤ 1

q

gq

A (gq)
+

1

p

fp

A (fp)
− fg

[A (fp)]
1/p

[A (gq)]
1/q

(3.33)

≤ max

{
f 1

p

([(
M1

m1

)p(
M2

m2

)q]−1
)
, f 1

p

((
M1

m1

)p(
M2

m2

)q)}
gq

A (gq)
.

If we take the functional A in (3.33), then we get

0 ≤ 1

q

A (gq)

A (gq)
+

1

p

A (fp)

A (fp)
− A (fg)

[A (fp)]
1/p

[A (gq)]
1/q

≤ max

{
f 1

p

([(
M1

m1

)p(
M2

m2

)q]−1
)
, f 1

p

((
M1

m1

)p(
M2

m2

)q)}
A (gq)

A (gq)
,

which is equivalent to the desired result (3.30). □

The following reverse of Cauchy-Bunyakovsky-Schwarz inequality for isotonic functionals
holds:

Corollary 3.2. Let A : L → R be a normalised isotonic functional, f, g : E → R are such that fg, f2,
g2 ∈ L and the condition (3.30) is valid, then

(3.34) (0 ≤) 1− A (fg)

[A (f2)]
1/2

[A (g2)]
1/2

≤ (M1M2 −m1m2)
2

2m2
1m

2
2

.

Proof. For p = 2, we have f 1
2
(x) = 1+x

2 −
√
x, x ≥ 0. Then

f 1
2

((
M1

m1

)2(
M2

m2

)2
)

=
(M1M2 −m1m2)

2

2m2
1m

2
2

and

f 1
2

((
M1

m1

)−2(
M2

m2

)−2
)

=
(M1M2 −m1m2)

2

2M2
1M

2
2

and since

max

{
f 1

2

((
M1

m1

)2(
M2

m2

)2
)
, f 1

2

((
M1

m1

)−2(
M2

m2

)−2
)}

=
(M1M2 −m1m2)

2

2m2
1m

2
2

,

then by (3.31) we get the desired result (3.34). □
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Using the inequality (3.34) and (1.7), we get

(0 ≤) 1− A (fg)

[A (fp)]
1/p

[A (gq)]
1/q

(3.35)

≤T max


(
1−

(
m1

M1

) p
2
(
m2

M2

) q
2

)2

,

((
M1

m1

) p
2
(
M2

m2

) q
2

− 1

)2
 ,

where T = max
{

1
p ,

1
q

}
. Since

max


(
1−

(
m1

M1

) p
2
(
m2

M2

) q
2

)2

,

((
M1

m1

) p
2
(
M2

m2

) q
2

− 1

)2


=

((
M1

m1

) p
2
(
M2

m2

) q
2

− 1

)2

,

then by (3.35) we have the inequality

(3.36) (0 ≤) 1− A (fg)

[A (fp)]
1/p

[A (gq)]
1/q

≤ T

((
M1

m1

) p
2
(
M2

m2

) q
2

− 1

)2

,

where T = max
{

1
p ,

1
q

}
, f, g : E → R are such that fg, fp, gq ∈ L and they satisfy the condition

(3.30). Using the inequality (3.34) and (1.10), we get

(0 ≤)1− A (fg)

[A (fp)]
1/p

[A (gq)]
1/q

(3.37)

≤max

{[
S

([(
M1

m1

)p(
M2

m2

)q]−1
)

− 1

](
M1

m1

)−1(
M2

m2

)− q
p

,

[
S

((
M1

m1

)p(
M2

m2

)q)
− 1

](
M1

m1

)(
M2

m2

) q
p

}

provided f, g : E → R are such that fg, fp, gq ∈ L and they satisfy the condition (3.30). Using
the inequality (3.34) and (1.13), we get

(0 ≤)1− A (fg)

[A (fp)]
1/p

[A (gq)]
1/q

(3.38)

≤max

{[
KT

([(
M1

m1

)p(
M2

m2

)q]−1
)

− 1

](
M1

m1

)−1(
M2

m2

)− q
p

,

[
KT

((
M1

m1

)p(
M2

m2

)q)
− 1

](
M1

m1

)(
M2

m2

) q
p

}
,

where T = max
{

1
p ,

1
q

}
, f, g : E → R are such that fg, fp, gq ∈ L and they satisfy the condition

(3.30).
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4. APPLICATIONS FOR INTEGRALS

Let (Ω,A, µ) be a measurable space consisting of a set Ω, a σ -algebra A of subsets of Ω and
a countably additive and positive measure µ on A with values in R∪{∞} . For a µ-measurable
function w : Ω → R, with w (x) ≥ 0 for µ -a.e. (almost every) x ∈ Ω, consider the Lebesgue
space

Lw (Ω, µ) := {f : Ω → R, f is µ-measurable and
∫
Ω

|f (x)|w (x) dµ (x) < ∞}.

For simplicity of notation, we write everywhere in the sequel
∫
Ω
wdµ instead of

∫
Ω
w (x) dµ (x).

The same for other integrals involved below. We assume that
∫
Ω
wdµ = 1.

Let f, g be µ-measurable functions with the property that there exists the constants M,m > 0
such that

(4.39) 0 < m ≤ f

g
≤ M < ∞ µ-almost everywhere (a.e.) on Ω.

If f2, g2 ∈ Lw (Ω, µ), then by (2.17) we have

(0 ≤)

∫
Ω

wf2dµ

∫
Ω

wg2dµ−
∫
Ω

wf2(1−s)g2sdµ

∫
Ω

wf2sg2(1−s)dµ(4.40)

≤max

{
fs

((m
M

)2)
, fs

((
M

m

)2
)}∫

Ω

wf2dµ

∫
Ω

wg2dµ

for any s ∈ [0, 1] , where fs is defined by (1.2), and, in particular,

(4.41) (0 ≤) 1−
(∫

Ω
wfgdµ

)2∫
Ω
wf2dµ

∫
Ω
wg2dµ

≤ 1

2

(
M

m
− 1

)2

.

Let f, g be µ-measurable functions with the property that there exists the constants m1, M1,
m2, M2 such that

(4.42) 0 < m1 ≤ f ≤ M1 < ∞, 0 < m2 ≤ g ≤ M2 < ∞ µ-a.e. on Ω.

Let p, q > 1 with 1
p +

1
q = 1, then by (3.31) we have the following reverse of Hölder’s inequality

(0 ≤)1−
∫
Ω
wfgdµ(∫

Ω
wfpdµ

)1/p (∫
Ω
wgqdµ

)1/q(4.43)

≤max

{
f 1

p

([(
M1

m1

)p(
M2

m2

)q]−1
)
, f 1

p

((
M1

m1

)p(
M2

m2

)q)}
,

where f 1
p

is defined by (3.32).
In particular, we have the reverse of Cauchy-Bunyakovsky-Schwarz inequality

(4.44) (0 ≤) 1−
∫
Ω
wfgdµ(∫

Ω
wf2dµ

)1/2 (∫
Ω
wg2dµ

)1/2 ≤ (M1M2 −m1m2)
2

2m2
1m

2
2

.

From (3.36), we have, for T = max
{

1
p ,

1
q

}
, that

(4.45) (0 ≤) 1−
∫
Ω
wfgdµ(∫

Ω
wfpdµ

)1/p (∫
Ω
wgqdµ

)1/q ≤ T

((
M1

m1

) p
2
(
M2

m2

) q
2

− 1

)2

.
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5. APPLICATIONS FOR REAL NUMBERS

We consider the n-tuples of positive numbers a = (a1, ..., an) , b = (b1, ..., bn) and the proba-
bility distribution p = (p1, ..., pn) , i.e. pi ≥ 0 for any i ∈ {1, ..., n} with

∑n
i=1 pi = 1.

If there exist the constants m, M > 0 such that

0 < m ≤ ai
bi

≤ M < ∞ for any i ∈ {1, ..., n} ,

then by (4.40), for the counting discrete measure, we have

(0 ≤)

n∑
i=1

pia
2
i

n∑
i=1

pib
2
i −

n∑
i=1

pia
2(1−s)
i b2si

n∑
i=1

pia
2s
i b

2(1−s)
i(5.46)

≤max

{
fs

((m
M

)2)
, fs

((
M

m

)2
)}

n∑
i=1

pia
2
i

n∑
i=1

pib
2
i

for any s ∈ [0, 1] , where fs is defined by (1.2). In particular,

(5.47) (0 ≤) 1−
(
∑n

i=1 piaibi)
2∑n

i=1 pia
2
i

∑n
i=1 pib

2
i

≤ 1

2

(
M

m
− 1

)2

.

If there exists the constants m1, M1, m2, M2 such that

(5.48) 0 < m1 ≤ ai ≤ M1 < ∞, 0 < m2 ≤ bi ≤ M2 < ∞ for any i ∈ {1, ..., n}

and p, q > 1 with 1
p +

1
q = 1, then by (4.43) we have the following reverse of Hölder’s inequality

(0 ≤)1−
∑n

i=1 piaibi

(
∑n

i=1 pia
p
i )

1/p
(
∑n

i=1 pib
q
i )

1/q
(5.49)

≤max

{
f 1

p

([(
M1

m1

)p(
M2

m2

)q]−1
)
, f 1

p

((
M1

m1

)p(
M2

m2

)q)}
,

where f 1
p

is defined by (3.32). In particular, we have the reverse of Cauchy-Bunyakovsky-
Schwarz inequality

(5.50) (0 ≤) 1−
∑n

i=1 piaibi

(
∑n

i=1 pia
2
i )

1/2
(
∑n

i=1 pib
2
i )

1/2
≤ (M1M2 −m1m2)

2

2m2
1m

2
2

.

From (4.45), we have for T = max
{

1
p ,

1
q

}
, that

(5.51) (0 ≤) 1−
∑n

i=1 piaibi

(
∑n

i=1 pia
p
i )

1/p
(
∑n

i=1 pib
q
i )

1/q
≤ T

((
M1

m1

) p
2
(
M2

m2

) q
2

− 1

)2

provided a and b satisfy the condition (5.48).
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[20] J .E. Pečarić: On Jessen’s inequality for convex functions (III), J. Math. Anal. Appl., 156 (1991), 231–239.
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