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Liquid crystals (LCs) are known as materials who-
se properties are between isotropic liquid and 

anisotropic crystal [1-3]. This fascinating feature of 
LCs has attracted the attention of many research gro-
ups for broad applications in various fields of science 
and technology. This materials widely used in smart 
windows [4, 5], displays [6, 7], sensors [8, 9], and other 
electro-optical device applications. Especially, ne-
matic liquid crystal (NLC) is technologically consi-
derable phases within LCs and it is broadly used in 
the field of display [10-12]. The molecular orientation 
of NLCs is quite responsive to external stimuli like 
electric and magnetic fields [13, 14]. In recent years, 
the physical properties of NLCs can be also develo-
ped with several dopant materials such as polymers 
[15, 16], dyes [17, 18], and nanoparticles [19-21]. The-
se dopant materials affect the molecular orientation 
of NLCs and can change their physical properties. 
Although there are studies examining the electro-
optical and dielectric properties of dye doped NLC 
composites in the literature, the number of studies 

Article History: 
Received: 2022/12/29
Accepted: 2023/06/17

investigating the dielectric properties of fluorescent 
dye doped NLCs is very few. Therefore, the use of 
fluorescent dye was preferred in order to observe the 
change in dielectric properties of E7 NLC in this re-
search. Fluorescent dyes are defined as materials that 
both absorb and strongly emit in the visible region of 
the electromagnetic spectrum. Moreover, dyes with 
fluorescent properties are known as materials that 
distinguish from fluorescent brighteners that emit 
visible light but absorb ultraviolet [22]. The absorp-
tion characteristics of fluorescent dyes influence the 
orientation mechanisms of NLCs. Thus, the physical 
properties of LC based composites are significantly 
affected [23].

Rubrene, which is known as 5,6,11,12-tetrapheny-
lnaphthacene, is composed of tetracene backbone and 
four phenyl groups substituted at the 5, 6, 11, 12 posi-
tions. Rubrene powder is red or light brown and has 
strong absorption in the blue-violet to green spectrum 
[24]. Moreover, this fluorescent dye is important due to 

A B S T R A C T

In this study, the dielectric parameters of E7 coded nematic liquid crystal (NLC) composites 
containing the different amounts of rubrene f luorescent dye were investigated. E7, E7+0.5 

wt.% Rubrene, and E7+1.0 wt.% Rubrene samples were prepared. Frequency dependent di-
electric constants (ɛ′ and ɛ′′), dielectric anisotropy (Δε′), and ac conductivity (σac) graphs of 
rubrene doped E7 NLC composites were obtained by dielectric spectroscopy method and 
compared with pure E7 NLC. By using these graphs, relaxation frequency (fR), relaxation 
time (τR), dielectric strength (δɛ′), and crossover frequency (fc) parameters of the E7 NLC 
and its rubrene doped composites were determined. An increase in fR from 3.045 MHz to 
3.697 MHz for 0 V and from 627 kHz to 686 kHz for 40 V was observed with increasing 
rubrene concentration. On the other hand, a decrease in τR from 0.052 μs to 0.043 μs for 0 
V and from 0.254 μs to 0.232 μs for 40 V was seen with increasing rubrene concentration. 
Furthermore, an increase in fc from 1.145 MHz to 1.298 MHz was obtained with increasing 
rubrene concentration. The results show that the dielectric parameters change with the con-
centration of rubrene and it is thought that this study will provide a basis for investigating the 
dielectric properties of rubrene doped NLC composites. Moreover, it is concluded that the 
produced composites are a suitable base material for electro-optical device applications such 
as smart displays, photonics and electrical circuit elements.

Keywords: 
Dielectric anisotropy; Nematic liquid crystal; Relaxation frequency; Relaxation time; Rubrene
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40 V at room temperature (Figure 2(d)).

RESULTS AND DISCUSSION

Dielectric response of LC materials show complex be-
haviour and provides information about molecular po-
larizability and dipole moment when an electric field is 
applied. The complex dielectric constant acts as the most 
considerable parameter in determining the dielectric be-
haviour of LCs and is given by the following formula [33, 
34]:

* iε ε ε′= ′′−                                  (1)

where, ɛ′ and ɛ′′ is real and imaginary parts of the 
complex dielectric constant, respectively. Also, ɛ′ is energy 
stored in materials and defines as [35]:

o o

Cd C
A C

ε
ε

′ = =                       (2)

where, C is the capacitance and Co is the capacitance of 
the free space. Also, d is the thickness and A is the area of 
the LC cell. εo is dielectric constant of free space. Besides, ɛ′′ 
denotes loss of energy in materials and defines as [35]:

o o

Gd G
A C

ε
ωε ω

′ = =′                       (3)

emission properties, electrical conductivity and mobility 
[25]. It is a p-type organic semiconductor with an emissi-
on wavelength of 550 nm [24, 26]. In addition, the carrier 
mobility in organic field effect transistors is quite high [27, 
28]. Rubrene, which has unique physical and chemical pro-
perties, has been used in many electro-optical device app-
lications such as field-effect transistors [29], organic light-
emitting diodes [30], and solar cells [31, 32] until today.

This paper reports the effect of rubrene concentration 
on the dielectric parameters of E7 NLC. The frequency de-
pendent dielectric parameters (dielectric constants: ɛ′ and ɛ′′, 
dielectric anisotropy: Δε′, and ac conductivity: σac) of pure 
and rubrene doped samples were investigated for Planar-
state (V=0 V) and Homeotropic-state (V=40 V). In addition, 
relaxation frequency (fR), crossover frequency (fC), relaxati-
on time (τR), and dielectric strength (δɛ′) parameters of the 
samples were obtained using these data. The results showed 
that rubrene caused a significant change in dielectric para-
meters of E7 NLC.

MATERIAL AND METHODS

The E7 NLC (no=1.521 and ne=1.746) used in the expe-
riment was purchased from Instec. This material con-
sists of 4-cyano-4′-n-pentyl-biphenyl (5CB, 51 wt.%), 
4-cyano-4′-n-heptyl-biphenyl (7CB, 25 wt.%), 4-cyano-4′-
n-octyloxy-biphenyl  (80CB, 16 wt.%), and  4-cyano-4′′-
n-pentyl-p-terphenyl (5CT, 8 wt.%). The phase transition
temperature of E7 NLC nematic phase to isotropic phase
(TN-I) is 60.5 oC. Rubrene fluorescent dye (sublimed grade 
and λem=550 nm) was provided from Sigma Aldrich. The
molecular formulas of the E7 and rubrene were given in
Figure 1(a-b). Also, indium thin oxide (ITO) coated pla-
nar aligned LC cells has been used for the measurements
and purchased from Instec. The 18 µm spacer was used
in the cells, and the surface resistance of the ITO coated
glass plates was given as a 25 Ω/cm2.

Schematic representation of the sample preparations 
and measurements procedure was given in Figure 2(a-d). 
Firstly, rubrene doped NLC composites were prepared with 
a concentration of 0.5 wt.% and 1.0 wt.% (Figure 2(a)). Then, 
composites was homogenised in an ultrasonic bath for 5 
hour at 80 oC (Figure 2(b)). Finally, pure E7 NLC and rub-
rene doped E7 NLC composites were filled into the LC cells 
with the above specifications by capillary method (Figure 
2(c)). Produced samples were coded as: E7, E7+0.5 wt.% Rub-
rene, and E7+1.0 wt.% Rubrene. 

Dielectric parameters of pure and rubrene doped E7 
NLC was determined with a computer-controlled Novo-
control Alpha-A Dielectric/Impedance Analyzer between 1 
kHz and 10 MHz with a test signal of 100 mVrms for 0 V and 

Figure 1. The molecular formula of the (a) E7 NLC and (b) Rubrene 
fluorescent dye.

Figure 2. Schematic representation of the sample preparations and 
measurements.
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where, ω is the angular frequency and G is the conduc-
tance.

Figure 3(a-b) demonstrates the frequency dependent ε′ 
comparison graphs of the samples for 0 V and 40 V. Small 
changes occurred in ε′ value for both 0 V and 40 V depen-
ding on the increasing rubrene concentration. These small 
increases and decreases were seen in the low frequency regi-
ons. The reasons for these changes will be given in the exp-
lanations of Figure 4(a-b). Furthermore, in order to observe 
the voltage dependent ɛ′ values of the pure E7 NLC and rub-
rene doped E7 NLC composites, the frequency dependent ɛ′ 
variation graphs were given in Figure 3(c-e) for each sample. 
As seen in the figures, the ɛ′ parameters of all samples inc-
reased due to the increase in voltage. This increment can be 
clarified by the regular orientation of both LC and rubrene 
molecules in the electric field direction with changing volta-
ge. Moreover, it is seen that the ɛ′ parameters of the samples 
at 0 V are almost the same 1 kHz-1 MHz frequency range, 
but decrease rapidly after 1 MHz. Therewithal, for 40 V, it is 
also observed that the ɛ′ parameter does not almost change 
in the 1 kHz-100 kHz frequency range for all samples and 
reduces after 100 kHz. The results show that samples will 
show relaxation after these frequency values.

The ɛ′-f comparison graphs of the samples at 1 kHz-10 
kHz frequency range that changes depending on the rubre-
ne concentration were given in Figure 4(a-b). The ɛ′ increa-
sed for E7+0.5 wt.% Rubrene while it decreased for E7+1.0 
wt.% Rubrene. Some interactions are thought to occur in 
the composites when E7 NLC doped with rubrene: NLC-
NLC, rubrene-rubrene and NLC-rubrene. The interactions 
between E7 NLC and rubrene dye molecules can be dipo-
lar, electrostatic, and van der Waals. In this study, ɛ′ value 
increases in the low frequency region given in the graph for 
E7+0.5 wt.% Rubrene compared to pure E7 NLC for 0 V and 
40 V. The reason for this behaviour is the increased dipole 
moment due to molecular interactions between NLC and 
rubrene. On the other hand, the number of domains in the 
composites decreases with increasing rubrene concentrati-
on. Thus, the distance between the domains increases and 
the dipole-dipole interactions decrease. For this reason, ɛ′ 
low for E7+1.0 wt.% Rubrene than for E7+0.5 wt.% Rubrene 
[36].

In Figure 5(a-b), the frequency dependent ɛ′′ compari-
son graphs of the samples were given for 0 V and 40 V. Si-
milar to the ɛ′ parameter, it is seen that small changes occur 
in ɛ′′ values depending on the increasing rubrene concentra-
tion. In addition, it was desired to examine the ε′′ variation 
graphs of the samples depending on both voltage and fre-
quency, separately for each sample. For this reason, graphs 
of the variation of ɛ′′ parameter with voltage were given in 

Figure 3. ɛ′-f comparison graphs of the samples (a) V=0 V and (b) V=40 
V. Also, ɛ′-f single graphs of (c) E7, (d) E7+0.5 wt.% Rubrene, and (e)
E7+1.0 wt.% Rubrene.

Figure 4. ɛ′-f comparison graphs of the samples at 1 kHz -10 kHz 
frequency range for (a) 0 V and (b) 40 V.

Figure 5. ɛ′′-f comparison graphs of the samples (a) V=0 V and (b) V=40 
V. Also, ɛ′′-f single graphs of (c) E7, (d) E7+0.5 wt.% Rubrene, and (e)
E7+1.0 wt.% Rubrene.
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Figure 5(c-e) for pure E7 NLC and rubrene doped E7 NLC 
composites. It is seen that the ɛ′′ values increase in all samp-
les depending on the regular molecular arrangement with 
increasing voltage. Additionally, a single peak was observed 
between 1 kHz and 10 MHz for E7 NLC and its rubrene 
doped composites. This behaviour indicates that the samp-
les have a single relaxation frequency in the examined fre-
quency range. The relaxation frequency (fR) of the samples 
is determined using the frequencies corresponding to the 
peak points of the ɛ′′-f graphs. The fR values of E7 NLC and 
rubrene doped E7 NLC composites were given in Table 1. 
From the table, it is seen that the fR increases with increa-
sing rubrene concentration for 0 V and 40 V. The increase 
in fR values of rubrene doped E7 NLC composites compared 
to pure E7 NLC may be owing to the increased availability 
of free space for molecular motion due to the presence of 
rubrene. Also, it is thought that the reduction in rotational 
viscosity with the addition of rubrene is also effective in the 
increase of fR [37].

The complex dielectric constant is also defined with 
Cole-Cole equation [38, 39]:

( )

' '
* '

11
s

Ri α

ε εε ε
ωτ

∞
∞ −

−
= +

+
(4)

where, ε′s is the low and ε′∞ is the high frequency limit 
of the ɛ′, τR is relaxation time and α is relaxation distribution 
parameter. If α=0, the Cole-Cole model called as Debye mo-
del. In this case, the system has a single relaxation time. And 
if α≠0, the relaxation behaviour fits non-Debye model and 
system has a more than one relaxation processes [40, 41].

Figure 6(a-b) indicates the Cole-Cole comparison 
graphs of E7 NLC and rubrene doped E7 NLC composites 
for 0 V and 40 V. Moreover, Cole-Cole graphs obtained at 0 
V and 40 V for each sample were given in Figure 6(c-e). It has 
been observed that the samples almost complete the semi-
circle and behave according to the Debye model. The τR of 

E7 NLC and rubrene doped E7 NLCs were calculated using 
the Cole-Cole plots and their values were given in Table 1. It 
is observed that the τR increases in both E7 NLC and rubre-
ne doped E7 NLC composites depending on the increasing 
voltage. The cause for this attitude is that the molecular ori-
entation increases with increasing voltage, thus increasing 
the time it takes for LC and rubrene to return to their ini-
tial state. Besides, it is seen that τR reduces with increasing 
rubrene concentration in E7 NLC for 0 V and 40 V. This 
behaviour can be explained by the fact that the trapping of 
free ions in the rubrene doped composites. As a result of the 
decrease in ion concentration, the viscosity of the composi-
tes decreases, thus the relaxation time of the system is also 
reduced [42]. This result is important in that E7 NLC doped 
with rubrene shows relaxation behaviour in a shorter time.

Dielectric strength (δɛ′) is determined using the Cole-
Cole graphs of the samples and calculated by the following 
equation [37, 41]:

' '
sδε ε ε∞=′ − (5)

The δɛ′ values of the samples were given in Table 1. Ac-
cording to table, δɛ′ of pure E7 NLC and rubrene doped E7 
NLC composites increase depending on the voltage. The 
main reason for this increase is that ε′s increases with incre-
asing voltage. According to the change in rubrene concent-
ration, there is a small increase in E7+0.5 wt.% Rubrene and 
a small decrease in E7+1.0 wt.% Rubrene when compared 
with the δɛ′ value of E7 NLC. The results indicate that rub-
rene concentration causes a change in the δɛ′. 

Dielectric anisotropy (Δε′) is the significant parameter 
for LC-based electro-optical devices and defined as the dif-
ference between parallel (ε′∥) and perpendicular (ε′⊥) compo-
nents of the ε' values [23, 38]:

' ' 'ε ε ε⊥∆ = −


       (6)

In Figure 7, the frequency dependent Δε′ change graph 
of the samples was given. It is seen from the graph that the 
Δε′ value of E7+0.5 wt.% Rubrene increases slightly compa-
red to E7 NLC at 1 kHz-100 kHz frequency range. In E7+1.0 
wt.% Rubrene, it is observed that there is a small decrease 
in Δε′ compared to E7 NLC in the same frequency range. 
In addition, the crossover frequency (fC) of the samples is 
determined using the Δε′-f graph. The fC values of E7, E7+0.5 
wt.% Rubrene, and E7+1.0 wt.% Rubrene were determined in 
the 1 MHz-2 MHz frequency range where the Δε′-f graph 
changed from positive to negative. Using the data inset of 
the graph, the fc values of E7, E7+0.5 wt.% Rubrene, and 
E7+1.0 wt.% Rubrene were calculated as 1.145 MHz, 1.250 

V=0 V V=40 V

f
R
 

(MHz)
τ

R
(µs) δε' f

R
 

(kHz)
τ

R
(µs) δε'

E7 3.045 0.052 5.581 627 0.254 20.679

E7+0.5 
wt.% 
Rubre-
ne

3.322 0.048 5.773 657 0.242 21.201

E7+1.0 
wt.% 
Rubre-
ne

3.697 0.043 5.541 686 0.232 20.409

Table 1. Relaxation frequency (fR), relaxation time (τR), and dielectric 
strength (δɛ′) parameters of the E7, E7+0.5 wt.% Rubrene, and E7+1.0 
wt.% Rubrene for 0 V and 40 V.
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MHz and 1.298 MHz, respectively. According to the data, 
it can be seen that the fC values of the rubrene doped E7 
NLCs increased when compared to E7 NLC. In rubrene do-
ped E7 NLCs, the interactions between rubrene and NLC 
molecules cause some changes in the molecular structure 
of the composite. Furthermore, these interactions change 
with increasing rubrene concentration. Depending on these 
changes, the interaction of the molecules with the longitu-
dinal and transverse dipole moments in the electric field 
changes with frequency. Accordingly, it is thought that the 
increase in the fC values of the rubrene doped composites is 
related to the change in the phase structure.

The ac conductivity of materials is given by the follo-
wing equation [43, 44]:

ac oσ ε ωε= ′′ ' (7)

Figure 8(a-b) depicts that frequency dependent σac com-
parison graphs of the E7 NLC and its rubrene doped com-
posites for 0 V and 40 V. The small increases and decreases 
in the σac parameter of the samples with increasing rubre-
ne concentration cannot be clearly seen from the graphs. 
However, it is seen that the σac values of both E7 NLC and 
rubrene doped E7 NLC composites increase with increasing 
frequency for 0 V and 40 V. For a more detailed analysis, 
σac-f graphs for each sample were given in Figure 8(c-e). The 
σac values increased with increasing voltage. Moreover, in 
Figure 8(f), σac value of the samples at 1 kHz was given. As 
seen in the graph, there is a minor increment in the σac of the 

E7+0.5 wt.% Rubrene compared to the E7 NLC. This beha-
viour can be explained by the mobility of NLC and rubrene 
molecules. However, it is observed that the σac value of the 
E7+1.0 wt.% Rubrene is quite close to the E7 NLC and is less 
than E7+0.5 wt.% Rubrene. This reduction may be related to 
the restriction caused by feeble aggregations in E7+1.0 wt.% 
Rubrene [11].

CONCLUSION

In the current study, the dielectric parameters of rubrene 
doped E7 NLC were investigated. In order to observe the 
rubrene effect, two different concentrations were used 
and the dielectric parameters of the produced E7+0.5 
wt.% Rubrene and E7+1.0 wt.% Rubrene composites were 

Figure 6. Cole-Cole comparison graphs of the samples (a) V=0 V and 
(b) V=40 V. Also, Cole-Cole single graphs of (c) E7, (d) E7+0.5 wt.%
Rubrene, and (e) E7+1.0 wt.% Rubrene.

Figure 7. Δε′-f graph of the E7, E7+0.5 wt.% Rubrene, and E7+1.0 wt.% 
Rubrene.

Figure 8. σac-f comparison graphs of the samples (a) V=0 V and (b) 
V=40 V. Also, σac-f single graphs of (c) E7, (d) E7+0.5 wt.% Rubrene, and 
(e) E7+1.0 wt.% Rubrene. And (f) σac value of the samples at 1 kHz.
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compared with the pure E7 NLC. Dielectric measure-
ments were carried out at 0 V and 40 V, depending on 
the frequency. As a result of the experimental evaluati-
ons, it was concluded that fR increases and τR decreases 
with increasing rubrene concentration in E7 NLC. In ad-
dition, it was observed that the frequency dependent Δε′ 
of the samples were quite close to each other and fC was 
calculated from the Δε′-f graphs. It was found that the fC 

increased with rubrene concentration in E7 NLC. Accor-
dingly, rubrene doped E7 NLCs will be considerable for 
the production of electro-optical devices with low rela-
xation time that can operate in the high frequency region.
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Carbon and its allotropes have gained tremendo-
us attention in electrochemical sensing applica-

tions owing to their chemical stability, high electro-
catalytic activity, biocompatibility, conductivity, low 
cost, and large surface areas [1, 2]. So far, carbon-re-
lated materials including carbon black, carbon nano-
tubes (CNT), graphene, graphene oxide, amorphous 
carbon, and carbon nano-onion (CNO) have been 
used as the sensing materials for different molecules. 
Among these, CNO shows great potential for elect-
rochemical applications due to having the structure 
of multiple concentric shells of fullerenes, quasi-sphe-
rical and polyhedral-shaped layers.  The distance bet-
ween the polyhedral-shaped layers ranges from 3 to 
50 nm [3]. CNOs demonstrate unique chemical and 
physical properties, such as good biocompatibility, 
low toxicity, high electronic conductivity, and ther-
mal stability. Besides, the tolerability of the surface 
functional groups renders the CNO structures highly 
dispersible in aqueous solutions. CNO and its deri-
vatives have been used in different electrochemical 
applications such as energy storage [4], bioimaging 
[5], magnetic storage media [6], fuel cell electrodes [7], 
and sensing and biomedical applications [8]. For the 

Article History: 
Received: 2023/01/13
Accepted: 2023/07/05
Online: 2023/09/30

Correspondence to: Hasan Huseyin Ipekci, 
Necmettin Erbakan University, Metallurgical 
and Materials Engineering, 42090, Konya, 
TÜRKİYE
E-Mail: hhipekci@erbakan.edu.tr, hsnpkc@ 
gmail.com;

This article has been checked for similarity.

case of electrochemical sensing applications, various 
reports have shown the applicability of CNO-based 
materials against the detection of different molecu-
les such as glucose [9, 10], dopamine [11, 12] cysteine; 
methionine [13] epinephrine, and norepinephrine 
[12], phenoxy herbicides [14].

Although pristine carbon allotropes show electroc-
hemical activity to some extent, the pristine structure 
does not yield a high electrochemical activity compared 
to metal and metal oxide-based electrocatalysts. One of 
the most effective methods to achieve enhanced elect-
rochemical performance in carbon-based catalysts is 
the decoration of the carbon surface with metal nano-
particles (MNPs). Some  MNPs reported in the literatu-
re are  Ag [15, 16], Pt [17-19], Pd [20, 21], and Au [22]. The 
incorporation of MNPs in the catalyst structures boosts 
the electrochemical activity of the electrochemical sen-
sors significantly. MNPs anchored on the carbon sur-
face facilitate electron transfer and can act as electron 
transfer mediators, which leads to enhanced electroc-
hemical performance.  Pd is one of the most exploited 
noble metals to decorate the carbon surface for enhan-
ced electrochemical activity in different electrochemi-

A B S T R A C T

In the given study, palladium-decorated carbon nano-onion nanostructures (Pd/CNO) 
were used as an electrochemical catalyst for detecting dopamine (DA). The physico-

chemical properties of the Pd/SO3H/CNO-based catalysts were studied by transmission 
electron microscopy (TEM), scanning electron microscopy (SEM), X-ray diffraction 
(XRD), and X-ray photoelectron spectroscopy (XPS) methods.  Pd/SO3H/CNO inks were 
dropped cast on a glassy carbon electrode (GCE) to prepare the electrochemical DA sen-
sors.  The sensor performance was performed using cyclic voltammetry (CV), differential 
pulse voltammetry (DPV), and electrochemical impedance spectroscopy (EIS). The elec-
troanalytical results indicated a LOD value of 2.44 M and the linear range of the sensors 
were found to be between 10 and 400 M DA. The enhanced electrocatalytic activity 
toward DA is attributed to the high active surface area, conductivity of CNO and the high 
electrocatalytic property of Pd. The results suggest that Pd/SO3H/CNO nanostructures 
can be used to detect electrochemical DA sensors with high selectivity, sensitivity, and 
low LOD.
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(hydrogen peroxide, glucose, uric acid, and ascorbic acid) 
were obtained from Sigma. No additional treatment was 
applied to the chemicals.

Synthesis of CNO, SO3H/CNO, and Pd/SO3H/
CNO

Carbon nano-onions were prepared  based on a study re-
ported by Han et al. [39]. Briefly; CuCl2*2H2O (0.059 mol) 
and CaC2 (0.05 mol) were placed in a 30 ml stainless steel 
autoclave and left in an oven which was hold at 600°C for 
10 h. The obtained product was washed with NH3*H2O 
and chloroform to remove the copper residues. After that, 
the obtained carbon phase was rigorously washed with 
deionized water and ethanol and left for drying in a va-
cuum oven overnight. The surface of the obtained CNO 
powder was modified with SO3H groups to enhance the 
distribution of Pd nanoparticles.  It should be emphasi-
zed that SO3H groups on the carbon surface act as nucle-
ation agents for Pd NPs, which results in an enhancement 
in the homogeneous distribution of MNPs on the surface 
[40, 41]. Within this aim, the CNO surface was furnished 
with SO3H groups using a method explained as follows.  1 
g of sulfonic acid (99%, Sigma) was dissolved in a solution 
containing NaOH (2 wt.%), then 0.4 g of sodium nitra-
te was introduced. After homogenization, the obtained 
solution was added slowly into 10 ml ultrapure water at 
ice temperature (0°C) and kept stirring for 30 min. After 
that, the solution was slowly added to the 30 mL CNO/
DI water suspension in an ice bath and stirred for anot-
her 5 h. The modified CNO structures were centrifuged, 
washed with DI, and dried in a vacuum oven. Pd nano-
particles were anchored on SO3H/CNO surfaces using a 
method reported in a previous study [42]. Briefly, a certa-
in amount of SO3H/CNO was dispersed in DI containing 
K2PdCl4 at 55°C for 12 h. Then, freshly prepared NaBH4 

was slowly added to the solution dropwise and Pd nano-
particles were allowed to precipitate on the nanocarbon 
surface. Solid phase was removed from the liquid phase 
by centrifugation and dried.

Characterization of CNO, SO3H/CNO and Pd/
SO3H/CNO

X-ray diffraction (XRD) was used for phase identifica-
tion by using Rigaku Ultims-IV equipped with Cu Kα 
(λ=0.15406 nm) radiation. The diffraction pattern was 
scanned over 20°–90° 2θ, at a scanning speed of 1° 2θ/min. 
The average size and distribution of Pd nanoparticles de-
posited on carbon nano-onion structures were determi-
ned using transmission electron microscopy (TEM, FEI 
@ 200kV). Morphology, surface properties, and elemen-
tal analysis (EDS) of nanostructures were determined by 
scanning electron microscopy (Zeiss Gemini SEM 500, 

cal applications such as energy storage [23], medicine [24], 
oxygen reduction [25], sensing [26] and waste treatment [27].

Dopamine (DA) is a bioactive molecule that plays vital 
roles in the human body and is a neurotransmitter for the 
messaging cognitive function and diseases in the central 
and peripheral nervous system. Hence, the DA level in the 
blood is the indicator of various diseases, and its detection 
with high selectivity and sensitivity is of great importance. 
While a low DA level in the human brain can cause schi-
zophrenia, addiction [28], depression [29], and diseases such 
as  Parkinson's [30] and Alzheimer's[31], a high level of DA 
may cause hypertension, drug addiction, and heart failure 
[32]. The level of DA has been determined using conventi-
onal methods including colorimetric [33], fluorescence [34], 
chromatography [35] and electrochemical methods. Those 
conventional methods, however, pose disadvantages such 
as complicated sample pre-treatments, time-consuming 
testing procedures, and the requirement of expensive equ-
ipment. Therefore, electrochemical sensors are of great im-
portance because of the advantages of easy operation and 
low cost, fast response, high stability and selectivity [36]. 
Breczko et al. detected DA using CNO/PDDA (poly(diallyl 
dimethylammonium chloride) nanocomposite in a range of 
5x10-5 and 4x10-3 mol/L [11]. A screen-printed electrode was 
constructed with CNO and graphite mixture ink and the 
sensor detected dopamine in the linear range from 10 M 
to 99.9 M, and the lowest detection concentration was 0.92 
M [37]. Carbon nano-onions and their derivatives have 
been exploited to detect DA electrochemically [12, 38].

The given work depicts the preparation of Pd/SO3H/
CNO nanocomposites to develop electrochemical DA sen-
sors with high sensitivity and selectivity. Pd nanoparticles 
were precipitated on the SO3H-modified CNO surface using 
a facile chemical precipitation method. The decoration of 
CNO surface with SO3H groups prevent the agglomerati-
on of the nanoparticles due to acting as a nucleation agent. 
In the given work, Pd-decorated SO3H/CNO nanohybrids 
were exploited to construct electrochemical DA sensors, for 
the first time in the literature. The physicochemical pro-
perties of the catalysts were studied using TEM, SEM, XPS, 
XRD, Raman, and FTIR methods. CV and DPV were used 
to determine the electrochemical performance of Pd/SO3H/
CNO against DA for sensitivity, selectivity, storage stability, 
repeatability, and applicability of the sensors in real samples.

EXPERIMENTAL

Chemicals

CuCI2*2H2O (99%) and CaC2 (75%) were purchased from 
Merck an NH3*H2O (28%-30%), NaBH4 (96%), K2PdCl4, 
chloroform, Nafion (5 wt.%), and dopamine were purc-
hased from Sigma-Aldrich.  The interferents molecules 
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SEM). Additionally, the bond structures and the oxidati-
on states of the nanostructures were determined by X-ray 
photoelectron spectroscopy (XPS, PHI 5000 VersaProbe).

Preparation of the sensor, electrochemical 
analyses

The catalyst inks were composed by mixing a certain 
amount of obtained powder, Nafion solution (5% v/v, 30 
l), DI water (0.6 ml), and ethanol (0.4 ml). To homogeni-
ze the ink, an ultrasonic bath and probe were used. Be-
fore the application of the ink slurries on the GC surface 
(3mm in diameter), the electrode surface was polished 
with alumina slurry. The surface of the GC was covered 
with 5 µl of the ink and left for drying. To form a permse-
lective membrane on the sensor surface and improve the 
stability of the sensors, Nafion solution (0.05 wt.%) was 
dropped on the Pd/SO3H/CNO -modified GC surface. 
Electrochemical measurements were performed using an 
Emstat3 Blue (Netherlands) potentiostat.  A Pt plate was 
used as the counter electrode and the reference electrode 
was Ag/AgCl. In the electrochemical experiments, 0.1 M 
PBS buffer was used as the electrolyte. Determination of 
DA was carried out by CV and DPV methods. EIS analy-
sis was performed using a PalmSens 4 potentiostat in an 
electrolyte containing 5 mM K3[Fe(CN)6]/ K4[Fe(CN)6] in 
0.1 M KCl. The DPV analysis was carried out between 

-0.4 and 0.8 V with a pulse amplitude of 25 mV, a pulse
width of 70 ms, and a scan rate of 25 mV/s. Frequency
range of 82500 and 0.05 Hz was chosen as the EIS para-

meters and the data were recorded with a pulse amplitu-
de of 5mV by using PalmSens4.

RESULT AND DISCUSSION

Characterization of the CNO and Pd/SO3H/CNO

Representative TEM images of the as-synthesized CNO 
samples are given in Fig. 1. The images indicated the for-
mation of the carbon structure after the heat treatment 
of CuCl2*2H2O and CaC2. The high-magnification TEM 
image (Fig. 1b) showed carbon fringes and when the ob-
tained results were compared with the literature, it can 
be suggested that CNO nanoparticles were successfully 
synthesized. The TEM images of the Pd-modified SO3H/
CNO structures are also given in Fig. 1c-d. The images 
suggest that Pd nanoparticles were evenly distributed on 
SO3H/CNO surface without any severe agglomeration. 
As discussed earlier, the modification of the CNO surface 
with SO3H functionalities improved the Pd distribution, 
preventing the agglomeration of the MNPs. Additionally, 
small Pd nanoparticles (< 10 nm) were anchored on the 
carbon surface.

XRD was used to determine the phase analysis and the 
recorded XRD diffractograms are displayed in Fig. 2a. The 
XRD peaks appearing at about the 2θ values of 40.3º, 46.6 º, 
68.2 º, and 82.3º are responsible for the planes of (111), (200), 
(220), and (311), respectively in the face-centered cubic Pd 
nanoparticles.  In addition to metallic Pd, the oxide form 

Figure 1. TEM images of CNO (a-b) and Pd/SO3H/CNO (c-d) at different magnifications.
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of Pd (PdO), was observed in the structure, which was also 
confirmed by the XPS results. The XRD reflections obser-
ved at ca. 36.5º, 41.9º, 57.8º, and 60.3º correspond to the pre-
sence of the oxide form of Pd nanoparticles. The chemical 
analysis and the surface morphology of the samples were 
studied using SEM and EDS methods. The representative 
SEM image given in Fig. 2b indicates the three-dimensional 
surface morphology of the samples, which is essential for 
improved electrochemical activity and enlarged electroche-
mical active surface area. Furthermore, the elemental analy-
sis results indicated that (Fig. 2c-g) suggested the homoge-
neous distribution of the Pd nanoparticles on the CNO sur-
face. The presence of the S element, which originated from 
the sulfonate groups anchored on the CNO surface, was not 
observed from the EDS results, which may be attributed to 
the low S content on the CNO surface.

The surface chemistry of the Pd/SO3H/CNO samples 
was studied using XPS analyses. The XPS results indicated 
O, C, Pd, S, and Cu elements on the sample surface (Fig. 3). 

As discussed earlier, the presence of Cu is attributed to the 
starting materials used to synthesize the CNO powder. Alt-
hough the CNO samples were washed rigorously, residual 
Cu could not be removed from the sample. While EDS re-
sults did not show the S element on the CNO surface, the 
XPS results revealed the S element with 1.78 at. % ratio, 
confirming the successful modification of the CNO surface 
with SO3H groups.

Figure 2. The XRD and SEM results of Pd/SO3H/CNO.

Figure 3. XPS survey of Pd/SO3H/CNO.
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Electrochemical behavior of the sensors

The CV voltammograms are shown in the with and wit-
hout DA in 0.01 M PBS in Fig. 4a-c. While no oxidation 
peak was observed for the CNO and Pd/SO3H/CNO in 
the DA-free electrolyte, upon the introduction of 100 µM 
DA into the solution, redox peaks appeared at 0.3 V and 

-0.2V. It is because of the two-electron oxidation of DA,
yielding  dopamine quinone [43]. Additionally, The oxi-
dation current of Pd/SO3H/CNO was much higher than
that of CNO, indicating that Pd/SO3H/CNO sample had
much higher catalytic activity against the oxidation of

DA. As shown in Fig. 4c, the unmodified CNO sample 
had a low analytical response. Note that Pd nanopartic-
les on the CNO surface enhances the electron mobility, 
improving the electrochemical activity. The EIS results 
of bare-GC, GC-CNO, and Pd/SO3H-CNO-GC are given 
in Fig. 4d. The electron transfer resistance (Rct) of bare-
GCE was found to be about 19 kΩ. The electron charge 
transfer resistance of the CNO and Pd/SO3H/CNO mo-
dified GCs were found to be lower than bare-GC. Howe-
ver, Pd nanoparticles on the CNO surface improved the 
charge transfer rate, resulting in a lower semi-circle.

The oxidation behavior of DA at various pH was eva-
luated using CV experiments and the results indicated that 
the electrolyte pH impacts the electrochemical activity to-
wards DA. With the increase in the pH (Fig. 5a-b), the me-
asured oxidation current decreased.  The oxidation current 
decreased with the increasing pH of the solution. With the 
participation of protons in the DA oxidation, the peak po-
tentials shifted to smaller values. According to the obtained 
CV curve, the highest current was obtained at the pH of 3.0. 
Therefore, further experiments were conducted at this pH 
value.

Fig. 5c shows the cyclic voltammograms recorded at 
different scan rates (10 to 400 mV/s) in the presence of 100 
µM DA. The results showed that the oxidation current inc-
reased at higher scan rates.  The relationship between the 
peak current and the scan rate graphs is shown in Figure 5d.  
The results show that DA oxidation on Pd/SO3H/CNO is a 
surface-controlled reaction.

DPV measurement was performed between 10 µM and 
400 µM of DA in 0.1 M PBS at a pH of 3.0 at a scan rate of 
25 mV/s. (Fig. 6a).  The oxidation peak appeared at 0.35 V for 
the sensor. The average linear regression plots and the con-
centration of DA results are shown in Fig. 6b. DA concentra-
tions in the range of 100 M to 400 M (y=0.1355x+0.7833 
and y= 0.0269x+10.959), with a R2 value 0.9933 and 0.9993, 
respectively. The results suggested that the Pd modification 
of CNO enhances the electroactive sites and speed up the 
rate of electron transfer.  Hence, Pd nanoparticles provide 
a high surface area to volume ratio and act as an effective 
performance to detect DA. These results showed that our 
sensor's upper linear range limit of 400 M. The average 
sensitivity of the sensor was calculated to be 1.93 ± 0.14 µA 
M-1 cm-2 from three different experiments (n=3, RSD %: 
3.6). The detection limit (LOD) of the sensor was calcula-
ted according to the LOD=3s/S equation. The LOD of the 
sensor was found to be 2.44 M (n=3).  A low RSD % of 3.06 
(n=3) was calculated from three different sensors, these re-
sults showed that this sensor has a high reproducibility of 
the fabrication process.

Figure 4. a) Electrochemical behavior of sensors in the presence of 100 
M DA, CV curves for b) Pd/CNO, c) CNO, and d) EIS diagrams.
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Note that the sensor can be used to detect DA in the li-
near range between 10 M and 400 M, which is wider than 
the previously published articles [37, 44] and even better 
than some of the Pd-based electrochemical sensors [45, 46]. 
The presence of different interferents can affect the sensor 
response in real samples therefore it is essential to evalua-
te the sensor response in terms of selectivity. Ascorbic acid 
(AA), uric acid (UA), glucose (GC), and hydrogen peroxide 
(H2O2) were used as the interferents. The selectivity study 
was conducted using DPV to evaluate the response of our 
sensors against the interferents. DPV measurements were 
recorded in the presence of 50 M AA, UA, GC, and 200 
M H2O2 different DA concentrations of 50 and 200 M (Fig. 
7a). When the DA was added to the solution containing the 

interfering molecules, the current increased dramatically 
due to the detection of DA. Furthermore, no change in the 
peak current was obtained in the presence of interferents 
in the electrolyte, confirming a high selectivity. The storage 
stability of the sensors were studied by measuring the analy-
tical response of the sensors against 20 M DA for 22 days. 
The sensors were stored at room temperature throughout 
the stability experiments. The sensors yielded the analytical 
responses of 2.48 ± 0.28 (100 %) and 2.52 ± 0.57 µA (101.77 
%) for the 1st and 22nd days, respectively. Fig. 7b shows that 
the sensor has a good sensor stability over time.

Figure 5. a) CV for 0.1 M PBS at different pH, b) the peak current at 
different pH, c) CV for different scan rates, d) Effect of scan rate on the 
peak current.

Figure 6. a) DPV results of the sensors at different concentrations of 
DA (10 µM to 400 µM), b) Linear plots versus concentration of DA and 
linear regression equations.

Figure 7. . a) Interference behavior in the detection of dopamine, b) 
Storage stability results of the sensor.
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The electroanalytical performance of the Pd/SO3H/
CNO-based electrochemical sensors was compared with 
published other reported DA sensor, as given in Table 1. The 
linear range of our sensors is much wider and the LOD of 
the sensor is much smaller than many previously published 
reports (Table 1). These results can be explained by the large 
surface area of Pd-doped CNO.

In order to assess the practical feasibility of the sensor, 
a commercial DA injection solution (Dopadren 200 mg/ml) 
was purchased from a local pharmacy. The dopamine injec-
tion solution was spiked into the PBS solution and DPV was 
carried out to determine the DA oxidation current.  As seen 
in Table 2, the calculated recovery values were in the range 
of 97.76 % to 111.23 %. Each measurement was carried out 
three times (n=3). These results showed that the sensor had 
acceptable repeatability for the DA in real samples.
CONCLUSION

In this study, the surface of CNO was modified with 
SO3H functional groups and Pd nanoparticles to achieve 
high electrochemical activity against DA.  The electroa-
nalytical performance analyses were conducted using CV 
and DPV techniques in PBS. The sensor yielded the hig-
hest response against DA at a pH 3.0. The LOD and linear 

range of the sensor were 2.44 µM, and 10–400 µM, res-
pectively, and these data were compared with published 
reports. The TEM, XPS, and XRD results showed that 
SO3H/CNO samples were decorated with Pd nanopartic-
les successfully. The Pd/SO3H-CNO-modified GCs sho-
wed higher performance compared to CNO-modified 
GCs. The Pd/SO3H/CNO-based sensors showed high 
electrochemical sensitivity, selectivity, and storage sta-
bility. Additionally, real sample analysis results indicated 
that our sensors can be used in real samples to detect DA.
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Normal cells grow and multiply for new cells ne-
eded in the body. When normal cells get old 

or damaged, they die and are replaced by new cells. 
With the disruption of this natural process, cancer 
cells are formed. Cancer is a disease that occurs when 
some cells in the body grow and multiply uncontrol-
lably. These cells form tumors, which are lumps of 
tissue. These tumors may begin to spread throughout 
the body (1). 

Breast cancer, which is one of the hormonal can-
cer types, is one of the most common cancer types in 
women. Estrogen and progesterone are hormones that 
are seen as potential risks in breast cancer (2, 3). Ove-
rexpression of estrogen and progesterone receptors 
are prominent distinguishing features in breast can-
cer cases. Therefore, studies have been made for bre-
ast cancer therapeutics to target these receptors (4-6). 
Estrogen receptor is one of the targets used not only 
in breast cancer, but also in treatment and prevention 
studies related to prostate, colon, and ovarian cancer (7, 
8). Overexpression of progesterone is associated with 
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overexpression of estrogen. PR overexpression, obser-
ved with estrogen overexpression, plays an important 
role in better diagnosis of PR+ breast cancer and hig-
her response to hormonal therapy (2). Other important 
receptors in breast cancer are epidermal growth factor 
receptor (EGFR/HER1) and epidermal growth factor 
receptor 2 (EGFR2/HER2) (2, 9, 10). Overexpression of 
EGFR is also observed in breast cancer (11) and affects 
cell signaling and play a role in oncogenesis (12). In ER-, 
PR- and HER2- breast cancer (triple negative breast can-
cer) studies, EGFR level was found to be increased. Since 
treatment is limited in triple negative breast cancer, the 
use of EGFR antagonists is at the forefront of treatment 
strategies (13, 14). Additionally, more than half of non-
small cell lung carcinomas express EGFR. Therefore, 
EGFR has an important place in lung cancer studies 
(15). Signaling pathways that occur in EGFR activation 
in colon cancer are also important (16). Another target 
used in anti-cancer studies is HER2 (12, 17). Both EGFR 
(HER1) and HER2 are used as target inhibitors in HER-
2+ breast cancer. The limitations of single-targeting 
used in treatment studies are tried to be overcome with 

A B S T R A C T

Cancer, defined as the uncontrolled growth and proliferation of cells, is a serious disease
seen in many people around the world. For this reason, a lot of work has been done and 

continues to be done by scientists for the diagnosis and treatment of cancer. It is known 
that various receptors are targeted in studies on cancers. In this study, ER, PR, EGFR and 
HER2 receptors, which are among the most frequently used target receptors, were selected. 
GHK is a tripeptide that has important benefits such as increasing cancer resistance and 
reversing cancer cells. In this study, the complex structures formed by the most commonly 
used target receptors (ER, PR, EGFR and HER2) and the GHK tripeptide were examined. 
These complex structures were obtained by molecular docking method that is a molecular 
modeling method used to predict how a receptor interacts with small molecules. As a result of 
the study, binding affinities, close interactions, and interaction types of GHK and receptors 
were determined, and interaction profiles with various drugs (such as tamoxifen, erlotinib 
and neratinib) in the literature were examined comparatively. In the light of the findings 
obtained in the studies, it was determined that the GHK tripeptide gave similar interaction 
profiles with the drugs used in cancer treatment.
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MATERIAL AND METHODS

With the molecular docking study, it was aimed to obtain 
an estimate of the complex structures of the GHK tripep-
tide with the receptors targeted in cancer studies. The 
binding mode of the GHK tripeptide with the binding 
sites of ER, PR, EGFR and HER2 were determined. Firstly, 
GHK and all receptors were prepared via AutoDock To-
ols 1.5.6. Estrogen receptor (PDB ID: 1A52) (31), Proges-
terone receptor (PDB ID: 2OVM) (32), epidermal growth 
factor receptor (PDB ID: 1M17) (33) and Receptor tyro-
sine-protein kinase erbB-2 (HER2) (PDB ID: 3RCD) (34) 
were downloaded from PDB DataBank (https://www.rcsb.
org/). Receptors were prepared for molecular docking 
studies by removing water, ions, and other ligands and 
adding polar hydrogens. After ligand and receptors were 
prepared, grid boxes were adjusted as 30Åx30Åx30Å. 
All molecular docking studies were run using AutoDock 
Vina (35). After molecular docking studies were comp-
leted successfully, initial visualizations were performed 
with Pymol program (36), then interaction types and dis-
tances (Å) of ligand-receptor complexes were determined 
and visualized by Discovery Studio Visualizer 2019 (37).

RESULTS AND DISCUSSION

Estrogen Receptor (PDB ID: 1A52)

ER+ breast cancer constitutes the majority of breast can-
cers (38). ERα, which is abundant in cancerous tissues, is 
associated with cancer inhibition, but may also contri-
bute to cancer progression. For these reasons, Estrogen 
receptor alpha (ERα) is an important receptor frequently 
used in theoretical studies on breast cancer (39). In this 
study, estrogen receptor and GHK tripeptide was docked 
and determined the binding energy of best docking pose 
as -6.7 kcal/mol by AutoDock Vina program. GHK in the 
active site of Erα, close interactions and interaction types 
of GHK-ERα complex were shown in Figure 1. Additio-
nally, detailed interaction types and distances between 
GHK-ERα complex were tabulated in Table 1.

Like the drugs (tamoxifen and exemestane), used to 
treat breast cancer, and estradiol, one of the three naturally 
produced estrogen hormones in the body, GHK also inte-
racted with the ERα. GHK in the active site of ERα formed 
hydrogen bonds, pi-alkyl and van der Waals (vdW) inte-
ractions. GHK tripeptide formed 3 hydrogen bonds with 
Thr-347 residue of ERα (~2.71 Å, 2.71 Å and 3.03 Å). The 
tripeptide also formed carbon hydrogen bond with Gly-521

multi-targeted studies. These types of studies have shown 
that drug therapy is more effective (12, 18). Apart from bre-
ast cancer studies, HER2 is also prominent in other cancer 
types. In non-small cell lung cancer, HER2 is a biomarker of 
cancer proliferation (19). It has been reported in studies that 
HER2 gene mutations can be associated with the response 
to targeted agents in non-small cell lung cancer (20).

GHK is a tripeptide with antioxidant, anti-inflam-
matory, wound healing, ulcer, anticancer and bone tissue 
healing properties (21, 22). GHK has many studies on the 
preservation and repair of tissues (23). In addition to these 
properties of GHK, it has also proven to be effective in mo-
dulating a number of genes. A study with GHK found that 
it reversed the pathological expression of the gene in metas-
tasis-prone colon cancer and was effective in directing gene 
expression to healthy remodeling in COPD lungs (24, 25). In 
a study, it was reported that GHK reduce the viability of gli-
oblastoma cells at higher concentrations while the viability 
of L929 cells stay the same as the control (21). In a study with 
GHK-Cu complex, gene effects on MCF-7 breast and PC3 
prostate cancer cell lines were investigated (26). It is also 
known that the GHK-Cu complex provides regeneration 
of the lung and liver. In addition, studies on human cancer 
cells (SH-SY5Y, U937 and breast cancer cells) have shown 
that GHK activates programmed cell death and inhibits cell 
growth (23, 27, 28).

Molecular docking method is a molecular modeling 
method frequently used in drug development studies. In 
this method, it is aimed to predict the complex structure 
of the drug candidate molecule (ligand) and the selected 
macromolecule (receptor), and to determine the most stab-
le structure of this complex structure and to find the most 
appropriate pose of the ligand. That is, the ligand-receptor 
complex is studied at the atomic level and the interaction 
profile of the ligand in the active site of the receptor is de-
termined (29, 30). Afterwards, a theoretical background is 
obtained by comparing the interaction profile of the studied 
disease-related drug molecules in the active site of the re-
ceptor with the interaction profile of the investigated mo-
lecule (ligand).

In this study, 4 different receptors (ER, PR, EGFR and 
HER2), which are known as target receptors in cancer stu-
dies, were determined and their interactions with GHK tri-
peptide were investigated by molecular docking method for 
the first time. The interaction profiles of GHK tripeptide 
with these receptors were compared with the interaction 
profiles of cancer drug molecules such as tamoxifen, erlo-
tinib and neratinib.
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7residue (~3.38 Å). Looking at other interactions, it was 
seen that GHK formed pi-alkyl interactions with Leu-384, 
Ile-424 and Leu-525 residues of ERα and vdW interac-
tions with Leu-346, Leu-349, Ala-350, Asp-351, Trp-383, 
Leu-387, Met-388, Leu-391, Arg-394, Phe-404, Met-421, 
Leu-428, His-524 and Lys-529 residues of ERα. Mani et 
al. reported important residues forming the active site of 
ERα (9). According to this literature information, GHK 
tripeptide interacted with some important residues. The-
se residues were Glu-353, Leu-525, Leu-384, His-524, 
Met-388, Leu-346, Arg-394, Ala-350, Phe-404 and Leu-
387. In the study of Mani et al., the close interactions of
two important molecules, estradiol and tamoxifen, with
ERα residues were presented (9). When the interactions
of GHK and these molecules (estradiol and tamoxifen)
with the ERα were compared, it was determined that the
close interaction residues between the molecules (estra-
diol and tamoxifen) and the ERα completely interacted
with GHK tripeptide. In another docking study menti-
oned in the literature, exemestane, which is used in the
treatment of breast cancer, was docked with the ERα

and it was reported that the exemestane made hydrogen 
bonds with Glu-353, Arg-394 and His-524 residues of ER 
(40). In this study, GHK tripeptide interacted with these 
three residues via hydrogen bonding with Glu-353, vdW 
interactions with Arg-394 and His-524. As a result, when 
compared with the literature, it was determined that the 
GHK tripeptide interacts in the active region of the ER 
and even interacts with the same residues with the mole-
cules used in breast cancer.

Progesterone receptor (PDB ID: 2OVM)

Progesterone receptors as well as ER are prognostic bi-
omarkers in hormone-dependent breast cancers. Most 
breast cancers are ER+, PR+ or both positive (9, 41). In 
this study, progesterone receptor (PR) and GHK tripep-
tide was docked and determined the binding energy of 
best docking pose as -6.1 kcal/mol by AutoDock Vina 
program. GHK in the active site of PR, close interactions 
and interaction types of GHK-PR complex were shown 
in Figure 2. Additionally, detailed interaction types and 
distances between GHK-PR complex were tabulated in 
Table 2.

As a result of docking of GHK with the progesterone 
receptor, it was determined that the GHK tripeptide formed 
hydrogen bonds, pi-alkyl, pi-pi t-shaped and vdW interacti-
ons at the determined active site of progesterone. Asoprisnil, 
a progesterone receptor modulator, (42) and tamoxifen, a 
drug used in the treatment of breast cancer, (9) interacted 
with the residues such as Leu-718, Asn-719, Gly-722, Gln-
725, Met-756, Met-759, Val-760, Phe-778, Leu-887, Leu-797, 
Met-801, Tyr-890, Cys-891, Thr-894 in the progesterone 
active site, commonly. Hydrogen bonds with common re-
sidues Leu-718 (2.43 Å and 3.68 Å (carbon hydrogen bond)) 
and Asn-719 (2.59 Å and 2.69 Å), pi-alkyl interactions with 
Met-759 (5.15 Å), pi-pi T-shaped interactions with Phe-778 
(5.22 Å), and vdW interactions with Gly-722, Gln-725, Met-
756, Val-760, Leu-797, Met-801, Leu-887, Tyr-890, Cys-891, 

Figure 1. The close interactions of GHK tripeptide at ERα active site.

Receptor ERα PDBID:1A52; with -6.7 kcal/mol Docking Score 
Energy

Residue Interaction Type Distance (Å)

Thr-347 H-Bond
2.71
2.71
3.03

Glu-353 H-Bond 2.15

Gly-521 Carbon Hydrogen 
Bond 3.38

Leu-384 Pi-Alkyl 5.36

Ile-424 Pi-Alkyl 5.18

Leu-525 Pi-Alkyl 5.16

Leu-346, Leu-349, 
Ala-350, Asp-351, 
Trp-383, Leu-387, 
Met-388, Leu-391, 
Arg-394, Phe-404, 
Met-421, Leu-428, 
His-524, Lys-529

Van der Waals

Table 1. The interaction types and distances (Å) of GHK- ERα complex.

Figure 2. The close interactions of GHK tripeptide at PR active site.
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Thr-894 were found in GHK tripeptide. Additionally, GHK 
interacted with Leu-763 residue of PR via pi-alkyl interac-
tion (4.71 Å) and Trp-755, Arg-766 residues of PR via vdW 
interaction. In the literature, it was reported that tamoxifen 
and asoprisnil formed close interaction with Leu-763 (9) and 
Trp-755;Arg-766 (42), respectively. When the binding ener-
gies were compared, it was determined that the tripeptide 
had a strong binding energy as tamoxifen (-6.1 kcal/mol (9)), 
although not as strong as asoprisnil (-12.99 kcal/mol (42)).

Epidermal Growth Factor Receptor ( PDB ID: 
1M17)

With the emergence of resistance cases in the treatment 
of breast cancer, the search for new drugs has become 
a necessity. Since new drugs are expected to have high 
anticancer activity and minimal side effects, studies fo-
cused on growth factor receptor (GFR) targeting. In stu-
dies, it was aimed to develop new drug types with the 
prediction of epidermal growth factor receptor (EGFR/
HER1) signal pathway inhibition. Because overexpressi-
on of EGFR can cause uncontrolled cell growth (12, 43). 
In this study, EGFR and GHK tripeptide was docked and 
determined the binding energy of best docking pose as 

-6.2 kcal/mol by AutoDock Vina program. GHK in the ac-
tive site of EGFR, close interactions and interaction types 
of GHK-EGFR complex were shown in Figure 3. Additi-
onally, detailed interaction types and distances between
GHK-EGFR complex were tabulated in Table 3.

It was determined that the interactions between GHK 
tripeptide and EGFR consisted of hydrogen bonding, pi in-
teractions and van der Waals interactions. A closer look at 
the close interactions revealed that GHK forms 3 hydrogen 
bonds with EGFR through Asp-831. In a docking study of 
Erlotinib, a drug used in the treatment of lung and panc-

reatic cancer, and EGFR in the literature, close interactions 
with Asp-831 were observed (43). The GHK tripeptide made 
pi-alkyl interactions with Ala-719 and Lys-721 residues of 
EGFR. Erlotinib drug also made hydrophobic interactions 
(alkyl/pi-alkyl) interactions with these two residues (12). In 
other words, it was observed that GHK and Erlotinib have 
the same interaction types with the residues interacted with. 
GHK made pi-sigma interaction with Phe-699 and pi-donor 
hydrogen bond with Thr-766. Erlotinib had van der Waals 
interactions with these two residues (12). GHK also made 
pi-sulfur interactions with Cys-751 and Met-742. According 
to this study, Erlotinib's Val-702 with pi-sigma interaction, 
Leu-764 with alkyl interaction and Met-769 with hydro-
gen bonds were determined to have vdW interactions with 
GHK. GHK had similar vdW interactions with erlotinib and 
it was determined that the common residues that erlotinib 
and GHK interacted were Glu-738, Thr-830, Leu-820, Leu-
768 and Gly-772. GHK also had vdW interactions with Cys-
773, Arg-817, Asn-818 and Leu-694 residues.

Receptor PR PDBID: 2OVM ; with -6.1 kcal/mol Docking Score 
Energy

Residue Interaction Type Distance (Å)

Leu-718
H-Bond 2.43

Carbon Hydrogen 
Bond 3.68

Asn-719 H-Bond 2.59 
2.69

Met-759 Pi-Alkyl 5.15

Leu-763 Pi-Alkyl 4.71

Phe-778 Pi-Pi T-Shaped 5.22

Leu-715, Gly-722, 
Gln-725, Trp-755, 
Met-756, Val-760, 
Arg-766, Leu-797, 
Met-801, Leu-887, 
Tyr-890, Cys-891, 
Thr-894

Van der Waals

Table 2. The interaction types and distances (Å) of GHK-PR complex.

Figure 3. The close interactions of GHK tripeptide at EGFR active site.

Receptor EGFR PDBID: 1M17; with -6.2 kcal/mol Docking Score 
Energy

Residue Interaction Type Distance (Å)

Asp-831 H-Bond
1.90 
2.31 
3.01

Phe-699 Pi-Sigma 3.53

Ala-719 Pi-Alkyl 5.24

Lys-721 Pi-Alkyl 4.73

Met-742 Pi-Sulfur 5.04

Cys-751 Pi-Sulfur 4.67

Thr-766 Pi-Donor Hydrogen 
Bond 3.33

Leu-694, Val-702, 
Glu-738, Leu-764, 
Leu-768, Met-769, 
Gly-772, Cys-773, 
Arg-817, Asn-818, 
Leu-820, Thr-830

Van der Waals

Table 3. The interaction types and distances (Å) of GHK-EGFR comp-
lex.
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Receptor tyrosine-protein kinase erbB-2 (PDB ID: 
3RCD)

Another important receptor that stands out in studies on 
breast cancer is HER-2. About 15-20% of breast cancer 
types are HER-2 positive (18). HER protein family is in-
volved in cell proliferation, differentiation, and migrati-
on (12). Overexpression of the HER protein is associated 
with breast cancer. A linear relationship between the 
growth of pathological tumor diameter and HER- exp-
ression has also been reported in literature studies (44-
46). In this study, HER-2 and GHK tripeptide was docked 
and determined the binding energy of best docking pose 
as -7.1 kcal/mol by AutoDock Vina program. GHK in the 
active site of HER-2, close interactions and interaction 
types of GHK-HER-2 complex were shown in Figure 4. 
Additionally, detailed interaction types and distances 
between GHK-HER-2 complex were tabulated in Table 4.

GHK made hydrogen bond, pi-alkyl and vdW interacti-
ons with HER-2. GHK made a hydrogen bond with Gly-865 
(2.41 Å). There was a vdW interaction between the referen-
ce drug Neratinib and Gly-865 (12). While the reference 
drugs Neratinib and TAK-285 made Carbon H-bond and 
vdW interactions with Asp-863, respectively, GHK made a 
hydrogen bond with this residue (2.99 Å). GHK, which has 
hydrogen bonding and pi-alkyl interactions with Lys-753, 
had similar interactions with drugs in the literature (nerati-
nib (alkyl/pi-alkyl), TAK-285 (H-bond)). While GHK made 
a hydrogen bond with Thr-862 (3.07 Å), reference drugs 
made vdW interactions with this residue. With Ser-783, 
with which neratinib interacts with vdW, the GHK tripep-
tide formed a hydrogen bond (2.62 Å). When looking at the 
residues that GHK interacts with vdW, it was determined 
with the help of literature studies that all of them, except 
Arg-784, have various interactions with Neratinib and/or 
TAK-285 (12).

CONCLUSION

In this study, the interactions of GHK tripeptide with 
4 different receptors (ER, PR, EGFR, HER2) selected as 
targets in cancer studies were theoretically investigated 
for the first time. The interaction profile of GHK tripep-
tide with these four receptors is presented in compari-
son with the interaction profiles of various anticancer 
drugs. As a result of the investigations, it was determined 
that the GHK tripeptide has similar interaction profiles 
with tamoxifen, exemestane and neratinib used in the 
treatment of breast cancer. GHK had similar interacti-
ons with erlotinib, which is used in the treatment of lung 
and pancreatic cancer. GHK also had similar interacti-
on profiles with asoprisnil, a progesterone receptor mo-
dulator, and TAK-285, a novel dual erbB protein kinase 
inhibitor that specifically targets the human epidermal 
growth factor receptor (EGFR) and HER2. The result of 
these theoretical studies has been a pioneering study as a 
glimmer of hope for investigating the anticancer activity 
of GHK with experimental methods and examining it in 
more detail in peptide studies.
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Figure 4. The close interactions of GHK tripeptide at HER2 active site.

Receptor HER2 PDBID: 3RCD; with -7.1kcal/mol Docking Score 
Energy

Residue Interaction Type Distance (Å)

Lys-753
H-Bond 3.20

Pi-Alkyl 5.08

Ser-783 H-Bond 2.62

Thr-862 H-Bond 3.07

Asp-863 H-Bond 2.99

Gly-865 H-Bond 2.41

Phe-731, Val-734, 
Ala-751, Ile-752, 
Met-774, Arg-784, 
Leu-785, Leu-796, 
Val-797, Thr-798, 
Leu-852, Phe-864

Van der Waals

Table 4. The interaction types and distances (Å) of GHK-HER2 comp-
lex.
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In recent years, vast amounts of petroleum pol-
lutants have been released into the environment 

due to petrochemical activities. Physical, chemical, 
physicochemical, and biological methods are used in 
the treatment of polluted water (1-5). Although, the-
se conventional methods are efficient, most of them 
are not cost-effective and have limitations (6). The 
biosorption and bioaccumulation processes which 
completely remove pollutants, have become remar-
kable with their low-cost, efficiency potential, high 
selectivity and easy designed (7, 8). Biosorption is 
known as physicochemical adsorption and ion exc-
hange that occurs on the surfaces of organisms or 
biomaterials. Recent studies show that low-cost ad-
sorbents are effective in the removal of organic pol-
lutants and heavy metals from the aquatic ecosystem 
(9-15). Low-cost adsorbents are also used in the re-
moval of petroleum and polycyclic aromatic hydro-
carbons (PAHs) from contaminated areas (16, 17). 
Adsorbents like corn stack (18), orange peel (19) and 
pomegranate peel (20) have been used in the biosorp-
tion of petroleum hydrocarbons. 

Article History: 
Received: 2023/03/13

The biomass of bacteria, fungi and algae can be 
used as biosorbent in removing of pesticides, dyes, heavy 
metals, and organic pollutants from the environment 
(21, 22). Among them, indigenous microorganisms due 
to prolonged exposure to these pollutants have hig-
her tolerance with increased adaptive capacity. Fungi, 
which constitute a large part of biodiversity, play an im-
portant role in ecological cycle. Therefore, it is crucial to 
determine the fungal tolerance and diversity in heavily 
polluted environments (23). Several filamentous fungi 
such as Penicillium sp., Aspergillus sp., Trichoderma sp., 
Fusarium sp., Alternaria sp., Geotrichum sp., Rhizopus 
sp., and Monilia sp. have high remediation potential (24). 
Filamentous fungi, which are ubiquitous in the environ-
ment, are among the most economical and bio-friendly 
biosorbents due to their vegetative properties. They also 
have advantages such as large-scale biomass production, 
low cost, and high production capacity when compared 
to other microorganisms (25, 26). Previous studies have 
been reported that different Aspergillus species as A. ni-
ger, A. flavus, A. versicolor, and A. tamarii NRC3 were 
potently used in biosorption processes (25, 27). Among 

A B S T R A C T

The purpose of this work was to evaluate the petroleum sorption capacity of heat-killed
fungal discs obtained from Aspergillus ochraceus strain. Effect of various parameters such 

as biosorbent dose (0.5g-2.5g/100mL), petroleum concentration (0.5-5%), pH (4.0-8.0), con-
tact time (1-12h) and re-usability of biosorbent (1-6) were investigated. Accordingly, the 
highest biosorption capacity was obtained with 1% petroleum concentration, 1.5 g/100mL 
heat-killed fungal discs, 10h contact time at pH: 5.0 and at room temperature. Additionally, 
each disc was able to actively use for at least 6 more cycles in biosorption experiments. The 
specific removal rate was calculated as 0.114 day−1, the rate constant and half-life period were 
also 1.609 day-1, t1/2 = 0.431, respectively. The kinetic study was described by the pseudo-
second order model and the equilibrium modeling was found to be well fitted with Langmuir 
isotherm. The biosorbent(s) were characterized by Focused Ion Beam Scanning Electron Mi-
croscopy (FIB-SEM). Over 80% removal of long-chain n-alkanes by the heat-killed fungal 
discs was confirmed by GC-MS analysis. Since there has been no similar study investigating 
the sorption of petroleum with heat-killed Aspergillus ochraceous discs, this novel bio-based 
sorbent with its low cost, environmentally friendly and easy-to-apply properties can be used 
in advanced biosorption studies.
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MATERIALS AND METHODS

Fungal strain and cultivation conditions

Aspergillus ochraceus NRRL 3174 strain was obtained 
from Hacettepe University Culture Collection Labora-
tory, Beytepe, Ankara, Turkey. To enhance fungal spores, 
A. ochraceus was inoculated into Potato Dextrose Broth
(PDB, Merck, Millipore, Germany) and incubation was
carried out at 30 ºC and 150 rpm for 7 days (Miprolab,
Turkey). The fungal cultures were stored at 4 ºC in the
refrigerator for further use.

Biosorbent preparation 

To prepare fungal discs, A. ochraceus strain was inocu-
lated on Potato Dextrose Agar (PDA, Merck, Millipore, 
Germany) and incubation was carried out at 30 ºC for 7 
days in a static incubator (Miprolab, Turkey). Following 
this, the fungal culture was cut with a perforator (a dia-
meter of 7 mm) and discs were autoclaved three times to 
obtain heat-killed fungal discs to be used as biosorbent 
for further experiments (35).

Optimization of biosorption capacity

Distilled water (pH=7.0) containing 1% (v/v) Triton X: 100 
was sterilized at 121 ºC for 15 min (Prior Clave, UK) for 
petroleum biosorption. Following the cooling, 1% (v/v) 
of petroleum sterilized with 0.22µm pore size cellulose 
acetate syringe filter (Millipore, Sartorius, Germany) was 
added. To determine the optimal parameters for petrole-
um biosorption, biosorbent dose (0.5g-2.5g/100mL), pet-
roleum concentration (0.5-5%), pH (4.0-8.0), contact time 
(1-12h) and re-usability of heat-killed discs (1-6) were 
investigated. The biosorption capacity of heat-killed A. 
ochraceus discs were determined as follows:

i f

e
xV

m
C CQ

−
=    (1)

(Qe: adsorption capacity (g/g), Ci: initial concentra-
tion of petroleum (g/L), Cf: concentration of petroleum in 
equilibrium (g/L), m: mass of biosorbent (g), V: volume (L)) 
(36). Experiments were carried out in 3 parallels with abiotic 
control group. 

Petroleum extraction and gravimetric analysis

Following the sorption of petroleum by heat-killed fun-
gal discs under optimized conditions, the remaining 
petroleum was extracted with dichloromethane (DCM) 
(CH2Cl2) (1:2) (Sigma- Aldrich, USA). The flasks were left 

them, Aspergillus ochraceus is a fungus that can be frequ-
ently encountered in decaying vegetation, soils, various agri-
cultural products, and grains. In addition to mycotoxin, an-
timicrobial agent, and enzyme production that can be used 
in industrial processes, it has a great capacity to biosynthesi-
ze various metabolites (28, 29). 

     Fungi are also frequently used in the fermentation in-
dustry as they can adapt to changes in pH, oxygen levels 
and temperature, as well as nutrient concentration. So, 
they are particularly abundant in industrial waste pro-
ducts after fermentation processes (25). The use of high 
amount of fungal biomass as a biosorbent in the removal 
of organic pollutants from an aquatic environment is an 
effective, reliable, and economical method. Since the bi-
osorption process does not involve metabolic activity, it 
can occur in any living or dead cell. Dead cell is more ad-
vantageous to be used as a biosorbent in biosorption pro-
cesses when compared to livings cell as it does not need 
any other nutrients and can be used in many cycles (30). 
Similar studies reported that dead fungal biomass has 
higher sorption efficiency in the removal of toxic organic 
pollutants (31-33). Raghukumar et al. (34) also reported 
that a dead fungal biomass of marine fungi NIOCC#312 
could rapidly absorb phenanthrene from contaminated 
aquatic environment. So, organic pollutants can be ad-
sorbed by dead cells by surface absorption, carbon sequ-
estration and chemical reactions (30). Accordingly, the 
fungal biosorption is based on three basic mechanisms 
as (1) Extracellular accumulation (2) Intracellular ac-
cumulation and (3) Cell surface sorption/precipitation 
(25). Adsorption capacity of biosorbent vary depending 
on their porosity, specific surface area and functional 
groups. An ideal biosorbent should be non-toxic, easily 
available, reusable, has high affinity, and be used in large 
scale areas (30).

This study aims to investigate the biosorption capacity 
of heat-killed Aspergillus ochraceus disc with its intriguing 
structural features. In this context, heat-killed Aspergillus 
ochraceus discs were used as a novel and eco-friendly bio-
sorbent for petroleum biosorption. Although a few studies 
have been reported on biosorption of organic pollutions 
using low-cost sorbents, it has not been reported a similar 
study that investigates the sorption of petroleum with heat-
killed Aspergillus ochraceous discs. Accordingly, the main 
objectives of this study are (i) to investigate the efficiency 
of a new biosorbent in terms of petroleum biosorption; (ii) 
to optimize the biosorption parameters such as biosorbent 
dose, petroleum concentration, pH, contact time, and re-
usability; (iii) to clarify the biosorption process by studying 
its kinetic and equilibrium modeling (iv) to characterize the 
surface morphology of biosorbent, and (v) to approve the bi-
osorption of short-, medium- and long-chain n-alkanes in 
the petroleum with using heat-killed fungal discs.
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at 90 °C for 1 hour to evaporate the solvent (Memmert, 
Schwabach, Germany). The biosorption of petroleum 
was also calculated using the following equation:

( ) ( )p0 –  p1 – p2 
 % 100

p0
Removal = × (2)

p0 and p1 indicate the initial and remaining concentra-
tions of petroleum at different incubation periods, p2 is the 
abiotic loss of petroleum (35, 37).

The kinetics of petroleum removal

The specific removal rate was calculated as described be-
fore Bilen Ozyurek and Seyis Bilkay (38). The specific rate 
was expressed by the following formula:

0x td x d× (3)

dx shows the change in petroleum concentration 
(mg/L), x0 indicates the initial concentration of petroleum 
(mg/L), and dt is the time interval (hour−1).

The rate constant and half-life period of petroleum was 
calculated using the following equations:

  ct co tln ln K= − (4)

1/ 2 2 /t ln k=    (5)

co and ct denote the initial and remaining concentrati-
ons of petroleum (mg/L),  K is rate constant of the change in 
the petroleum content (hour−1), and t is contact time (hour) 
(24, 39).

Re-usability of heat-killed fungal discs

Following the petroleum adsorption, fungal discs were 
removed from the biosorption medium and dried at 30˚C 
for 24h. Dried fungal discs were autoclaved three times to 
be used as biosorbent for re-usability experiments. Bio-
sorption was carried out with re-used fungal discs under 
optimized conditions (1-6 times).

Characterization of heat-killed A. ochraceus 
discs with FIB-SEM (Focused Ion Beam Scanning 
Electron Microscopy)

A. ochraceus discs were coated with gold (Leica ACE 600) 
and FIB-SEM (FIB-SEM GAIA3, Tescan, Czech Repub-
lic) was used to observe petroleum biosorption by heat-

killed A. ochraceus discs operating at 2 kV and 4 kV with 
magnifications of 150x, 100x and 1kx.

GC-MS (Gas Chromatography-Mass 
Spectrometry)

The GC-MS analysis was carried out to determine the 
change in the petroleum content according to Bilen 
Ozyurek et al. (2021) by using TRB-1 GCMS-QP-2020 
(Shimadzu, Tokyo, Japan), fitted with a capillary column, 
100% Dimethyl polysiloxane, (TRB-1 Teknokroma, Spain) 
(TR-110132) (30m × 0.25mm × 0.1mm) (length: column 
ID: film thickness)  by the Petroleum Research Center 
at Middle East Technical University (METU) in Ankara, 
Turkey. The extraction of residual petroleum was carried 
out with DCM (1:2). The carrier gas was helium at 1.5 
mL/min and the injection temperature was set to 250 °C; 
the temperature program was adjusted to 40 °C (5 min) 
to 180 °C at 8 °C/min and then to 320 °C (16 min) at 10 

°C/min.

RESULTS AND DISCUSSION

Optimization of biosorption capacity

In recent years, researchers have focused on the surface 
and cell absorption studies with different groups of mic-
roorganisms in the removal of petroleum hydrocarbons. 
So, as the petroleum removal efficiency of live Aspergil-
lus ochraceus discs was found as 94% in a previous study, 
the biosorption capacity of heat-killed A. ochraceus discs 
has also been investigated (35). Due to the ubiquity of 
this fungi in aquatic ecosystem, there has been a ten-
dency to use heat-killed cells of fungi as biosorbent (30, 
40, 41). The biosorption activities of A. ochraceus were 
also reported in a few studies (29, 42). It has been repor-
ted that low-cost, environmentally friendly, and easy to 
scale fungal biomasses are used in biosorption processes 
(33, 43). However, the environmental factors such as pH, 
temperature, and salinity should be optimized for the 
maximum petroleum biosorption (30).

In this study, the biosorption of petroleum with 0.5-2.5 
g/100mL (1–5 pieces of disc) heat-killed fungal discs was 
investigated. Thus, it was determined that the highest bio-
sorption obtained with 1.5 g/100mL heat-killed fungal discs 
(Figure 1a). Due to the competition and overlap between the 
heat-killed fungal discs, the increase in the number of discs 
causes a decrease in petroleum biosorption. Similarly, Ku-
mar and Mukherji (44) reported that 0.1% algae biomass in 
the range of 0.1-2% (v/v) was used in the sorption of diesel 
and motor oil.

Biosorption of 0.5% - 5% (v/v) petroleum with heat-kil-
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led fungal discs was also investigated. While a maximum 
biosorption was found with 1% (v/v) (96 mg/L) petroleum, 
a decrease was observed at values <1% and >1% (Figure 
1b). Due to the complex structure of petroleum, there was 
a decrease in biosorption with the increasing of petrole-
um concentration. The certain compounds in petroleum 
are easily adsorbed by heat-killed cells. However, since re-
versible adsorption occurs in these polar compounds, the 
adsorbed components are released by dead cells over time 
(30). Similarly, Al-Hawash et al. (24) reported that petrole-
um hydrocarbons were adsorbed effectively by heat-killed 
Aspergillus sp. strain. The fungi with high biosorption ca-
pacity can adsorb not only petroleum hydrocarbons but 
also heavy metals. Accordingly, several filamentous fungi 
have been reported to be effective in the sorption of copper 
and cobalt (25). Simonescu and Ferdes (45) reported that 
an increasing copper ion concentration caused an increase 
in copper uptake, but a decrease in uptake efficiency. They 
also reported that the specific copper sorption of Aspergil-
lus oryzae ATCC 11489, Aspergillus oryzae ATCC 20423, 
Fusarium oxysporum MUCL 791, and for Polyporus squa-
mosus, and Aspergillus niger ATCC 15475 varied between 
1.66 mg/g and 7.52 mg/g. Moreover, Fusarium oxysporum 
MUCL 791 showed a maximum specific copper uptake in 
the presence of 100 mg/L of copper ion concentration. The 
success of fungi in metal biosorption can be explained by 
their distinctive features such as solid cell wall composed 
of mineral ions and nitrogen, and filamentous branching 
growth habits (25, 46).

It is known that pH affects the biosorption by chan-
ging the chemistry of the solution, the competition of sor-
bate ions and the activity of the functional groups of the 
biosorbent (47). In this study, the biosorption of petroleum 
with heat-killed fungal disc was investigated in the range 
of pH: 4.0-8.0. Thus, a decrease was observed at values pH 
<5 and >5 (Figure 1c). This can be explained by the increa-
sed hydrogen ions preventing the adsorption of petroleum 
to the cation binding sites (48). Hence adsorption capacity 
decreases with increasing H+ ions. Low biosorption capaci-
ties of heat-killed fungi were obtained at pH: 4.0 due to the 
protonation of functional groups on the cell wall (49). Devi 
et al. (50) reported that pH: 4.0 was found to be optimum for 
the removal of organic pollutants. Similarly, Mwandira et 
al. (51) showed that lead removal capacity of Oceanobacillus 
profundus increased with up to pH 5 and then decreased. 
And another study reported that the maximum petroleum 
sorption with live fungal pellets of Aspergillus RFC-1 was 
observed at pH: 6.0-7.0, a decreased was detected at pH: 8.0 
(24). Additionally, the optimal pH value for copper uptake 
of Trametes versicolor was reported as pH: 5.0 (52) and pH: 
6.5 for Aspergillus niger (53). While it is known that changes 
in zeta potentials of petroleum at different pH levels affect 
biosorption, especially alkaline pH levels cause a decrease 

(30, 54). Also, the low amount of adsorption at acidic pH is 
due to the competition between hydrogen (H+) and hydroni-
um (H3O+) ions for cation binding sites in the solution, low 
solubility of petroleum hydrocarbons, and/or precipitation 
of ions (55).

The biosorption amount and concentration of petroc-
hemical waste varies depending on the contact time, the 
structure of chemical and the type of microorganism (56). 
In this study, the biosorption of petroleum with heat-killed 
fungal discs was investigated at contact time between 1-12 
hours. So, it was found that the petroleum biosorption gra-
dually increased over time and reached a maximum value 
of Qe = 2.45. Since various n-alkanes, aromatics, resins and 
asphaltenes in the structure of petroleum were adsorbed 
more slowly on the surface of heat-killed fungal cells, the 
amount of adsorption reached equilibrium after 10th hour 
(Figure 1d and Figure 2). In accordance, Xu et al. (57) re-
ported that the adsorption of petroleum on dead biomasses 
gradually decreases due to the sorption of only certain com-
pounds in the petroleum at a given contact time. Al-Hawash 
et al. (24) showed that the maximum adsorption of naphtha-
lene, phenanthrene and pyrene by the dead fungal biomass 
reached maximum level at 10th minute, but the maximum 
adsorption of petroleum by the dead fungal biomass was ac-
hieved at 40th minute. In addition, Aspergillus oryzae ATCC 
20423 reached its maximum removal efficiency (88.21%) for 
copper on the 5th day of incubation (45).

To sum up, the optimum conditions were found to be 
as pH:5.0, 1% for petroleum concentration, 1.5 g/100mL for 
heat-killed fungal discs, 10h for contact time at room tem-
perature (Qe= 2.45 g petroleum/g fungal disc) (Figures 1a, 
1b, 1c and 1d). Besides, the specific removal rate was 0.114 
with 0.004 h−1 of abiotic loss for petroleum. The rate cons-
tant and half-life period were calculated as 1.609 h-1, t1/2 = 
0.431 according to the first-order kinetics model equation. 
Despite its low half-life, high biosorption efficiency of the 
fungal strain with high-rate constant has been emphasized 
in the literature (37, 58). The change in the petroleum con-
centration with heat-killed fungal disc between 1-12 hours 
was shown in Figure 2.

Figure 1. Optimization parameters for petroleum biosorption on heat-
killed A. ochraceus discs, (a) Fungal disc (b) Petroleum concentration, (c) 
pH and (d) Contact time. *Each experiment is the mean of three data and 
the error bars represent the standard deviation
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Kinetic study

To evaluate the rate and the mechanism of petroleum 
biosorption, kinetic studies were performed in terms of 
pseudo-first order and pseudo-second-order models with 
following equations (47);

The pseudo-first-order kinetic model was expressed as;

( ) ( ) 1      e t eln q q ln q k t− = −  (6) (59)

The second-order kinetic model was expressed as;

2
2

1

t e e

t t
q k q q

 
= + 
 

(7) (60)

qe is the amount of adsorbed petroleum at equilibrium 
in g/g, qt is the amount of adsorbed petroleum at time t, k1 
and k2 are the first and second order constants, respectively. 
Additionally, k1 and k2 values can be determined from the 
slopes of the linear plot of log (qe-qt) versus t and the linear 
plot of t/qt versus t, respectively (61).

When the coefficients of R2 values are examined, it is 
observed that the biosorption kinetic of petroleum on heat-
killed A. ochreceus discs was well fitted with the pseudo-se-
cond order model (Figure 3). Pseudo-second kinetic model 
explains the kinetics of this reaction as the chemical inte-
raction between the biosorbent and the sorbent surface in 
the rate-limiting step (47). Similar to our research, pseudo-
second kinetic was found as the most suitable kinetic model 
to explain heavy metal removal with citric acid functiona-
lized Bougainvillea spectabilis (7), Cd (II) removal with B. 
spectabilis (11), Alizarin Red S and Bromophenol blue dyes 
removal with phthalate-functionalized Sorghum bicolor 

(8), crude oil with chitosan (62), Cr (III) removal with che-
mically modified Trifolium alexandrinum (14) and heavy 
metal removal with magnetic adsorbent (15). Kinetic model 
parameters are shown in Table 1.

Biosorption isotherms

Langmuir and Freundlich isotherm models were applied 
to examine the biosorption mechanism of the petroleum 
by heat-killed A. ochraceus discs. Langmuir isotherm 
expresses a mono-layer system by means of the interacti-
on between the specific homogeneous sites of the adsor-
bent surface and the adsorbate (61, 63). The linear form of 
the Langmuir isotherm is expressed as follows;

1
L m e

e
L e

K q Cq
K C

=
+

(8) (63)

RL (separation factor) is used as the fundamental featu-
res of the Langmuir isotherm and expressed as;

1
1L

L oK CR =
+

  (9) (64)

The adsorption process is defined as unfavorable if RL 
>1, linear if RL=1, favorable if 0<RL<1 and irreversible if RL=0
(64).

Freundlich isotherm model expresses a multilayer 
sorption by means of the interaction between the hetero-
genous surface of the adsorbent and the adsorbate (61). The 
linear form of the Freundlich isotherm is expressed as fol-

Figure 2. The biosorption of petroleum with heat-killed fungal disc 
at contact time between 1-12 hours. *The experiments were carried 
out under the optimum conditions for petroleum biosorption as 1% 
petroleum concentration, 1.5 g/100mL heat-killed fungal discs, at pH:5.0 
and room temperature.

Kinetic model Parameter

Pseudo-first order K1- 0.0034
R2- 0.7066

Pseudo-second order K2- 0.22
R2- 0.8848

Table 1. Kinetic model parameters for petroleum biosorption by heat-
killed A. ochraceus discs (pH=5.0, 1.5 g/100mL heat-killed fungal discs, 
1% petroleum concentration, contact time: 10h at room temperature, 
Qe= 2.45 g petroleum/g fungal disc).

Figure 3. Pseudo-second order kinetic model of petroleum biosorption 
on heat-killed A. ochraceus discs. *The experiments were carried 
out under the optimum conditions for petroleum biosorption as 1% 
petroleum concentration, 1.5 g/100mL heat-killed fungal discs, at pH:5.0 
and room temperature. Each experiment is the mean of three data.
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lows;

1ln ln lne f eq K C
n

= + (10) (61) 

qe is the amount of adsorbed petroleum at equilibrium 
in (g/g), KL is the Langmuir constant (Lg-1), qm is the maxi-
mum adsorption capacity of the adsorbent (g/g) and Ce is 
the concentration of the adsorbent under equilibrium (g/L) 
(63). The slope of the linear plot of the (1/qe) versus (1/Ce) 
gives (1/qmKL) and the intercept gives (1/qm) in Langmuir 
isotherm (20) and the slope of the linear plots of ln qe versus 
ln Ce gives 1/n and Kf in Freundlich isotherm (61).

According to the results obtained from isotherm analy-
sis of heat-killed A. ochraceus discs it was observed that the 
isotherm of heat-killed fungal discs is well fitted with the 
Langmuir model (Figure 4) which describes the reaction as 
the biosorbent adsorb on the surface of sorbent as a mono-
layer. Moreover, it also explains the surface of the discs is 
homogeneous and all sides on its surface have the same ad-
sorption energy (62, 64). Additionally, separation factor (RL) 
is proved the favorability of this biosorption process (Table 
2). Similarly, Langmuir isotherm is well fitted for the expla-
nation of heavy metal, dye, and crude oil removal by using 
different sorbents in literature (7, 8, 11, 61-63, 65).

Re-usability of heat-killed fungal discs

Investigating the re-usability of heat-killed fungal discs 
at laboratory scale is important in terms of determining 
the suitability of these biomaterials for industrial use. 
El-Gheriany et al. (19) reported that petroleum sorpti-
on decreases with each cycle of the re-usability experi-
ment. Accordingly, although the petroleum sorption of 
heat-killed fungal discs decreased with each cycle, it was 
clearly observed that the discs could be used actively in 
petroleum biosorption for at least 6 more cycles (Figure 
5). Similarly, Sasidharan and Kumar (15) reported that 
MMPSS (magnetically modified pretreated biogas slurry 
solid) adsorbent can be preserved with less material loss 
in the continuous adsorption process. In this context, it 
has been clearly emphasized that heat-killed fungal discs 
are low-cost biomaterials that can be applied on an in-
dustrial scale with their re-usability feature.

Focused Ion Beam Scanning Electron Microscopy
(FIB-SEM)

To better understand the mechanisms involved in the
binding of contaminants to the biomass surface, it is im-
portant to characterize the structure and chemical pro-
perties of the cell surface. Various environmental factors
such as temperature, pH, ionic strength, availability of
nutrients and natural lights affect the chemical compo-
sition of biomass (30). Accordingly, Figure 6 shows the
un-treated and treated heat-killed Aspergillus ochraceus
NRRL 3174 discs with petroleum. Moreover, the petrole-
um sorption on surface of heat-killed fungal disc was cha-
racterized by FIB-SEM images (Figures 6). The hyphae
structure of the heat-killed fungal disc was clearly shown 
in Figure 7a. SEM images of heat-killed fungal discs trea-
ted with petroleum showed different morphology due to
the attachment of petroleum on the

Figure 4. Langmuir isotherm model of petroleum biosorption on A. 
ochraceus discs. *The experiments were carried out under the optimum 
conditions for petroleum biosorption as 1% petroleum concentration, 1.5 
g/100mL heat-killed fungal discs, 10h contact time, at pH:5.0 and room 
temperature. Each experiment is the mean of three data.

Isotherm Parameter

Langmuir

qmax (mg/g)- 6.67
KL(1/mg)-0.076
RL-0.354-0.845
R2- 0.9922

Freundlich
KF (mg/g)-2.71
1/n- 1.2069
R2- 0.766

Table 2. Isotherm model parameters for petroleum biosorption by he-
at-killed A. ochraceus discs (pH=5.0, biosorbent dose: 1.5g/100mL, 1% 
petroleum concentration, contact time:10h at room temperature).

Figure 5. Re-usability of fungal discs for petroleum biosorption. 
*The experiments were carried out under the optimum conditions for
petroleum biosorption as 1% petroleum concentration, 1.5 g/100mL heat-
killed fungal discs, 10h contact time, at pH:5.0 and room temperature.
Each experiment is the mean of three data and the error bars represent 
the standard deviation.
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surface of biosorbent (Figures 7a and 7b). The heat-killed 
fungal discs have various functional groups (-OH, –NH, 

–COOH) on their surface, which supplied various sites for 
binding of toxic compounds (33). The adsorption effici-
ency of the fungal discs was positively affected by incre-
ase in the active sites due to heat denaturation operation
on the cell wall proteins. It is also suggested that heat inc-
reases the hydrophilicity of the fungal biomass by remo-

ving -CH3 groups responsible for the hydrophobic nature 
of the cell wall. Also, autoclaving disrupts the fungal cell 
integrity, resulting in greater porosity. As a result, more 
petroleum molecules can be fixed on the enlarged pores 
of the heat-killed fungal biomass (43).

GC-MS 

Table 3 represents the n-alkane concentrations (ppm) of 
petroleum content before and after biosorption. Accor-
ding to Table 3, the removal of n-alkane fractions of pet-
roleum by heat-killed A. ochraceus discs was also calcu-
lated in Figure 8. Figure 8. clearly shows that the n-alkane 
fractions in the range of C10 - C14 were removed above 
90%; C15 - C21, C28 and C30 - C36 were removed around 
and above 80%; C22 - C27, C29 were also removed approxi-
mately 65% - 75%. It was detected that short-chain- and 
some of medium-chain n-alkanes of petroleum were bio-
sorbed by heat-killed fungal discs over 90% and 80%, res-
pectively. The most striking result is that the sorption of 
long-chain n-alkanes by heat-killed fungal disc was over 
80%. In similar studies, the bio removal of petroleum was 
approved by GC-MS analysis (66-68). Short and long-
chain n-alkanes are the most common components of the 
petroleum. Short-chain n-alkanes are highly toxic, while 
long-chain n-alkanes are solid, low soluble, and less bio-
available, and persist in the environment for a long time. 
Therefore, the biosorption of long-chain n-alkanes is of 
great importance for environmental remediation (69, 70).

CONCLUSION

Fungal biomass has great advantageous to be used as bio-
sorbent due to their high growth and reproduction rates, 
capability to use various carbon sources, and ability to 
adapt to adverse environmental conditions. In this con-
text, the heat-killed fungal discs obtained from Aspergil-
lus ochraceus were used as biosorbent in the biosorption 
process of petroleum. For the maximum biosorption, va-
rious parameters were optimized as pH:5.0, 1% petroleum 
concentration, 1.5 g/100mL heat-killed fungal discs, and 

Figure 6. Heat-killed Aspergillus ochraceus NRRL 3174 discs a. treated 
b. un-treated form with petroleum

Figure 7a. FIB-SEM images of fungal discs before the biosorption of 
petroleum.

Figure 7b. FIB-SEM images of fungal discs after the biosorption of 
petroleum

Figure 8. The removal of n-alkane fractions of petroleum by heat-
killed fungal disc. *The experiment was carried out under the optimum 
conditions for petroleum biosorption as 1% petroleum concentration, 1.5 
g/100mL heat-killed fungal discs, 10h contact time, at pH:5.0 and room 
temperature.
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10h contact time at room temperature. The interaction of 
the adsorbent with the petroleum in the aqueous phase 
followed pseudo-second order kinetics. The Langmuir 
isotherm, which is the best fit for petroleum biosorption, 
indicates that physisorption plays a major role in biosorp-
tion process. In addition, the reuse of heat-killed fungal 
disc, which is effective, low-cost, and environmentally 
friendly, in a wide variety of industrial areas was also 
emphasized in this study. It should be considered that no 
similar study has been found investigating the sorption of 
petroleum with heat-killed Aspergillus ochraceous discs. 
This study pointed out the use of Aspergillus ochraceous 
discs as an efficient biosorbent in the biosorption process 
of petroleum. The results should be supported by further 
studies to increase its biosorption capacity and to fill the 
existing gaps. 
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Cobalt is a crucial component used in industrial, 
military, and medical uses [1-3]. The most cru-

cial utilization parts of cobalt and its alloys are su-
per alloys, batteries, catalysts, magnetic alloys, high-
speed steels, and cemented carbides [4]. In recent ye-
ars, among Co alloys, cobalt borides (CoxB) stand out 
with their high hardness, excellent wear resistance 
and superior magnetic and catalytic properties. Due 
to these superior properties, studies have been carri-
ed out on using cobalt borides in many areas, such as 
improving prosthetic alloys’ corrosion and wear pro-
perties, and catalyst material for hydrogen producti-
on systems and fuel cells [5-9].

The production of MexB can be accomplished 
using a variety of processes, such as the direct solid-sta-
te reaction of elements [10-12], chemical reduction [13-
15], molten salt electrolysis [16-18], mechanochemical 
[19], and electric arc technique [20]. The corrosion and 
wear resistance of cobalt-based alloys (CoCrMo) used 
in producing orthopaedic prostheses is provided by thin 
boride films formed on the surface. The boride film on 
the surface of these alloys is formed by a molten salt 
electrolysis and thermochemical processes [5-7]. Ruiz 
et al. [21] formed a boride film on the surface of CoCr-
Mo alloys by thermochemical processes and observed 
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that hardness and tribo-corrosion properties increased. 
CoxB compounds are also used to enhance the surface 
properties of mild steels owing to their high hardness 
and wear resistance. Baris et al. [22] coated the surfa-
ce of S235JRC carbon steel with mechanochemically 
produced Co2B particles using a laser and investigated 
its machinability properties. In addition to improving 
surface properties, it is also used as reinforcing partic-
les in metal matrix composites. Khoshsima et al. [23] 
used CoB-TiB2 particles produced by chemical reduc-
tion to improve the properties of parts produced from 
Ti6Al4V particles by additive manufacturing. CoxB par-
ticles have drawn attention in recent years, particularly 
with their catalytic properties in hydrogen production 
and storage, and studies in this field have intensified. 
The production of particles for catalyst applications of 
hydrogen storage and production systems is carried out 
using high-temperature solid-state synthesis, chemi-
cal reduction and mechanochemical methods starting 
from elemental Co and B [8-15,19,20, 24, 25]. 

Most methods used in producing cobalt boride 
(Co2B) particles are unsuitable for industrial production 
due to limitations such as high raw material cost, multi-
step and long experimental procedures, and high-cost 
specialized equipment requirements. Industrial ma-

A B S T R A C T

In this study, crystalline Co2B powder production was carried out by a one-step carbother-
mal reduction method starting from cheap, easily accessible oxide-based materials. Firstly, 

to determine the carbothermic CoxB formation conditions, the decomposition temperatures 
of the raw materials were analysed by TG/DTA, and the temperature-varying Gibbs free 
energies of the expected reactions were calculated. Then, Co2B production was carried out at 
constant CoO/B2O3/C (3.22/1.5/1.3) weight ratios at temperature (1273-1473 K) and time 
(30-270 min). Scanning electron microscopy (SEM), X-ray diffraction (XRD), and vibrating 
sample magnetometer (VSM) were used to characterize the particles. XRD results showed 
that reaction temperature and time are the primary control on CoxB formation and single-
phase crystalline Co2B particles with crystallite sizes of 88 nm were successfully produced at 
1473 K and 150 min. The permanent magnetization, saturation magnetization, and coercivi-
ty values of Co2B particles were defined as 16.58 Oe, 35.361 emu/g, 0.501 emu/g, respectively.
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thermal analysis (TGA/DTA-HITACHI-STA7300), X-Ray 
diffractometer (XRD-(PANalytical X-Pert3 Powder)), scan-
ning electron microscopy (SEM- ZEISS EVO LS 10) and 
vibrating sample magnetometer (VSM-Lake Shore 7407). 
Gibbs free energy (ΔG) values of the predicted reactions ob-
tained with the help of HSC 5.1 software.

To calculate the crystal size of single-phase particles, 
the Scherrer equation was utilized. Scherrer equation for 
the calculation of particle crystal size is;

/ cosλ β θ=D k (1)
where β is the Full width at half maximum (FWHM) 

of the peak, θ is the Bragg angle, λ is the wavelength of the 
used X-ray beam (1.54), and K is the Scherrer constant [30]. 

RESULTS AND DISCUSSION
Carbothermic synthesis mechanism of CoxB
TG/DTA results and Gibbs free energy (ΔG) values of the 
predicted reactions were used to determine the carbot-
hermic CoxB synthesis mechanism. Firstly, the thermal 
behaviour of the mixed powders was investigated at a 
warming rate of 283 K/min to determine the thermal de-
composition temperatures. The obtained TG/DTA curve 
is given in Fig. 2. In the TG graph, a low weight decrea-
se occurred initially due to moisture loss of the powder 
mixture and then little weight change was observed up to 
900 K. Between 900-1173 K the weight change increased 
compared to the weight change between 473-900 K. Abo-
ve 1173 K, a sharp weight loss was observed, which may 
be due to the formation of CO gas. Four typical endother-
mic peaks were identified in the DTA curve given in Fig. 
2. The first endothermic peak occurred at 404 K because
of the removal of the water contained in the mixture.  Se-
cond, endothermic peaks at 1109 K are believed to be ca-
used by the reduction of the powder mixture, such as Co
and B from CoO and B2O3, while the third endothermic
peaks at 1172 K are thought to be due to the formation of
the Co2B phase and fourth peak at 1226 is thought to be
due to the formation of the CoB. TG/DTA analysis reve-

nufacturing prefers simple, quick synthesis processes with 
minimal production costs. In producing metal borides, car-
bothermic reduction stands out with its low cost, one-step, 
simple and fast production possibilities [26, 27]. The most 
well-known example of the carbothermic reduction in me-
tal boride production is ferrobor (FeB) production. Ferrobor, 
used as an additive in the iron and steel industry, has been 
produced by the carbothermic reduction method for a long 
time [28, 29]. In this method, metal oxide and a B2O3/H3BO3 
combination are heated with carbon to produce carbother-
mic metal borides. The most significant parameters in car-
bothermic metal boride production are the Me:B ratio of the 
oxide mixture, temperature, and reaction time. 

In this study, the synthesis of crystalline single Co2B 
phase particles by a simple, fast and one-step carbothermic 
reduction process was carried out using CoO, B2O3 and 
C. Thermo-gravimetric/differential thermal analysis (TG/
DTA) analysis of the raw material and the Gibbs free energy 
change graphs of the reactions with temperature were used
to determine the mechanism of CoxB formation. The pha-
se structure of Co2B particles was studied in detail by XRD,
morphology by SEM and magnetic properties by VSM. 

MATERIAL AND METHODS
In the synthesis of CoxB powder, cobalt oxide (CoO) was 
used as Co resource, diboron trioxide (B2O3) (>97%) as B 
resource and carbon (>99%) as a reductant. Stoichiomet-
ric weight ratios of constant CoO/B2O3/C were used as 
3.22/1.5/1.3 in the experiments. The investigated process 
parameters are summarized in Table I.

Before the synthesis, the powders constituting the raw 
material were mixed using agate mortar. Then powder mix-
ture was fed into the furnace in alumina boats. The experi-
ments were conducted under an argon atmosphere, and the 
argon flow was constant at 0.5 L/min during heating, reacti-
on, and cooling. Each experiment's heating rate was 283 K /
minute. The synthesis steps and schematic depiction of the 
experimental setup are shown in Fig. 1.

After synthesis, the products were leached with hot wa-
ter to remove unreacted compounds and dried at 353 K for 
2 hours.

The analyses of the raw materials and obtained pro-
ducts was carried out using thermo-gravimetric/differential 

Figure 1. Schematic depiction of the experimental setup (a) argon 
cylinder (b) furnace (c) gas washing bottle (d) fume hood.

Table 1. Experimental parameters of carbothermic CoxB synthesis.

Group Weight ratio 
(CoO/B2O3/C) Parameter Experiment 

conditions Variables

I

3.22/1.5/1.3

Temperature 150 min 1273 K, 1373 K, 
1473 K

II Time 1473 K 30 min, 150 min, 
270 min
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als that the appropriate carbothermic synthesis tempera-
ture for producing CoxB using the CoO/B2O3/C powder 
mixture is above 1226 K.

In addition to the TG/DTA analysis, the Gibbs free 
energies of the predicted reactions were calculated to deter-
mine the mechanism of CoxB formation. The temperature-
dependent Gibbs free energy changes of the reactions are 
given in Fig. 3. Carbothermic CoB production proceeds in 
the following steps:

( )      + = + gCoO C Co CO
(2)

( )2 3  3   2   3+ = + gB O C B CO   (3)

( )2 234  7 2 7+ + = + gCoO B O C Co B CO   (4)

( )2 32  5 2 5+ + = + gCoO B O C CoB CO (5)

When the graph in Fig. 3 is examined, it is seen that 
CoO can be reduced via C thermodynamically at 773 K, 
Co2B can be produced at 1033 K, and CoB can be synthesi-
zed at 1218 K and higher temperatures.

Fig. 3 reveals that CoO will undergo reduction first in 
accordance with reaction (2). The carbothermic reduction 
of B2O3 alone (3) is not thermodynamically possible at the 

proposed reaction temperatures. The carbothermic reduc-
tion of B2O3 in the presence of CoO to form Co2B and CoB 
according to reactions (4) and (5) appears to occur. Conside-
ring the Co-B diagram and the literature, stable CoxB com-
pounds were identified, and according to these compounds’ 
formation reactions were deduced [31]. CoxB production 
proceeds in the following steps:

2  + =Co B Co B (6)

+ =Co B CoB (7)

2     2+ =Co B B CoB (8)

2 + =CoB Co Co B (9)

The temperature-varying Gibbs free energy of the for-
mation graph of the proposed reactions is given in Fig. 4. 
Diffusion-based thermochemical synthesis of CoxB occurs 
by diffusion of B into Co particles with the driving force of 
B concentration gradient and temperature (equations 6-9). 
The first product formed on the surface of Co particles by 
B diffusion is thermodynamically always the boride compo-
und (Co2B) with the lowest mole fraction of boron (equation 
6). With increased B diffusion on the Co2B surface, Co2B is 
converted into CoB (equation 8). With sufficient time allo-
wed for B diffusion, Co2B transforms into CoB, while CoB 
reacting with Co in the particle centre forms Co2B again 
(equation 9).

Carbothermic synthesis mechanism of CoxB
From the TG/DTA analyses given in Fig. 2 and the Gibbs 
free energy of formation graphs of the reactions given in 
Fig. 3, it is seen that CoB conversion occurs at 1218 K and 
above.  Therefore, the influence of temperature on CoxB 
synthesis was thermodynamically investigated at tempe-
ratures of 1273, 1373 and 1473 K above the CoB formati-
on temperature of 1218 K.

The phase structures of the particles were synthesized 
at different temperatures for 150 minutes were investigated 

Figure 2. TG/DTA curves of CoO/B2O3/C at warming rate of 20 °C 
min-1.

Figure 3. Gibbs free energies of reactions (2)–(5) change with 
temperature.

Figure 4. Gibbs free energies of reactions (6)–(9) change with 
temperature.
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by XRD and given in Fig. 5. According to the XRD patterns 
in Fig. 5, unreacted oxidized phases were found besides Co 
at 1273 K, while the particles synthesized at 1373 K were 
found to consist only of the Co phase. When the tempe-
rature was boosted to 1473 K, the conversion to CoxB inc-
reased, and Co2B formed the main phase structure in the 
particles. Temperature increase improves B diffusion. The 
Co and Co2B phases produced at 1173 K on the surface were 
changed into CoB by raising the temperature to 1273 K, ac-
cording to Calik et al. [2]. At 1473 K, almost all Co phases 
obtained at 1273 and 1373 K transformed into Co2B.

SEM was used to investigate effects of temperature on 
particle morphology. Fig. 6 shows the detailed morphology 
of Co-CoxB powders obtained at different temperatures. 
From the images in Fig. 6, it is understood that the particles 
were formed in a vast size range, spherical morphology and 
due to agglomeration of fine-grained particles.

Under 1473 K, no significant CoxB synthesis occurred, 
and only CoO was reduced. Therefore, the images given in 
Figs. 6a and 6b represent mainly Co particles. By increasing 
the temperature to 1473 K, 88 nm crystal size single phase 

Co2B particles were synthesized. No significant change in 
particle morphology was observed with increasing the tem-
perature to 1473 K.

Effect of process duration on CoxB particles
In diffusion-based thermochemical synthesis processes, 
reaction time and temperature are the most critical pa-
rameters. Diffusion of B increases with duration [5]. The 
effect of reaction time on particle structure and morpho-
logy was investigated at 30, 150 and 270 min. To ascerta-
in the phase transition, the investigates were conducted 
at a constant temperature of 1473 K, where considerable 
CoxB phase synthesis took place. XRD patterns of partic-
les synthesised at three different times are given in Fig. 7. 
The results of the XRD analysis confirmed that the par-
ticles only contained Co because B diffusion did not take 
place in adequate amounts in them over a short period of 
time (30 min). When the time was extended to 150 min 
to obtain single phase CoxB, it was determined that the 
Co2B phase replaced the main Co phase seen at the end 
of the 30 min, and the particles contained only the Co2B 
phase.  Then, to obtain the CoB phase by increasing B 
diffusion, the time was extended to 270 min. At the end 
of 270 min reaction time, it was observed that the partic-
les obtained consisted of Co2B and CoB as expected. At 
the end of 270 minute, the coexistence of Co, Co2B and 
CoB phases in the powder supports the predicted diffusi-
on-based synthesis and indicates that the diffusion-based 
synthesis takes place in the form of Co-Co2B and CoB [5, 
6]. It is estimated that the possible reason for the presen-
ce of metallic cobalt, which does not form boride in the 
structure despite the long test times, is the removal of bo-
ron oxide compounds with low evaporation temperature 
from the system by evaporation.

Fig. 8 shows the morphology of the particles obtained 
at different times. It was shown that the particles obtained 
at all times directed similar formation mechanisms, and 
the accumulation of nanoparticles produced the secon-

Figure 5. XRD patterns of Co-CoxB particles synthesized at different 
temperatures for 150 min.

Figure 6. SEM images of Co-CoxB particles produced for 150 min at 
different temperatures: (a) 1273 K, (b) 1373 K, (c) 1473 K.

Figure 7. XRD patterns of Co-CoxB powders produced at constant 1473 
K for different durations.
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dary large-sized particles. It has been seen that single-pha-
se nanocrystalline Co2B particles with a crystal size below 
100 nm can be produced carbothermically in a single step 
from inexpensive starting materials. It is understood that 
carbothermic synthesis produces lower sized particles than 
calciothermic produced Co2B particles, while chemical re-
duction processes produce larger sized particles. Simsek et 
al. [15] reported that Co2B particles with particle sizes ran-
ging between 30-100 nm were produced by chemical reduc-
tion. Baris et al. [33] succeeded in producing nanocrystalline 
Co2B particles with a crystal size of approximately 10 nm by 
mechanochemical method using Co, B2O3 and Mg. Kartal 
[16] produced Co2B particles calciothermically in molten salt 
medium starting from CoO and B2O3 and stated that the
particle sizes are very variable but above 10 microns.

The magnetic behaviour of Co2B powders were investi-
gated at ambient temperature in the range of ±20 kOe using 
VSM. The magnetization curve given in Figure 9 shows 
that Co2B powders show soft magnetic behaviour under a 
magnetic field and draw ferrimagnetism-like hysteresis. It 
was defined that the saturation magnetization value of the 
powder was Ms=35.361 emu/g, the coercive magnetization 
value was Hc=16.58 Oe, and the permanent magnetization 
value was Mr=0.501 emu/g. It was observed that Co2B par-
ticles produced by different methods showed similar mag-
netic properties. Kartal [16] reported the saturation magne-
tisation, coercivity and permanence values of the particles 
produced calciothermically starting from B2O3 and CoO as 
30.107 emu/g, 40.210 Oe, 0.764 emu/g, respectively.  Baris et 
al. [33] found that the saturation magnetisation values of the 
particles produced magnesiothermically using Co and B2O3 
varied between 35 and 50 emu/g. Şimşek et al. [15] obser-
ved that the saturation magnetisation values of the particles 
produced by chemical reduction with the use of high purity 
starting materials varied between 19 and 68.5 emu/g depen-
ding on the calcination medium. Besides the production 
method, particle size is also effective on magnetic properties. 
Petit et al. [32] investigated the size-dependent magnetic pro-
perties of nanoscale CoxB particles. The study reported that 

the magnetic behaviour could shift from ferromagnetic to 
superparamagnetic depending on the particle size, and Ms 
values increase with decreasing particle size. While the Ms 
value of particles with a 2.5 nm size was 70 emu/g, the Ms 
value of particles above 10 nm was 35 emu/g, like this study.

CONCLUSION
This study investigated single-phase, nanocrystalline 
Co2B particles production by carbothermic reduction 
using low-cost, oxide-based starting materials. The effect 
of temperature (1273-1473 K) and time (30-270 min) on 
Co2B production was investigated at constant weight rati-
os of CoO/B2O3/C (3.22/1.5/1.3). The experimental results 
obtained are summarised as follows; 

a) XRD analyses showed that the synthesis of
CoxB occurred in the form of Co-Co2B-CoB as predicted
by thermodynamic calculations.
b) As a result of XRD results, it was determined
that B diffusion increased with the rise in temperature
and time, and the production of single Co2B phase partic-
les occurred at 1473 K temperature and 150 min time.
c) SEM images showed that micron-sized secon-
dary particles with irregular morphology were formed
due to the agglomeration of nano-sized primary particles.
d) Single-phase nanocrystalline Co2B particles
with a crystal size of 88 nm showed high agglomeration
tendencies.
e) Saturation magnetisation, permanent magneti-
sation and coercivity values of Co2B particles were deter-
mined as 35.361 emu/g, 16.58 Oe, 0.501 emu/g, respecti-
vely.

CONFLICT OF INTEREST

The author deny any conflict of interest.

Figure 8. SEM images of Co-CoxB powder synthesized at 1473 K for 
different durations: (a) 30 min, (b) 150 min, (c) 270 min.

Figure 9. Magnetization curves of Co2B powders produced at 
constant1473 K temperature for 150 min.
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Lipid nanoparticles (NPs) have garnered signifi-
cant attention in a wide range of chemistry, me-

dicine, and drug delivery studies due to their unique 
properties [1,2]. Organic nanoparticles are excessively 
employed as drug carriers in the literature owing to 
their biocompatibility, biodegradability, and stability 
[3]. Liposomes are a kind of organic nanoparticle that 
gain undeniable attention as drug carriers due to the-
ir unique characteristics. These nanoscaled spherical 
structures are composed of a biodegradable lipid bila-
yer, making them a practical and preferred candidate 
for delivering drugs. Also, their lipid bilayer structu-
re can encapsulate both hydrophilic and hydrophobic 
drugs, which makes them versatile vehicles for drug 
delivery [4-9]. However, in order to leverage these fe-
atures, liposome nanoparticles need to be produced 
in a more controlled size and polydispersity manner. 
The characteristics of nanoparticles, such as size, 
morphology, and stability, are directly affected by the 
approach used to synthesize them [10,11]. Conventi-
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Received: 2023/05/07
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onal bulk synthesis methods often face challenges in 
generating NPs with controllable size and low poly-
dispersity index (PDI) [12]. Nevertheless, to address 
these limitations, microfluidic technologies offer an 
attractive platform for synthesizing NPs with desi-
rable properties, including various sizes and narrower 
size distributions [13]. Moreover, with microfluidic 
platforms, multiple operations on the nanoparticles 
can be done on a single chip, which is not applicable 
in conventional methods. 

Microfluidic-based nanoparticle synthesis can ge-
nerally be classified into two types: droplet-based (two-
phase) and mixing-based (single-phase) microfluidics. 
Droplet-based microfluidics enables the formation of 
monodisperse microparticles with larger sizes, pro-
viding an opportunity to load them with more drugs 
or cargo [14,15]. Mixing-based nanoparticle synthesis 
aims to achieve maximum solvent and solute mixing 
performance to facilitate homogeneous nanoparticle 

A B S T R A C T

Nowadays, lipid nanoparticles have gained profound interest in chemical and biomedical
engineering. The rapid development of therapeutic nanosystems has led to a need to 

design suitable approaches to synthesize bio-carriers for efficient drug delivery. Microflu-
idic methods provide an excellent opportunity to acquire desirable nanoparticle properties, 
including stability, size, shape, and size distribution, which are often challenging to obtain 
using conventional bulk synthesis methods. Rapid mixing is a crucial factor in the nanopre-
cipitation process as it inf luences the size and size distribution of the nanoparticles. Within 
this regard, in this work, we report an ultrafast acoustof luidic micromixer to synthesize 
liposome nanoparticles, which have been widely investigated in the literature as drug carriers 
due to their biocompatibility and biodegradability. This research has also investigated the 
inf luence of glycerol addition to the solvent to control the size of the liposomes. Our findings 
indicate that utilizing the acoustof luidic platform resulted in the production of nanoscale li-
posomes with small mean sizes compared to the hydrodynamic f low-focusing (HFF) method. 
Furthermore, the inclusion of glycerol led to a significant reduction in liposome size. These 
results emphasize the potential of the proposed approach for the efficient and precise synthe-
sis of liposome nanoparticles with improved characteristics, which can be utilized in various 
biomedical and drug delivery applications.
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then cured for a day at room temperature, peeled off from 
the master, and bonded to a glass substrate using plas-
ma treatment. The channel has a width of 600 µm and 
a depth of 50 µm, and the sharp edges of the channels 
have a tip angle of 15º, a length of 225 µm, and a width 
of 60 µm.

Mechanism of Acoustofluidic Micromixing 
Platform

As shown in the schematic in Fig. 1, both the PDMS and 
the piezoelectric transducers are bonded to the glass 
substrate. 

When the driving voltage is applied to the piezoelectric 
transducer, the vibration of its membrane is transferred to 
the PDMS chip, causing the sharp-edge patterns to oscillate. 
This oscillation generates powerful vortices in the microc-
hannel located near the sharp edges, thereby facilitating the 
mixing of the two parallel flow streams. The resulting aco-
ustic streaming can enable faster and more efficient mixing, 
improving liposome nanoparticle synthesis. Overall, the 
acoustofluidic platform offers a promising tool for enhan-
cing the efficiency and reproducibility of liposome synthesis 
processes.

Liposome Synthesis and Characterization

To synthesize nanoscale liposomes, a solution of 70% et-
hanol containing 98% sn-3-phosphocholine was introdu-
ced through one inlet of the microfluidic channel, while 
a mixture of distilled water and glycerol at three different 
concentrations of 15%, 30%, and 45% were introduced 
through the other inlet. The injection process was car-
ried out using a syringe pump, and the flow rate ratio of 
the two inlets was maintained at 1:1. Average diameter 

nucleation. This method can be divided into hydrodynamic 
flow focusing and active micromixers to form nanoparticles. 
Hydrodynamic flow focusing (HFF) merely relies on diffusi-
on for mixing to produce nanoparticles [16-19]. On the other 
hand, active methods employ external forces such as acous-
tic [20,21], electrical [22], or magnetic fields to facilitate the 
synthesis of nanoparticles. Active micromixers offer rapid 
and efficient mixing in a shorter time and length, making 
them an ideal and preferred option for achieving controllab-
le nanoprecipitation and tunable size of nanoparticles (NPs).

In this study, we introduce an ultrafast acoustofluidic 
micromixer device that enables the production of nanoscale 
liposome synthesis for drug delivery applications. We utili-
zed a piezoelectric transducer that generates bulk acoustic 
waves capable of penetrating deep into the material. These 
generated waves cause oscillatory motion of sharp edges to 
induce strong microstreaming within the microchannel, 
consequently reaching higher mixing efficiency. Additio-
nally, the study evaluated the influence of glycerol concent-
ration in the solvent on the liposome nanoparticle proper-
ties.

MATERIALS AND METHODS

Materials and Experimental Setup

Glycerol, 98% sn-3-phosphocholine from Sunflower (non-
GMO) phospholipid and ethanol were used to synthesize 
liposome nanoparticles. Also, distilled water and fluores-
cein dye were utilized for mixing characterization. 

The experimental setup used in this work consists of 
a microfluidic chip integrated with a piezoelectric transdu-
cer, a signal generator (Agilent 33220A/ Arbitrary Wave-
form Generator), a syringe pump (New Era Syringe Pump 
NE-4000), an amplifier and an inverted microscope (Zeiss, 
Axio Observer 7) mounted with a CCD camera. The syringe 
pump allows the injection of fluids at a specific flow rate 
into the channel. The signal generator produces a square 
wave signal at the resonance frequency, and this signal’s 
voltage can be increased up to 95 V by the power amplifi-
er. Later, this signal was fed to the piezoelectric transducer, 
which delivers the acoustic streaming to the microfluidic 
chip. Moreover, the flow pattern was captured by the inver-
ted microscope and the mounted CCD camera.

Device Fabrication

The standard soft-lithography method was employed to 
produce microchannels composed of polydimethylsilo-
xane (PDMS) material with sharp-edge patterns on their 
sidewalls. The PDMS base was mixed with a curing agent 
in a ratio of 10:1 and subsequently poured onto the SU-8/
silicon master, which was fabricated in the fashion deve-
loped in our previous work [23]. The resulting mold was 

Figure 1. A) Schematic of description of the acoustofluidic micromixer, 
microstreaming, and the liposome production in the microfluidic 
platform. B) An image of the acoustofluidic micromixer device.
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and size distributions of the liposomes were analyzed by 
a dynamic light scattering (DLS) device (Zetasizer Nano 
ZS). All the collected samples were loaded into the cu-
vette and put into the DLS instrument for measurement.

RESULTS AND DISCUSSION

Mixing Characterization

To trace the mixing performance, two fluids with dis-
tinct colors were used; diluted fluorescein dye and dis-
tilled water. The flow streams were monitored by an in-
verted microscope. To capture the fluorescence images, 
we utilized the FITC channel of the microscope with an 
exposure time of 100 ms. By monitoring the channel with 
the inverted microscope, visually, it is possible to capture 
incomplete or complete mixing. However, mixing effici-
ency has to be obtained numerically to get precise results. 
Mixing indexes were calculated across the width of the 
channel based on the following equation [24]:

( )21

Mixing Index (MI) 1
i avg

avg

I I
n

I

−
= −

∑

where Ii, Iavg, and n are the light intensity value of each 
point, the average intensity value, and the total number of 
pixels, respectively. A MI of 0 and 1 indicate unmixed and 
completely mixed scenarios, respectively.

Effect of the Frequency on Mixing Index

The frequency of a signal is a critical parameter that pro-
foundly impacts the intensity of acoustic streaming. It is 
essential to determine the resonance frequency of the 
piezoelectric transducer to achieve optimal efficiency. 
While every piezoelectric transducer has a unique reso-
nance frequency specified by the manufacturer within a 
range, it should be determined precisely through visual 
and quantitative observation during the experiment to 
locate its exact value to gain better performance. To ob-

tain an accurate resonance frequency, the frequency va-
ried within the range of 3.5-6.5 kHz, with increments of 
100 Hz. The captured images were used to calculate the 
mixing index at the outlet for different frequencies while 
maintaining a constant total flow rate of 40 µl/min and 
voltage of 95V. The results revealed that the resonance 
frequency of the piezoelectric transducer was 4.3 kHz, as 
depicted in Fig. 2.

Effect of the Flow Rate and Voltage on the Mixing 
Index

To explore the impact of flow rate and input voltage on 
the mixing performance, the frequency was set at 4.3 
kHz. The channel was observed under different voltages 
and flow rates using the inverted microscope, and the 
resulting images were analyzed to quantify the mixing 
index. Fig. 3 displays the results, which indicate that at 
low voltage values (up to 20V) and high flow rates, the 
acoustic streaming was not sufficiently strong to disrupt 
the background flow and induce chaotic flow, resulting in 
incomplete mixing. 

However, step-wise increasing voltage to higher valu-
es, complete mixing was achieved even at high flow rates. 
Fig. 4 demonstrates that complete mixing occurs for all flow 
rates when the input voltage is set at 95V. Moreover, it is im-
portant to note that since the mixing index varies along the 
channel, three distinct cross-sectional areas were chosen for 
the calculation of the mixing index.

Liposome Characterization

The diameter and size distribution of liposome nano-
particles are critical factors for their therapeutic appli-
cation [25], and these parameters can be controlled by 
regulating the mixing time during the nanoprecipitation 
process in microfluidic systems. The proposed acoustof-Figure 2. Mixing index at different operating frequencies.

Figure 3. Comparison of mixing performance for different voltages and 
flow rates.
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luidic system provides direct control over the size of lipo-
somes by adjusting the total flow rate, input voltage, and 
glycerol percentage in the solvent. Three distinct glycerol 
concentrations of 15%, 30%, and 45% were utilized.

To evaluate the size-tuning ability of the acoustofluidic 
platform, the average diameter of the liposomes was me-
asured using a dynamic light scattering device (DLS) at a 
total flow rate of 40 µl/min and an input voltage of 95 V for 
different concentrations of glycerol, with Acoustic and HFF 
methods. To achieve high throughput, a total flow rate of 
40 µl/min was selected as the optimal choice for the synthe-
sis of liposome nanoparticles. As shown in Fig. 5, the mean 
average size of the liposomes decreased with the implemen-
tation of acoustic pressure compared to the HFF method 
(i.e., in the acoustic-off case). It is worth noting that adding 
glycerol to the solvent reduced the average size of the liposo-
me nanoparticles, and a greater reduction in the liposome's 
average diameter was observed with increasing glycerol 
concentration.

Furthermore, the size distribution of liposomal na-
noparticles was analyzed using Dynamic Light Scattering 
(DLS), as demonstrated in Fig. 6. It can be inferred that the 
utilization of the acoustic micromixer results in the produc-
tion of nanoparticles with a lower polydispersity index in 
comparison to the scenario without acoustic mixing, which 
indicates its advantageous potential for drug delivery app-
lications.

CONCLUSION

In this study, we report a practical acoustofluidic plat-
form that achieves ultrafast and efficient mixing perfor-
mance, enabling us to synthesize nanoscale liposome 
nanoparticles with a high degree of control over particle 
size compared to the hydrodynamic flow focusing and 
conventional methods. This acoustofluidic platform le-
verages sharp-edge patterns that oscillate and vibrate 
when subjected to acoustic pressure generated by the pi-
ezoelectric transducer. This vibration creates strong and 
powerful vortices in the flow stream, which effectively 
disturb the fluids, leading to complete mixing in merely 
a few milliseconds. At the resonant frequency of 4.3 kHz 
and a voltage of 95 volts, acoustic microstreaming exhi-
bited a remarkable ability to achieve complete mixing 
of fluids with a total flow rate of 40 µl/min, which is a 
notably higher flow rate compared to the literature. The 
results indicate that the implementation of an acoustic 
micromixer in liposome synthesis resulted in the produc-
tion of highly uniform nanoparticles with reduced size 
when compared to the acoustic-off condition. Moreover, 
the impact of adding glycerol to the solvent was explored, 
revealing a significant reduction in liposome size upon its 
inclusion, producing monodispersed liposomes with an 
average diameter down to 30 nm. 

Figure 4. Comparison of mixing performance for different voltages and 
flow rates.

Figure 6. Effect of acoustic micromixer and glycerol percentage on the 
size distribution (A to D demonstrating the effect of glycerol from 0% 
to 45%).

Figure 5. Effect of acoustic micromixer and glycerol percentage on the 
mean size.
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The effective use of the energy and the improvement 
of systems becomes an important issue because 

the world's energy resources are limited and gradually 
decreasing. Nowadays, approximately 17% of the total 
electricity used in the world is consumed in refrigerati-
on cycles (1,2). In order to use energy efficiently, studies 
such as reducing energy consumption values, increasing 
the performance of the system, and selecting the app-
ropriate refrigerant are carried out. On the other hand, 
when considering system improvements, it should be 
adapted to human health and the surrounding, and the 
ozone layer depletion (ODP) and global warming poten-
tial (GWP) values of the refrigerants used should be low 
(3-5).

Low temperature refrigeration processes are widely 
preferred in various fields, including industrial, medical 
applications, and scientific research. Cascade refrigera-
tion systems are generally used in low temperature app-
lications because of their better performance and lower 
operating costs. Luiz et al. (6) evaluated the thermody-
namic performance of the refrigerant pairs R744/R1270, 
R744/R717, and R744/RE170 in the cascade refrigerati-
on system consisting of two vapor compression systems. 
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14% enhancement in the coefficient of performance 
(COP) over values obtained with natural refrigerants, 
the R744/RE170 mixture indicated the best results with 
a COP of 2.34 and increased exergetic efficiency by up to 
30%. In another similar study, Kasi and Cheralathan (7) 
numerically investigated a cascade refrigeration system 
in which R170 refrigerant was employed as the low tem-
perature cycle and R32, R515B, and R466A refrigerants 
were used as the high temperature cycle. R515B/R170 
refrigerant pair was shown to offer the best performan-
ce than the other refrigerant pairs. As a result, the COP 
enhanced from 3.626 to 3.781, and the compressor work 
reduced from 2.757 to 2.645 kJ/s when the evaporation 
temperature rised from raised 45 K. Mofrad et al. (8) re-
searched the thermodynamic simulation and analysis of 
the heat recovery cascade refrigeration systems. Energy 
and exergy analyses of the cascade system using R744 
and R744A refrigerants were carried out. It was conclu-
ded that it increased COP by 7.6% and exergy efficiency 
by 12.5% with the heat recovery cascade cooling system. 

Soni et al. (9) performed the thermodynamic 
analysis of the cascade refrigeration system consisting 
of R134a/R744, R1234yf/R744 and R1234ze/R744 ref-

A B S T R A C T

Cascade refrigeration systems are preferred in applications where low temperature cool-
ing is required, such as in some special industrial and laboratory applications. Since, in 

these systems, the energy consumed by the compressors is less and the compressor outlet 
temperature is lower. Due to environmental problems, the use of natural refrigerants in cas-
cade refrigeration systems has become to be of great importance. In this study, two cascade 
systems consisting of R744/R290 (System 1) and R1270/R290 (System 2) natural refrigerant 
pairs were designed and thermodynamically examined. In the analyzes performed according 
to different evaporator temperatures, the highest coefficient of performance (COP) value was 
3.66 at -20°C evaporating temperature was obtained in the cascade system consisting of the 
R1270/R290 refrigerant pair. Moreover, it was considered that there was a 17.95% enhance-
ment in exergy efficiency with the use of R1270 refrigerant in the low temperature cycle. By 
the rise in the evaporator temperature, energy consumption decreases and as a result, the 
amount of carbon dioxide emissions reduced was attained.
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ronment, has become widespread instead of synthetic refri-
gerants. Considering the literature survey, the use of natural 
refrigerants in cascade refrigerant systems provides great 
advantages. In this study, two different cascade systems 
are proposed using three different natural refrigerants. The 
performance of these two systems under the same condi-
tions was compared. Energy, exergy and environmental 
analyzes were carried out. The novelty of this study is the 
use of R744/R290 and R1270/R290 refrigerant pairs, which 
have very low GWP values, in the cascade system.

SYSTEM DESCRIPTION
The cascade refrigeration system including two basic va-
por compression refrigeration cycles, one the low tempe-
rature cycle (LTC) and the other the high temperature 
cycle (HTC). The LTC cycle and HTC cycle are connec-
ted to each other via a cascade condenser. Fig. 1 depicts 
the schematic representation of the typical cascade refri-
geration system. On the other hand, the P-h diagram of 
the cascade cooling system is demonstrated in Fig. 2.

In this study, two different cascade refrigeration 
systems using three different natural refrigerants were 
investigated thermodynamically. Refrigerants R744 and 
R1270 were chosen for LTC cycles whereas R290 was cho-
sen for the HTC cycle. Moreover, the R744/R290 refrigerant 
pair was called System 1, and the R1270/R290 refrigerant 
pair was as System 2. Table 1 demonstrates the properties of 
the commonly used natural refrigerant.

rigerants with low global warming potential by creating a 
mathematical model. The R1234yf/R744 refrigerant pair 
was found to be the most efficient, with a system efficiency 
of 58%. Ozyurt et al. (10) carried out a theoretical analysis 
of a cascade refrigeration cycle using R717 and R744 refri-
gerants. It was deduced that there was a decrease in exergy 
destruction by increasing the condenser temperature in the 
carbon dioxide cycle at -25 °C evaporation and -10 °C con-
denser temperature, and accordingly, the COP value and the 
second law efficiency increased. Sun et al. (11) presented a 
comparative analysis of the thermodynamic performance of 
R41/R404A and R23/R404A cascade refrigeration systems. 
The results showed that the input power of the R41/R404A 
refrigeration system was lower than the R23/R404A system, 
and the COP was higher than the R23/R404A system. 
The exergy efficiency of the R41/R404A and R23/R404A 
systems was obtained as 44.38% and 42.98%, in the same or-
der. According to the theoretical analysis result, it was seen 
that the R41/R404A system was a more potential refrigerant 
couple than R23/R404A. Silva et al. (12) suggested a cascade 
refrigeration system with R744-R404A refrigerant instead 
of refrigeration systems with R404A and R22 refrigerants 
for supermarket applications. As a result of the evaluation, 
when the cascade refrigeration cycle using R744 was com-
pared with the other two systems, it was indicated that the 
electrical energy consumption was reduced by 24-13%, and 
the life of the R744 compressor was extended with the low 
compression ratio. 

Huang et al. (13) recommended mechanical subcooling 
and cascade recooling cycles, which they used as R744 sub-
cycles. It was found that R744 was suitable for these systems 
and the compressor work was reduced by 28.5%. Chi et al. 
(14) developed the mathematical model of the R717/R744
ejector subcooled cascade system and performed its ther-
modynamic analysis. Compared to the conventional casca-
de system of in this system, 5.4% and 4.8% higher COP and
exergy efficiencies were obtained. Yan et al. (15) carried out
simulations of the R290/R600A cascade system for domes-
tic freezers. It was observed that the cooling capacity incre-
ased by 10.2-17.1% with this refrigeration pair. Cabello et al.
(16) compared the performance of R290, R1270, R600A and 
R1234ze(E) alternatives instead of R134A in the R134A/
R744 cascade system. The best results were achieved in the
cooling capacity of the R290 and R1270 refrigerants. Zhu et
al. (17) studied the low and high temperature circuits in the 
R744/R717 cascade system and the multi-target temperatu-
re cascade system in which the R1270 refrigerant was used.
With the multi-target temperature cascade system, 25% and 
10% improvement in COP and 19% and 5% rise in exergy
efficiency were obtained according to low and high tempe-
rature cycling, respectively.

Recently, the use of natural refrigerants, which are fo-
und in nature and do not have harmful effects on the envi-

Figure 1. Schematic illustration of cascade cooling system

Figure 2. P-h diagram of the cascade cooling system
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The necessary assumptions are given in Table 2 to de-
termine the performance parameters of the system. The 
following reasonable assumptions were made in the energy, 
exergy and environmental analyzes of the cascade cooling 
system:

• Pressure and heat losses and gains in the system 
were neglected.
• It was assumed that all components in the
system were in a steady state.
• Compressors, expansion valves, and phase
changes in a cascade condenser were adiabatic.
• Evaporation and condensation processes were
isobaric.

THEORETICAL ANALYSIS
The basic vapor compression refrigeration cycles consist 
of compressor, condenser, expansion valve and evapora-
tor. The required heat is provided by the HTC condenser 
of the cascade system including HTC and LTC cascade 
cycles. The heat supplied by the condenser is expressed 
in the following equation (19):

( )r ,HTC con,i con,oconQ m h h
••

= − (1)

The evaporator capacity of the cascade system is given 
as follows:

( )r ,LTC evap ,o evap ,ievapQ m h h
• •

= − (2)

The energy equation for the cascade condenser (heat 
exchanger of cascade system) can be defined as (20):

( ) ( )( ) ( ) ( )( )r ,LTC r ,HTChx LTC ,i hx LTC ,o hx HTC ,o hx HTC ,im h h m h h
• •

− = − (3)

The compressors power of LTC and HTC refrigeration 
cycles can be given as:

( ) ( )( )comp,LTC r ,LTC is mec elcomp LTC ,o comp LTC ,iW m h h /η η η
• •

= −              (4)

( ) ( )( )comp,HTC r ,HTC is mec elcomp HTC ,o comp HTC ,iW m h h / η ηη
• •

= −             (5)

The isentropic efficiency of the compressors is (21):

( )is 1 0.04xPRη = − (6)

Total compressor power requirement:

comp,total comp,LTC comp,HTCW W W
• • •

= + (7)

The COP value of the cascade refrigeration system can 
be found as follows:

evap
system

comp,total

Q
COP

W

•

•= (8)

While calculating the exergy efficiency of the cascade 
refrigeration system, the exergy destruction equations of 
the cooling components are used. These equations are gi-
ven below (22):

o
d ,evap evap ,o evap ,i evap

evap

TEx Ex Ex Q 1
T

• • • •   = − + −       
                           (9)

o
d ,con con,i con,o con

con

TEx Ex Ex Q 1
T

• • • •   = − + −  
   

        (10)

( ) ( ) ( ) ( )d ,hx hx LTC ,i hx LTC ,o hx HTC ,i hx HTC ,oEx Ex Ex Ex Ex
• • • • •   = − + −   

   
      (11)

( ) ( ) ( )d ,comp LTC comp LTC ,o comp LTC ,iEx Ex Ex
• • •

= − (12)

( ) ( ) ( )d ,comp HTC comp HTC ,o comp HTC ,iEx Ex Ex
• • •

= − (13)

Table 1. The properties of some natural refrigerants (18)

Refrigerants Chemical 
Formula

Flammability 
Classification

Global Warming 
Potential

(GWP)

Ozone 
Depletion 

Potential (ODP)

Critical 
Temperature

(°C)

Critical Pressure
(MPa)

Normal Boiling 
Temperature 

(°C)

R744 Co₂ A1 1 0 30.98 7.38 -78.46

R290 C₃H₈ A3 3 0 96.74 4.25 -42.11

R1270 C₃H₆ A3 1.8 0 92.42 4.55 -47.62

R600a C₄H₁₀ A3 4 0 134.66 3.83 -11.75

R717 NH₃ B2L 0 0 132.25 11.33 -33.33

R170 C₂H₆ A3 6 0 32.12 48.72 -88.7

Table 2. Assumptions required for analyses

Parameters Value

Cooling Capacity 15 kW

Evaporator Temperature, Tevap -20°C, -25°C, and -30°C

Condenser Temperature, Tcon 45°C

Ambient Temperature, T0 25°C

Mechanical efficiency of 
compressors,nmec

90%

Electrical efficiency of 
compressors, nel

93%

Superheating (in LTC and in HTC) 5°C

Refrigerants R744, R1270,R290
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( ) ( ) ( )d ,ex LTC ex LTC ,i ex LTC ,oEx Ex Ex
• • •

= − (14)

( ) ( ) ( )d ,ex HTC ex HTC ,i ex HTC ,oEx Ex Ex
• • •

= − (15)

evap ,o evap ,i
ýý

comp,total

Ex Ex

W
η

• •

•

−
= (16)

Another exergy performance criterion is the exergetic 
performance coefficient (EPC). EPC is the ratio of exergy 
output to total exergy destruction. The EPC of this propo-
sed cascade refrigeration system can be defined as follows 
(23, 24):

( )0 evapevap

d ,total

Q 1 T / T
EPC

Ex

•

•

−
=   (17)

The calculation of CO2 emissions for the cascade ref-
rigeration system based on the power consumption of the 
compressor is given in the equation below:

comp,totalCO CO2 2
  x W Φ Ψ

•
=   (18)

where  ΦCO2 is the amount of CO2 (kg CO2/h) reduced 
per hour and and ΨCO2 denotes the average amount of CO2 
emissions (2.08 kg CO2/kWh) obtained during power gene-
ration from coal (25). For example, if the energy consumpti-
on of the total compressors in a cascade system is 5 kW, the 
amount of CO2 is 10.4 kg, and the annual CO2 emission is 
3.79 tons.

RESULTS AND DISCUSSION
In this study, R744 was chosen as the refrigerant in the 

LTC cycle in the System 1 cascade system, and R1270 as the 
refrigerant in the LTC cycle in the System 2 cascade system. 
In both systems, R290 was used as a refrigerant in the HTC 
cycle. Total energy consumption graph according to -20°C, 

-25°C, and -30°C evaporator temperatures for System 1 and
System 2 is given in Fig. 3. When R744 was used in the LTC 
cycle, it was observed that the total energy consumption
was 5.93 kW, which was the highest at -30°C evaporator
temperature. However, when R1270 was used in the LTC

cycle in System 2, it was deduced that it had the lowest total 
energy consumption. As the evaporator temperature decre-
ases, the compressor work increases even more. Therefore, 
the energy consumption of both systems had increased pro-
portionally.

The performance of a refrigeration cycle is determi-
ned by the COP given in Eq. (8). COP values calculated for 
System 1 and System 2 are demonstrated in Fig. 4. COP va-
lues in System 1 and System 2 were obtained as 2.53, 2.86, 
3.19 and 2.83, 3.16, 3.66 at -20°C, -25°C, and -30°C evapo-
rator temperatures, respectively. As COP is the evapora-
tor capacity provided in response to the work done by the 
compressor, it appears to be inversely proportional to energy 
consumption. In other words, the increase in the evaporator 
temperature causes a decrease in the compressor power in 
both systems, thus increasing the performance. It was ob-
served that System 2 was 12.84% more efficient than System 
1 at -20°C evaporator temperature.

The maximum useful energy value in refrigeration 
systems is defined by the exergy efficiency, which is the se-
cond law, and is calculated as given in Eq. (16). The exergy 
efficiency values of the System 1 and System 2 cascade ref-
rigeration systems for the same operating conditions are gi-
ven in Fig. 5. The exergy efficiency values for System 1 and 
System 2 were determined as 15.5%, 17.6%, 20.1%, and 21.2%, 
22.6%, 24.5% respectively, according to -30°C, -25°C, -20°Ce-
vaporator temperatures. According to every 5°C evaporator 

Figure 3. The energy consumption values according to evaporator 
temperatures

Figure 5. The exergy efficiency values according to evaporator 
temperatures

Figure 4. The COP values according to evaporator temperatures
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temperature rise, exergy efficiency increased by 11.93% and 
12.44% for System 1 and 6.19%, 7.75% for System 2, in the 
same order.

The EPC values of System 1 and System 2 are given 
in Fig. 6. In both systems, it was observed that EPC values 
decreased as the evaporating temperature reduced. EPC 
values in System 2 were higher than in System 1 at all eva-
porating temperatures. The highest EPC value was obtained 
in System 2 at 0.28 to -30°C evaporating temperature. On 
the other hand, the lowest EPC value was found as 0.20 in 
System 1 at an evaporating temperature of -20°C.

The annual total amount of CO2 released according to 
three different evaporator temperatures for System 1 and 
System 2 is shown in Fig. 7. It was considered that coal fuel 
was used in electricity generation. The amount of CO2 rele-
ased by the burned coal fuel against the amount of energy 
consumed (kWh) was calculated separately for both systems. 
Accordingly, the annual total maximum CO2 amount was 
calculated as 4.5 and 4.03 tonsCO2/year for System 1 and 
System 2 at -30°C evaporator temperature. On the other 
hand, the lowest total annual CO2 amount was obtained 
as 2.82 tonsCO2/year at -20°C evaporator temperature in 
System 2.

CONCLUSION
In this study, energy, exergy, and environmental analy-
zes of the cascade refrigeration system containing diffe-

rent refrigerants were made and the results were discus-
sed. Moreover, natural refrigerants were used instead 
of synthetic refrigerants that cause global warming and 
ozone layer depletion in the cascade refrigeration system. 
R744 and R1270 natural refrigerants were selected in the 
LTC and R290 in HTC. The results obtained as a result 
of the thermodynamic analysis for two different systems 
designed using different refrigerants can be summarized:

• It was attained that the energy consumption of
System 1 was 9.2% higher than System 2.
• In System 2, the best COP with 3.66 and the best 
exergy efficiency with 24.5% were determined at -20°C
evaporator temperature.
• The highest EPC value of 0.28 was achieved in
System 2.
• It was seen that CO2 emissions were reduced by
19.4% with the use of R1270.
• It was obtained that the variation of the evapo-
rator temperature was much more effective on the cooling 
performance of the whole system. In addition, the use of
R1270 refrigerant in the LTC cycle was found to be more
efficient than R744.

As a result, it was observed that the R1270/R290 refrige-
rant pair was determined thermodynamically more efficient 
for the cascade refrigerant system. Therefore, it is important 
to experimentally examine this system and verify it with the-
oretical results in future studies. This study will make a gre-
at contribution to industrial refrigeration systems that care 
about environmental problems.
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For human beings to survive, there are basic ne-
eds such as breathing, shelter, and nutrition [1]. 

Agricultural production holds strategic importance 
in meeting the nutritional requirement of these ne-
eds. However, agricultural production faces various 
risks from production to marketing. The ability of 
agriculture to effectively meet nutritional needs is 
directly linked to controlling these risks. Crop losses 
caused by diseases, weeds, and pests are significant 
risks in production. Effective measures are required 
to mitigate these risks, which are considered plant 
protection issues. Failure to combat diseases, pests, 
and weeds results in an average yield loss of 36.5% 
(10.2% caused by insects) [2]. Integrated Pest Mana-
gement (IPM) studies, incorporating the use of the 
least harmful methods to humans and the environ-
ment, are crucial in preventing losses caused by pests. 
Artificial intelligence-based fields such as computer 
vision, data mining, and expert systems play a pivotal 
role in IPM.

Artificial intelligence-based systems developed 
for plant health protection are particularly valuable for 
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the production of economically significant cereal crops. 
Among these crops, wheat holds the top position glo-
bally as well as in Turkey in terms of cultivation area and 
production volume, highlighting its strategic importan-
ce. According to Polat [3], data from the United States 
Department of Agriculture (USDA) indicates that whe-
at production accounts for 28% of the world's grain pro-
duction, totaling 2.7 billion tons. The same study also 
highlights Turkey's crucial role in global wheat exports, 
ranking ninth during the 2019-2020 production season. 
Compared to other cereal crops, wheat, which occupies 
the top position among 162 crops worldwide, is an indis-
pensable commodity due to its substantial production 
volume and trade value [4]. These facts underscore the 
significance of wheat for the global economy, particu-
larly for Turkey.

In order to sustain wheat production, it is crucial 
to develop production techniques that increase the yi-
eld per unit area and effectively mitigate product losses. 
Wheat pests have garnered the attention of researchers 
due to their detrimental impact on wheat production, 
resulting in economic challenges and yield reductions. 

A B S T R A C T

Artificial intelligence-based systems play a crucial role in Integrated Pest Management 
studies. It is important to develop and support such systems for controlling wheat 

pests, which cause significant losses in wheat production is of strategic importance, par-
ticularly in Turkey. This study employed various pre-trained deep learning approaches to 
identify key wheat pests in the Central Anatolia Region, namely Aelia spp., Anisoplia spp., 
Eurygaster spp., Pachytychius hordei, and Zabrus spp. The models' classification success was 
determined using open and original datasets. Among the models, the ResNet-18 model 
outperformed others, achieving a classification success rate of 99%. Furthermore, each 
model was tested with original images collected during field studies to assess their effec-
tiveness. The results demonstrate that pre-trained deep learning models can be utilized for 
the identification of important wheat pests in Central Anatolia as part of Integrated Pest 
Management.
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models, namely AlexNet, ResNet-18, and InceptionV3 CNN 
networks. Open access datasets containing images of the-
se significant wheat pests were utilized to train the models. 
The contributions of this study are evident in its application 
of modern deep learning techniques, its emphasis on iden-
tifying crucial wheat pests, the evaluation of deep learning 
models, its utilization of open-access and original datasets, 
and its potential to enhance agriculture and advance agri-
cultural research in the Central Anatolia.

The remainder of the paper is organized as follows: the 
second section provides a detailed description of the dataset 
and methodology employed, the third section discusses the 
findings and presents a comparative performance analysis, 
and the final section presents the concluding remarks on 
the study.

MATERIAL AND METHODS

Dataset

The Agricultural Control Technical Instructions [6] 
provide a comprehensive overview of the definition, life 
cycle, economic significance, distribution, and control 
measures for wheat pests. Through field surveys, origi-
nal images of the Eurygaster spp. pest were obtained and 
used for the final testing of the best model. However, the 
limited quantity and diversity of the original data hinde-
red the ability to train and validate the models effectively. 
To address this issue, open data sets have been employed.

The Global Biodiversity Information Facility (GBIF) 
is an international data network funded by governments, 
aiming to provide open access to various life-related data 
[23]. GBIF encompasses numerous data sets. In this study, 

There exist significant wheat pests that adversely affect both 
the yield and quality of wheat. In regions with a high popula-
tion density, these pests, if left uncontrolled, can cause crop 
losses of up to 100% [5]. The Agricultural Control Technical 
Instructions provide a clear overview of the definition, life 
cycle, economic significance, distribution, and control mea-
sures for wheat pests [6]. Researchers and producers rely on 
these instructions to effectively manage major wheat pests. 
Fig. 1 presents images of these key wheat pests.

In recent years, significant progress has been made in 
using Machine Learning (ML) for pest detection and iden-
tification for crop protection. These works encompass both 
traditional approaches and modern Deep Learning (DL) 
techniques, such as Convolutional Neural Networks (CNN). 
CNN, being a prominent DL method, has gained extensive 
popularity, particularly in object identification tasks invol-
ving images [8-10]. CNN models possess a deep neural arc-
hitecture comprising convolutional, pooling, and connected 
layers. Current agricultural studies based on deep learning 
provide evidence that CNN can effectively recognize disea-
ses and pests in plant protection [11-22].

The successful outcomes of deep learning-based studi-
es have served as the motivation for this research. Howe-
ver, the development of a successful and high-quality CNN 
model necessitates a well-curated dataset. Unfortunately, li-
mited data availability and insufficient open access datasets 
pose as restricting factors when training CNN models.

This study employed modern deep learning approac-
hes to identify crucial wheat pests in the Central Anatolia, 
including Eurygaster spp., Aelia spp., Anisoplia spp., Pachyt-
ychius hordei, and Zabrus spp. The classification success of 
the models was evaluated using pre-trained deep learning 

Figure 1. The important wheat pests in Central Anatolia, a: Aelia spp., Anisoplia spp., Eurygaster spp., Pachytychius hordei, Zabrus spp. [7].

Table 1. The raw dataset statistics [24-28].

Aelia Anisoplia Eurygaster Pachytychius Zabrus TOTAL

333 301 310 108 183 1235

Figure 2. Sample images from the dataset, (a): Aelia [24], (b): Anisoplia [25], (c): Eurygaster [26], (d): Pachytychius [27], (e): Zabrus [28].
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the raw data utilized for training, validation, and testing of 
the models were obtained from GBIF open data sets. Table 1 
presents the statistics of the raw data set, while Fig. 2 show-
cases sample images for each pest species. In the experimen-
tal studies, each pest was denoted by its scientific name.

The number of data sets was sufficient for training the 
deep learning models. However, in order to avoid issues such 
as overfitting and underfitting, it was necessary to balance 
the amount of data in each class. Particularly, due to the dis-
parity in the amount of data between the Pachytychius and 
Zabrus classes, data augmentation techniques were emplo-
yed, which are widely used in such cases [29-31]. This appro-
ach helped equalize the number of images in each class and 
achieve a balanced distribution of data across classes.

The final data set, created through data augmentation, 
was divided into three groups: training (70%), validation 
(10%), and test (20%). The models developed during the tra-
ining and validation process were subsequently tested using 
the independent test dataset (20%), and the results were 
compared with the validation outcomes. Table 2 provides 
details regarding the number of final datasets generated as 
a result of the data augmentation process, while Fig. 3 show-
cases augmented versions of a sample Aelia image.

In addition, a total of 423 original Eurygaster images 
were collected through field surveys conducted in March 
2022. These images served as the original dataset for the 
study and were used for testing the models, in addition to 

the designated test dataset. Note that due to field and weat-
her conditions, only images of Eurygaster could be acquired. 
Sample images from the original Eurygaster dataset are pre-
sented in Fig. 4.

Convolutional Neural Networks and Transfer 
Learning

A Convolutional Neural Network (CNN) is a deep lear-
ning model composed of interconnected layers that can 
automatically learn features from images within diffe-
rent classes. CNNs are extensively utilized, particularly 
in multi-class image classification tasks. Recent research 
demonstrates that CNN approaches can mimic human 
learning from images, achieving performance on par 
with or even surpassing human capabilities.

A CNN network can be trained from scratch or use 
"pre-trained" models that have been trained on large-scale 
datasets for specific tasks. This technique, known as "Trans-
fer Learning," allows for improved performance with redu-
ced training time, especially for tasks that require extensive 
datasets [32]. Numerous pre-trained CNN models, such as 
AlexNet [33], ResNet-18 [34], and InceptionV3 [35], are avai-
lable, each suitable for identifying important wheat pests. In 
this study, we employed the AlexNet, ResNet-18, and Incep-
tionV3 models.

AlexNet, introduced by Krizhevsky et al. [33], demons-
trated superior performance in the ImageNet image classifi-

Table 2. Final dataset statistics.

Aelia Anisoplia Eurygaster Pachytychius Zabrus TOTAL

Training 350 350 350 350 350 1750

Validation 50 50 50 50 50 250

Test 100 100 100 100 100 500

TOTAL 500 500 500 500 500 2500

Figure 3. Augmented forms of a sample Aelia image: (a) original image, (b) brightness modified, (c) contrast modified, (d) horizontal flipped, (e) 
vertical flipped, (f) random rotated.

Figure 4. Sample images of the Eurygaster original dataset.
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cation task. AlexNet achieved victory in the 2012 ImageNet 
competition by attaining a top-5 error rate of 15.3%, surpas-
sing the second-place error rate of 26.2%. It has a total of 8 
learned layers. These layers include 5 convolutional layers 
and 3 fully connected layers. The activation function used 
on the AlexNet network is ReLU (Rectified Linear Unit), 
and maximum pooling is employed to reduce the dimen-
sionality of the hidden layers. The output of the last fully 
connected layer is fed into the SoftMax function for class 
prediction.

ResNet [34], introduced by He et al., achieved first pla-
ce in the ImageNet classification with a top-5 error rate of 
3.57% in 2015. ResNet-18 consists of 18 layers in total, out of 
which 16 layers are trainable. The other two layers are the 
input layer and the final fully connected layer. ResNet-18, an 
enhanced version of the basic model.

Inception [36], also known as GoogLeNet, outperfor-
med other models in the ImageNet classification task, achie-
ving a top-5 error rate of 6.67% in 2014. InceptionV3 [35], an 
improved and optimized version of GoogLeNet, and it has a 
total of 48 trained layers. These layers include convolutional 
layers, pooling layers, fully connected layers, and auxiliary 
classifiers. InceptionV3 offers higher efficiency compared to 
previous models and requires less computational cost.

Freezing Layers

During training, specific layers' weights within the CNNs 
are immobilized, remaining unchanged throughout the 
fine-tuning process. This technique is commonly emplo-
yed for the initial layers, which primarily capture funda-
mental features. In opposition, the upper layers concent-
rate on extracting task-specific discriminative features 
and therefore remain unfrozen.

The Proposed Model

This paper presents a deep learning model based on 
transfer learning, utilizing pre-trained CNN models. 
The task involves the identification of important wheat 
pests in the Central Anatolia region. The pre-trained 
CNN models used in this study include AlexNet, Res-
Net-18, and InceptionV3. Data augmentation was perfor-

med using the Python programming language and the 
OpenCV (Open Computer Vision) library, while MAT-
LAB software was employed for training, validation, and 
testing of the models.

The training process involved utilizing 1750 pest ima-
ges of significant wheat pests obtained from open datasets. 
During training, each model was validated using 250 ima-
ges. The final models were created upon completion of the 
training process. Fig. 5 provides a visual representation of 
the main steps in the workflow of the proposed deep lear-
ning-based classification model.

Performance Metrics

To assess the performance of the CNN models, a confusi-
on matrix was computed to evaluate both the average and 
classwise performance. As the proposed model predicts 
one of the five pest types, the resulting confusion matrix, 
denoted as C(m,n), is a 5x5 matrix. Based on the confu-
sion matrix, various performance metrics were measured 
to determine the accuracy, precision, sensitivity, and F1-
Score values of the models, providing insights into their 
overall performance and class-specific performance.

RESULTS

Throughout the experiments, the AlexNet, ResNet-18, 
and InceptionV3 CNN models were trained and valida-
ted using the open dataset. However, it was observed that 
the models based on ResNet-18 and InceptionV3 achie-
ved the highest accuracy values. The validation accuracy 
of these models is presented in Table 3.

From the analysis of Table 3, it is evident that the Res-
Net-18 and InceptionV3 models performed comparably well. 
However, in this case, the focus shifts towards the complexi-

Figure 5. Proposed model workflow: pest images are passed to the CNN (Deep Learning Model), which automatically learns features and classifies 
pests.

Table 3. The validation accuracy rates (%).

Model Accuracy

AlexNet 97.6

ResNet-18 99.6

InceptionV3 99.2
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ties of the models and the associated workloads rather than 
their success rates. Despite InceptionV3's strong performan-
ce in previous studies, it possesses a more complex structure 
when compared to the ResNet-18 architecture. Additionally, 
considering the number of layers (ResNet-18 has 18 layers, 
while InceptionV3 has 48 layers), ResNet-18 offers a lightwe-
ight architecture. Herein, it is worth noting that the training 
of the ResNet-18 model was completed in approximately 12 
minutes, whereas the InceptionV3 model required around 
84 minutes for training. Thus, despite the close average ac-
curacy values between the models, the ResNet-18 model is 
considered more successful due to its shorter training time 
and lightweight architecture.

The parameter settings of the learners used for training 
and testing in this study are presented in Table 4. The main 
parameters employed for configuring the learners' settings 
include InitialLearnRate, MaxEpoch, and MiniBatchSize. 
In the domain of machine learning and statistics, the lear-
ning rate serves as a critical tuning parameter within opti-
mization algorithms, governing the magnitude of each step 
taken during iterations to approach the minimum of a loss 
function. One MaxEpoch entails a complete iteration of a 
training algorithm across the entire training dataset. Con-

versely, a MiniBatchSize refers to the number of images pro-
cessed within each individual iteration.

Following multiple rounds of experimentation, the 
chosen MaxEpoch for this research is 20. Given the limited 
quantity of training datasets, the mini-batch size is typically 
opted to be small, falling between 4 to 64, preferably in po-
wers of 2. This selection aims to ensure effective utilization 
of the datasets while minimizing wastage. As a result, the 
MiniBatchSize designated for this study is 8.

After each fully connected layer, batch normalization 
and dropout techniques are implemented. Hyperparame-
ters, including a learning rate of 0.00001, along with the 
utilization of the Adam optimizer, were defined. While the 
initial 12 convolutional and separable convolution layers 
remained unchanged (frozen) throughout the training pro-
cess, the upper layers underwent fine-tuning.

Both training and validation accuracy graphs were 
plotted using categorical cross-entropy as the loss function 
for ResNet-18, see Fig. 6.

During the training process, it was observed that both 
the training and validation accuracy consistently improved 
over time. Furthermore, a loss graph was generated to visu-
alize the training process, as depicted in Fig. 7. The training 
loss and validation loss graphs demonstrate a decreasing 
trend throughout the training iterations, and their behavior 
closely resembles each other.

Relying solely on average accuracy is not sufficient to 
determine the success of CNN models. To address this limi-
tation, a separate test was conducted for each model using 
500 pest images (20% of the total dataset) listed in Table 2. 
These images were not encountered by the models during 
the training process. It was observed that the test perfor-
mance of all models closely aligned with their average accu-

Table 4. Hyperparameters of the models: Hyperparameters were defi-
ned such as the learning rate was assigned 0.00001, and also Adam was 
used as an optimizer.

Optimizer Adam

Loss function Categorical cross entropy

Momentum 0.9

Inıtial Learning rate 1.0000e-05

Early stopping patience 10

Maximum epoch 20

Mini batch size 8

Shuffle Every epoch

Figure 6. The ResNet-18 model was trained for 20 epochs and the trai-
ning-validation accuracies were presented after each epoch.

Figure 7. The ResNet-18 model was trained for 20 epochs and the trai-
ning-validation loss values were presented after each epoch.
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racy performance (Table 5). This result indicates that each 
model exhibited good generalization capabilities for the 
given problem. Note that the ResNet-18 model, which de-
monstrated the best performance in terms of training time, 
achieved an average test accuracy (99.4%) that was almost 
identical to the average accuracy.

The confusion matrix, is a table commonly used to vi-
sualize the performance of supervised learning algorithms 
in ML. Each row of the matrix corresponds to instances in 
a true class, while each column represents instances in a 
predicted class. For classification problems, the confusion 
matrix summarizes the count or percentage of correct and 
incorrect predictions. The term 'confusion' in the name ari-
ses from the matrix's ability to reveal whether the system is 
causing confusion between classes.

In Fig. 8, we present the confusion matrix, providing a 
detailed analysis of the performance of the most successful 
models for each class. The diagonal cells, highlighted in blue 
within the confusion matrix, indicate the number of accu-
rate classifications made for each respective class. Note that 

the InceptionV3 model misclassified 3 images belonging to 
the Eurygaster pest class. However, both models achieved 
100% accuracy in recognizing the Aelia pest class.

On the other hand, the confusion matrix was utilized 
to calculate the average test accuracy, as well as metrics such 
as precision, recall, and F1-Score. These metrics, along with 
the average accuracy, consistently supported the notion 
that the models were capable of effectively classifying the 
important wheat pests. A comprehensive breakdown of the 
performance of the ResNet-18 model for each class can be 
found in Table 6.

The models were subsequently subjected to testing 
using the original dataset of 423 Eurygaster images (see 'Da-
taset' section). The experimental results revealed that the 
best-performing models, ResNet-18 and InceptionV3, achi-
eved accuracies of 97% and 92% respectively. These findings 
demonstrate that the models exhibit robust generalization 
capabilities and can be effectively applied to real-world sce-
narios.

Table 5. The test accuracy rates (%).

Model Accuracy Precision Recall F1-Score

AlexNet 97.6 0.97 0.98 0.97

ResNet-18 99.4 0.99 0.99 0.99

InceptionV3 99.0 0.99 0.99 0.98

Figure 8. The confusion matrix for the best models trained on the dataset, on the left by ResNet-18 and on the right by InceptionV3.

Table 6. Classwise performance comparison for ResNet-18.

Metric Aelia Anisoplia Eurygaster Pachytychius Zabrus TOTAL

Precision 1.0 0.98 0.99 1.0 1.0 0.99

Recall 1.0 0.99 0.99 1.0 0.99 0.99

F1-Score 1.0 0.98 0.99 1.0 1.0 0.99
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DISCUSSION

Based on the experimental results, it is evident that the 
pre-trained CNN models successfully identified signifi-
cant wheat pests in Central Anatolia. The dataset, comp-
rising five crucial pests, was utilized across all methodo-
logies. The best performance achieved was 99.4%. The 
same hyperparameters were employed for all classifica-
tions to ensure a fair comparison.

The confusion matrix provided a detailed analysis of 
the performance of the models for each class. Therefore, it 
can be concluded that the models successfully classify each 
class.

Utilizing transfer learning (TL) as a deep learning tech-
nique involves employing a pre-trained model from an ex-
tensive dataset for a specific task within a certain domain. 
This pre-trained model serves as a foundation for tackling 
a different task within a similar domain, even when there 
is limited labeled data available. Models based on transfer 
learning (pre-trained) require a shorter training duration 
when compared to models trained entirely from scratch [32]. 
The popular pre-trained CNN classification models are do-
cumented in the literature [37], including AlexNet, ResNet, 
and Inception. These models are robust methods for image 
classification and effective object identification [33-36]. It 
has also been demonstrated that these models exhibit better 
accuracy and computational efficiency compared to other 
CNN models in some studies. The pre-trained CNN mo-
dels most frequently employed in pest classification studies 
[11-22] serve as the foundation of our deep learning strategy.

Finally, the results of this paper and related studies are 
presented in Table 7. The contribution of deep models to 
classification performance is evident in both other studies 
as the study. Consequently, CNN models can serve as a fo-

undational component of a portable system integrated with 
hardware, which can be utilized by farmers or researchers 
to identify various pest species in real-world environments.

Pest classification is a novel and increasingly popular 
field within the realm of computer vision. While there exist 
methodological similarities, our study exhibits notable dis-
tinctions when considering the dataset employed. Impor-
tantly, we assert that our research carries national signifi-
cance, as it identifies critical pest species within the Central 
Anatolia region. Furthermore, the chosen pest species are 
those that impose the most substantial damage upon wheat.

CONCLUSION AND SUGGESTIONS

This study demonstrated the effectiveness of pre-trained 
CNN models for the identification of important whe-
at pests in Central Anatolia. The results of the analysis, 
which involved a five-way classification task using trans-
fer learning, indicated an average test accuracy of appro-
ximately 99% (see Table 5). Furthermore, metrics such as 
precision, recall, and F1-Score, provided in Table 6, furt-
her supported the success of the models.

Comparing the accuracy and loss graphs, as well as 
considering the performance on the original dataset, it can 
be concluded that CNN models integrated into mobile 
systems for real-world applications can be reliably employed 
to identify significant wheat pests in Central Anatolia. Fu-
ture works could involve testing and comparing the perfor-
mance of these models using original datasets that include 
other pests. Additionally, it would be valuable to explore the 
use of traditional models alongside deep learning models 
and compare their performances. Encouraging the continu-
ation of similar research endeavors is crucial for effectively 
managing factors that pose a serious threat to wheat pro-
duction.

Table 7. Related work and accuracy results (%) summary.

Study Other CNN AlexNet ResNet Inception Class

Proposed work - 97.6 99.4 99 5

Zhu et al. [11] 99.60 100 - - 22

Xia et al. [13] 89.22 - - - 24

Thenmozhi and Reddy [16] 97.47 94.23 95.95 - 24

Nanni et al. [18] 92.10 92.43 - 90.77 10

Ayan et al. [19] 98.81 - 92.18 97.06 40

Visalli et al. [20] 98.39 - - - 11

Kasinathan et al. [21] 91.5 9

Kasinathan et al. [21] 90 - - - 24

Zheng et al. [22] 98.4 89.0 92.0 - 30

Note: Best results of the studies were represented; models (if used) and their performance are presented for each study.
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Let s(t) be a reference signal corrupted by additive 
white Gaussian noise (AWGN), i.e, sN(t) = s(t) + 

w(t) where w(t) ~ N(0, a2) is AWGN with zero mean 
and a2 variance. When s(t) is considered to be an 
image signal, the main goal of image denoising is to 
recover signal s(t) while preserving image structures 
and features as much as possible. In the process of 
recovering original signal, the suppression of noise 
and preservation of image details is a compromise. 
Noise can be due to imperfections in camera sensory 
systems and imaging process, different sources of no-
ise such as photon, thermal and quantization noise, 
poor illumination conditions, etc.

One of the oldest and simplest methods of denoi-
sing is to average the image spatially. This process acts 
as a low-pass filter and removes the noise by smoothing 
it. In smoothing operations, the pixels that have signi-
ficantly higher or lower intensity values would smear 
across neighboring pixels and thus create blur. Similarly, 
neighborhood filters which take an input pixel and apply 
an algorithm to neighbor pixels of the corresponding 
pixel create shocks and artifacts [1,2]. To address the 
blurring problems of spatial and neighborhood filters 
anisotropic diffusion filter [3] was designed by Perona 
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and Malik to avoid the blurring effects of spatial and ne-
ighborhood filters. This filter smooths the image in the 
direction that is orthogonal to the gradient direction. 
Also, a minimization technique called total variation 
filter [4] designed by Rudin et al. acts for the same goal. 
Unfortunately, these two approaches are fairly slow and 
come with more computation burden compared to afo-
rementioned spatial techniques. It is a fact that noise 
commonly manifests itself as fine grained structure in 
images. Many researches have been conducted addres-
sing this phenomenon. Wavelet based techniques [5-7] 
rely on this phenomenon. In wavelet domain, most of 
the noise is represented by wavelet coefficients at finer 
scales. The coefficients are thresholded to get rid of un-
wanted noise. The main handicap of wavelet threshol-
ding techniques is that the chosen threshold may not 
match the specific distribution of image signal. Also, 
hard thresholding would create visual artifacts and soft 
thresholding would create blur in the recovered image. 
Nonlinear estimators based on Bayesian theory attempt 
to overcome the disadvantages of wavelet based met-
hods at cost of high computation burden [8]. On the ot-
her hand, an algorithm called Non-Local Means [9-10] 
brought a new perspective to image denoising task. This 
algorithm have for the first time used patch-wise pixel 
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The main goal of the image denoising is to recover the original image while attaining the 
structure of the image as much as possible. When the image denoising task is blind, we 

have no a priori information about the original image. Thus, we cannot measure the degra-
dation level in the image directly; instead, noise variance can be estimated by the denoising 
algorithm. According to the estimated value, denoising is performed. Such algorithms are 
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constrained real-world applications, they must balance the tradeoff between image quality 
and computation time. In this study, we assess the performance of the image denoising 
algorithms armored for these goals. We are aimed to determine the optimal performance 
yielded by such algorithms and the noise bounds wherein each algorithm is superior. After 
the experimental work, important conclusions are drawn.
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Wiener Filter
In wiener filtering, the goal is to obtain a linear estimate 
of the noise-free image, ˆ( )x i, j  of the size MxN that mini-
mizes the mean squared error (MSE), i.e.

, ,
2

, 1
( ) (1 ˆ( ,  , ))

i j M N

i j
MSE x i j x i j

MN

=

=

= −∑ (4)

This linear estimate is given by
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                (5)

where 2
xσ  and xµ  are the signal variance and the mean of 

the original image and 2
nσ  is the variance of noise, respec-

tively. The wiener filter is optimal when x(i, j) and n(i, j) are 
stationary Gaussian processes.

Non-local Means (NLM)

The NLM method aims to take advantage of the high 
degree of redundancy found in any natural images. It 
uses the fact that every small window in a natural image 
has many similar windows in the same image:

( )[ ]( ) ( , )
j I

NL x i w i j v j
∈

= ∑ (6)

where weighting kernel w(i, j) depends on the similarity 
between the pixels i and j:

2

2

( ) ( )

) 1( ,
i jv N v N

hw i j e
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−
−

= (7)

and Z(i) is the normalizing constant:
2

2
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Z( )
i jv N v N

h

i
i e

−
−

= ∑ (8)

where h is the size of the kernel. In this approach, the 
Euclidean distance .  between two pixels in the bilate-
ral filter [15, 16] is replaced by the weighted Euclidean 
distance between two patches. Moreover, the Euclidean 
distance in the weight function is substituted with a Ga-
ussian. Thus, it can be considered as a variation of the 
neighborhood filter [17].

Wavelet-based Denoising

In wavelet-based denoising, the image is decomposed into 
subbands (LL, LH, HL, HH) by the wavelet transform as 
shown in Fig.1. Then, coefficients of the detail subbands 
are compared with a threshold value and modified ac-

operations instead of point-wise pixel operations. As a se-
cond contribution, the algorithm has considered the patches 
physically not near the pixel of interest and hence having its 
name as nonlocal. Following this, the search for optimally 
designing a filter that maximizes the signal-to-noise ratio 
(SNR) for each component of the signal in Wiener filter re-
sulted an algorithm that is still considered as the state-of-
the-art called Block-Matching and 3-D Filtering (BM3D) 
[11]. This algorithm stacks the 2-D noisy image patches into 
3-D groups and then a high-dimensional filtering approach 
called collaborative filtering is employed. This latter opera-
tion includes 3-D transform, shrinkage and inverse trans-
form of image data. Recently, some image denoising techni-
ques based on deep learning appear [12]. But, these methods 
need lots of data for training and are not yet mature to be 
employed in real-world denoising operations. Interested re-
aders can refer to [13] for more comprehensive review of the 
image denoising algorithms.

The remainder of the paper is organized as follows. In 
the next section, the algorithms suitable for blind image de-
noising are briefly explained. Then, the results obtained on 
the basis of quality, robustness and computation time are 
presented and discussed. Finally, some concluding remarks 
are given.

MATERIAL AND METHODS

In this section, we introduce the problem of image deno-
ising and briefly explain the algorithms suitable for blind 
image denoising. Gaussian, Wiener, NLM, Wavelet hard 
and soft denoising methods, and BM3D are evaluated 
and the results are presented in terms of image quality 
metrics and computational efficiency.

Problem Definition

Let the problem be modeled as

, ,( ) ( ,) ( )y i j x i j n i j= + (1)

where x(i, j) is the noise-free input image, n(i, j) ~ N(0, σ2)  
is AWGN and y(i, j) is the noisy image observed. We wo-
uld like to obtain an estimate x̂  of the original image, x. 
A relatively simple approach is to convolve (or correlate) 
the noisy image with a lowpass kernel centered at (i, j) in 
spatial domain, i.e,

ˆ *x y h= (2)

where x̂  is the estimate of noise-free image and h is 
the NxN kernel with weights satisfying the general rule: 

 = 1w(i, j)∑ . The simplest weighted averaging filter is the 
average (or smoothing) filter with weights 1/(NxN), 2-D, an 
isotropic (i.e, circularly symmetric) Gaussian filter [14] has 
the form:
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cording to some thresholding rules. Finally, the image is 
reconstructed from the updated wavelet coefficients by 
performing inverse wavelet transform. Generally, there 
are two thresholding rules: hard-thresholding and soft-
thresholding. In hard-thresholding, wavelet coefficients 
that are smaller than or equal to the threshold value T are 
set to zero and the others are kept:

0,
( )

,H
x T

T x
x otherwise

 ≤
= 


(9)

On the other hand, in soft thresholding, wavelet coeffici-
ents that are larger than the threshold value are shrunk 
towards to zero by a factor of  T:

0,
( )

( ).( ),
x T

Ts x
sign x x T otherwise
 ≤=  −

    (10)

Thus, we refer to this latter procedure as the wavelet 
shrinkage. Here, the signum function sign(.) preserves the 
sign of the wavelet coefficients.

Block-Matching and 3-D Filtering (BM3D)

BM3D is essentially based on Wiener filtering. BM3D 
clusters the 2-D noisy image patches or blocks that have 
similar local structures into stacked 3-D groups. Then, a 
higher dimensional filtering called collaborative filtering 
is applied to exploit potential similarity between groups. 
Collaborative filtering reveals the fine details in 3-D gro-
ups and preserves the unique features of each group. This 
filtering operation is realized in three successive steps: 
3-D transform of the group, shrinkage of the transform 
spectrum and the inverse 3-D transform. 3-D transform 
includes the 2-D transform within a group such as DCT 
or wavelets and the 1-D transform across groups such as 

Haar wavelet. Shrinkage by hard-thresholding or wiener 
filtering is employed to attenuate noise in transform do-
main. Finally, estimates of grouped fragments are produ-
ced by inverting from the transform domain.

Evaluation Criteria

In order to evaluate the performance of the denoising al-
gorithms, we have used two quality metrics: Peak Signal-
to-Noise Ratio (PSNR) and Structural Similarity Index 
Measure (SSIM) [18]. Given a reference image x, the 
PSNR of the denoised image x̂  is defined as:

2

10 2
255ˆ( , ) 10

ˆ
PSNR x x log

x x

 
 =
 − 

(11)

where 2.  is the l2 –norm distance between two images 
and the SSIM of the image is given by:

ˆ ˆ1 xx 2
2 2 2 2

ˆ ˆ1 2

(2 )(2 )

( )( )
ˆ( , ) x x

x x x x

C C

C C
SSIM x x µ µ σ

µ µ σ σ

+ +

+ + + +
=   (12)

where ˆ,x xµ µ  are the means and 2 2
ˆ,x xσ σ  are the variances 

of the images x  and x̂ , respectively, and ˆxxσ  is the cova-
riance of the images. Here, the constant parameters C1 
and C2 are inserted to stabilize the result in the case that 
one of the denominator operands is very close to zero.

PSNR metric is merely used for compatibility. SSIM is 
proven to better represent the image quality [19]. For this re-
ason, we only consider SSIM metric in experimental studies.

RESULTS AND DISCUSSION

For benchmarking purposes, we utilize nine well-known 
images of size 256-by-256 and 512-by-512 pixels from 

Figure 1. A sample image ‘Barbara’ and 2-D wavelet decomposition of the image. From top left to bottom right: LL, LH,HL, and HH (detail) subbands.
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image set as shown in Fig.2. Images were chosen to rep-
resent a categorical set, i.e., human, nature, and textural. 
AWGN is added to reference images ranging from stan-
dard deviation (std) σ=5 to σ=100 with increments of 5 
std units.

Robustness

Wiener Filter

In wiener filtering, for a moderate noise level σ = 25, the 
images were filtered by a NxN kernel ranging from 3 to 
13. The results are given in Fig.3. As it can be observed,
the optimal wiener filter size was found as 7x7.

By increasing noise standard deviation σ = 5 to σ = 100 
with 5 units, we denoised the images and superimposed the 
all results as shown in Fig. 4. It is seen that SSIM value is aro-
und 0.73 in σ = 5 case and decreases monotonically towards 
0.35 when σ is increased up to 100. It is evident that Wiener 
filtering is not robust to noise.

Wavelet Hard Threshold

We set up the threshold level to its default value thr = 
0.1 and choose a base level of decomposition L =1. The 
obtained SSIM values for haar wavelet, dual-tree wavelet 
and double density dual-tree complex wavelet (dddtcwt) 
[20,21] are 0.289649, 0.320354, and 0.589060, respectively. 

Figure 2. Montage of benchmarking images used in the experiments. From left to right and top to bottom: (a) Lena (b) Goldhill (c) Boats (d) Mandrill 
(e) Cameraman (f) Barbara (g) House (h) Livingroom (i) Pirate.

Figure 3. Filter size vs. SSIM value in Wiener filtering. Figure 4. Robustness of Wiener filter (Average is denoted by red curve).
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dddtcwt improves the image quality tremendously com-
pared with haar and dual-tree wavelets. Concurrently, 
we measure the computational burdens of the wavelet 
types. The average run-time performances are 0.077567, 
0.123712, and 0. 0.359911 seconds, respectively, As one 
would expect, dddtcwt comes with extra computational 
time which is nearly five times haar wavelet to offer this 
improved image quality. By setting the wavelet type to 
dddtcwt, we increase the threshold level from its default 
value 0.1 with increments 0.01 up to 0.3 and L = 1 to L=5. 
The more level of decomposition bring out much compu-
tational burden. We searched for the optimum values of 
these parameters and we give the heat map obtained in 
Fig. 5. It is interesting to note that better SSIM scores are 
obtained at L=2. The figure demonstrates that as the level 
of decomposition increases, less peak SSIM scores are ob-
tained. The performance of the algorithm decreases after 
the decomposition level 2 and saturates after the decom-
position level 4. The best SSIM score was achieved at the 
threshold 0.16 and decomposition level 2 which is 0.7896.

Wavelet Soft Threshold

The same procedure was applied for wavelet soft thres-
holding method. We give the heat map in Fig. 6. As in 
hard thresholding case, better SSIM scores are obtained 
at L=2. As the figure demonstrates the performance of 
the algorithm decreases sharper than hard thresholding 
after the decomposition level 2. The best SSIM score was 
achieved at the threshold 0.10 and decomposition level 2 
which is 0.7854.

By increasing noise standard deviation σ = 5 to σ = 100 
with 5 units, we denoised the images and superimposed the 
results of hard and soft thresholding together as shown in 
Fig. 7 and Fig. 8. Up to around σ = 30, the image qualities 
of both methods are comparable. After σ = 30, the per-
formances of both methods decrease sharply though soft 
thresholding gets better SSIM scores. After σ = 50 for hard 
thresholding and σ = 60 for soft thresholding, it is seen that 
the image qualities of both methods becomes worse than 
Wiener filtering.

Figure 5. Heat map for optimum values of threshold and level of de-
composition for wavelet hard thresholding.

Figure 6. Heat map for optimum values of threshold and level of de-
composition for wavelet hard thresholding.

Figure 7. Robustness of wavelet hard thresholding.

Figure 8. Robustness of wavelet hard thresholding.
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NLM

In NLM method, as aforementioned two windows are 
used: patch window and search window. Patch window 
indicates the neighborhood of the corresponding pixel 
for weight computations. On the other hand, search win-
dow indicates the area wherein similar patches will be 
searched. In original NLM algorithm, a patch window of 
the size 7x7 and a search window of the size 21x21 are 
chosen. But, the search paradigm and suggested values 
are not suitable for real-world image denoising operati-
ons. The original algorithm lasts in time amounts of tens 
of seconds not milliseconds to complete the denoising 
task. So, in this study, we preferred to use fast NLM app-
roach [22,23]. The degree of filtering h used in weight 
computation was chosen as 10 * σ as suggested. As the 
size of search window increases, the method brings out 
more computational burden. By varying the patch size in 
the range 3 to 7 and the window size in the range 7 to 21, 
we searched for the optimum values of these parameters 
and obtained the heat map presented in Fig. 9. The figure 
shows that with a fixed patch size as the window size inc-

reases the SSIM scores slightly decreases. Also, with a fi-
xed window size as the patch size increases the SSIM sco-
res slightly increases. Thus, we obtained the best SSIM 
score with a patch and window size of 7, which is 0.7824.

Fig.10 shows the robustness curve of NLM method. 
After σ = 25, the performance of the method decreases evi-
dently.

BM3D

It is a well-known fact in very low SNR values, the perfor-
mance of the BM3D method in terms of image quality de-
teriorates sharply. There is a quality/complexity trade-off 
profile selection key in the implementation of the method 
[24]. Thus, when implementing the BM3D method, we 
have selected normal profile for balanced quality/comp-
lexity. Fig. 11 shows the robustness curve of the method. 
Although it is observed that the performance decreases 
slowly, the method is also more robust against noise in-
terference than the prior methods.

Figure 9. Heat map for optimum values of window size and patch size.

Figure 10. Robustness of the NLM.

Figure 11. Robustness curve of BM3D.

Figure 12. Average robustness of the methods.
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Denoised Image Quality

Fig. 12 shows the robustness of the methods together ave-
raged over the benchmarking images. As it is observed, 
BM3D is the most robust method against noise interfe-
rence. But, at moderate noise levels up to σ = 30, NLM is 
more robust than BM3D. Moreover, at low noise levels up 
to σ = 15, Wiener filter performs better BM3D. After σ = 
30, the performances of four methods other than BM3D 

decrease more sharply. It is also interesting to note that 
Wiener filter performs better than wavelet and NLM 
methods at moderate and high noise levels after σ = 35.

Fig. 13 and Fig.14 show denoised sample ‘Lena’ images 
by Wiener, Wavelet soft thresholding, NLM, and BM3D 
methods in σ = 20 (low-moderate levels of noise) and σ = 50 
(moderate-high levels of noise) cases, respectively.

Figure 13. Denoised Lena images (σ = 20) (a) Original Lena image (b) Noisy (c) Wiener (d) Wavelet soft thresholding (e) NLM (f) BM3D.

Figure 14. Denoised Lena images (σ = 50) (a) Original Lena image (b) Noisy (c) Wiener (d) Wavelet soft thresholding (e) NLM (f) BM3D.
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Average denoised image quality for each method is cal-
culated by averaging the SSIM values obtained at each σ va-
lue of noise interference in the robustness curves over the N 
benchmarking images. Let the iSSIMσ  denote the SSIM va-
lue of  the ith image in the dataset obtained at the σ standard 
deviation of noise interference. Then the average denoised 
image quality, DIQ is given as:

20

5
1 1

1 / 20
i N

i
Method

i
DIQ SSIM

N

σ

σ
σ

= =

= =

= ∑ ∑               (13)

Table 1 shows DIQ scores of the methods. As one wo-
uld expect, although soft thresholding gets more high deno-
ising score, the performances of both wavelet thresholding 
methods are quite similar. The denoising score of Wiener 
filter is remarkable which is higher than the remaining 
three methods except BM3D.

Computation Time

For a sample image, Table 2 gives the computation times 
of sizes 256x256 and 512 x512 or when the size is doub-
led. Experiments were carried out in MATLAB R2018 
environment on an Intel Core i5-6200U CPU @ 2.3 GHz 
computer with 8 GB RAM. The experiments were repeated 
a hundred times and averaged. If the first case is examined, 
it can be deduced that Wiener filter is approximately 20x 
(20 times) faster than Wavelet-based methods, 120x faster 
than NLM method, and 150x faster than BM3D method. It 
is observed that NLM and BM3D methods are quite slow 
with respect to Wiener filter and Wavelet-based methods.

In the second case, when the image size is doubled, this 
would ideally give 4x extra computational burden. From the 
computation times it can be deduced that Wiener, Wavelet, 
and BM3D methods keep their computational burdens in 
this case. But, NLM cannot keep its computational burden 
in which case yields 6x extra computational burden.

Fig. 15 shows the DIQ values versus computation times 
of the respective methods for images of the size 256x256.  
Optimal algorithms are supposed to have less computatio-
nal times and at the same time high DIQ scores. According 

to the figure, Wiener filter satisfies this criterion as much as 
possible. In this respect, it is observed that NLM is far away 
from satisfying this criterion.

CONCLUSION

In time-constrained blind image denoising operations, 
both image quality and computational burden are impor-
tant factors. Also, denoising algorithms must be robust to 
varying noise interference. Due to this, an optimal per-
formance is desired. In this study, we have derived the 
robustness, image quality, and computational time effi-
ciencies of the image denoising algorithms employed for 
these goals. From the experimental works, we can conc-
lude that up to moderate noise levels, i.e. σ = 30, NLM is 
superior to other denoising algorithms, namely, Wiener, 
Wavelet-based and BMD methods. At high noise levels, 
especially higher than σ = 50, BM3D performs best in 
terms of image quality. It is interesting to note that Wi-
ener filter also performs better from Wavelet-based and 
NLM methods in high noise levels. When the computati-
on times are considered, Wiener filter is far away efficient 
from the other algorithms. Especially, NLM and BM3D 
methods are approximately 120x ~ 150x slower than the 
Wiener filter. We can deduce that under low-moderate 
noise levels, if the image quality is more important 
than the computation time NLM can be chosen. Under 
moderate-high noise levels, if the same goals are required, 
BM3D is the selection. But, for optimality, Wiener filter 
is the figure of merit and is considered to satisfy both cri-
terions as much as possible.
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Table 1. DIQ scores of the methods.

Wiener Wavelet H Wavelet S NLM BM3D

0.5327 0.3795 0.4230 0.3811 0.6523 

Table 2. Average computational burdens of the methods (in terms of 
seconds)

Image 
size Wiener Wavelet H Wavelet S NLM BM3D

256x256 0.0052 0.1081 0.1051 0.6479 0.7863

512x512 0.0181 0.4479 0.4027 3.7751 3.3097

Figure 15.  DIQ values versus computation times of the corresponding 
methods.
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Aluminium (Al), which second-largest subterra-
nean reserve in the world, can exhibit different 

physical and mechanical properties as a result of va-
rious alloying and different heat treatment processes 
[1]. Because of the low density, simplicity in shaping, 
high corrosion resistance, and adaptable physical and 
mechanical properties of Al alloys, application fields 
are increasing day by day. These fields are in various 
fields such as the manufacturing industry, agricultu-
re, energy, construction, and especially transporta-
tion [2]. The density value of Al is about 2.7 g.cm-3, 
and it is about one-third of the density of steel (7.83 
g.cm-3) and copper (8.93 g.cm-3), so it is favourable
for weight reducing for vehicles such as airplanes or
many others. As a result of the weight reduction due
to its low density, it also contributes to the reduction
of carbon emission in the aviation field so they have a 
significant place in the aerospace industries [3,4].

Today, there are numerous Al alloys developed for 
industrial applications [5]. High mechanical properti-
es can be attained in such a vast number of Al alloys, 
particularly for alloys that can be heat treated following 
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the age hardening procedure. 2XXX (Al-Cu), 6XXX 
(Al-Mg-Si), and 7XXX (Al-Zn-Mg) series Al alloys are 
favourable among these Al alloys for obtaining high 
mechanical properties after the aging process [6,7]. As 
a result of secondary aging heat treatment (T4: natural 
aging or T6: artificial aging) processes to be applied to 
these alloys, the strength of these Al alloys can be inc-
reased with a precipitation hardening mechanism [8,9]. 
This principle was discovered independently in 1938 by 
Guinier and Preston. It is based on the homogeneous 
dissolution of elements such as Cu, Mg, and Si in the al-
loy during solid solution and forming a precipitate with 
quenching [10]. Among these Al alloys, the 6XXX seri-
es, which is frequently used in the aerospace industry, 
stands out due to its relatively high specific strength 
as well as good formability, weldability, and corrosion 
resistance. Despite the mentioned benefits, the corrosi-
on resistance of 6XXX alloys may decrease due to the 
alloying elements which increased impurity (percent 
decrease in the amount of Al). Therefore, studies on 
the development of 6XXX series Al alloy based on the 
investigation of heat treatment parameters have gained 
momentum [11]. 6XXX series alloys comprise Mg and 
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A l6013 base metals were joined successfully with ER4047 filler metal by using the GTAW 
method under different welding currents. Post-weld T6 heat treatment effects on corro-

sion properties were investigated in terms of open circuit potential (OCP), potentiodynamic 
polarization (PDS), and electrochemical impedance spectroscopy (EIS) tests. It was deter-
mined that corrosion resistance of the post-weld samples increased with increasing welding 
current, while T6 heat treatment only effective on 110A and 140A welding current samples 
(3.61 to 2.08, 2.95 to 2.40, and 1.38 to 2.15 µA·cm-2 for 110A, 140A, and 170A welding cur-
rent before and after T6 heat treatment). The characteristics of the oxide films on the surfaces 
are revealed with EIS analysis. While the passive film originating from Al is generated on the 
surfaces, the two-constant equivalent circuit model found that as it also contains pittings on 
the surface. It was determined that the pitting resistance of the T6 heat treated 110A sample 
increased (3075 to 4562 Ω). Post-corrosion SEM surface morphologies showed that low weld-
ing currents lead to more destruction as increased exposure to corrosion.
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gives a smooth weld seam [2,15]. The shielding gas sent to 
the welding area through the hood. Thus, possible welding 
faults are prevented by protecting the area. The shielding 
gas has a great influence on the stability of the arc and the 
quality of the weld [17].

There are various studies on the corrosion susceptibi-
lity of 6XXX series Al alloys. In the study conducted by Abo 
Zeid [18], the highest corrosion resistance was determined 
in the Al6013-T6 alloy. It was also stated that the Mg2Si par-
ticles precipitated in the 6XXX series increased the corrosi-
on resistance, especially the pitting corrosion. On the other 
hand, Lei et al. [13] have researched that T6 heat treatment 
parameters and the effect of different continuous heating at 
20, 30, 40, 60, and 80 oC.min-1 on the microstructure, mec-
hanical and corrosion properties of Al6013 alloy after 30 mi-
nutes of solution at 570 oC. However, with increasing final 
heat treatment temperature changes (140, 190, 220, and 240 
oC) at a constant aging rate of 60 oC.min-1, it was determi-
ned that the intergranular corrosion depth decreased with 
increasing final heat treatment temperature. By this way, it 
has been predicted that the T6 heat treatment of the Al6013 
alloy can inhibit corrosion, especially by reducing the in-
tergranular corrosion mechanism with continuous heating. 
Furthermore, observation of intergranular corrosion at the 
cross-section of alloy has been proven together with the cor-
rosion current density (Icorr) values and it has been revealed 
that maximum corrosion protection is obtained with conti-
nuous heating at 60 oC.min-1.

Al6013 alloy is a relatively new alloy specially designed 
for the aerospace industry, which was developed to increa-
se the low yield and tensile stresses of the Al6061 alloy and 
to have similar mass properties [19]. However, compared to 
Al6061 alloy, its weldability remains low due to the insuffi-
cient Al proportion. According to the previous studies, the 
effect of welding current and post-weld T6 heat treatment 
was not investigated in terms of Al6013 alloy joined with 
the GTAW process. As a research hypothesis, corrosion sus-
ceptibilities can resemble those achieved with high welding 
current when T6 heat treatment is applied to an Al6013 al-
loy joint with low welding current strength. To put forward 
this hypothesis, Al6013 plates were joined by GTAW using 
ER4047 (AlSi12) alloy as filler metal, and after being cha-
racterized, corrosive properties were investigated in detail.

MATERIAL AND METHODS

Materials and GTAW Process

The extruded Al6013 alloy was supplied with the dimen-
sions of 200×60×5 mm from Simitçioğlu Metal. AlSi12 
(ER4047) alloy with a diameter of 3 mm was used as 
the filler metal (Blueweld GTAW AlSi12, Vega Makina). 
ER4047 alloy chosen for its advantages such as good flu-

Si that will form magnesium silicide (Mg2Si) in their mic-
rostructure so precipitation hardening was favourable with 
heat treatment. The amount and size of Mg2Si particles can 
vary depending on the temperature and time during the 
heat treatment [10]. When the T6 heat treatment is appli-
ed to the alloys in this group, the strength of the alloys can 
be increased remarkably. In addition to these two elements, 
6XXX series may contain small amounts of Copper (Cu), 
Manganese (Mn), and other elements [12]. By adding Man-
ganese (Mn) and Chromium (Cr) to many of the 6XXX se-
ries aluminium alloys, an increase in elastic limits and grain 
size control can be achieved. As a result, the relatively new 
alloy Al6013 has a higher Cu content than other 6XXX se-
ries, which improves its strength as a result of its secondary 
hardening mechanism [8]. Due to its high Cu concentrati-
on it tends to form precipitation-free zones (PFZ) at grain 
boundaries during precipitation hardening, which makes 
highly susceptible to intergranular corrosion the Al6013 al-
loy [13]. Al6013-T6 alloy has been popular in the aerospace, 
particularly because of its enhanced weldability and high 
resistance to corrosion [7].

Al6013-T6 alloy has good corrosion resistance during 
contact with different corrosive environments (air, water, 
oils, etc.) and against many other chemicals like all Al and 
its alloys [14]. Due to the high affinity of Al for oxygen, the 
thin and dense oxide layer (Al2O3) formed on the surface 
as a result of contact with the atmosphere provides resis-
tance against corrosive effects. This feature of aluminium 
provides higher corrosion resistance as well as expanded 
its application area. The ability of aluminium to resist cor-
rosion is directly related to its purity. In other words, other 
elements such as Mg, Si, Cu, etc., may be responsible for di-
minished corrosion resistance [15]. Therefore, it is necessary 
to investigate the corrosion behaviour of Al and its alloys in 
all processes.

In various applications, the use of welding, which 
creates joins of the same and/or different metals, becomes 
necessary [2,16]. Especially in industries such as aviation, 
it is important to joints multiple small and complex parts. 
Among various welding methods Gas Tungsten Arc Wel-
ding (GTAW) was mostly used because of applicable of 
wide range of applications. In GTAW method, a tungsten 
electrode carried by a suitable torch creates an arc with the 
base metal. High amount of heat was released as a result of 
this arc followed by base metal and filler metal melting [15]. 
The advantages of GTAW welding can be listed as follows; i) 
it can be applied with both manual and automatic welding 
systems, ii) it can be used by melting the base metal or mel-
ting an additional filler metal, iii) suitable for welding thin 
materials, iv) high penetration and non-porous joining can 
be made, v) the deformation of the workpiece is less since 
the heat input is concentrated on the weld zone, and vi) it 



271

M
. T

op
uz

 / 
H

itt
ite

 J 
Sc

i E
ng

, 2
02

3,
 10

 (3
) 2

69
–2

77

idity, low melting point, enhanced corrosion resistance, 
and prevention of welding distortion after process. The 
chemical compositions of the Al6013 and ER4047 used 
along with the study were presented in Table 1. For the 
welding process, the parts to be welded were chamfered 
at 45 degrees and a pool was formed for the weld seam. 
Thus, two single v-grooves (Fig. 1a) were welded [5], and 
the effect of T6 heat treatment on welded plates was in-
vestigated. Zenweld Ultimate AC/DC 315 welding mac-
hine was used in GTAW processes, and welding currents 
were preferred as 110A, 140A, and 170A (A: Amperes), 
respectively. These currents were determined from de-
tailed literature research for evaluating low, medium, and 
high welding current on welding process [2,20]. In addi-
tion, according to previous [1,17,20,21] and preliminary 
studies, other parameters were fixed as welding speed: 
160 to 180 mm.min-1, wire speed: 6 mm.min-1, voltage: 20 
V, and gas flow: 12 L.min-1. During the GTAW of plates, 
99.999% high-purity Ar gas was used as shielding gas for 
a protective atmosphere. The plates after the GTAW pro-
cess, which were welded in 3 different currents, were cut 
into two with an abrasive cutter (Micracut 202, Metkon). 
Solutionizing was carried out at 575 oC for 1 h followed by 
quenched in ice water, T6 heat treatment was applied in 
a furnace (MT1120, Magmatherm) at 191 oC for 4 h [22]. 
After T6 heat treatment, the weld joints were cut into dif-
ferent sizes for further tests and analyses. To better clari-
fication of the post-weld and T6 heat treatment processes 
in the joints, 110A, 140A, and 170A represents post weld 
joints while HT-110A, HT-140A, and HT-170A represents 
T6 heat treated joints after GTAW, respectively.

Microstructure Analysis

Before electrochemical corrosion tests of the weld zones 
(WZ: a combination of base metal, heat affected zone: 
HAZ, and weld seam), were characterized with macro 
photos. HAZs and weld seams were also characterized 
by optical microscopy (OM) images. NaOH etching was 
used for OM micrographs of welded joints. The before 
and after corrosion tests WZs were characterized by 
scanning electron microscopy (SEM) images and attac-
hed energy dispersive X-ray (EDX) analyses to detect 
both elemental analyses and the damages in the WZs 
after electrochemical corrosion tests. For precipitation 
formation at WZ was determined using X-ray diffraction 
(XRD, PANalytical Empyrean). XRD analyses were per-
formed with a Cu-Kα radiation source at a wavelength of 
1.5406 (angle range from 30 to 80 2θ) and a step rate of 
0.05.

Electrochemical Corrosion Tests

The evaluation of the corrosion susceptibilities of WZ 
was carried out using Gamry PCI14/750 device following 
ASTM G59 standards [23]. Electrochemical corrosion 
tests were performed using the three-electrode method, 
Ag/AgCl and platinum were used as reference electrodes 
and counter electrode, respectively, while WZ was used 
as working electrodes. 3.5 by wt.% NaCl was used as the 
electrolyte and the WZ which was in contact with the 
electrolyte was fixed at 2 cm2 and masked by cold moul-
ding. The potential (Eocp) changes were recorded in the 
electrolyte for 3600 s for the samples to reach the equilib-
rium state (open circuit potential: OCP). Then, the samp-
les that reached the equilibrium state were polarized to 

~0.15V vs. Eocp starting from -0.3 V vs. Eocp cathodic over-
potential using 1 mV.s-1 scanning rate with potentiodyna-
mic scanning (PDS) method. Electrochemical impedance 
spectroscopy (EIS) measurements [24], especially for the 
oxide film forming ability of the WZ and the corrosion 
mechanism, are used with AC amplitude of 10 mV over 
OCP in the frequency range from 100 kHz to 0.01 Hz af-
ter PDS tests. Fittings of EIS data were calculated with 
EC-Lab (Demo version) software through the 
Randomize+Simplex method under 10000 iterations for 
Randomize and 5000 iterations for Simplex until a mini-
mum chi-square ( 2χ ) value was obtained. All tests were 
repeated 3 times and their reproducibility was revealed. 
Afterward, the samples were ultrasonically cleaned and 
stored in a desiccator until post-corrosion SEM surface 
morphology observations.

RESULTS AND DISCUSSION

After the GTAW process, macro images taken from the 
cross sections of the weld joints with 110A, 140A, and 
170A, respectively, are presented in Fig. 1. In macro exa-
minations, especially in the weld seam, an increased po-
rosity was determined with increasing welding current 
(110 to 170A). The first reason for the observation of po-
rosity in the welding process can be the increase in the 
amount of supersaturated hydrogen in Al as a result of 
increased welding current [15]. On the other hand, sin-
ce the obtained macro images were taken after etching 
in NaOH of the WZs, it is thought that these porosities 
may have been formed as a result of further etching of the 
weld seam. Moreover, it is predicted that the increased 
amount of welding current causes grain growth in the 
weld seam, so its sensitivity to NaOH etching solution 
may have increased [5]. Another finding is that in GTAW 
performed with 110A current, the visible area between 
base metal and weld seam disappears with increased wel-
ding current (Fig. 1a to 1c). It is thought that this may be 
due to the high Al content in the Al6013 alloy and the 
high thermal transfer coefficient (239 W.m−1.K−1) of Al 

Table 1. Compositions of Al6013 and ER4047 alloys

Material
Composition (wt.%)

Si Ti Zn Cu Fe Mn Cr Mg Al
Al6013 0.20 0.15 0.25 4.30 0.30 0.60 0.10 1.50 Balance
ER4047 12.00 0.05 0.10 0.05 0.50 0.15 - 0.05 Balance
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[25]. As a result of the increased welding current and the 
high thermal transfer coefficient, the heat transfers from 
the weld seam to the base metal and increases a homo-
geneous HAZ formation. It has been observed that this 
HAZ becomes more visible with increasing welding cur-
rent (Fig. 1c). On the other hand, after the GTAW process 
in all different currents, pitting formation was observed 
especially in the middle of the v-groove (Fig. 1b). This is 
attributed to heat transfer from ER4047 to Al6013, which 
causes a partial cooling of the weld seam from the torch 
until it reaches the v-groove joint [21].

In Fig. 2, OM images of weld seams and HAZs after 
NaOH etching under different welding currents are presen-
ted. As the first striking finding, it is seen that with increa-
sed welding current grain size was increased especially in 
170A. Moreover, as mentioned in Fig. 1, it is observed that 
the width of the HAZ increases with increasing current. It 
can be deduced that the increased welding current increases 
the width of the HAZ, but it causes an increase in the grain 
size of the weld seam, which may lead to a decrease in both 
the strength of the weld seam and more prone to corrosion.

EDX analysis results of WZs are presented in Fig. 3. The 
excess of Si element in the EDX analysis of the base metal is 
due to the wt.% 12 Si ratio of Al6013 (Table 1). On the other 
hand, even though the Cu amount seems low in the EDX 
analysis with #2, due to the wt.% 92.87 Al ratio of ER4047, 
it has a count of about 1K and is higher than base metal. 
The porosities of both base metal and weld seam were ob-
served along with the SEM images and their elemental con-
tents were confirmed by EDX analyses were taken. Another 
finding from EDX is that possible presence of elements that 
will form precipitation particles such as Al2Cu and Mg2Si in 
base metal and weld seams.

In Fig. 4, XRD analysis performed for determine pos-
sible precipitate phases that may occur in the microstruc-
ture of WZ before and after T6 heat treatment. As can be 
seen in Fig. 4a, characteristic Al peaks, which constitute the 
majority of both base metal and weld seam, were found at 
approximately 38, 44, 65, and 78 2Θ angles. With the T6 
heat treatment, the Al peaks sharpened and the crystallinity 
of the microstructure increased. On the other hand, after 
T6 heat treatment, Al2Cu precipitation phases were encoun-
tered at approximately 30, 37.5, and 51.3 2Θ angles, while 
Mg2Si precipitation phases were encountered at 65.8, 72.4, 
and 79.1 2Θ angles (Fig. 4b). It is also predicted that these 
phases can be formed after welding with slow cooling and 
a long time in atmospheric conditions. Undoubtedly, this 
microstructural change will greatly affect corrosive pro-
perties. As a matter of fact, while the mechanical strength 
will increase with precipitation formation, the corrosive sus-
ceptibilities of the WZ may increase with possible galvanic 
couple formation.

Figure 1. Macroscopic cross-section image of base metal, HAZ, and 
weld seams (a) 110A, (b) 140A, and (c) 170A

Figure 2. Optical microscopy of weld seams and HAZs, (a) 110A, (b) 
140A, and (c) 170A

Figure 3. EDX analyses of weld zone which was welded with 170A

Figure 4. XRD results of 140A weld joints’ WZ, (a) before and (b) after 
T6 heat treatment
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The OCP test result of post-weld and T6 heat treated 
WZ is given in Fig. 5. As can be seen from Fig. 5a, while in 
the 110A and 170A joins became a steady state in a short 
time, this situation took about 600 s with the 140A. The 
size and distribution of the porosities in the weld seams and 
HAZs as a result of various welding currents are assumed 
to be the cause of this alteration. On the other hand, Fig. 5b, 
which shows the OCP change in the WZ after T6 heat tre-
atment, a noble behaviour was observed in all samples up to 
about 900 s, while it became stable with increased immersi-
on time. Particularly, the size, distribution and shape of the 
pores on the side of the weld seam are an important factor in 
the change of the open circuit potential (Eocp) values before 
and after T6 heat treatment. The porosities formed on the 
surface may cause potential fluctuations along the surface 
as they form regions where the electrolyte remains stagnant 
during the increasing immersion time [26]. As a general opi-
nion, it has been observed that the time for all samples to 
reach the steady state is 1200 s, and it can be said that the 
corrosion samples have a stable potential behaviour along 
their surfaces which indicates stable oxide film formation.

Fig. 6a and 6b represents PDS curves of post-weld and 
T6 heat treated WZ in 3.5% NaCl electrolyte after OCP are 
presented, respectively. In addition to PDS curves, the im-
portant corrosion parameters calculated by the Tafel extra-
polarization method are presented in Table 2. Similar to the 
Eocp values, the corrosion potential (Ecorr) values in the PDS 
curves were observed in approximately the same potential 
range in all samples (-695 to -173 mV for post-weld and -752 
to -755 mV for T6 heat treated). It can be deduced from the 
PDS curves corrosion current density (Icorr) of 170A (1.38 
µA·cm-2) was lower than the 110A and 140A samples (3.61 
and 2.95 µA.cm-2, respectively). As a matter of fact, since 
the Icorr value represents the amount of current passed per 
unit surface area in electrochemical tests, the decrease of 
this current means higher corrosion resistance or lower sus-
ceptibility of the sample [2,13]. On the other hand, the Icorr-

values of the HT-170A were increased (2.15 µA.cm-2) after 
T6 heat treated WZ, while there was a decrease of HT-110A 
and HT-140A (2.08 and 2.40 µA.cm-2, respectively). In other 
words, a decrease in Icorr values, i.e. increased corrosion re-
sistance, was observed with the increasing welding current. 

However, after T6 heat treatment, the corrosion behaviour 
of all samples showed similar behaviour. An increase in 
corrosion resistance occurred in the HT-110A sample. It is 
thought that this behaviour may have occurred as a result 
of the formation of porosity at the weld seams. This can 
be explained by porosity-precipitation relationship. Indeed, 
this situation can be explained as follows; decrease in Icorr 
of HT-110A was grain size and precipitation effect on grain 
boundaries [8,18]. As Çomaklı [27] mentioned, grain boun-
daries act as a physical corrosion barrier for coatings but un-
coated samples used in present research behave differently 
due to the precipitations located in grain boundaries after 
T6 heat treatment. Furthermore, protective efficiency P (%) 
of the coating was described also with an equation: P (%) = [1 

– (Icorr/I
0

corr)] × 100 where Icorr and I0
corr represent coating and

substrate, respectively. But in this study, these parameters
are specified as T6 heat treated and post-weld, respectively.
In this way, 110A, 140A, and 170A P values were calculated
as, 42.38%, 18.64%, and -55.79% respectively. So, it means
that for 110A and 140A samples, T6 heat treatment was ef-
fective for corrosion protection while for 170A samples not.
Moreover, calculated Icorr values are inversely proportional
to the polarization resistance (Rp: Ω·cm-2) values, and dec-
reasing Icorr values indicate an increasing Rp value (Table 2).
On the other hand, decreasing Icorr values change in direct
proportion to the corrosion rate (corr. rate: µmpy) calcula-
ted by considering the homogeneous corrosion mechanism
on the surface. In short, the increased corrosion resistance
as a result of the decreasing Icorr value also decreases the corr. 
rate value and shows the homogeneous corrosion rate in
µmpy unit that will degrade as a result of corrosion from the 
surface homogenously [28].

Figure 5. OCP immersion results of (a) post-weld and (b) T6 heat 
treated WZs

Figure 6. PDS curves of (a) post-weld and (b) T6 heat treated WZs

Table 2. Important corrosion parameters calculated from PDS curves 
according to Tafel extrapolation method 

Samples Ecorr
(mV)

Icorr
(µA·cm-2)

βa               
(V/decade)

βc   
(V/decade) Rp

corr.rate 
(µmpy)

110A -704 3.61 0.04 0.61 4312 41.31
140A -695 2.95 0.05 0.66 3078 25.97
170A -713 1.38 0.03 0.40 8403 10.54

HT-110A -753 2.08 0.05 0.36 9165 13.20
HT-140A -752 2.40 0.05 0.30 7754 24.54
HT-170A -755 2.15 0.05 0.29 8613 18.26
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In Fig. 7, the EIS analysis results of the post-weld and T6 
heat treated WZs are presented. Nyquist curves obtained 
from EIS analyses are evaluated as a measure of the stability 
of the oxide film on the samples in the electrolyte. From this 
point of view, the results of Nyquist curves are in parallel 
with the Icorr values obtained by the Tafel extrapolarization 
method from the PDS curves given in Fig. 6 and given in 
Table 2. In post-weld joints, the highest Zreal (Ω.cm2) vs Zi-
mag (Ω.cm2) radius and thus the most stable oxide film cha-
racteristic and corrosion resistance were obtained with the 
170A (Fig. 7a) [29]. Again, similar to the PDS curves, it was 
determined that HT-110A was more resistant to corrosion. 
However, unlike the PDS curves, it is observed that there is 
a greater increase in the Nyquist radii of the HT-110A, espe-
cially as the oxide film stability (Fig. 7c). As seen in Figs. 7a 
and 7c, it is thought that a flattening semi-circle curve in the 
Nyquist diagrams may have resulted from a possible capa-
citance behaviour [30]. Furthermore, due to various reasons 
such as surface homogeneity, roughness, porosity, and com-
position difference of the working electrode (WZs), the ideal 
capacitance behaviour can act as a constant phase element 
(CPE) [30]. On the other hand, it is seen in the bode diag-
rams given in Figs. 7b and 7d that both Freq (Hz) vs Zmod 
(Ω.cm2) and Freq (Hz) vs Zph (°) values diverge in the positi-
ve direction after T6 heat treatment. In order to determine 
the mechanism that triggers the oxide film formation and 
interactions between electrolyte, Nyquist curves should be 
investigated in terms of electrochemical circuit model.

In Fig. 8, the data fitting through the EC-Lab demo 
software using the data in the Nyquist diagrams presented 
in Figs. 7a and 7c, and the recommended equivalent circu-
it diagram are presented. The simulated fitting values are 
presented in Table 3. All results were well-fitted with the 
proposed two-constant equivalent circuit model [27]. Elect-
rical components in the equivalent circuit are, RE: resistance 
of the electrolyte, QP: constant phase element (CPE) of the 

passive film, RP: resistance of the passive film, QPit: constant 
phase element of pittings, and RPit: polarization resistance of 
associated with pits represent pits [24]. The Nyquist curves 
have presence of an element showing capacitive behaviour 
in the corrosion mechanism. However, this circuit element, 
which should show capacitive behaviour due to different 
reasons such as reactivity of surface, microstructural hete-
rogeneity, roughness, and porosity on the weld seams, can 
act as a constant phase element (Q) [30]. The impedance of 
CPE is given by ZCPE = Q-1(jω)-n, where Q is the magnitude 
of the CPE, j2 = -1, ω is the angular frequency, and n (betwe-
en 0 to 1) is the exponential term [30]. It’s well known that 
for almost all Al and alloys protective and sticky oxide films 
occur on the surface with various environments [31]. So QP 

and RP were the first important parameters for the corro-
sion protection of WZ. Lower QP indicates greater corrosi-
on resistance and less ion absorption from the electrolyte 
by the passive film during immersion. The fact that the RP 
increased as welding current increased (0.45, 14.59, and 928 
for 110A, 140A, and 170A, respectively) indicates that the 
resistance of the passive oxide coating was enhanced. Ad-
ditionally, as Sicupira et al. [30] pointed out, the diameter of 
the slope represents the charge transfer resistance, or, more 
specifically, the resistance of the passive film, and it is an 
indication that the corrosion resistance increased with a lar-
ger diameter of the slope. Here, it is thought that it may be 
due to the increase in the resistance of the oxide film due to 
the increase in the amount of Al diffused from base metal 
to weld seam with the increased welding current. Suppor-
ting this, the capacitance values of passive films, which is 
known as QP, are also decreased with increased welding 
current (32.53, 19.96, and 15.23 F×s(a1-1)×10-6 for 110A, 140A, 
and 170A, respectively). These values, which are valid for 
the passive film, coincide with the Tafel extrapolarization 
values obtained from the PDS curves for the samples after 
T6 heat treatment, and the corrosion resistance of the 110 
increased after T6 heat treatment (RP: 2684, 26.44, and 41.18 
Ω and QP: 19.56, 57.12, and 22.51 F×s(a1-1)×10-6 for HT-110A, 
HT-140A, and HT-170A, respectively). As can be seen in the 
cross-sectional macro image (Fig. 1), similar results were 
observed for the RPit and QPit values in the equivalent circuit 
[32], which occur due to the pittings seen especially in the 
weld seam. RPit values were calculated at 3075, 4751, 4808, 
4562, 1923, and 3837 Ω for 110A, 140A, 170A, HT-110A, HT-
140A, and HT-170A, respectively. On the other hand, QPit 
values were calculated at 29.23, 13.18, 6.36, 11.00, 43.57, and 
27.01 F×s(a1-1)×10-6 for 110A, 140A, 170A, HT-110A, HT-140A, 
and HT-170A, respectively. Here, more observable pittings 
on the 170A and HT-170A samples did not cause the RPit 
and QPit  trends to change. It is predicted that the grain size/
structure, the size/number of the pittings, and the amo-
unt, size, and composition of precipitations (such as Al2Cu, 
Mg2Si, etc.) may have occurred as a result of the different 
welding currents.

Figure 7. Non-destructive EIS results of (a) and (c) Nyquist diagram 
with (b) and (d) Bode-plots of WZs
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SEM images of corrosion defects occurring in HAZ 
after electrochemical corrosion tests of 110A, 140A, 170A, 
HT-110A, HT-140A, and HT-170A, respectively, are given in 
Fig. 9. It is thought that pitting corrosion occurs as a result 
of the cathode behaviour of the Al-Cu-Mg-Si precipitated 
particles at the grain boundary and acts as a cathode com-
pared to the grain boundaries. In other terms, a galvanic 
couple occurs between precipitated particles and grain bo-
undaries. In other words, pitting corrosion started with the 
presence of these precipitated particles at the grain boun-
daries. On the other hand, intergranular corrosion started 
on the surface and with the pitting corrosion continued a 
mixed corrosion mechanism [22]. Presumably, while interg-
ranular corrosion will increase the pitting width, the pitting 
corrosion will also lead to deep corrosion with increasing 
immersion time [9]. In the post-corrosion SEM pictures of 
the samples that were post-weld, especially with the higher 
welding current, micropores that are inner walls of the pit-
tings were not visible because of the rise in diffusion phe-
nomena in the grains in the HAZ. A similar situation was 
observed in the post-corrosion SEM images of the HAZ of 
the T6 heat treated samples. So, as Braun [22] mentioned 
corrosion mechanism was independent of heat treatment 
for 6XXX Al alloys. With the exception of HT-170A, a rela-
tive decrease in the size of the pittings on the HAZ surface 
was seen after the T6 heat treatment. These pore sizes are 
compatible and supportive with the values specified in Fig. 
8 and Table 3 and the equivalent circuit model. In T6 heat 
treated WZs, it was found that grain boundaries had a gre-
ater impact on corrosion as welding current increased. In 
other words, it was determined that the size of the pitting 
corrosion increased. The most important result that can be 
obtained from the post-weld SEM surface morphologies is 

that the increased welding current is quite effective in pre-
venting pitting corrosion, which is a very dangerous type of 
corrosion [7,18]. Both PDS and EIS curves show that the cor-
rosion resistance of the HT-110A increased. As shown in Fig. 
9d, the pitting area has decreased, but it is anticipated that 
longer exposure time will increase the damage of pitting 
corrosion due to poor grain growth grain which caused by 
low welding current. This shows that it is very important to 
perform OM or SEM morphology examinations on surfaces 
after electrochemical corrosion measurements for detailed 
corrosion examination.

CONCLUSION

In this study, Al6013 base metal was successfully joined 
with different welding currents by the GTAW method 
using ER4047 filler metal. To examine the effect of post-
weld aging on different welds current, T6 heat treatment 
was carried out. The findings of the study can be summa-
rized as follows;

• It was observed that the base metal and weld
seam were tightly joined with all welding currents, and po-
rosities were encountered on the weld seam with the incre-
asing welding current. Furthermore, it has been predicted 
that the HAZ will expand with increasing welding current. 
Elemental compositions of both Al6013 and ER4047 were 
proved with EDX analyses. Al2Cu and Mg2Si precipitates 
were encountered in XRD results. 

• The effects of both welding current and T6 heat
treatment on the WZs are investigated with PDS tests. It 
was revealed that the corrosion resistance increased as the 
welding current increased (3.61, 2.95, and 1.38 µA·cm-2 for 
110A, 140A, and 170A, respectively). However, with the T6 
heat treatment, the corrosion resistance of 110A increased, 
surprisingly (3.61 to 2.08 µA·cm-2). This phenomenon is 
thought to be the result of increased Al diffusion from base 
metal to weld seam.

• Passive film characterization on WZs have been
revealed with EIS tests according to both the Nyquist and 
Bode diagrams, as well as the proposed equivalent circuit 

Figure 8. Fitting results of Nyquist diagrams with proposed equivalent 
circuit model on the surface of WZs

Table 3. Fitting parameters of the equivalent circuits with two time 
constants for Al6013 GTAW welded with ER4047 filler in 3.5% NaCl at 
room temperature presented in Fig. 8

Samples RE
(Ω)

QP 
(F×s(a1-1)×10-6) a1

RP    
(Ω)

QPit 
(F×s(a1-1)×10-6) a3

RPit     
(Ω)

110A 1.414 32.53 0.89 0.45 29.23 0.76 3075
140A 2.115 19.96 0.88 14.59 13.18 0.82 4751
170A 2.470 15.23 0.74 928 6.36 0.98 5808

HT-110A 2.470 19.56 0.18 2684 11.00 0.93 4562
HT-140A 1.405 57.12 0.92 26.44 43.57 0.52 1923
HT-170A 2.045 22.51 0.90 41.18 27.01 0.88 3837 Figure 9. Post-corrosion SEM surface morphology investigation of 

WZs, (a, d) 110A, HT-110A, (b, e) 140A, HT-140A, and (c, f) 170A, HT-
170A, respectively
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model. A two-constant equivalent circuit consisting of re-
sistors and constant phase elements is recommended for 
all samples. Accordingly, it agrees with the proposed model 
that both a passive film is formed on the surface due to the 
Al and pitting occurs as a result of the different welding cur-
rents.

• Moreover, SEM surface morphology after corro-
sion tests confirmed that, pitting size and shape changes 
with various processes on weld seams, especially. It has 
been revealed that precipitates (such as Al2Cu and Mg2Si 
for Al alloys) that may occur in the microstructure during 
or after welding are very important in terms of corrosion 
susceptibilities. As a suggestion, it has been revealed that 
electrochemical methods do not give accurate results alone 
in corrosion measurements, moreover, surface morphology 
examinations such as OM or SEM can provide a more reli-
able result.
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