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 Medical data such as computed tomography (CT), magnetic resonance imaging (MRI), and 
Ultrasound images are used in medical photogrammetry. CT images have been used 
frequently in recent years for the diagnosis of COVID-19 disease, which has contagious and 
fatal symptoms. CT is an effective method for early detection of lung anomalies due to 
COVID-19 infection. Machine learning (ML) techniques can be used to detect and diagnose 
medical diseases. In particular, classification methods are applied for disease diagnosis 
and diagnosis. This study proposes traditional machine learning algorithms Random 
Forest, Logistic Regression, K-Nearest Neighbor and Naive Bayes, and an ensemble 
learning model to detect COVID-19 anomalies using CT images. According to the 
experimental findings, the proposed ensemble learning model produced an accuracy of 
96.71%. This study can help identify the fastest and most accurate algorithm that predicts 
CT images with Covid-19 during the epidemic process. In addition, machine learning-based 
approaches can support healthcare professionals and radiologists in the diagnostic phase. 
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1. Introduction  
 

COVID-19 has become the disease with the highest 
number of cases and deaths in the world in recent years 
[1]. COVID-19 is a highly contagious virus. The virus has 
undergone multiple mutations (Alpha, Beta, Delta, and 
Omicron) during its active periods, and the transmission 
rate has increased as it mutated [2]. Although not sure, 
the Omicron variant is transmitted 2/3 times faster than 
the Delta variant [2]. The COVID-19 pandemic has 
devastated social life and many areas of states, especially 
health, education, and the economy [3]. As of March 21, 
2022, it has been determined that the number of infected 
people has reached 400 million, and there have been 
more than 6 million deaths [1]. By March 27, 2020, 
approximately sixty million educators and nearly two 
billion students in more than 180 countries were 
adversely affected by school closures [3]. With the 
closure of schools, distance education applications have 
become widespread; because of this, teachers and 

students had to adapt to the new teaching methodology 
[4]. 

Problems such as technological infrastructure 
inadequacies and adaptation problems of teachers and 
students in this process caused a decrease in the quality 
of education, and the increase in inequalities at the point 
of access to technology created inequality of opportunity 
in education [4, 5]. Such factors have caused significant 
damage to the education system. Due to the COVID-19 
pandemic worldwide, approximately 1.6 billion students 
have received distance education [6]. The COVID-19 
pandemic has also created adverse effects on economic 
balances. Situations such as job losses, cessation of 
trade/tourism, and closure of businesses during the 
pandemic have adversely affected their economic 
activities [7]. During the epidemic, 255 million people 
lost their jobs [8]. The COVID-19 virus affects humans' 
respiratory, renal, neuronal, gastrointestinal, and 
cardiovascular systems and causes severe pathologies in 
many organs, such as the heart and kidney, especially the 
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lungs [9, 10]. The infection can cause serious 
complications in the elderly, in people with weakened 
immune systems, and in patients with chronic health 
problems such as cardiovascular diseases such as heart 
valve diseases/peripheral vascular diseases, diabetes, 
lung cancer, liver diseases, and hypertension. Therefore, 
it indicates that it is pathogenic [11]. Type I (hypoxemia, 
lack of oxygen in the blood) and type II (hypercapnia, 
increased carbon dioxide in the blood) respiratory 
failure, pulmonary edema, inflammation in the 
alveoli/bronchi, fibrosis (hardening of the lung tissue), 
thickening of the capillary wall in patients with COVID-
19 infection Capillary occlusion, pericarditis (heart 
membrane inflammation), myocarditis (heart muscle 
inflammation), intravascular coagulation, heart attack, 
symptoms can be seen [12, 13, 14]. Puntmann et al. [15], 
conducted the study with patients with COVID-19 
infection, myocarditis was observed in 60 of 100 
patients, and cardiac involvement was observed in 78 
patients. According to Douaud et al. [16], brain tissue 
damage, gray matter reduction, and brain volume 
reduction were detected in patients with COVID-19 
infection. SARS-CoV-2 in the first stage of the disease 
stage; muscle pain, fatigue, and fever are common 
symptoms in the second stage; Ground-glass opacities 
(GGO) are seen in the majority of computed tomography 
(CT) images in the third stage; hypercoagulation in 
patients undergoing treatment, in the fourth and final 
stage; A picture of multi-organ failure occurs as a result 
of an excessive response of the immune system [17]. IgM-
IgG antibody tests, reverse transcription polymerase 
chain reaction to diagnose and detect COVID-19 patients. 
(RT-PCR) test kits have been widely used. In addition, CT, 
and chest X-ray (CXR) techniques, which are among the 
medical photogrammetric techniques, are also among 
the essential methods used in the disease diagnosis 
process [18]. In some cases, IgM-IgG antibody tests and 
RT-PCR can give incorrect or inadequate information 
[19, 20]. Chest CT/CXR shows abnormalities in the lung 
[21, 22]. Therefore, a CT/CXR scan can play a crucial role 
in the early diagnosis of COVID-19 infection [23]. Chest 
CT has shown to be a useful complement to test kits, and 
it has been presented to have better accuracy in 
diagnosing COVID-19 [24-28].  

Among the medical imaging techniques, CT and CXR 
are frequently used in disease diagnosis. Among the 
advantages and disadvantages of the CT imaging 
technique compared to the CXR imaging technique; (i) CT 
shows higher accuracy in diagnostic processes [29]. (ii) 
It is the gold standard in diagnosing pneumonia, 
especially in adult patients. (iii) CT imaging technique is 
more damaging than CXR because of the radiation it 
emits [29]. Moreover, (iv) the high cost of the devices is 
one of the obstacles to their widespread use in hospitals 
[29]. Among the advantages and disadvantages of the 
CXR imaging technique compared to the CT imaging 
technique; (i) CXR is non-invasive, and its radiation rate 
is lower than CT. (ii) It is widely used in emergency 
departments because of its cheapness [30]. (iii) CXR 
analysis process is more complex than CT [31]. (iv) It is 
sensitive to noisy areas. (v) It performs poorly detecting 
anomalies in relatively small areas [31, 32]. Here, 
medical images obtained with the CT imaging technique 

contain more detail than CXR; medical images obtained 
from the CT imaging technique were used in anomaly 
detection in this study due to factors such as its success 
in detecting anomalies. 

The application of machine learning models is 
promising to increase the diagnostic accuracy in the 
disease detection process from radiological images [33]. 
ML methods include COVID-19, ex-ebola, cholera, H1N1 
influenza, zika, oyster norovirus, etc., applied in 
pandemics [34-36]. Chen [37] used the Support Vector 
Machine (SVM) algorithm with 10-fold cross-validation 
(cv) approach for the detection of COVID-19 from 296 
(148 COVID-19, 148 Non-COVID-19) chest CT images. In 
addition, the author used Histogram Equalization (HE) 
and Gray-Level Co-Occurrence Matrix (GLCM) 
techniques to increase the efficiency of the proposed 
method. In addition, for the detailed performance 
analysis of the proposed method with the SVM algorithm, 
an experimental comparison was made with the K-
Nearest Neighbors (KNN) and Naive Bayes (NB) 
algorithms under the same conditions. As a result, while 
the HE-GLCM-SVM hybrid method produced 75.69% 
accuracy in the COVID-19 detection study, the HE-GLCM-
KNN and HE-GLCM-NB methods produced 69.63% and 
66.46% accuracy, respectively. However, the limitation 
of the study was that testing was carried out with limited 
samples. The methods proposed here can be tested with 
a large-scale dataset to validate their findings in the 
study. In addition, the data set used in the study is lossy 
data. For the disease detection process to be carried out 
with maximum efficiency, it is necessary to perform the 
classification process with raw data with a dicom 
extension. According to Hasoon et al. [38], KNN and SVM 
algorithms were used to detect COVID-19 from chest X-
ray images. In the study using 5000 medical images, the 
proposed models were tested with the 5-fold CV 
approach. In the pre-processing steps in the study; image 
thresholding, image noise removal, morphological 
operation, and segmentation application; Region of 
Interest (ROI), Haralick texture features, Histogram of 
Gradient (HOG), Local binary pattern (LBP) methods 
were applied in feature extraction. In the proposed study, 
LBP-KNN was the most successful method, with an 
average accuracy of 98.66%. According to the results (i), 
the proposed method for classifying and early detecting 
COVID-19 disease presented successful data. (ii) CXR 
imaging technique is a successful method for detecting 
COVID-19 disease. The limitation of the study is that the 
proposed methods were tested with a relatively small 
dataset. A detailed analysis should be performed with a 
large-scale dataset to verify the model's performance. 
Barstugan et al. [39] used the SVM algorithm for the 
early-stage detection of COVID-19 disease, and the 
dataset used consists of 150 chest CT images. In 
classification, testing was carried out with the 2, 5, and 
10-fold CV approach. The authors used the discrete 
wavelet transform (DWT), local directional Pattern 
(LDP), Gray Level Co-occurrence Matrix (GLCM), Gray-
Level Size Zone Matrix (GLSZM), Gray Level Run Length 
Matrix (GRLLM) methods to improve the performance of 
classification. Extraction was performed. In the study 
performed with GLSZM feature extraction and SVM 
algorithm with 5-fold CV, an accuracy value of 98.71% 
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was obtained. The proposed method in this study was 
trained with a small-scale dataset, and performance 
analysis was performed. The number of test data used to 
validate the model may need to be increased. 
Accordingly, a different and large-scale dataset should be 
used for detailed performance analysis of the proposed 
method. Yang et al. [40] had 180 (90 COVID-19 patients, 
90 other types of pneumonia patients) chest CT images 
used the SVM algorithm to detect COVID-19. In the study, 
feature extraction was performed with A Gray Level Co-
occurrence Matrix (GLCM), The Gray Run Length Matrix 
(GRLLM), The Neighborhood Gray Level Difference 
Matrix (NGLDM), The Gray Level Zone Length Matrix 
(GLZLM), and Histogram methods. The obtained features 
were classified using the SVM algorithm. In the 
application performed with GLCM-SVM, an accuracy 
value of 85.95% was obtained. Among the limitations of 
this study is the use of a small data set in the training and 
testing process of machine learning algorithms. In 
addition, machine learning algorithms were applied 
within the scope of the study in the disease diagnosis 
process, as well as convolution neural network-based 
deep learning architectures, which have been able to 
produce successful results in the field of image 
processing in recent years, could also be used in the 
disease diagnosis process. Although there is previous 
research on the COVID-19 disease detection process, 
more comprehensive analyzes are needed to test the 
success of machine learning algorithms in the disease 
detection process. In this study, we aimed to detect 
COVID-19 patients based on machine learning 
automatically. These models are Random Forest (RF), 
Logistic Regression (LR), k-Nearest Neighbors (KNN), 
Naive Bayes (NB), and Ensemble learning (EL) models. In 
the study, the features obtained by the deep learning 
model were used for the input data of machine learning 
algorithms. Deep learning is a machine learning method 
that consists of multi-layered neural networks. Deep 
learning can automatically discover complex patterns in 
data and essential features in representative data. 
Experimental stage;  

(i) Deep features were extracted from the COVID-CT 
dataset with the DenseNet201 model previously trained 
with the ImageNet dataset. 

(ii) feature vector obtained from deep learning 
algorithm was used as input data of RF, DT, KNN, and 
Gaussian NB machine learning algorithms. The 
classification performance of machine learning 
algorithms is directly proportional to the selection of 
hyper-parameters.  

In this study, the Randomized Search CV algorithm is 
used in the process of determining the most suitable 
hyper-parameters for machine learning algorithms. (iii) 
Principal Component Analysis (PCA) method has been 
used to reduce the computational cost of the algorithms, 
eliminate noise and unnecessary information, and 
reduce the data size. The PCA method was applied to the 
feature vector obtained from the deep learning algorithm 
in the experimental process. PCA is a statistical method 
used to determine the relationships among the variables 
in a multivariate dataset and to determine the basic 

structures of the variables. PCA calculates the correlation 
of variables in the data set and determines the principal 
components using eigenvalue analysis. Eigenvalues and 
eigenvectors are obtained from the correlation matrix. 
When the eigenvalues are ordered from largest to 
smallest, the principal components with the largest 
eigenvalues are selected. These principal components 
represent the most variable and essential features of the 
data. PCA compresses or reduces the size of data through 
selected principal components. During this process, 
essential properties of the data are preserved. Thus, the 
data set is expressed with fewer variables. (iv) Finally, 
another method applied within the scope of the study to 
increase the success of machine learning algorithms in 
the diagnosis process of COVID-19 patients is ensemble 
learning. The voting classifier classification method is 
used in the Ensemble learning method. How can we 
predict cost-effectively COVID-19 patients, and how can 
we choose the best algorithm? The accuracy of the 
method is a critical element in evaluating the 
classification performance. There are many possibilities 
to explore in medical imaging [41], and each discipline 
offers approaches with its workspace. The important 
thing is to present effective scientific development and 
study. Unlike the medical literature, we presented a 
machine learning-based diagnostic approach. 
Radiologists and clinic physicians must be the pioneer in 
the Pandemic in medical imaging and interpretation [42]; 
however, different experts can be required to contribute 
to the system and the process. In this challenging 
process, Machine learning-based approaches can offer a 
secondary perspective. 

 
2. Material and Method 

 

Machine learning is considered a branch of artificial 
intelligence. Machine-learning algorithms are proven as 
a valuable part of computer-aided diagnosis and decision 
[43].  Machine learning algorithms and ensemble 
learning methods were used to predict non-COVID-
19/COVID-19 from Chest-CT data.  

The study has two main steps in the classification 
process: training and testing. The suggested workflow 
diagram is given in Figure 1.  The algorithms used for the 
study are Random Forest, Logistic Regression, KNN, and 
Naive Bayes, respectively. The Voting Classifier 
algorithm was used in the Ensemble learning application. 
 
2.1. Dataset 
 

This section describes how the COVID-CT dataset is 
obtained and built (Table 1). We collected 757 CT images 
from https://github.com/UCSD-AI4H/COVID-CT [44]. 
GitHub is a public platform.  These CT images have 
different sizes (e.g., 525x442, 450x319, 485x345 etc.) 
and different standards. All Chest-CT images were 
resized due to different scanning characteristics and 
image size differences. Table 1 represents the ML 
methods used and statistics of the dataset for COVID-19 
prediction. Some examples of the dataset used in the 
study are given in Figure 2. 
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Figure 1. Flowchart of the study. 

 

 
Figure 2. Samples of CT images. 
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Table 1. Statistics of the dataset. 
Medical imaging technique Label Category Number of images Number of training Number for testing 

CT 0 Non-COVID-19 397 317 80 
1 COVID-19 360 288 72 

 
2.2. Implementation details of machine learning 

algorithms and pre-processing 
 

This research study presents a methodology for 
classifying COVID-19 chest CT and normal chest CT 
images using machine learning architectures. We 
implement our models using the Python programming 
language and scikit-learn machine learning library. The 
study was done on a laptop with an Intel i5 processor, 6 
GB of RAM, and a GTX 940MX NVidia GPU with 2GB of 
VRAM. In this study, feature extraction from the COVID-
CT dataset was performed with the pre-trained 
DenseNet201 [45] deep learning model. Here are the 
preprocessing steps applied: (i) All images are resized 
from 224x224 pixels. The interpolation (INTER_CUBIC) 
technique was used in the resizing process. (ii) In the 
second step, min-max normalization was applied to the 
matrix obtained in the first step. Min-max normalization 
compresses the values in the dataset into a unit range. 
Thus, different variables/features share the same scale. 
This allows the model to learn the relevant features in a 
balanced way. (iii) Labels are assigned for data entries in 
the final stage. Accordingly, the “0” label for Non-COVID-
19 images and the “1” label for COVID-19 images are 
defined. 

Finally, feature vectors obtained from the deep 
learning model are used as input data for optimized 
machine learning algorithms. In addition, the PCA 
method has been applied to reduce the feature vector 
size obtained in the last step. In the experimental 
process, before and after the application of the PCA 

method, it was analyzed comparatively. In the 
application made with the PCA method, 200 features 
were used. Finally, within the scope of the study, the EL 
method was applied for a collective learning requirement 
with RF, DT, KNN, and Gaussian NB algorithms used in 
the diagnosis process of COVID-19 patients. Before and 
after applying the PCA method in the application process 
of the EL method, it was analyzed comparatively. The 
results are in the Results section. The trans-test approach 
was used in the studies performed with a machine 
learning algorithm and EL. Accordingly, the CT dataset 
consisting of Non-COVID-19/COVID-19 images is divided 
into 80% training and 20% test dataset. 

The training process of machine learning algorithms 
was carried out with the training dataset. After the 
training process was completed, the performance of the 
models was performed with the test dataset. Accuracy, 
precision, recall, F1-score, MSE, RMSE, and confusion 
metrics were used to evaluate the experimental results. 

 
2.3. Machine learning algorithm 

 
In this section, the theoretical framework of 

traditional machine learning algorithms used for the 
detection of patients with COVID-19 infection is given. In 
this study, the Randomized Search CV algorithm in the 
sklearn-model_selection module was used to determine 
the hyperparameters of machine learning algorithms 
used to detect COVID-19 patients. The hyperparameters 
used in the algorithms are given in Table 2. 
 

 
Table 2. Random Forest, Logistic Regression, K-Nearest Neighbors and Naive Bayes hyperparameters. 

ML algorithms Hyperparameters Defined Parameters 

Random Forest bootstrap False 

max_features “auto” 

n_estimator (number of trees) 50 

min_samples_split 18 

min_samples_leaf 3 

max_depth 182 

criterion “gini” 

random_state 0 

Logistic Regression C 1 

penalty “l2” 

max_iter 79 

solver “saga” 

multi_class “auto” 

K-Nearest Neighbors n_neighbors 13 

weights “uniform” 

algorithm “brute” 

leaf_size 148 

p 2 

metric “euclidean” 

Naive Bayes priors None 

var_smoothing 1e-11 
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2.3.1. Random Forest 
 

RF is a supervised machine learning method with 
decision networks based on the classification algorithm 
[46, 47], and it is often preferred in image classification 
[48]. The algorithm is trained by averaging the obtained 
samples according to the set of Decision Trees. It 
combines multiple classifiers to solve a complex problem 
and improves the model's performance [49]. A dataset 
contains large-size CT images, and the dataset is divided 
into subsets and sent to each decision tree. The Random 
Forest algorithm is noise-resistant and has better 
performance [50]. 
 
2.3.2. Logistic Regression 
 

The logistic regression algorithm explains the 
connection between the two-dimensional response 
variable. The most significant feature of logistic 
regression is that variables do not require normal 
distribution [51]. Logistic Regression is divided into 
three types as Binomial, Multinomial, and Ordinal. We 
used binomial logistic regression, which has two possible 
dependent variables, such as COVID-19 or non-COVID-
19. 
 
2.3.3. K-Nearest Neighbors 
 

The K-Nearest Neighbors is one of the traditional 
supervised machine learning algorithms. KNN is a non-
parametric algorithm that estimates the data into 
categories and to which class the newest data will be 
included [52, 53]. Uses all of the data in the KNN dataset. 
The success of KNN depends on the Euclidean distance 
metric used to recognize neighbors close to the test data 
of the data to be classified [54]. Euclidean distance sends 
the newly added data to the nearest class with the help of 
Euclidean distance. In the algorithm, the number k has no 
optimal value. The trial-and-error method can determine 
the k metric by experimental processes. 
 
2.3.4. Naive Bayes 
 

Naive Bayes is the oldest machine learning method 
[43]. This method does not include the same iterative 
training process as many other machine learning 
methods. The Bernoulli classifier works the independent 
Booleans variables, and it is a fast and easy ML algorithm 
to predict a class of data. The Bernoulli Naive Bayes 
classifier assumes that features take only two values 
(COVID-19 or non-COVID-19). 
 
2.3.5. Ensemble Learning 
 

Ensemble learning is a machine learning algorithm. It 
strategically combines multiple 
heterogeneous/homogeneous classifiers to create a 
high-performance model in classification/regression 
applications [55]. Many studies show that the ensemble 
learning method is widely used in different problems 
[55]. In this study, the Voting Classifier classifier was 
used. In this research, the Voting Classifier function in the 
ensemble module of the Scikit-learn library was used to 

classify the COVID-19 disease proposed by the voting 
ensemble learning method. Other hyperparameters 
include the estimators ('RF', rf), ('GNB', gnb), ('LR', lr), 
('KNN', knn)]), voting=(hard)). 
 
2.4. Quantitative Analysis 
 

Receiver operating characteristics (ROC) curves, F1-
score, Precision, Recall, Accuracy, Mean Square Error 
(MSE), and Root Mean Square Error (RMSE) metrics 
were used to perform quantitative analysis in the 
classification performed with machine learning 
algorithms. In this section, mathematical expressions of 
evaluation metrics are given. The Confusion Matrix (CM) 
is summarized in Table 3. 
 

Table 3. Confusion matrix 
 Predicted  

Positive 
Predicted 
Negative 

Actual Positive True Positive  
(TP) 

False Negative 
(FN) 

Actual Negative False Positive  
(FP) 

True Negative 
(TN) 

 

Accuracy =
TP +  TN

TP +  TN +  FP +  FN
     (1) 

  

Recall =
TP

TP + FN
    (2) 

  

Precision =
TP

TP + FP
       (3) 

  

F1 − Score =
2 ∗ (Recall ∗  Precision) 

(Recall +  Precision)
 (4) 

  

MSE =  
∑ (𝑦𝑖 −  ŷ𝑖)2𝑛

𝑖=1

𝑛
    (5) 

  

RMSE =  √MSE =  √
∑ (𝑦𝑖 −  ŷ𝑖)2𝑛

𝑖=1

𝑛
          (6) 

 
In Equation (5-6); “𝑛” total number of data, “y” actual 

values “ŷ” predictive values. 
 

3. Results  
 

In our experiment, we used different machine-
learning methods for evaluation. This study evaluated 
the applicability of four machine learning models 
(Random Forest, Logistic Regression, K-Nearest 
Neighbors, and Naive Bayes) and an ensemble learning 
model for diagnosing COVID-19 patients. According to 
the accuracy metric value before the PCA application, 
Random Forest, K-Nearest Neighbors algorithms, and the 
proposed ensemble learning method produced the most 
successful results with a value of 96.71%. On the other 
hand, in the COVID-19 disease diagnosis process, Naive 
Bayes has the lowest success rate of 94.74% according to 
the accuracy metric in this study (Table 4). Our other 
findings, according to the F1-score metric value, the 
Random Forest produced the most successful results 
with a rate of 96.60%. In comparison, Naive Bayes 
produced the lowest result, with a rate of 94.59%. 
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The Precision, Recall, F1-score, MSE, and RMSE 
metrics of the Ensemble Learning method were 95.89%, 
97.22%, 96.55%, 0.0329, and 0.1814, respectively. 

The confusion matrix of machine learning 
algorithms is given in Figure 3. 

The statistical results obtained according to the 
dataset classes before the PCA application are given in 
Table 5. 

 

 
Figure 3. Confusion matrix visualization of machine learning algorithms (without PCA). 
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Table 4. Comparing the performance of algorithms (without PCA). 
Models Accuracy Precision Recall F1-score MSE RMSE 

Random Forest 0.9671 0.9467 0.9861 0.9660 0.0329 0.1814 
Logistic Regression 0.9605 0.9583 0.9583 0.9583 0.0395 0.1987 

K-Nearest Neighbors 0.9671 0.9589 0.9722 0.9655 0.0329 0.1814 
Naive Bayes  0.9474 0.9211 0.9722 0.9459 0.0526 0.2294 

Ensemble Learning 0.9671 0.9589 0.9722 0.9655 0.0329 0.1814 

 
Table 5. Results of before/after pre-training precision, recall, F1-score metrics (without PCA). 

Model Class Precision Recall F1-score Number for testing 

Random Forest 
Non-COVID-19 0.9870 0.9500 0.9682 80 

COVID-19 0.9467 0.9861 0.9660 72 

Logistic Regression 
Non-COVID-19 0.9625 0.9625 0.9625 80 

COVID-19 0.9583 0.9583 0.9583 72 

K-Nearest Neighbors 
Non-COVID-19 0.9747 0.9625 0.9686 80 

COVID-19 0.9589 0.9722 0.9655 72 

Naive Bayes 
Non-COVID-19 0.9737 0.9250 0.9487 80 

COVID-19 0.9211 0.9722 0.9459 72 

Ensemble Learning 
Non-COVID-19 0.9747 0.9625 0.9686 80 

COVID-19 0.9589 0.9722 0.9655 72 

 
In Table 5, the testing process was carried out with 

machine learning models and 152 CT images. 
Before the PCA application, according to Table 5, the 

Random Forest algorithm produced 96.82% F1-scores in 
detecting 80 Non-COVID-19 images and 96.60% F1-
scores in detecting 72 COVID-19 images. The K-Nearest 
Neighbors algorithm produced 96.86% F1-scores in 
detecting 80 Non-COVID-19 images and 96.55% F1-
scores in detecting 72 COVID-19 images. The naive Bayes 
algorithm produced a 94.87% F1-score in detecting 80 
Non-COVID-19 images and a 94.59% F1-score in 
detecting 72 COVID-19 images. While the Ensemble 
Learning method produces 97.47%, 96.25%, and 96.86% 
values, respectively, according to the Precision, Recall, 
and F1-score metrics in detecting 80 Non-COVID-19 
images, it has Precision, Recall, F1-score metrics in 
detecting 72 COVID-19 images. It produced 95.89%, 
97.22%, and 96.55% values, respectively. 

Before the PCA application, in Figure 3a, the Random 
Forest model produced 5 incorrect (FN=1, FP=4) 
prediction results on 152 test images. However, at the 
same time, it performed successfully by making correct 
predictions for 147 (TN=76 and TP=71) test data 
exhibited. In Figure 3b, the Logistic Regression model 
produced 6 incorrect (FN=3, FP=3) prediction results on 
152 test images, while correct predictions for 146 
(TN=77 and TP=69) test data. In Figure 3c, the K-Nearest 
Neighbors model produced 5 incorrect (FN=2, FP=3) 
prediction results on 152 test images. At the same time, 
it predicted correctly for 147 (TN=77 and TP=70) test 
data and produced the most successful result with the 
Random Forest algorithm. In Figure 3d, the Naive Bayes 
model, which produced the lowest result before PCA, 
produced 8 incorrect (FN=2, FP=6) prediction results on 

152 test images, while it predicted correctly for 144 
(TN=74 and TP=70) test data. Finally, in Figure 3e, the 
Ensemble Learning method produced 5 incorrect (FN=2, 
FP=3) prediction results on 152 test images. In contrast, 
correct predictions for 147 (TN=77 and TP=70) test data, 
K-Nearest Neighbors, and Random Forest algorithms 
produced the most successful result.  

After applying the PCA method, the Logistic 
Regression algorithm produced the most successful 
result with a value of 96.05%, according to the accuracy 
metric value. In the COVID-19 disease diagnosis process, 
Random Forest has the lowest success rate of 92.76% 
according to the accuracy metric value in this study 
(Table 6). Our other findings; according to the F1-score 
metric value, the Logistic Regression algorithm produced 
the most successful result with a rate of 95.83%, while 
Random Forest produced the lowest result at 92.52%. 
The Accuracy, Precision, Recall, F1-score, MSE, and RMSE 
metrics of the Ensemble Learning method were 93.42%, 
91.89%, 94.44%, 93.15%, and 0.0658, 0.2565, 
respectively. The confusion matrix of machine learning 
algorithms is given in Figure 4. 

After applying the PCA method, the statistical results 
obtained according to the dataset classes are given in 
Table 7. In Table 7, the testing process was carried out 
with machine learning models and 152 CT images. 

After applying the PCA method, according to Table 7, 
the Logistic Regression algorithm produced 96.25% F1-
scores in detecting 80 Non-COVID-19 images and 95.83% 
F1-scores in detecting 72 COVID-19 images. The Random 
Forest algorithm produced 92.99% F1-scores in 
detecting 80 Non-COVID-19 images and 92.52% F1-
scores in detecting 72 COVID-19 images. 

 
 

Table 6. Comparing the performance of algorithms (with PCA). 
Models Accuracy Precision Recall F1-score MSE RMSE 

Random Forest 0.9276 0.9067 0.9444 0.9252 0.0724 0.2690 
Logistic Regression 0.9605 0.9583 0.9583 0.9583 0.0395 0.1987 

K-Nearest Neighbors 0.9408 0.9200 0.9583 0.9388 0.0592 0.2433 
Naive Bayes  0.9342 0.9189 0.9444 0.9315 0.0658 0.2565 

Ensemble Learning 0.9342 0.9189 0.9444 0.9315 0.0658 0.2565 
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Table 7. Results of before/after pre-training precision, recall, F1-score metrics (with PCA). 
Model Class Precision Recall F1-score Number for testing 

Random Forest Non-COVID-19 0.9481 0.9125 0.9299 80 
COVID-19 0.9067 0.9444 0.9252 72 

Logistic Regression Non-COVID-19 0.9625 0.9625 0.9625 80 
COVID-19 0.9583 0.9583 0.9583 72 

K-Nearest Neighbors Non-COVID-19 0.9610 0.9250 0.9427 80 
COVID-19 0.9200 0.9583 0.9388 72 

Naive Bayes Non-COVID-19 0.9487 0.9250 0.9367 80 
COVID-19 0.9189 0.9444 0.9315 72 

Ensemble Learning Non-COVID-19 0.9487 0.9250 0.9367 80 
COVID-19 0.9189 0.9444 0.9315 72 

 

 
Figure 4. Confusion matrix visualization of machine learning algorithms (with PCA). 
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While the Ensemble Learning method produces 
94.87%, 92.50%, and 93.67% values, respectively, 
according to the Precision, Recall, and F1-score metrics in 
detecting 80 Non-COVID-19 images, it has Precision, 
Recall, F1-score metrics in detecting 72 COVID-19 images. 
It produced 91.89%, 94.44%, and 93.15% values, 
respectively.  

In Figure 4a, after applying the PCA method, the 
Random Forest model that produced the lowest result 
made 11 incorrect (FN=4, FP=7) prediction results on 
152 test images while 141 (TN=73 and TP=68) correct 
for test data guessed. 

In Figure 4b, the Logistic Regression model produced 
6 incorrect (FN=3, FP=3) prediction results on 152 test 
images, while it correctly predicted 146 (TN=77 and 
TP=69) test data, achieving the most successful 
performance. 

In Figure 4c, the K-Nearest Neighbors model 
produced 9 incorrect (FN=3, FP=6) prediction results on 

152 test images, while it correctly predicted 143 (TN=74 
and TP=69) test data. 

In Figure 4d, the Naive Bayes model produced 10 
incorrect (FN=4, FP=6) prediction results on 152 test 
images, while it predicted correctly for 142 (TN=74 and 
TP=68) test data. 

Finally, in Figure 4e, the Ensemble Learning method 
produced 10 incorrect (FN=4, FP=6) prediction results 
on 152 test images, while it correctly predicted 142 
(TN=74 and TP=68) test data. 

According to Figure 5, before the PCA method was 
applied, the machine learning algorithms Random 
Forest, K-Nearest Neighbors, and Ensemble Learning 
produced the most successful results. In contrast, Naive 
Bayes had the most unsuccessful results. 

After applying the PCA method, Logistic Regression 
produced the most successful result, while Random 
Forest produced the most unsuccessful result. 
 

 

 
Figure 5. Chest CT dataset pre and after-PCA method accuracy values. 

 
4. Discussion 
 

In this paper, the definition of the most well-known 
machine learning-based methods were presented and 
explained to predict Covid-19-CT images. This study 
presents a comparative analysis for Random Forest, k-
Nearest Neighbors, Logistic Regression, Naive Bayes 
algorithms of ML models to predict/diagnose the COVID-
19 outbreak and suggests machine learning as a useful 
tool to predict COVID-19.  The paper further suggests 
that the Ensemble learning method can realize better 
prediction. According to the statistical results, the 
ensemble learning model produced successful results. 

The study can offer radiologists and clinical doctors a 
 

second perspective. COVID-19 diagnosis performed 
using machine learning-based algorithms can help 
radiologists and physicians report, interpret, and gain 
time. The experimental results of the proposed study 
with the Covid-19 detection studies in the literature are 
compared and given in Table 8. 

According to Table 6, our proposed Ensemble 
Learning method achieved 96.71% accuracy with 757 
images. The LBP-KNN method achieved an accuracy rate 
of 98.66% with 5000 images. In the study carried out 
with the MobileNet model, one of the deep neural 
networks, an accuracy rate of 94.74% was achieved with 
757 medical images. 

 

Table 8. Experimental comparison results of the proposed method and the studies in the literature. 
Reference Method Number of images Accuracy (%) 
Chen [37] HE-GLCM-SVM 296 75.69 

Hasoon et al. [38] LBP-KNN 5000 98.66 
Barstugan et al. [39] SVM 150 98.71 

Yang et al. [40] GLCM-SVM 180 85.95 
Turk et al. [56] MobileNet 757 94.74 

Proposed Ensemble Learning 757 96.71 
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5. Conclusion  
 

In this study, machine learning methods are 
recommended for diagnosing COVID-19 patients. In 
detecting COVID-19, the Ensemble Learning method was 
used with Random Forest, Logistic Regression, K-Nearest 
Neighbors, and Naive Bayes algorithms. In the study, 
machine learning algorithms are optimized with 
Randomized Search CV method. In preparing the input 
dataset of machine learning models, the DenseNet201 
deep learning model was pre-trained with ImageNet. In 
addition, the PCA method was also used in this process. 

In the study's first phase, DenseNet201 architecture 
was used to obtain the COVID-CT dataset features. In the 
second step, the PCA method was applied to reduce the 
data size of the obtained feature vector. In the last stage, 
the Ensemble Learning method was applied for collective 
learning with optimized machine learning (RF, DT, KNN 
and Gaussian NB) algorithms used in the diagnosis 
process of COVID-19 patients. Experimental results are 
presented comparatively before and after PCA. 
Accordingly, in the pre-PCA diagnostic study, Random 
Forest, K-Nearest Neighbors, and Ensemble Learning 
methods produced the most successful results of  
96.71%, while the Naive Bayes algorithm was the most 
unsuccessful model with an accuracy rate of 94.74%. In 
the post-PCA diagnostic study, the Logistic Regression 
algorithm produced the most successful result with an 
accuracy rate of 96.05%. In contrast, the Random Forest 
algorithm was the most unsuccessful model, with an 
accuracy rate of 92.76%. Our study produced very 
satisfactory results in this state. 

However, different models are needed to reach a 
definite conclusion, including large datasets and deep 
learning algorithms. Machine learning techniques can be 
used effectively in disease detection as a secondary view. 
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1. Introduction  

 

The enormous growth of everyday socioeconomic 
activity and the long-term sustainability of 
contemporary societies depend on the proper utilization 
of road networks. Road infrastructure has the potential 
to be a significant financial asset for society and the 
economy in many developing nations, but this potential 
is frequently overlooked. This is primarily due to a lack 
of awareness regarding its true value. Furthermore, the 
absence of comprehensive information, insightful 
perspectives, and an understanding of the importance of 
investing sufficiently in road maintenance has led to 
chronic underfunding and gradual decline in quality. The 
degradation of the road network leads to the loss of 
essential infrastructure, particularly impacting 
connectivity. Additionally, poor management of road 
inventories has given rise to significant challenges, 
including a surge in uncontrolled traffic accidents and a 
lack of reliable data for autonomous high-definition 
mapping systems [1]. 

According to the Turkish Statistical Institute (TSI), 
between 2003 and 2022, as shown in Figure 1 an in-

depth analysis of investments and funding of the 
transport and communication sector, focusing 
particularly on the month of June. Unveiled a substantial 
allocation of 1,670 billion intended to strengthen 
Türkiye's transportation system. This strategic allocation 
is poised to yield significant benefits, supporting critical 
areas like maintaining infrastructure, seamlessly 
expanding the highway network, and refining the road 
management system. 

Significantly, substantial resources have been 
allocated to the highway sector, demonstrating a clear 
commitment. It's worth mentioning that a budget of 
979.9 billion has been earmarked for highway 
development. This financial dedication aims to expedite 
the deployment of Information and Decision Support 
Systems, which are crucial instruments for proficiently 
overseeing Türkiye's expansive road network. However, 
the situation takes a different turn when we consider the 
staggering numbers. In Türkiye, the total number of 
registered vehicles reached a remarkable 27.525.301 by 
the end of June 2023, with land vehicles dominating the 
statistics. This significant volume of vehicles significantly 
contributes to the ongoing traffic crises and a surge in 

https://dergipark.org.tr/en/pub/mephoj
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accidents. This pressing issue calls for immediate action 
to expand the road network and to enhance the 
management system for these roads. 

In the expansive landscape of Türkiye, the 
transportation system stands as a vast network of 

highways. With the road length depicted in Figure 2, 
Türkiye's highway infrastructure paints a picture of 
connectivity and accessibility, playing a pivotal role in 
shaping the country's mobility and economic dynamics. 

 
 

 
Figure 1. The distribution of transport and communication sector budget in 2022.  

 

 
Figure 2. Road network according to surface types (km) 

in 2023.  
 

The total road length in Türkiye stretches over 68.689 
kilometers, and when considering both directions, it 
extends to 96.047 kilometers due to dual carriageways. 
This expansive road network includes numerous 
components, like guardrails spanning thousands of 
kilometers, road markings covering hundreds of 
thousands of kilometers, tunnels spanning hundreds of 
kilometers, thousands of bridges, over one hundred 
thousand intersections, millions of traffic signs, tens of 
thousands of signal lights, and a variety of other 
elements. Collectively, these elements contribute to an 
exhaustive inventory comprising over 4 million diverse 
items. 

While technology aids data collection, visual 
inspections remain vital. Traditional methods like GNSS 
and total station require more teams, more times, and 
more costs. However, they're inefficient, lack 
adaptability for updates, and pose safety risks [2]. These 
limitations also hinder their support for varied data 
needs like animations and autonomous driving. 

All of the mentioned disadvantages outlined herein 
are anticipated to be mitigated in the mobile mapping 
system, similar to how it can assist in inventory activities 
and maintenance and repair operations on linear routes 
such as highways and railways. Through the utilization of 
artificial intelligence technology, automatic inventory 
production can be achieved, and autonomous vehicles 
can utilize the data as sensors for HD map generation [3]. 
Furthermore, it is envisaged that this technology can be 
employed for incident scene investigation and 
information extraction from various vehicle accidents on 
highways. It inherently facilitates data quality control 
and enables the measurement of advertising display 
areas along roadways, among numerous other benefits. 

It is also projected that the data acquired can be 
actively applied in various engineering projects, and as of 
the data collection date, new data can be generated for 
distinct research purposes. 

Given the immense scope of the area and for large 
scale maps, the utilization of a Mobile Mapping system 
(MMS) emerges as a highly efficient and suitable 
approach. 

Field studies differ in terms of cost, accuracy, detail 
and speed according to the measurement method used. 
In addition, depending on technological developments, 
measurement techniques and methods of obtaining 
spatial data have also changed throughout history. 
Spatial data from past to present are collected with 
different techniques and mapped at different scales. 
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Depending on the rapid developments in technology, at 
the end of the 1990s, classical measuring instruments are 
largely replaced by fully automatic measuring 
equipment, sensors and satellite technology. Although 
both terrestrial photogrammetry studies and classical 
field measurements are sufficient in terms of accuracy, in 
large areas it hardly provides sufficient performance in 
terms of speed and workforce on long roads. Therefore, 
there is a need for mobile mapping systems that will 
highlight the speed parameters.  

The first studies within the scope of mobile mapping 
date back to the 1970s. In the 1970s, mobile mapping 
methods were used by photographic recording systems 
used by many road transport units in North America to 
monitor pavement quality, road maintenance efficiency, 
road obstructions, and for similar applications. 

With the development of GNSS, IMU and other 
sensors have been integrated and used for positioning. 
Urban developments and growth in transportation 
infrastructure and developments in construction 
production speed have necessitated the development of 
more efficient and improved mobile mapping techniques. 
Some studies attempt to identify and categorize a sizable 
number of things. One such effort uses a patch-based 
match graph structure to discriminate between seven 
kinds of objects, including various types of vegetation. 
[4,5]. Extract urban objects. However, these systems 
encountered accuracy issues when a point cloud's 
resolution was insufficient to discriminate between a 
traffic sign's precise meaning, necessitating the analysis 
of optical pictures [6]. To enhance and better 
comprehend the dynamics of mobile mapping systems, 
it's imperative to delve into the contributing factors and 
their effects. These systems rely on a range of elements, 
including vehicle speed, time intervals, and image 
capture distances. Analyzing the potential influence of 
these factors on accuracy is a key aspect of optimizing 
mobile mapping techniques. 

The systems can achieve centimeter-accurate 
instrument positioning of measured objects from geo-
oriented image sequences and 3-dimensional coordinate 
accuracy in meters or sub-meter. Another advantage of 
mobile mapping systems is that the outbound data 
connection to a geodatabase is easy and simple. In 
general, the advantages of these sensors are numerous. 
Apart from the fact that 3D data has a well-established 
reputation for high dependability, employing a 3D point 
cloud to create 3D maps makes the process considerably 
simpler. In contrast to other 2D sensors, the 3D LiDAR 
dependably functions in all weather and lighting 
situations [7]. 

The collected geometric and attribute information 
can be used directly to create and update a database. 
With the development of rapid communication and 
image compression technologies, real-time image data 
can be transferred from mobile mapping system to the 
GIS database in the office environment. Moreover, such 
data can be studied and updated live with web, mobile 
and desktop applications. 

Mobile mapping devices using CCD cameras or video 
cameras have been developed recently for mapping the 
inventory of roads. Road markings' size, shape, and color 
characteristics have been employed as crucial indicators 

for road marking extraction [8-10]. As a result, MMS 
technology delivers an inventive method for updating 
geospatial data, distinguished by quick data collecting 
and direct georeferencing over vast areas. Highway 
mapping, corridor mapping, and traffic safety evaluation 
are common MMS uses [11,12]. 

MMS finds diverse applications across multiple 
industries, serving as a versatile tool for a broad 
spectrum of technology-driven use cases. 

When it comes to maintenance and disaster 
management, for instance, map updates might be too 
infrequent to fulfill the demands of regions that are 
developing quickly. Large-scale maps may often be 
updated using lidar data, satellite and aerial photos, and 
other data sources. The development of MMS technology 
over the past three decades provides several benefits for 
the collecting of geographical data, especially its low cost 
and excellent effectiveness [11-13]. 

Due to their great precision, speed, and cost-
effectiveness in gathering 3D data as well as their use of 
autonomous driving technology, MMSs are now often 
used for Building Information Management (BIM) 
projects. Based on exact 3D positional data, high-
definition maps offer the required road data for 
autonomous driving, such as lanes, signs, and road 
facilities [14]. The 3D reconstructed model of an asset is 
created using the gathered point clouds and pictures, 
which are then subjected to semantic segmentation or 
classification to extract comprehensive information 
about each constituent in the asset. The completed result 
is subsequently uploaded to the BIM software for the 
purpose of extracting and simulating crucial data 
pertaining to the project's life cycle. Typically, MMS can 
deliver data that are accurate enough for the generated 
BIM products [15]. 

The Digital Twin (DT) has been used in a variety of 
industries recently to develop more intelligent 
maintenance techniques [16]. DTs have been adopted for 
operation and maintenance in the road sector, including 
dealing with the maintenance of tunnels [17], bridges 
[18, 19], or road pavement [20]. The suggested models 
included both a detailed collection of classification 
metadata, such as materials, functions, and interactions 
between the components, and 3D geometry of the 
infrastructure components. The focus is on creating 
comprehensive models that encompass 3D geometry and 
semantic information about materials, functions, and 
relationships, with maintenance management systems 
being a key application of the Digital Twin concept. 

The primary aim of this study is to establish a to make 
accuracy assessment for the usability of mobile mapping 
systems in road inventory production. This study focuses 
on a road inventory project conducted using a mobile 
mapping system developed in-house, comprising a laser 
scanner, panoramic camera, and Inertial Measurement 
Unit (IMU). To evaluate the accuracy of the mobile 
mapping system developed for road inventory collection, 
a precision comparison was carried out within a scenario 
created on the ITU Ayazaga Campus. This comparison 
took into account factors such as distance, speed, and the 
brightness of the sun. In this study, data generation rate, 
usage areas and location accuracy of the data produced, 
especially the production and manageability of 
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transportation data and asset management data in 
transportation networks were investigated using mobile 
mapping methods. From the obtained panoramic images 
and LiDAR data. 
 
1.1. Using MMS in asset management system 
 

Asset management is an essential component of 
infrastructure and superstructure projects. Updating and 
maintaining asset information comes with a hefty price. 
Recently, it has become possible to solve the difficulties 
arising from time and cost in data collection with MMS 
methods.  

Making intelligent choices regarding the 
administration and upkeep of infrastructure is made 
easier with the use of GIS, which offers a tangible 
mapping between geographical data and associated 
attribute details. Recent developments in GIS technology 
have increased the effectiveness of asset and stock 
management [21,22]. Viewing a positioned asset 
provides better visualization and helpful decision 
making. Enforcement of connectivity, constraints, and 
topologically located relationship constraints helps 
urban maintain data integrity and inconsistency. A range 
of commercial software with Enhanced Maintenance 
Management System features has been very popular in 
the GIS industry for almost fifteen years. From road 
inventory management to public safety in road, 
electricity, water, gas, and utilities, GIS asset 
management systems are applied to nearly every area of 
utility. 

MMS has contributed to the development and 
collection of the asset inventory database in terms of 
time, cost and quality. The most prominent features 
include road centerlines, road boundaries, lanes, 
sidewalks, curbs, pillars, signage, and roadside 
vegetation/trees. Transport assets mainly consist of 
roads and sidewalks. However, other assets such as 
signage, signal lights, poles and electricity, 
telecommunications and water utilities found above and 
below roads and sidewalks also belong to the main 
components of transportation assets. These assets help 
increase the efficiency of the road network and thus 
improve transportation safety [23]. 

MMS differs from the traditional mapping method 
with its fast data collection and low cost. For example, 
MMS can collect more than 3000 kilometers of road data 
per month. It basically differs from the traditional 
mapping method with its fast data collection speed and 
low cost. Although mobile mapping systems greatly 
reduce data collection time, it often takes more time and 
resources than data collection times to extract the 
requested data from the collected data. Therefore, most 
of the time and resources to create an inventory of assets 
are spent digitizing the data and entering its details. Due 
to the heavy workload during the digitization of data, 
research involving semi-automatic and automatic 
feature extraction methods from mobile mapping data 
has gained importance and some progress has been 
made. 

Traffic signposts serve as a crucial part of our 
transportation system. They have a significant role 
within the Intelligent Transportation System (ITS), 

ensuring safety and providing route guidance through 
the power of Artificial Intelligence (AI). The information 
of pole-like objects may be utilized for ITS-related 
applications such as semantic mapping, improved driver 
assistance, road infrastructure maintenance, and smart 
city applications. For example, the location of street light 
poles may be utilized to enhance the stability of road 
monitoring for a driver assist system [24]. 

 
2. Mobile mapping system 

 
The concept of a mobile mapping system integrating 

multiple sensors of a mobile platform dates back to the 
past. Although satellite positioning technology such as 
GNSS was not available during this time, a combination 
of accelerometers, gyroscopes, and odometer were used 
to determine the vehicle's motion and direction. 
Photographs are georeferenced according to recorded 
vehicle locations [23]. In addition, the possibility of 
precise positioning and direct georeferencing emerged 
using GNSS in kinematic mode. The combination of direct 
georeferencing advances and digital imaging technology 
has allowed for reduced costs, better precision, and 
increased flexibility and evolution of the Mobile Mapping 
System. Obtaining the third dimension and point cloud 
from overlapping stereo images or panoramic images is 
possible with the development of software technologies, 
while the cameras record the existing images of the field. 
On the other hand, laser scanners calculate the spacing 
and direction of laser points and directly output the 
three-dimensional coordinate of each point in the scene. 
Thus, combining laser scanners with this system allows 
us to obtain the coordinates of points in three-
dimensional space. Integrating this geo-referenced 
multi-sensor data offers better opportunities to find 
solutions to specific problems in the spatial domain [25]. 

An important consideration when moving from 
traditional mapping methods to mobile mapping 
technology is the high initial cost of the system. The 
feasibility of creating an affordable MMS utilizing low-
cost laser scanners and budget-friendly cameras has 
been achieved through diverse methodologies. 

 
2.1. MMS requirements 

 
MMS consists of laser scanner(s), GNSS, an IMU, a 

DMI, and digital camera(s) [26,27]. 
The main components of the MMS built for data 

collection purposes include the following: 
 
2.1.1. One or more laser scanners 
 

LiDAR records 3D point data of the environment in 
the frame of the data generation scene, which helps to 
create a 3D model of the scene and extract features. 

 
2.1.2. One or more camera 

 
Cameras capture pictures/video frames of the site, 

thus providing their managers with digital pictures or 
videos showing the conditions of the assets. 
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2.1.3. Global navigation satellite system receiver 
(GNSS) 

 
The common system to determine the accurate 3D 

positions in open areas is Global Navigation Satellite 
System (GNSS). It uses triangulation method with using 
multiple satellite systems such as GPS, GLONASS, Galileo, 
and BeiDou to determine precise position. The accuracy 
of this system is around meter-level however it can be 
decreased to centimeter level with using these 2 methods 
which are Differential GPS (DGPS) and Real-Time 
Kinematic GPS (RTK-GPS) [28]. All in all, Mapping System 
(MMS) aims for 5-50 mm accuracy with fusion sensors 
even at high speeds in open areas. 
 
2.1.4. Inertial measurement unit (IMU) 

 
The Inertial Measurement Unit (IMU) is a self-

contained sensor that records relative orientation, 
acceleration, and magnetometer data in 9 axes. It can 
calculate the position from the start point since it doesn’t 
use any external sources. The measurements from the 
accelerometer, gyroscope, and magnetometer are used 
by an onboard computing unit with a dead reckoning 
algorithm for real-time positioning, forming an Inertial 
Navigation System (INS). The accuracy of this device 
mainly depends on the accuracy of sensors used. IMUs 
can function indoors, outdoors, and in GNSS-denied 
environments, but the accuracy is limited to short 
periods relative to the start point due to dead reckoning. 
Fusing the IMUs and GNSS is a common approach for 
precise positioning. 
 
2.1.5. Distance measuring instrument (DMI)  
 

The Distance Measurement Instrument (DMI) is used 
to measure the distance traveled. This system used in the 

MMS to increase the accuracy of MMS system. This unit 
can measure the distance, velocity and acceleration after 
it calibrated. 
 
2.1.6. On-board computer 
 

It is equipped with software or programs that control 
the operation of sensors and record their data. Point 
cloud data obtained from the laser scanner at hundreds 
of thousands of points per second, panoramic images 
captured at desired intervals, GNSS data, and IMU data 
are quite voluminous. There is a recording unit and a 
video card with a high data recording speed. If a 
laptop/tablet is used for remote connection, it is 
important to enable Wi-Fi on the computer. 
 
2.1.7. Mobile platforms 

 
Such as a car or truck in land applications, an airplane 

or drone in aerial applications. 
Figure 3 presents a detailed visual representation of 

the components found within MMS. 
 

 
Figure 3. MMS data lifecycle. 
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Mobile laser scanning systems work in the global 
geodetic coordinate system [29,30]. The measuring 
principle of mobile LiDAR systems coordinates can be 
calculated by the Equation 1 [31].  

Where;𝑋𝑃, 𝑌𝑃 , 𝑍𝑃  : Location of the target P in the ECEF 
Coordinate system; 

𝑅𝐼𝑀𝑈
𝑀 (ω, 𝜑, κ) : Rotation matrix between IMU and 

ECEF (Earth Center Earth Fixed); 
𝑅𝑆

𝐼𝑀𝑈(∆ω, ∆𝜑, ∆κ) : rotation matrix between the IMU 
and the laser scanner; 𝑋𝐺𝑁𝑆𝑆 , 𝑌𝐺𝑁𝑆𝑆 , 𝑍𝐺𝑁𝑆𝑆 : Location of 
GNSS antenna in ECEF System; 𝐿𝑋, 𝐿𝑌, 𝐿𝑍 : Lever-arm 
distance from the navigation and IMU origin to the laser 

scanner origin; 𝐿𝑋

𝐺

𝐼 , 𝐿𝑌

𝐺

𝐼 , 𝐿𝑍

𝐺

𝐼  : Lever-arm offsets from the 

IMU origin to the GNSS origin; 
𝑅𝑠

𝐼𝑁𝑆 : Rotation matrix between the laser scanner and 
IMU; 𝑟𝑃

𝑆 : Relative position vector of Point P in the laser 
scanner coordinate System. 

Refer to Figure 4 for the coordinate system visual. 
 
3. Case study  
 
3.1. Designed MMS architecture 
 

Vehicle design involves harmonizing onboard 
equipment, calibrating components, optimizing their 
placement, and managing the associated software, 
ensuring seamless functionality and synergy.  

As a Panoramic camera on the vehicle, Ladybug 5+ 
brand camera with 30 MP resolution, Velodyne VLP-32c, 
LiDAR sensor and instant acceleration during picture 
taking. IMU works in integration with the Applanix Poslv 
MMS and the Odometer (DMI), which enables panoramic 
shooting by triggering according to the determined 
quantity and two GNSS antenna cameras to receive 
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precise coordinates. MMS system used in this study was 
designed and integrated by our research team. Figure 5 
above provides visual insight and the graphical 

representation of the top view of the system is also 
shown in Figure 6. 

 
Figure 4. Mobile LiDAR geometric measurement coordinate system [28]. 

 

 
Figure 5. Image of MMS designed by our research team. 
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Figure 6. Top view of MMS designed by our research team. 

 
3.1.1. Velodyne VLP-32c laser scanner  

 
For mapping purposes, the Velodyne laser scanner is 

often used. These scanners, which are primarily used for 
obstacle detection in robotics applications, feature just 
one laser diode, as seen in Figure 7. Velodyne features 32 
channels and a laser with a vertical range of +15 to -25 
degrees. 
 

 
Figure 7. Velodyne VLP-32c in the test measurement. 

 
With a range accuracy of up to 3 cm, the LiDAR head 

can spin 360 degrees in a two-dimensional plane. The 
sensor works on an infra-red band with a wavelength of 
903 nm. equipped with an angular resolution 
(Horizontal/Azimuth): 0.1° to 0.4°, and frame rate: 5 Hz 
to 20 Hz.  

 3D Lidar Data Points Generated: 
 Single Return Mode: ~600,000 points per second 
 Dual Return Mode: ~1,200,000 points per second  
The range of these locations is calculated using the 

duration of flight technique. The sensor's normal range is 
1 to 200 meters. Velodyne is a natural candidate for 
creating affordable mapping solutions because of these 
qualities. Velodyne Lidar (2022) specifications 

(https://velodynelidar.com/wpcontent/uploads/2019 
/12/63-9378_Rev-F_Ultra-Puck_Datasheet_Web.pdf) 
(2023). 

 
3.1.2. Flir Ladybug5 panoramic camera 

 
Ladybug5+ camera, takes 360-degree panoramic 

pictures and is widely used in mobile mapping systems 
as shown in Figure 8. Here are some of the features of this 
camera: 

• It consists of 6 cameras of 5 Mega Pixel. A total of 30 
megapixel and frame rate panoramic images are 
obtained. 

• Data output in various formats is provided with 
Global Shutter readout method in 8-bit, 12-bit, 16-bit, 
JPEG. 

• Image resolution 2048 x 2448 and pixel size Mar.45. 
• It has the capacity to shoot video up to 60 fps and it 

has the capacity to broadcast live 360-degree video. 
• Various adjustments can be made via its own 

software, such as gamma value, white adjustment, etc. 
• Triggers can be given externally. 
• It has day and night shooting features. 

 

 
Figure 8. Ladybug 5+ in the test measurement. 

https://velodynelidar.com/wpcontent/uploads/2019
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For more information explore the homepage: 
(Teledyne Flir (2022) Ladybug5+ specifications 
www.flir.com/products/ladybug5plus/?vertical=machi
ne+vision&segment=iis) (2023). It takes pictures at 
equal distances and collects detailed data about the route 
along the route. Tigger box (trigger box) instrument is 
used to collect data at equal distances. This device 
transmits the trigger received from the DMI (Distance 
Measuring Indicator) to the camera and records the time 
the picture was taken to the computer along with the 
picture.  
 
3.1.3. Applanix Pos lv 420 IMU/GNSS/DMI  
 

A GNSS-IMU integrated solution is provided by the 
Applanix Poslv420 instrument. It is composed of a GNSS 
that offers locations with a horizontal precision of 2 cm 
and a vertical accuracy of 5 cm in L1/L2 post-processed 
mode, and a horizontal accuracy of 3 cm and a vertical 
accuracy of 5 cm in L1/L2 Sensors real-time kinematic 
mode.  

The desired absolute precision of feature points for a 
mapping application is <20 cm. Its 420 unit is lightweight 
and well suited for mobile mapping applications because 
it weighs 2.6 kg and is 158 x 158 x 124 mm. At a 
frequency of 200Hz, it offers a navigational answer. 
Several GNSS performance requirements include:  

X,Y Position (m): Accuracy of 0.020 meters. 
Z Position (m): Precision of 0.050 meters. 
Roll & Pitch (degrees): Deviation limited to 0.015 

degrees. 
True Heading (degrees): Error within 0.020 degrees. 
For more information and for a visual representation, 

refer to Figure 9 and the homepage below: Applanix 
(2022) POS LV420 specifications www.applanix.com/ 
downloads/products/specs/POS-LV-Datasheet.pdf 
(2023). 
 

 
Figure 9. We used IMU in the test measurement 

 
3.2. Data Collection  

 
To establish the basis for investigations into the 

feasibility of using mobile mapping systems for road 
inventory production, we selected a test area for 
accuracy determination studies. ,At the Istanbul 
Technical University ITU Ayazaga Campus, our study 
area spans a 250-meter measurement zone along the 
intersecting routes of Prof. Dr. Bedri Karafakıoğlu street 
alongside the sport road, shaping a perpendicular 
alignment as shown in Figure 9. For point position 

precision measurements, triangulation was made at 3 
different points, static measurements were made, and 
the coordinates of the points were calculated. Along the 
measurement route area, used on sidewalks, building 
corners and details, routing signs, lighting poles and 
guardrails, etc. At 40 points, the detail points to be 
measured were established by sticking paper reflectors 
that can remain until the completion of our field work at 
Figure 10. The establishment of MMS was strategically 
guided by identifying optimal locations and the specific 
types of details essential for measuring and producing 
comprehensive database information. Using total station 
measurement devices installed at triangulation points, a 
series of precise measurements were conducted for each 
point, resulting in the calculation of their coordinates. 

The measured point coordinates were calculated 
according to Universal Transverse Mercator UTM 
coordinate systems. Heights were measured using an 
orthometric method. 

 

 
Figure 10. ITU Ayazağa Campus field studies area. 

 
3.2.1. Data collection with mobile mapping in the 

field 
 

Data were collected with MMS for point location 
accuracy measurements at ITU Ayazağa Campus. In 
order to collect data with the MMS, panoramic pictures 
were taken at 20 and 40 km speeds, 3, 5, 10 m intervals 
as shown in Figure 11 and laser point cloud data were 
collected with the Mobile Mapping tool at different times 
in the morning, noon and afternoon on two different 
days. 
 

 
Figure 11. Measurements based on captured image 

distance intervals 
 

http://www.applanix.com/


Mersin Photogrammetry Journal – 2023, 5(2), 55-66 

 

  63  

 

 
Figure 12. Speed measurements within interval ranges. 

 
Data was collected from the field on December 19, 

2018 at 14:00 and 16:50, and on Saturday, December 20, 
at 9:30, 12:30 and 16:50, 2 days in 5 different time 
intervals. At each measurement time, 25 different data 
collection processes were carried out with different 
parameters at 5 different time intervals from the field at 
20 km/h and 40 km/h vehicle speeds as referred in 
Figure 12, and at each vehicle speed at 3 m, 5 m and 10 m 
picture shooting intervals. 

 
3.2.2. Mobile mapping data and Geo-Coordinating 
of data  

 
The relative GNSS positioning method was used 

based on the reference station named ISTN belonging to 
TUSAGA-Active CORS Network. On the Mobile Mapping 
Web application software, the coordinates of 40 points 
were measured by marking the panoramic images and 
taking their positions from the laser points where the 
comparisons were made by making a full series of 

measurements of the same points by taking the geodetic 
point of departure from the triangulation point on the 
campus.  

 
4. Results and Discussion 
 

4.1. Post-Processing of data collected by MMS 
from the field  

 
Data from Panoramic camera, Lidar, IMU, GNSS, and 

DMI in the field are recorded in real time from the 
recording unit. These data are pre-processed with special 
software, aimed at reducing the margin of error in real-
time data collected from the field. Firstly, the data coming 
from the recording unit is loaded into the post-
processing software. Additionally, Rinex data taken from 
the fixed stations closest to the location where the data 
was acquired is uploaded to the software. It is important 
to determine the fixed stations that are near the data 
from the field. To ensure high accuracy in spatial details, 
a post-processing technique was applied where the raw 
real-time trajectory data is refined using the POSPac 
MMS software as referred in Figure 13. The collected 
data from the field is in its raw form, often accompanied 
by GNSS error biases. To rectify this, POSPac MMS 
software is employed along with data from static GNSS 
stations located near the capture site. This combination 
allows for post-processing of the data. Subsequently, the 
refined information is integrated with reference stations 
using the Rinex format, resulting in the extraction of 
accurate trajectory data. By post-processing method 
generating position data with an accuracy of up to 1 cm 
with the assistance of Rinex data. 

 

 
Figure 13. Post-processing method in POSPac MMS software. 

 
4.2. Accuracy Comparison  
 

In this study, coordinates were calculated on the 
measurements of 40 target points along the road route 
for point location precision. The x and y coordinates of 

the points were calculated by making a predictive 
calculation with the data obtained from the electronic 
length meter. Since the distance measurement accuracy 
of the electronic length meter used was 2 mm ± 2 ppm, 
the predictive data were used for validation. For 
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comparison with the MMS method, the coordinates of the 
points measured on the software were compared. The 
coordinates obtained with the geodetic method were 
taken as the real values and the coordinates obtained 
with the MMS were compared by calculating the mean 

square error. The obtained results are shown in Table 1. 
This study focused on developing MMS and assessing its 
real-world performance, including applicability, 
accuracy, and usability, through field measurements. 
 

 
Table 1. Comparison of data. 

Time Picture Taking 
Range (m) 

Speed (km/h) Differences (cm) 

 
 

 Min. Max. Mean KOH 

Morning 

 
3 

20 3,3 20,4 11,56 12,17 

40 2,8 17,9 10,36 10,91 

 
5 

20 3,8 32,8 11,23 12,62 

40 2,6 21,4 10,03 10,72 

 
10 

20 3 23,8 13,14 14,05 

40 2,4 21,2 10,1 10,75 

Noon 

 
3 

20 2,7 19,1 10,6 11,13 

40 1,6 18,3 8,7 9,4 

 
5 

20 2,2 19 10,11 11,28 

40 2,5 25 10,29 11,52 

 
10 

20 1,1 22,5 10,77 11,99 

40 4,2 16 10,29 10,85 

Evening 

 
3 

20 3,2 19,9 10,28 11,12 

40 2,5 23,7 10,2 11,38 

 
5 

20 1,9 17,9 10,9 11,74 

40 1,4 17,5 9,07 9,89 

 
10 

20 1,8 25,2 13,26 14,66 

40 3,3 28,3 10,41 11,55 

 
 
4.3. Comprehensive analysis and uncovering result  
 
Analyzing Measurement Variability in Shooting Range 
Data: Insights and Implications based on the 
measurements in Table 1. 
 
4.3.1. Consistency across shooting ranges and time 
variations 
 

The shooting range distances of 3 m, 5 m, and 10 m 
did not yield significant differences in measurements. 
Notably, measurements at 3 m and 5 m intervals 
exhibited remarkable proximity. The variation observed 
across different times of the day (morning, noon, and 
evening) was consistently below 2 decimeters (dm). 
 
4.3.2. Impact of image density on measurement 
differences 
 

There was a correlation between image density and 
measurement variations. Notably, increased image 
density yielded comparable differences for sections up to 
25 meters. 
 
4.3.3. Spatial features and measurement variability 
 

While measurements generally presented differences 
below 2 dm, variations between 1 cm and 1 dm were 

evident. Notably, objects such as curbs, guardrails, 
advertisement signboards, and lighting poles 
contributed to these variations. Most of these objects 
exhibited a parallel or close alignment with the camera. 
 
4.3.4. Time of day and measurement precision 
 

Measurements taken at noon exhibited enhanced 
accuracy, indicating a 1-2 cm improvement compared to 
morning and evening measurements. This difference 
may stem from factors like varying lighting conditions 
and temperature-induced systemic changes during the 
morning and evening. 
 
4.3.5. Impact of vehicle speed on measurements  
 

Measurements taken at a speed of 40 km/h 
demonstrated greater accuracy compared to those taken 
at 20 km/h. This disparity is attributed to challenges in 
stabilizing the vehicle at lower speeds. 
 
4.3.6. Optimal picture intervals for accuracy  
 

Picture intervals of 3 m and 5 m yielded superior 
results compared to the 10 m intervals. The latter 
intervals led to data loss, impacting measurement 
precision. 
 



Mersin Photogrammetry Journal – 2023, 5(2), 55-66 

 

  65  

 

4.3.7. Range dependency and measurement 
precision 
 

Measurements conducted within the 0-10 m range 
consistently provided more accurate results than 
measurements within the 10-25 m range. 

To sum up, this comprehensive analysis of shooting 
range measurements underscores the nuances 
influencing measurement variability. Factors like image 
density, spatial features, time of day, vehicle speed, and 
picture intervals all play crucial roles in shaping the 
accuracy and reliability of measurements. These insights 
offer valuable considerations for enhancing the precision 
of shooting range data collection and analysis. 
 
5. Conclusion  
 

This study has explored the usability of mobile 
mapping methods in road inventory and asset 
management systems. Both image technology and laser 
technology were utilized in the mobile mapping process, 
resulting in accurate and consistent data collection. The 
obtained measurements were compared with the 
geodetic measurement method as an accuracy reference. 

The research revealed that mobile mapping systems 
can efficiently collect point and linear data, such as traffic 
signs, lighting poles, road centerlines, trees, building 
corners, and more, along with attribute information and 
symbology. The achieved location accuracies 
demonstrated that this technology is highly effective for 
city road, highway, and railway inventory collection, as 
well as building facade surveys. While the Mobile 
Mapping System data might not meet the precision 
requirements for cadastral surveys, its panoramic 
imagery offers extensive visual insights and verification 
possibilities. As a result, it proves to be a valuable asset 
for urban planning, asset management, and road safety 
improvement. 

The study highlights the Mobile Mapping System's 
potential to revolutionize map applications, bringing a 
three-dimensional dimension to the mapping experience 
in terms of accuracy where the successful 
implementation of a low-cost system, maintaining high-
quality georeferenced information, underscores the 
practicality and efficacy of this approach. The obtained 
data from mobile mopping can be used in production 
high resolution map HD maps for autonomous vehicles. 

In addition to its practical applications, the Mobile 
Mapping System plays a crucial role in enhancing road 
safety by managing and increasing the sustainability of 
road safety equipment data, supporting Regional 
Operations and Engineering Services. Considering its 
diverse applications and numerous advantages, the 
Mobile Mapping System emerges as an indispensable 
tool in today's data-driven landscape. As the technology 
continues to advance, it promises to reshape asset 
inventory mapping and solidify its position as a key 
component of modern mapping practices. 

In this study, the method employed involves a 
mobile mapping system that, in addition to measurement 
purposes, has a broad range of applications in various 
fields. However, the lack of a nationally accepted 
regulation (standard) for its use could potentially limit 

the practicality of the study. It is believed that this study 
could make a significant contribution to the process of 
preparing such a regulation, which would facilitate the 
utilization of this technology. 
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1. Introduction  
 

Mesh surface filtering [1-7] is a pivotal process in the 
domain of computer graphics and computational 
geometry, aimed at enhancing the visual quality and 
computational efficiency of three-dimensional (3D) 
mesh models. A 3D mesh is a discrete representation of a 
surface composed of vertices, edges, and faces. However, 
due to various factors such as acquisition methods, 
simplification techniques, or transmission limitations, 
meshes often contain imperfections, noise, and artifacts 
that can degrade their appearance and usability. Mesh 
surface filtering [8-14], therefore, involves the 
application of algorithms to refine and improve the 
geometric and topological characteristics of mesh 
surfaces. 

The rationale behind filtering mesh surfaces resides 
in the pursuit of producing visually pleasing and 
physically plausible models for applications ranging 
from video games and virtual reality to medical imaging 

and architectural design. The overarching goal is to 
mitigate undesired visual artifacts and irregularities that 
might stem from processes like 3D scanning, 
simplification, or transmission over networks. Filtering 
not only enhances the aesthetics of rendered scenes but 
also assists in downstream tasks such as mesh 
compression, collision detection, and finite element 
analysis. 

Advantages of mesh filtering methods are manifold. 
Firstly, they enable noise reduction [15-21], effectively 
ameliorating the presence of outliers and spurious 
geometries that could arise from sensor inaccuracies or 
data corruption. Secondly, these methods can enhance 
mesh coherency by addressing issues like cracks and 
gaps between adjacent faces, thereby facilitating 
smoother interactions during rendering and simulation. 
Moreover, filtering contributes to the preservation of 
salient features while attenuating superfluous details, 
which proves invaluable in applications where 

https://orcid.org/0000-0001-9309-375X
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maintaining the fidelity of critical structures is essential. 
Additionally, by optimizing the mesh representation [8, 
22-25], computational overhead is reduced, enabling 
real-time rendering and interaction even in resource-
constrained environments. 

However, mesh filtering methods are not devoid of 
limitations. One notable concern is the potential loss of 
fine details during the filtering process, as aggressive 
filtering can inadvertently erase intricate features that 
are pertinent in certain applications. Furthermore, there 
is an inherent trade-off between filtering strength and 
computational cost; complex filtering algorithms may 
demand significant processing power and memory 
resources, impeding their applicability on low-end 
devices. Selecting an appropriate filtering method and 
parameter configuration can also be nontrivial, 
necessitating domain expertise and iterative refinement. 

In conclusion, mesh surface filtering constitutes a 
vital facet of modern computer graphics, serving to 
enhance visual quality, alleviate artifacts, and improve 
computational efficiency in 3D mesh models. While its 
advantages encompass noise reduction, coherency 
enhancement, and feature preservation, caution must be 
exercised to mitigate potential drawbacks such as detail 
loss and computational overhead. The ongoing evolution 
of filtering techniques continues to address these 
challenges, contributing to the creation of compelling, 
high-fidelity virtual environments and simulations 
across diverse domains. 

Mesh filtering methods [10, 26-28] have gained 
considerable attention due to their applications in 
graphics, computer vision, and geometric modelling. 
These methods target the removal of noise, preservation 
of salient features, and simplification of mesh structures. 
One of the early and widely-adopted techniques is 
Laplacian smoothing, which averages the positions of 
neighbouring vertices, but it often over-smooths and may 
degrade mesh quality. Bilateral mesh filtering [2, 5, 23, 
29, 30] emerged as a promising alternative by combining 
geometric closeness and intensity resemblance, 
effectively preserving sharp features. However, its 
computational expense has been a limitation for real-
time applications.  

Taubin [31] introduced a method that leverages the 
combination of low-pass and high-pass filters, 
preventing mesh shrinkage observed in traditional 
Laplacian approaches. Recently, non-local means and 
anisotropic diffusion methods have been explored, 
inspired by their success in image processing. These 
methods consider wider neighbourhoods or adapt 
filtering based on local mesh properties. Guided mesh 
filtering, where the filter operation is guided by another 
signal, has also shown promising results, especially in 
texture and feature preservation. Wavelet-based 
techniques, which decompose the mesh into frequency 
bands, enable multi-resolution processing and have 
applications in mesh compression. 

Deep learning-based mesh filtering [32, 33], a 
burgeoning area, employs neural networks to learn 
optimal filtering parameters from data. While traditional 
methods rely on hand-crafted heuristics, these learnable 
filters adapt based on the input, making them versatile. 
In conclusion, mesh filtering remains an active research 

domain with methodologies ranging from classical 
algorithms to modern machine learning approaches, 
each with its own merits and challenges. 

Bilateral mesh filtering maintains sharp features by 
weighing both geometric proximity and feature 
similarity, making it particularly suitable for preserving 
edges but can be computationally intensive. On the other 
hand, Laplacian filtering smoothens the surface by 
averaging neighbouring vertices, which can lead to over-
smoothing of sharp details if not controlled properly. In 
contrast, Taubin filtering employs a sequence of low-pass 
and high-pass filters, ensuring effective smoothing 
without causing the mesh to shrink, offering a balance 
between detail preservation and noise reduction. 

This paper presents experiments on the use of 
Bilateral, Laplacian, and Taubin mesh filters in 
photogrammetry and computer vision. These filters are 
commonly used in these fields because they are effective 
at smoothing meshes while preserving sharp features. 

The rest of this paper is organized as follows: Section 
2 introduces Mesh Filtering Methods. In Section 3, 
Experiments are presented. In Section 4, Results and 
Conclusions are given. 

 

2. Mesh Filtering Methods 
 

This section briefly presents the analytical structures, 
basic features, advantages, and disadvantages of the 
Bilateral, Laplacian, and Taubin filters used in the 
Experiments section of this paper. 

 

2.1. Bilateral Mesh Filtering 
 

Bilateral mesh filtering is a method that applies 
Bilateral filtering principles to 3D mesh data. It aims to 
smooth the mesh while preserving important features 
such as edges and corners. The filtering process takes 
into account both geometric distance and attribute 
similarity between vertices to determine the filtering 
weights. 

Given a mesh with vertices 𝑉 and faces 𝐹, the filtered 
position 𝑝𝑖′ for vertex 𝑝𝑖  can be computed using Equation 
1: 
 

𝑝𝑖′ =
1

𝑊𝑖
∑𝑤𝑖𝑗

𝑁

𝑗=1

⋅ 𝑝𝑗  (1) 

 
where, 𝑁 is the number of neighboring vertices of  𝑝𝑖 . 

The 𝑝𝑗  represents the neighboring vertex positions. The 

𝑤𝑖𝑗  is the Bilateral weight between vertices 𝑝𝑖  and 𝑝𝑗 .  

𝑤𝑖𝑗  𝑖𝑠 the normalization term. The 𝑤𝑖𝑗  is computed as a 

combination of spatial and range weights by using 
Equation 2: 
 

𝑤𝑖𝑗 = 𝑤𝑠(‖𝑝𝑖 − 𝑝𝑗‖) ⋅ 𝑤𝑟(𝑝𝑖 , 𝑝𝑗) (2) 
 

where,  𝑤𝑠(‖𝑝𝑖 − 𝑝𝑗‖) is the spatial weight based on 

the geometric distance between vertices 𝑝𝑖  and 𝑝𝑗 . The  

𝑤𝑟(𝑝𝑖 , 𝑝𝑗) is the range weight based on attribute 

similarity between vertices 𝑝𝑖  and 𝑝𝑗 .  In this filter, 

𝑤𝑠(‖𝑝𝑖 − 𝑝𝑗‖) and 𝑤𝑟(𝑝𝑖 , 𝑝𝑗) represent the spatial and 

range weights, respectively. Bilateral mesh filter iterates 
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over each vertex in the mesh, computes the weighted 
sum of neighboring vertex positions, and updates the 
filtered position accordingly while considering 
normalization. Pseudo-code of Bilateral mesh filter is 
given in Figure 1. 

 

 
Figure 1. Pseudo-code of Bilateral mesh filter. 

 
Bilateral mesh filter offers several advantages that 

make it a valuable technique for enhancing the visual 
quality and preserving important features of 3D mesh 
models: 

Bilateral filtering is inherently designed to preserve 
edges and boundaries within the data. This characteristic 
is crucial for maintaining the sharpness and integrity of 
important features in the mesh, such as edges, corners, 
and creases. Unlike traditional smoothing methods that 
tend to blur edges, bilateral filtering ensures that these 
features remain well-defined. One of the strengths of 
bilateral mesh filtering lies in its ability to take into 
account attributes associated with vertices, such as 
normal or colours. This enables the filtering process to 
consider not only geometric proximity but also attribute 
similarity when computing filtering weights. As a result, 
attributes are preserved more effectively, contributing to 
the overall visual fidelity of the mesh. Bilateral filtering 
effectively reduces noise and small-scale irregularities 
present in the mesh data. The incorporation of attribute-
based filtering helps distinguish between meaningful 
variations and noise, allowing the method to selectively 
smooth out noise while retaining genuine geometric and 
attribute details.  

Bilateral filtering is highly adaptable and can be 
tailored to specific applications and requirements. By 
adjusting the parameters of the spatial and range 
weights, users can control the strength of the filtering 
effect. This adaptability makes bilateral filtering suitable 
for a wide range of scenarios, from artistic stylization to 
scientific simulations. Unlike some traditional smoothing 
methods that may result in blurring and distortion of 
geometric details, bilateral filtering smooths the mesh 
while preserving important features. This is particularly 
advantageous for applications where maintaining the 
integrity of the mesh's structural characteristics is 
essential. 

Bilateral filtering strikes a balance between noise 
reduction and feature preservation. It selectively 
smooths areas that are less critical while leaving 
important features untouched. This characteristic is 
particularly valuable for applications where a 
compromise between overall smoothness and the 
preservation of key details is required.  

The advantages of bilateral mesh filtering extend 
across various domains, including computer graphics, 
medical imaging, computer-aided design, and more. It 
finds applications in rendering, modelling, simulation, 
and analysis, making it a versatile technique with wide-
ranging benefits. While more computationally intensive 
methods may achieve better results, bilateral filtering 
strikes a good balance between quality and efficiency. It 
is often suitable for real-time or interactive applications, 
offering an effective compromise between filtering 
strength and computational complexity. 

In summary, bilateral mesh filtering is advantageous 
due to its ability to preserve edges, accommodate 
attribute-based filtering, reduce noise, offer 
customizable adjustments, and strike a balance between 
feature preservation and smoothing. These advantages 
make it a valuable tool for enhancing the visual quality 
and fidelity of 3D mesh models across diverse 
applications. 
 
2.2. Laplacian Mesh Filtering 

 

Laplacian Mesh Filtering is a widely used method for 
mesh smoothing and denoising. It leverages the 
Laplacian operator to iteratively update vertex positions 
based on the local geometric information of 
neighbouring vertices.  

The Laplacian operator quantifies the difference 
between a vertex and the average of its neighbours, 
capturing the curvature and shape characteristics of the 
mesh. Let's denote the Laplacian operator as 𝛥 and the 
position of a vertex 𝑣𝑖  as 𝒑𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖). The Laplacian 
operator applied to the position of a vertex is defined in 
Equation 3: 
 

𝛥𝒑𝑖 =
1

|𝒩𝑖|
∑ (𝒑𝑗 − 𝒑𝑖)

𝑣𝑗∈𝒩𝑖

 (3) 

 
where 𝒩𝑖  represents the set of neighboring vertices of 

𝑣𝑖 .  
The basic outline of the Laplacian Mesh Filtering 

algorithm is given below: 
1. Initialize: Given a mesh with vertices 𝒑𝑖  and 

connectivity information. 
2. Choose the number of iterations 𝑁. 
3. For k = 1 to N: 
   a. For each vertex 𝑣𝑖: 
      i. Compute the Laplacian update: 𝛥𝒑𝑖 =

1

|𝒩𝑖|
∑ (𝒑𝑗 − 𝒑𝑖)𝑣𝑗∈𝒩𝑖

. 

      ii. Update the vertex position: 𝒑𝑖
(𝑘)
= 𝒑𝑖

(𝑘−1)
+ 𝜆 ⋅

𝛥𝒑𝑖 , 
 
where 𝜆 is a user-defined weight controlling the step 

size. 
The Pseudo-code of Laplacian mesh filtering is given 

in Figure 2. 

In this pseudo-code, 𝒑𝑖
(𝑘)

represents the position of 

vertex 𝑣𝑖  after 𝑘 iterations. 
Laplacian Mesh Filtering iteratively adjusts vertex 

positions, redistributing their positions based on the 
average displacement of neighbouring vertices. This 
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process tends to smooth out noise and small-scale 
irregularities in the mesh while preserving overall shape 
characteristics. The parameter 𝜆 controls the extent of 
the update and should be chosen carefully to achieve the 
desired smoothing effect without causing over-
smoothing or distortion. 
 

 
Figure 2. Pseudo-code of Laplacian mesh filtering. 
 

The Laplacian Mesh Filtering method is conceptually 
straightforward and easy to implement. It involves a 
simple iterative process that updates vertex positions 
based on the Laplacian operator, making it accessible to 
both novice and experienced users.  

Laplacian filtering tends to preserve local geometric 
coherence. It smooths the mesh while maintaining the 
overall shape characteristics and connectivity of the 
original mesh. This makes it suitable for applications 
where preserving essential features is important.   

Laplacian filtering is effective in reducing noise and 
small-scale irregularities in the mesh. By averaging 
vertex positions with their neighbours, the method can 
mitigate high-frequency noise that might be present due 
to data acquisition or other factors.  The filtering strength 
can be controlled using the parameter 𝜆. Users can adjust 
this parameter to achieve the desired level of smoothing. 
This level of control is valuable when adapting the 
filtering to different meshes and requirements. 

While Laplacian filtering is efficient at smoothing, it 
can inadvertently lead to detail loss, particularly in 
regions with high curvature or intricate features. The 
iterative nature of the algorithm tends to distribute 
vertex positions toward an average, potentially 
diminishing fine details.  In some cases, Laplacian 
filtering can introduce shape distortion, especially when 
the smoothing process is too aggressive. This might 
cause unintended changes in the mesh's shape that could 
impact the overall visual quality or intended 
characteristics of the model.  

Laplacian filtering can lead to uneven smoothing, 
where some parts of the mesh are smoothed more than 
others. This is due to the reliance on local neighbourhood 
information, which might not be uniform across the 
entire mesh. The performance of Laplacian filtering is 
highly dependent on the choice of the 𝜆 parameter. 
Selecting an inappropriate value can lead to suboptimal 
results, such as under-smoothing or over-smoothing.  In 
meshes with irregular connectivity or boundary 
conditions, Laplacian filtering can sometimes introduce 
artifacts like shrinkage or expansion of specific regions. 
This is because the filtering process is sensitive to the 
local vertex distribution and connectivity. 

In summary, Laplacian Mesh Filtering offers a 
straightforward approach to mesh smoothing with 
advantages including simplicity, noise reduction, and 
local coherence. However, it comes with the trade-offs of 
potential detail loss, shape distortion, and sensitivity to 

parameter choices. Users should carefully consider these 
factors and their specific application requirements when 
choosing Laplacian filtering as a mesh enhancement 
technique. 

 
2.3. Taubin Mesh Filtering 
 

Taubin Mesh Filtering is a popular method for 
smoothing and denoising 3D mesh surfaces. It was 
introduced by Gabriel Taubin in 1995 as an iterative 
technique that alternates between applying two distinct 
filters: a Laplacian smoothing filter and a high-pass filter. 
This approach effectively reduces noise while preserving 
important features of the mesh.  

Given a 3D mesh represented by vertices (𝒗𝑖) and 
faces (𝒇𝑗) with associated normal (𝒏𝑖), the Laplacian 

smoothing step can be represented by using Equation 4: 
 

𝒗𝑖
(𝑘+1)

= 𝒗𝑖
(𝑘)
+ 𝜆1 ⋅ Laplacian(𝐯𝑖

(𝑘)
) (4) 

 
where (𝜆1) is a user-defined parameter controlling 

the amount of smoothing, and Laplacian(𝐯𝑖
(𝑘)
) computes 

the Laplacian operator on vertex (𝒗𝑖) at iteration (𝑘).  
The Laplacian operator measures the difference 

between the vertex and the average of its neighbouring 
vertices, thus smoothing out irregularities. Following the 
Laplacian smoothing, the high-pass filter step is applied 
using Equation 5: 
 

𝒗𝑖
(𝑘+1)

= 𝒗𝑖
(𝑘+1)

− 𝜆2 ⋅ Laplacian(𝐯𝑖
(𝑘+1)

) (5) 
 

Here, (𝜆2) is another user-defined parameter 
controlling the amount of high-frequency detail 
preservation. This step effectively compensates for the 
excessive smoothing introduced by the previous step, 
enhancing the overall fidelity of the filtered mesh. 

The pseudo-code of Taubin Mesh Filtering method is 
given in Figure 3. 
 

 
Figure 3. Pseudo-code of Taubin mesh filtering. 

 

This pseudo-code outlines the core steps of the 
Taubin Mesh Filtering method, including Laplacian 
computation and the iterative application of smoothing 
and high-pass filtering. The parameters (𝜆1), (𝜆2), and 
the number of iterations (𝐾) can be adjusted to achieve 
the desired level of smoothing and detail preservation for 
a given mesh. 

The Taubin Mesh Filtering method offers several 
advantages and drawbacks, making it an interesting 
choice for mesh smoothing and denoising in certain 
scenarios.   

Taubin Mesh Filtering employs an iterative process 
that alternates between Laplacian smoothing and high-
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pass filtering. This approach allows for controlled 
smoothing while preserving important geometric details. 
The iterative nature enables users to fine-tune the degree 
of filtering.  The method is effective in reducing noise and 
artifacts present in mesh data.  

The Laplacian smoothing step averages vertex 
positions, which helps in attenuating high-frequency 
noise components, resulting in a smoother appearance. 
The high pass filtering step counteracts excessive 
smoothing introduced by the Laplacian operation. This 
ensures that significant geometric features, such as edges 
and corners, are better preserved compared to methods 
that solely rely on simple smoothing techniques. The user 
has control over two crucial parameters: (𝜆1) and (𝜆2). 
These parameters influence the amount of smoothing 
and detail preservation, allowing users to tailor the 
filtering process to suit the specific characteristics of the 
input mesh and the desired visual outcome. The method 
is relatively computationally efficient due to its localized 
nature. The Laplacian and high pass filtering operations 
involve neighbouring vertices, making them amenable to 
parallelization and optimization techniques. 

Depending on the chosen parameter values and the 
number of iterations, aggressive smoothing may result in 
the loss of fine geometric details. While the high pass 
filter aims to mitigate this, there can still be instances 
where essential details are inadvertently smoothed out.  

The effectiveness of the Taubin method is closely tied 
to parameter settings. Selecting appropriate values for 
(𝜆1) and (𝜆2) is not always straightforward, and finding 
the right balance between smoothing and preserving 
details requires experimentation.  In certain cases, 
excessive filtering iterations can lead to mesh distortion. 
Particularly, regions with high curvature might exhibit 
undesirable artifacts due to the iterative nature of the 
smoothing process.   

The Taubin method's effectiveness diminishes in 
cases where the input mesh has highly irregular or noisy 
features. For instance, when the noise levels are 
extremely high or the mesh lacks clear geometric 
structure, the method might struggle to achieve 
satisfactory results.  Despite its advantages, Taubin Mesh 
Filtering may necessitate manual intervention to achieve 
optimal results. Users might need to fine-tune 
parameters and conduct iterative trials to strike a 
balance between smoothing and feature preservation. 

In conclusion, the Taubin Mesh Filtering method is a 
versatile approach for smoothing and denoising 3D mesh 
surfaces. Its iterative nature and parameter control offer 
flexibility in achieving varying degrees of noise reduction 
and detail preservation. However, careful consideration 
of parameter settings and an understanding of its 
limitations are essential to ensure effective application 
and avoid unintended consequences such as detail loss or 
mesh distortion. 
 
3. Experiments  
 

In the experiments, 4 different meshes were used: 
“David” (Figure 4A), “Roma” (Figure 4B), “Man” 
(Figure 5A), and “Girl” (Figure 5B).   

The “David” test mesh has 72,685 faces, and 36,714 
vertices. The “Roma” test mesh consists of 55,847 faces, 

and 28,254 vertices. The “Man” test mesh contains 
30,000 faces, and 15,258 vertices. The “Girl” test mesh 
has 6,999 faces, and 3,658 vertices.  The spatial 
coordinates of the related mesh’s are given in centimetre. 
The spatial boundaries for the "Man" are given as: 150 ≤
𝑥 ≤ 200, 3.77 ≤ 𝑦 ≤ 43.32, 𝑎𝑛𝑑 2.23 ≤ 𝑧 ≤ 67.39.  The 
spatial boundaries for the "Roma" are given as: 100 ≤
𝑥 ≤ 200, 110.31 ≤ 𝑦 ≤ 165.95, 𝑎𝑛𝑑  204.33 ≤ 𝑧 ≤
295.11. The spatial boundaries for the "David" are given 
as: 100 ≤ 𝑥 ≤ 200, 75 ≤ 𝑦 ≤ 150, 100 ≤ 𝑧 ≤ 200. The 
spatial boundaries for the "Girl" are given as: 100 ≤ 𝑥 ≤
200,   84.14 ≤ 𝑦 ≤ 170.63, 𝑎𝑛𝑑 56.29 ≤ 𝑧 ≤ 210.63. 

Corrupted meshes are generated by adding random 
valued uniform impulsive noise to the vertex positions of 
the original meshes. The vertex positions of the 
generated corrupted meshes are repaired by optimizing 
the internal parameters of the filters used in the 
experiments.   

The optimal values for the related threshold 
parameters of Bilateral, Laplacian, and Taubin filters 
have been optimized using the BSA algorithm [34-37]. 
Taubin filter is applied to related meshes using 5 
iterations. BSA is a very powerful, non-recursive, 
iterative evolutionary search method developed by 
Çivicioğlu [34]. Evolutionary search algorithms are very 
popular because they produce useful results in the 
optimization of non-differentiable, multimodal, and 
continuous numerical problems. For BSA, the size of the 
population is set to 20, and the maximum number of 
iterations is empirically chosen as 100,000. The search 
space lower and upper bound values have been 
determined as [low=0; up=1] only for the first iteration. 
In the following iterations, BSA employed the unbounded 
search method to obtain the optimum values for the 
related filters.   

The objective function used for BSA is given in 
Equation 6: 
 

𝑎𝑟𝑔𝑚𝑖𝑛⏟    
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠  𝑜𝑓 𝐹𝑖𝑙𝑡𝑒𝑟

|𝐶𝑀𝑒𝑠ℎ𝐹𝑖𝑙𝑡𝑒𝑟 − 𝑂𝑀𝑒𝑠ℎ| (6) 

 
where 𝐶𝑀𝑒𝑠ℎ𝐹𝑖𝑙𝑡𝑒𝑟 , and 𝑂𝑀𝑒𝑠ℎ denote response of 

the filter used in the current experiment, and original 
mesh, respectively.  

All the filtering methods used in the Experiments 
were implemented in MATLAB. The Experiments were 
conducted by using a computer with Intel(R) Xeon(R) 
CPU E5-2650 v2 @ 2.60GHz   2.60 GHz (2 CPU), 64GB 
RAM.   

Table 1 shows the ‘Mean Square Error’’ values 
calculated between the meshes obtained from the 
experiments and the original mesh. When Table 1 is 
examined, it is seen that the Taubin method is relatively 
more successful in filtering out the relevant data. 
 

Table 1. ‘Mean Square Error’ values computed between 
filtered and original mesh. 

Test Set Noisy 
Filtering Methods 

Bilateral 
Filer 

Laplacian Taubin 

David 0.0837 0.0417 0.0215 0.0108 
Roma 0.0954 0.0567 0.0349 0.0181 
Man 0.1054 0.0600 0.0381 0.0270 
Girl 0.0910 0.0580 0.0276 0.0198 
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Figure 4. The mesh surface without texture for (a) Original, (b) Corrupted, (c) Bilateral Filtering, (d) Laplacian, and (e) 
Taubin are illustrated in rows A#1, and B#1. The normalized- displacement values superimposed on the related mesh 
surfaces as texture for (b) Corrupted, (c) Bilateral Filtering, (d) Laplacian, and (e) Taubin are illustrated in rows A#2, 

and B#2.   
 

 
Figure 5. The mesh surface without texture for (a) Original, (b) Corrupted, (c) Bilateral Filtering, (d) Laplacian, and (e) 
Taubin are illustrated in rows C#1, and D#1. The normalized-displacement values superimposed on the related mesh 
surfaces as texture for (b) Corrupted, (c) Bilateral Filtering, (d) Laplacian, and (e) Taubin are illustrated in rows C#2, 

and D#2.  
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The meshes produced by the relevant filters at the 
end of the experiments are shown in Figure 4 and Figure 
5. Column (a) of Figure 4 and Figure 5 shows the original 
mesh surface. Column (b) of Figure 4 and Figure 5 shows 
the corrupted mesh with random valued uniform 
impulsive noise, where noise ~ U [- 0.50; 0.50] as cm., 
and U denotes continuous uniform distribution. 
 
 

4. Results and Conclusion  
 

In this paper, the detail preservation capabilities of 
Bilateral, Laplacian, and Taubin mesh filtering methods 
have been examined in detail using 4 test sets. The 
Bilateral filter has a relatively more complex analytical 
structure compared to the Laplacian, and Taubin filters. 
Taubin filtering is relatively more successful in 
preventing deformation on the mesh. In concave and 
convex areas, Laplacian, and Taubin tend to preserve 
mesh details relatively better. The Bilateral filter causes 
a partial over-smoothing effect on the edge areas. In 
contrast, visually, the Bilateral filter tends to produce 
more continuous surface data. The Laplacian method has 
caused a partial over-sharp effect on the edge areas. 
Although the results obtained from the study suggest 
that the success of the mesh filter is somewhat data-
dependent, it has been observed that the Taubin method 
is more successful in detail preservation compared to 
other methods used in the experiments. 
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1. Introduction  
 

The quality and safety of road networks are 
paramount concerns in modern transportation 
infrastructure [1]. The condition of road surfaces, 
particularly their roughness, plays a pivotal role in 
ensuring safe and efficient travel for road users [2, 3]. 
Road roughness not only affects the comfort and safety of 
vehicular travel but also impacts vehicle operating costs, 
fuel consumption, and overall road infrastructure 
maintenance [4]. Therefore, precise and comprehensive 
assessment of road roughness is essential for 
transportation authorities and road management 
agencies [1]. 

One of the key metrics used for road roughness 
assessment is the International Roughness Index [IRI], 
which quantifies the deviations or irregularities in the 
road's longitudinal profile [1, 6]. These irregularities are 
closely linked to ride quality, vehicle safety, and overall 
road network efficiency. By incorporating IRI into road 
roughness analysis, transportation authorities can gain 
valuable insights into road conditions and prioritize 
maintenance and repair efforts effectively. Traditionally, 
road roughness analysis has relied on manual 
inspections or the digital annotation of images captured 
along road corridors [6, 7]. While these methods have 
provided valuable insights, they often present limitations 
in terms of data completeness, efficiency, and cost-
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effectiveness, particularly when dealing with extensive 
road networks. To address these challenges and enhance 
the accuracy of road roughness assessment, recent 
advancements in remote sensing technologies, 
particularly those involving Unmanned Aerial Vehicles 
(UAVs), have opened up new avenues for data acquisition 
and analysis [8, 9]. 

Unmanned Aerial Vehicles, equipped with cameras, 
have the capability to rapidly capture detailed and high-
resolution aerial photographs. These images, when 
processed using the Structure-from-Motion (SfM) 
method to generate point clouds, offer a wealth of 
information about the road's geometry, surface 
conditions, and roughness [10]. As such, UAV-based 
point clouds derived from aerial photographs present an 
enticing opportunity for road roughness analysis, 
offering distinct advantages in terms of speed, cost-
efficiency, and data coverage [11]. 

This study, carried out on a road within the Harran 
University Osmanbey campus, focuses on the utilization 
of point clouds generated using the SfM method from 
aerial photographs collected by UAV to conduct a 
comprehensive analysis of road roughness. By leveraging 
the advantages of UAV technology, the SfM method, and 
advanced point cloud analysis techniques, this research 
endeavors to develop an accurate and efficient 
methodology for characterizing road roughness 
conditions. The primary objective is to investigate the 
feasibility of UAV-derived point clouds, including the IRI 
metric, as a valuable resource for road management and 
maintenance, with an emphasis on enhancing road 
safety, optimizing maintenance schedules, and 
minimizing operational costs. 

Through the integration of UAV technology, the SfM 
method, and advanced point cloud analysis techniques, 
this study aims to contribute to the field of transportation 
infrastructure management. By exploring the potential of 
SfM-derived point clouds, it seeks to provide 
transportation authorities and road administrators with 
a practical and cost-effective solution for maintaining 
and improving the quality of road networks. Ultimately, 
this research endeavors to foster safer, more efficient, 
and economically sustainable road transportation 
systems. 

 

2. Method 
 

In this section, we outline the methodology employed 
for the generation of point clouds using the SfM approach 
from aerial photographs collected by the UAV and 
subsequent roughness analysis. We describe the steps 
involved in SfM-based point cloud generation, followed 
by the specific procedures for assessing road roughness 
using different kernel sizes. 

 

2.1. SfM based point cloud generation 
 

UAVs have revolutionized the field of remote sensing 
by providing a versatile platform for collecting high-
resolution aerial images [12]. The methodology 
employed in this study harnessed the SfM approach for 
extracting point cloud data from the aerial photographs 
collected by the UAV. This process entailed a series of 
technical steps to ensure the accuracy and precision of 

the obtained 3D point cloud. First and foremost, the 
UAV's camera underwent a meticulous calibration 
procedure to ascertain its intrinsic parameters, including 
focal length and lens distortion coefficients. The 
subsequent phase involved the systematic acquisition of 
high-resolution aerial images during the UAV flight, 
thoroughly covering the targeted road segment within 
the Harran University Osmanbey campus from diverse 
angles and viewpoints. Key features, often referred to as 
keypoints, were then meticulously extracted from these 
images to facilitate the establishment of 
correspondences between overlapping images. 

When coupled with the SfM technique, UAV-based 
imagery can be efficiently processed to derive valuable 
three-dimensional (3D) information [13]. SfM, a 
computer vision methodology, plays a pivotal role in this 
process by analyzing common features across a series of 
overlapping 2D images captured from different angles. 
By leveraging camera parameters such as focal length, 
distortion, camera position, and orientation, SfM 
calculates the 3D coordinates of these features, 
ultimately generating a point cloud [14]. This point cloud 
represents the spatial layout of the objects and terrain 
within the surveyed area in a highly detailed and 
accurate manner.  

The extracted features from multiple images were 
matched to identify common points visible from various 
perspectives. With this correspondence in place, SfM 
algorithms accurately determined the positions and 
orientations of the UAV camera for each image, thus 
enabling the creation of a 3D point cloud through 
triangulation. Initially, a sparse point cloud was 
generated to provide a basic approximation of the 
scene's structure. However, this sparse cloud was further 
refined through bundle adjustment techniques, which 
minimized discrepancies between observed feature 
positions and their corresponding 3D positions in the 
point cloud. 

Subsequently, the sparse point cloud was densified to 
create a detailed and comprehensive representation of 
the road surface. This densification process involved 
interpolating and adding additional 3D points to enhance 
the point cloud's richness. Finally, to ensure the 
alignment of the point cloud data with real-world 
geographic coordinates, georeferencing techniques were 
employed, culminating in a precisely calibrated and 
spatially referenced point cloud dataset. These technical 
steps collectively laid the groundwork for the 
subsequent road roughness analysis, empowering the 
study to draw meaningful insights from the UAV-derived 
point cloud data. 

 
2.2. Roughness analysis  

 
At this point, we have to remind that the roughness 

analysis was performed in Cloud Compare software. To 
initiate the roughness analysis, a crucial step involved 
the definition of a 'kernel' and its corresponding 'kernel 
size'. This 'kernel' represented a neighborhood radius 
around each point within the point cloud dataset. The 
'kernel size' determined the spatial extent within which 
neighboring points were considered for roughness 
calculations. By strategically defining these parameters, 
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the study ensured that the analysis captured variations 
in road roughness across the entire dataset effectively 
[15]. 

The core metric for assessing road roughness was the 
distance between each point and the best fitting plane 
computed using its nearest neighbors within the 
designated 'kernel'. This distance, measured 
orthogonally to the plane, provided a quantitative 
measure of surface irregularities. The selection of this 
'best fit plane' approach allowed for a robust evaluation 
of the road's topographical variations, ensuring that the 
analysis was sensitive to even subtle changes in surface 
height. 

The roughness calculation further delved into the 
differences in elevation between each central point and 
the average height of its neighboring points. This 'height 
difference' parameter was computed along the specified 
'vertical' orientation, enabling the study to capture 
vertical deviations in the road surface. The use of this 
parameter allowed for a multi-dimensional assessment 
of road roughness, considering both horizontal and 
vertical variations. 

In scenarios where there were insufficient 
neighboring points to reliably compute a least-squares 

(LS) plane-typically fewer than three neighbors-the 
study systematically assigned an invalid scalar value 
(NaN) to those points. This precautionary measure 
ensured that roughness calculations were only 
performed on points with a sufficient neighborhood 
context, maintaining the integrity of the analysis. 

 
3. Results and Discussion 
 

Within the scope of the study, ground control points 
were established before flying with the UAV in the field. 
Then a photogrammetric flight plan was prepared. 
According to the plan, an altitude of 20 m was preferred 
for a road segment of approximately 185 m in length. No 
lower altitude was flown because it was considered a 
serious risk that trees and lighting lamps in the median 
could jeopardize the flight. 143 aerial images were 
obtained over the study area by using DJI Mavic 2 Pro. 
The overlap ratios were set to 80% in the flight plan. 
Thus, the maximum level of detail was wanted to be 
captured. The point cloud obtained as a result of the 
study contains more than 6 million points. All 
photogrammetric process were performed in Agisoft 
Metashape (Figure 1). 

 

 
Figure 1. UAV flight lines and point cloud of the study area. 

 
Within the scope of the study, it is necessary to decide 

on the kernel size, as stated in the method section, in 
order to determine the rough areas from the point cloud. 
The road roughness level varies depending on the 
selected kernel size. As seen in Figure 2, a defect that can 
be noticed visually and should be considered in terms of 
comfort and safety is not very rough in the small kernel 
size (10 cm in our study). However, as the kernel size 
increases, roughness or defects are detected. 
Since the applied algorithm takes into account the height 
information of the points remaining in the kernel, 
examining the data set carefully and filtering outliers, if 
any, by pre-processing will yield more accurate results. 
In our case, the statistical outlier filter was performed. 
Apart from this, it would be rational to determine for 
what purpose the roughness analysis will be made.  

The kernel size, also referred to as the neighborhood 
radius, is a critical parameter that significantly affects the 
calculation of road roughness from point cloud data. It 
essentially determines the scale at which roughness is 
assessed. Considering that the contact area of rubber-
tired vehicles with the road surface typically falls within 
the range of 30 to 70 cm² [16], we selected specific kernel 
sizes for our study. To elaborate, we investigated three 
distinct kernel sizes: 30 cm, considered as "smaller"; 50 
cm, denoted as "moderate"; and 75 cm, categorized as 
"larger". The subsequent section delves into the manner 
in which road roughness reacts to variations in core size. 
The roughness result of 30 cm kernel size is given in 
Figure 3.
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Figure 2. Roughness results of different kernel sizes. 

 

 
Figure 3. Roughness result of 30 cm kernel size. 
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According to Figure 3, it is possible to say that 
smaller kernel sizes typically have a radius that covers 
only a limited area around each point in the point cloud. 
Moreover, with smaller kernel sizes, the analysis focuses 
on fine-scale variations in the road surface. This level of 
detail is particularly useful for identifying and 
quantifying small-scale irregularities, such as minor 
cracks, tiny potholes, or subtle surface texture variations. 
Smaller kernel sizes provide a highly detailed assessment 
of road roughness and are preferred when capturing 
fine-grained features is crucial. 

The roughness result for a moderate kernel size (50 
cm) is given in Figure 4. 

As seen in Figure 4, the moderate kernel sizes strike 
a balance between capturing fine details and assessing 
broader trends on the road surface. This kernel sizes 
encompass a moderately sized area around each point, 
providing a more generalized view of roughness. It is 
possible to say that the analysis with moderate kernel 
sizes can effectively highlight medium-scale features like 
undulations, rutting, or larger cracks. Moderate kernel 
sizes are versatile and are often chosen when a 

comprehensive yet manageable assessment of road 
roughness is required. 

The roughness result for a larger kernel size (75 cm) 
is given in Figure 5. 

As shown in Figure 5, the larger kernel sizes involve 
a radius that covers a substantial area surrounding each 
point. With this larger kernel size, the analysis focuses on 
capturing the overall road condition, smoothing out 
localized variations. These kernel sizes are effective at 
assessing the road's macro-level characteristics, 
including large undulations, dips, or extensive surface 
defects. Larger kernel sizes are chosen when the primary 
interest is in understanding the general road roughness 
pattern and identifying major road surface issues. 

In the end, the selection of a specific kernel size 
depends on the objectives of the road roughness analysis. 
Smaller kernel sizes are ideal for detailed inspections, 
moderate sizes offer a balanced view, and larger sizes 
provide a broader perspective of road conditions. 
Researchers and practitioners can tailor their choice 
based on the level of detail required and the specific 
characteristics of the road being evaluated. 
 

 

 
Figure 4. Roughness result of 50 cm kernel. 

 

 
Figure 5. Roughness result of 75 cm kernel. 
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4. Conclusion  
 

In this study, we explored the potential of UAVs 
equipped with SfM-derived point clouds to revolutionize 
the assessment of road roughness. Road roughness is a 
crucial parameter affecting road safety, user comfort, 
vehicle operating costs, and infrastructure maintenance. 
Traditional methods of road roughness analysis, relying 
on manual inspections or image annotation, often suffer 
from limitations in data completeness, efficiency, and 
cost-effectiveness, especially for extensive road 
networks. Our investigation, conducted on a road 
segment within the Harran University Osmanbey 
campus, demonstrated the efficacy of UAV technology 
combined with SfM-derived point clouds as a robust and 
practical solution for road roughness assessment. By 
harnessing the advantages of UAVs, such as rapid data 
acquisition and high-resolution imagery, and employing 
SfM to generate detailed point clouds, we were able to 
provide a comprehensive analysis of road surface 
conditions. 

Through a systematic examination of road 
roughness at varying kernel sizes, specifically 30 cm 
(smaller), 50 cm (moderate), and 75 cm (larger), we 
gained valuable insights into how different scales of 
analysis impact roughness measurements. This research 
not only contributes to the field of transportation 
infrastructure management but also underscores the 
significance of UAV technology in enhancing road safety, 
optimizing maintenance schedules, and minimizing 
operational costs. 

Our findings suggest that UAV-derived point clouds 
offer a promising avenue for road roughness analysis, 
providing transportation authorities and road 
administrators with an efficient and cost-effective means 
of maintaining and enhancing road networks. By 
leveraging this technology, we can work towards the 
development of safer, more efficient, and economically 
sustainable road transportation systems. 

As we move forward, further research and 
technological advancements in UAV-based road 
roughness assessment have the potential to 
revolutionize road management practices, ultimately 
leading to enhanced road quality and improved travel 
experiences for road users. 
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 LiDAR (light detection and ranging) sensors use laser beams to calculate distances in the 
surroundings. These sensors can be applied to a wide range of tasks, and they are 
frequently helpful in tasks like building 3D maps, navigating airplanes, robots, conducting 
mining operations, and automated driving. High-resolution distance measurements are 
taken by LiDAR sensors, but they also gather environmental data. This information aids in 
locating, identifying, and quantifying things and their surroundings. The iPhone 12 Pro, 
which Apple released in 2020, was evaluated for accuracy with various geometric shapes 
and its capacity to recognize indoor environments. Free of charge 3D Scanner and the Clirio 
Scan application were employed in this situation. However, it was found that the root mean 
square error and mean error in indoor mapping were ±1.41 cm and -0.56 cm in 3D Scanner 
and ±3.94 cm and -0.60 cm in the Clirio Scan application, respectively, despite the findings 
obtained showing low accuracy in scanning small geometric objects due to the scanning 
difficulty. Clirio does not reject the null hypothesis in the t-test that was conducted. The 
accuracy of the LiDAR sensor in indoor mapping has been shown to be more promising 
than that of small items. In order to evaluate the reliability and reusability of the indoor 
mapping application according to reference measurements, intraclass correlation test was 
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1. Introduction  
 

Terrestrial laser scanning, aerial laser scanning, 
structured light, structure-from-motion, and multi-view 
stereo are photogrammetric data acquisition approaches 
that will help various fields [1-4]. Rapid breakthroughs in 
image and signal processing techniques, as well as 
technological microchip advancements, have enabled the 
production of low-cost and minimum sensors. These 
methods have advantages and weaknesses, and new 
generation technologies are expected to make data 
collecting faster and more flexible. It is also critical to 
conduct accurate research on newly created technology. 
Close range remote sensing technologies such as Light 
Detection and Ranging (LiDAR) are creating greater 
opportunities than ever for architectural surveying [5], 
forensic [6], restoration [7], archaeological 
documentation [8], underground mining operations [9], 
mining and post mining operations [10-12], game 
character modeling, analysis and interpretation [13]. 
LiDAR technology is now widely employed in geomatic 
applications due to its speed, practicability, and 

precision. Data capture for LiDAR typically uses the time-
of-flight (ToF) and phase difference methods. This 
technology, particularly when combined with the Inertial 
Measurement Units (IMU) system, has cleared the path 
for its application in a variety of disciplines [14]. This 
allows for the rapid creation of 3D point clouds and 
models. Involving a larger number of non-expert users in 
the process assures that the augmented reality 
application and documentation process of the created 
models is widely disseminated throughout the 
community, highlighting the need of investigating 
LiDAR/photogrammetric systems. Development of 
micro-dimensions of sensors and electro-mechanical 
components lead to support these systems with high 
computational power. This digital advancement has been 
aided by different technology advances, resulting in a 
broader use for the 3D documentation process [14-18]. 

Although LiDAR technology has long been utilized in 
terrestrial laser scanning, it is not always practicable to 
retrieve, preserve, and transport these instruments, and 
operating them requires expertise. The widespread use 
of electronics products has reduced the cost to the 
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consumer overall and increased the speed of portable 
devices like smartphones and tablets, leading to 
continued advancements in computing power, overall 
performance, advancements in computer vision 
algorithms, and general data processing optimizations. In 
order for the end customer to be able to reverse engineer 
the product design, the manufacturer competes by 
delivering high quality products customized to meet 
their needs. The infrared and RGB sensor of the RGB-D 
sensors, for instance, are used in a variety of applications, 
including indoor mapping, 3D mapping and localization, 
path planning, body tracking, health applications, and 
Human Pose, despite the fact that they were originally 
introduced to improve player performance and the sense 
of realism [1, 19, 20]. The path for the digitization of 
actual items has been prepared thanks to the LiDAR and 
TrueDepth technologies integrated into Apple’s new 
devices released in 2020. Being less dependent on the 
energy source (like heavy batteries) and easily handling 
related to LiDAR, it is apparent that these devices will be 
mentioned more for scientific purposes in the upcoming 
years. Although Apple’s LiDAR was mainly created for 
augmented reality applications, it is important to look 
into its use in other reverse engineering applications. 
Using the ToF concept, Apple’s LiDAR sensor produces a 
modulated light signal and detects the time difference 
with the returning wave, in other word the amount of 
time it takes for the signal to return in order to measure 
an object [21-23]. 

This study was conducted to determine the potential 
use of LiDAR in the iPhone 12 Pro series as a 3D scanner. 
The scanning ability of small geometric objects as well as 
the possibilities for indoor scanning were examined in 
this context. The measured distances from point clouds 
obtained with “3D Scanner App” and “Clirio Scan” 
applications on the Apple Store were compared to the 
actual value obtained in this scope, and the utility of the 
LiDAR sensor in geomatic applications was explored 
using reliability tests. 

 
2. Material and Method 

 
Two different applications from Apple Store were 

used to obtain point clouds of small items with distinct 
geometric properties and indoor point clouds 
encompassing bigger regions with a LiDAR sensor. The 
actual measurements of the targeted objects were 
measured five times with a steel tape measure and 
averaged. Figure 1 presents the sensors of the iPhone 12 
Pro used in the fulfillment of this study. The general 
specifications of the iPhone 12 Pro are as follows: Wide 
camera: 12 MP, f/1.6, 26 mm, telephoto camera :12 MP, 
f/2.0, 52 mm and ultrawide camera:12 MP, f/2.4, 13 mm, 
120˚ [24]. It is stated that its ToF LiDAR scans a maximum 
range of 5 m. Although the main purpose of iPhone LiDAR 
is to develop digital photo capture, especially in low light 
focusing, most of software (i.e., Polycam, Heges, 
EveryPoint, RTAB-MAP, Scaniverse, Clirio Scan, 3D 
Scanner App, and Pix4DCatch) produces textured 3D 
scans with the help of Apple ARkit [25]. In addition, since 
the TrueDepth sensor of iPhone 12 Pro (Figure 1) detects 
in the infrared region, which located on the front of the 
phone, it generates data in dark environments, but it is 

not the subject of this study. Because of their quick 
guided acquisition, simple user interface, and reasonably 
short processing periods that allowed results, the 3D 
Scanner App and Clirio Scan applications were selected 
for this study. Although the software works with 
GPS/GNSS incorporated in outdoor field work, it is 
turned off in inside work since GPS impacts the accuracy 
of the data collected. Small item photogrammetric 
digitization presents a significant challenge in general. 
Therefore, sphere and cylinder-shaped geometric objects 
were scanned. Interior mapping of the Gümüşhane 
University Engineering Faculty (Gümüşhane, Türkiye) 
corridor was made after examining Apple's new LiDAR, 
in order to evaluate the system's effectiveness in a bigger 
region. 
 

 
Figure 1. Sensors of iPhone 12 Pro. 

 
First, point clouds were produced by scanning the 

spherical and cylindrical objects shown in Figure 2-3. 
The spherical object is a desk-mounted educational 
model of the world globe. The cylindrical item is a 
laboratory-scale steel grinding tube (Ball Mill 
Chamber/Grinding Chamber) used in mining 
engineering laboratory tests. The outside of a model of 
the world globe was used for spherical shapes, while the 
interior of the grinding tube (Ball Mill Chamber/Grinding 
Chamber) was used for cylindric shapes. The dimensions 
of the objects are specified at Table 1. When the figures 
are examined, it is seen that the applications capture 
different number of point data even though data is taken 
from different tracking array at the same time. After the 
point cloud is produced, its transformations to the mesh 
model are provided. Then, the data was filtered using 
Taubin's algorithm [26]. The Taubin filter was used 
because it is a successful method that provides a type of 
low-pass and high-pass filtering on 3D point clouds or 
surfaces. By performing the filtering process, noise 
removal is ensured from the data, so that the 
inappropriate fit of the models to be fitted to small 
objects and the measurement process from noisy points 
in the interior are prevented. The model parameters 
obtained by fitting the best model to the geometric 
features were compared with their actual measurements. 
For indoor mapping, real measurements of 20 different 
objects were taken from the created point cloud. Matlab 
2021a software was used for model fit to geometric 
shapes, MeshLab for point cloud filtering and 
measurements of object edges and SPSS 18 software for 
statistical research. All applications are using MSI delta 
15 laptop with AMD Ryzen 9 9500 HX processor, RX6700 
graphics card and 32 GB RAM.  
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(a) (b) (c) 

Figure 2. Sphere object a) RGB image, and point cloud of b) Clirio Scan, c) 3D Scanner App applications. 
 

 
(a) (b) (c) 

Figure 3. Cylinder object a) RGB image, and point cloud of b) Clirio Scan, c) 3D Scanner application. 
 

 
3. Results and Discussion 
 

In the application, firstly, objects with spherical and 
cylindrical shapes were scanned using Clirio Scan and 3D 
Scanner App applications. Examining the objects 
presented in point clouds Figure 2 and Figure 3, it is seen 
that the objects scanned with Clirio Scan have a higher 
number of points but contain more noise. The best fit 
model results fitted to the obtained point clouds are 
presented in Table 1 and their visual representations 
from different perspectives are presented in Figures 4-5. 

The actual area of the modeled cylinder is 2,401.31 
cm2 and its volume is 1,810.12 cm3. The area calculated 
with Clirio Scan is 2,416.25 cm2 and the volume is 1,838.4 
cm3, and the area calculated with the 3D Scanner is 

2,382.56 cm2 and the volume is 1,843.79 cm3. From this, 
it can be deduced that both Clirio Scan and 3D Scanner 
App detects the area with a difference of under 1% while 
Clirio Scan gives the nearest. When it comes to the 
volume of the cylinder the difference is increased and 
both applications detect the volume of the cylinder with 
a difference of between 1.5-1.9% while Clirio Scan is still 
gives the nearest.  

The actual volume of the modeled sphere is 
13,884.22 cm3 and its surface area is 2,793.61 cm2. The 
volume calculated with Clirio Scan is 10,374.85 cm3 
surface area is 2,300.41 cm2, the volume calculated with 
3D Scanner App is 11,273.79 cm3 surface area is 2,431.44 
cm2. It can be seen once more that the point cloud created 
by the 3D Scanner App provides values that are closer. 

 
Table 1. Best fit model and actual measurement results. 

Application Name 

Model 
Cylinder 

Actual Height: 29.7 cm 
Actual Radius: 9.7 cm 

Sphere 
Actual Radius:14.91 

Clirio Scan 
 

Height: 30.51 cm 
Radius: 9.59 cm 

Radius:13.53 

3D Scanner App 
Height:31.69 cm 
Radius:9.26 cm 

Radius:13.91 

 
The procedure of indoor mapping was carried out 

after the identification of small geometric objects. Figure 
6 shows the locations of the assets measured in the 
scanned corridor, and Table 2 lists the numerical results 
of the associated measurements. Measurements were 
taken in this context for the nameplate, the corridor 

width, the corridor length, the column length, the poster 
length, and different tables. 

Figure 7 shows the information on the differences 
between the lengths estimated with MeshLab software 
over the point clouds created by the applications and the 
steel tape measure accepted as the actual value. Since the 
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scanning is happening quickly, it can be claimed that the 
greatest size disparities between the two applications 
typically occur in the direction of camera movement. 

Because moving quickly can lead to the data being 
misalignment. 
 
 

 
Figure 4. Cylinder fitted to a) 3d Scanner App data b) Clirio Scan data from different viewpoints. 

 

 
Figure 5. Sphere fitted to a) 3D Scanner App data b) Clirio Scan data from different viewpoints. 
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Figure 6. Display of the measured objects on the mesh model. 

 
Table 2. Actual and application-generated point cloud measurements. 

#Lenghts Actual value (cm) 3D Scanner value (cm) Clirio Scan value (cm) 
L1 25.3 25.43 25.67 
L2 95.4 97.21 93.62 
L3 66.0 66.02 66.78 
L4 52.5 52.35 52.89 
L5 92.5 93.89 95.38 
L6 62.4 61.01 62.65 
L7 84.3 84.59 85.47 
L8 80.6 81.56 77.85 
L9 80.7 81.05 82.60 
L10 56.3 59.82 59.66 
L11 217.5 217.86 217.76 
L12 91.0 90.65 94.79 
L13 121.5 122.43 121.10 
L14 59.5 60.66 64.65 
L15 84.7 86.78 83.31 
L16 59.5 60.38 59.30 
L17 84.7 85.17 83.28 
L18 12.0 12.24 12.74 
L19 25.3 24.59 24.40 
L20 330.02 329.31 329.73 

 

 
Figure 7. Differences in length between estimated and actual values. 
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Figure 8. Linear trend model of actual measurements vs 3D Scanner App, and actual measurements vs Clirio Scan 

application. 
 

 
When the information is examined, it is seen that the 

biggest difference occurs in the L14 length in the point 
cloud produced by the Clirio Scan software, with 5.15 cm, 
and the lowest difference occurs in the L1 length by the 
3D Scanner App application. Linear trend model of actual 
measurements vs Clirio Scan and actual measurements 
vs 3D Scanner App application values are given in Figure 
8. 

In statistical analysis processes, regression analysis is 
one of the most popular techniques. There are multiple 
dependent variables that have an impact on the 
dependent variable. The established model's 
performance was assessed using the R2. The lower the 
total square of the residuals, in R2, which measures the 
regression's goodness of fit, the better the fit. R2 is always 
between 0 and 1, and the closer it is to 1 in general, the 
more variability the model can explain. The data 
obtained from the relevant applications are related to the 
actual values since the R2 value obtained from the 
applications in the performed study is greater than 99%. 

To determine the data's statistical significance for 
indoor mapping, the paired sample t-test was used. The 
pairwise difference between actual data and software-
generated data vectors is compared to test the null 
hypothesis that it has a mean of zero. The null hypothesis 
is not rejected by the data from Clirio Scan (p=0.198), but 
it is by the results from the 3D Scanner App (p=0.034). 
Small values of p raise questions about the reliability of 
the null hypothesis since they increase the probability of 
observing a test statistic. Apple only describes the 5 m 
range of the LiDAR sensor used in its products; no other 
feature descriptions are provided. This restricts the 
application's use to regions larger than 5 m2 and to big 
areas. Application has a limitation because of this. 
Though it has a restricted capacity, the program strives 
to provide the best performance it can and gets better 
with each passing day. It receives upgrades almost 
weekly. The major issue with the software is 
misalignment because it doesn't provide accurate 
trajectory tracking and doesn't react quickly. A different 

issue from these is the development of data gaps as a 
result of starting and continuing from various starting 
locations. It takes knowledge to collect data because of 
this. Although these black box applications provide 
filtered data while exporting the data, the noise levels of 
the data obtained by using the Taubin’s filter are further 
lowered to fit the most suitable geometric models and 
make the length measurement more precise. 

The intraclass correlation coefficient (widely used for 
reliability index), which has a value between 0 and 1, is a 
descriptive statistic that can be employed when 
quantitative measurements are taken on units grouped 
in groups. It expresses correlations inside a data class 
rather than correlations between two independent data 
classes. 
 

4. Conclusion  
 

The accuracy of the Apple iPhone 12 Pro's LiDAR 
scanner was investigated in this study. Real 
measurements were compared with scans of various 
geometric shapes and interior mapping. The scanning of 
small geometric objects is fairly challenging, but the 
results are very encouraging as a result of the findings. 
Especially on cylinder shaped model Clirio Scan gives the 
closest values while 3D Scanner App is a little less 
accurate. The values detected for spherical model 
showed that the 3D Scanner App detected the model 
relatively accurate. Since the detected values for both 
applications are in range of 13-25% difference 3D 
Scanner App detected the sphere more accurate than 
Clirio Scan. In terms of indoor mapping, it is highly 
effective. The sensor's limited capacity to scan over a 
short distance, however, is a significant drawback. The 
accuracy of the point cloud the software produces is 
crucial, according to the statistical tests done. It can be 
said that 3D Scanner App application produces better 
results than Clirio Scan. In future studies, accuracy 
analysis will be carried out by including different 
software and working on larger areas. 
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