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DUODENAL INJURY: A HISTOPATHOLOGICAL STUDY". The microscopic image of the Control group in Figure 1A was 

unintentionally presented as a different image by the authors. There is also a mistake in the scale bars of the images in Figure 1. 

The corrected version is shown below. The correction does not affect the results and conclusion of this article. The authors would 
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Abstract 

The primary challenge in assembly line design is the need for more appropriately allocating tasks and workers to workstations. 

This study addresses the problem of line balancing and worker assignments, considering the performance disparities among 

workers during the line balancing process. In the relevant literature, this problem is known as the Assembly Line Worker 

Assignment and Balancing (ALWAB) problem. This research examines a multi-objective ALWAB Type-2 problem, 

simultaneously evaluating cycle time and squared load assignment objectives. The study is conducted based on a real-life 

scenario in a sub-industry automotive industry that manufactures cable equipment. To solve this problem, a multi-objective 

genetic algorithm approach is proposed. Recognising that the selection of parameter values will influence the algorithm’s 

performance, parameter calibration has been performed. A full factorial experimental design and the irace method have been 

utilised for this purpose. The results are compared with those using parameter values utilised for similar problems in the 

literature. Furthermore, a sensitivity analysis has been carried out to examine the impact of various relative weight values of the 

objectives on the result. The results indicate that the experimental design generally yields superior results compared to other 

methods. 
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Keywords: Genetic Algorithm; Assembly Line Worker Assignment and Balancing; irace; Design of Experimental Design; Type-2 
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1. Introduction 

Production is a primary activity for enterprises producing goods and services [1]. Flow-line production systems 

have become increasingly crucial for enterprises aiming to increase production quantities, enhance productivity, and 

reduce costs. Assembly lines are specialised flow production systems crucial in the industrial manufacture of highly 

standardised products [2]. Designed to meet large production quantities, assembly lines have become foundational to 

production systems. The workload between workstations must be balanced to achieve more efficient and rapid 

production on assembly lines. This balanced distribution of tasks across stations is termed assembly line balancing 

(ALB). The challenge of determining which individual will perform a given task, taking into account performance 

differences among workers in addition to line balancing, is known as the assembly line worker assignment and 

balancing (ALWAB) problem [3]. This type of problem is viewed as an extension of the basic ALB problem [4]. 

The introduction of worker-dependent durations for defined tasks and the integration of worker assignment decisions 

with workstations in the ALWAB approach enhance the applicability of ALB problem-solving in the manufacturing 

sectors [5]. ALB problems are categorised into four groups based on their objective functions. This classification can 

be briefly described as follows: 

 

(i) Type-1: In Type-1 problems, the cycle time is fixed and known. The objective is to minimise the number of 

workstations. 

(ii) Type-2: The number of workstations is determined. The objective is to minimise the cycle time according to 

this number. By minimising the cycle time, it is aimed to increase the production amount per unit of time. 

(iii) Type-E: It is a problem type that tries to simultaneously minimise the cycle time and the number of 

workstations.  

(iv) Type-F: It is a feasibility problem type which is to determine whether a feasible line balance exists for a 

given number of workstations and cycle time [6].  

 

In this study, Type-2 was utilised. The proposed algorithm in this study seeks to minimise cycle time and enable 

quadratic load assignment. This ensures a balanced distribution of tasks to the workstation while taking into account 

precedence relationships among the jobs, worker-specific task durations, and worker walking times. The ALWAB 

problem is known as the NP-hard problem [7,8]. Hence, a multi-objective genetic algorithm (GA) has been proposed 

to solve a real-life problem faced by an automotive sub-industry that produces cable equipment. A multi-objective 

mathematical model was presented to define this problem.  

Parameters used in algorithms are crucial to attaining optimal solutions. In this study, a full factorial experimental 

design was employed to calibrate and control these parameters. Additionally, using irace—a method for parameter 

calibration—the optimal parameters were identified, allowing the problem to be resolved. Moreover, the algorithm 

proposed by Mutlu et al. [9] for the ALWAB problem has been employed in the literature. This study also compares 

the results derived from it. Sensitivity analysis is applied to check the outcome of a decision-maker, to see the risks 

involved and to analyse the values of parameters [10]. Here, sensitivity analysis was conducted to study the impact 

of varying relative weight values of objectives on the outcomes. 

The rest of this study is organised as follows: Section 1 offers an in-depth review of the ALWAB problem. 

Section 2 introduces a detailed explanation of the problem, the mathematical model, the proposed GA algorithm, and 

the calibration of the GA algorithm’s parameters and presents both experimental and comparative results. The final 

section encapsulates the study’s concluding observations. 
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2. Experimental method 

2.1. Literature review 

The study of the ALB problem in the existing literature was first addressed by Bryton in 1954 and many studies 

on ALB have been carried out until today [8]. A detailed literature review has been carried out to understand the 

depth of the work discussed in this study and identify the missing points. This is summarised in Table 1. 

In the first stage, ALB studies in the literature were analysed. In ALB studies, task processing times do not vary 

depending on worker performance. In this problem type, the performance of each worker is neglected. However, this 

situation does not reflect real life. Since the task processing times vary depending on the worker performances in the 

real-life problem considered in this study, in the second stage, the studies on ALWAB in the literature were 

examined. Analysing the accessed studies, it was observed that the setup/transport (walking) times are generally 

ignored or included in the processing times since they are much smaller than the processing times. Considering that 

ignoring walking and transport times in problems does not reflect the real situation, walking times are handled 

separately from work times in this study. In the study of Karsu & Azizoğlu [16], the objective function of 

minimising the squared load assignment was developed and the walking time was added, and a multi-objective 

mathematical model was obtained by aiming at workload balancing. This study aimed to contribute to the literature 

by addressing a real-life problem in the automotive sub-industry that produces cable equipment. 

Table 1. Related literature on the ALB and ALWAB problems. 

Category References Assembly line 

type 

Used objective functions Solution 

methods 

TP/RLP 

ALB 

problems 

Karsu & Azizoğlu [11] Simple Workload balancing (Min) B&B, TS TP 

Altunay et al. [12] Parallel Cycle time (Min) MM TP 

Arıkan [13] Simple Workload balancing (Min) MM, TS TP 

Delice et al. [14] Two-sided U-type Number of mated-stations (Min)  
Number of workstations (Min) 

ACO TP 

Süer & Sadeghi [15] Parallel  Assembly rate (Max) 

Number of operators (Min) 

MM TP 

Karsu & Azizoğlu [16] Simple Total squared load (Min) B&B 
 

TP 

Meng et al. [17]  Simple Cycle time (Min) 

Task alteration (Min) 

MM, WOA RLP 

Erten [18] Simple Number of agents (Min) 
Workload balancing (Min) 

MM, SA TP 

 Tang et al. [19] Simple Cycle time (Min) 

Task alteration (Min) 

MM, MFEA  TP 

 Petroodia et al. [20]  Mixed-model  Cost (Min) MM, FOH, 
CM 

TP 

 Yin et al. [21] Partial disassembly  Cycle time (Min) 

Peak Energy Consumption (Min) 
Total Energy Consumption (Min) 

Hazardous index (Min) 

MM, HDA TP 

 Meng et al. [22] Mixed-model Cycle time (Min) 
Task alteration (Min) 

MM, CCEA TP 

 Zhao & Zhang [23] - Cycle time (Min) 

Task adjustments (Min) 
IVNS TP 

 Deliktaş & Aydın [54] Simple Smoothness index (Min) 
Line efficiency (Max) 

IABC, HH TP 

ALWAB 

problems 

Aryanezhad et al. [24] Cellular  Cost (Min) MM TP 
Blum & Miralles [25] Simple  Cycle time (Min) MM, BS  TP 
Sungur & Yavuz [26] Simple  Cost (Min) MM TP 
Borba & Ritt [27] Simple  Cycle time (Min) B&B  TP 
Vilà & Pereira [28]  Simple  Cycle time (Min) B&B TP 
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Number of workstations (Min)  
Ritt & Miralles [29]  Simple  Cycle time (Min) MM, SA  TP 
Polat et al. [30] Simple  Cycle time (Min) VNS RLP 
Zacharia &Nearchou [4]  Simple  Cycle time (Min) 

Smoothness index (Min) 
EA TP 

Janardhanan & Nielsen [31] Two-sided  Cycle time (Min) MM, MBO TP 
Yılmaz & Demir [32] Simple  Cycle time (Min) MM TP 
Janardhanan et al. [33] Two-sided  Cycle time (Min) ABC TP 
Yıldız et al. [34] Simple  Cycle time (Min) 

Number of workers (Min) 
MM, Arena 

Simulation 
RLP 

Zhang et al. [35] U-shaped  Cycle time (Min)  

Ergonomic risks (Min)  
MM, RIPG, 

OCRA 
TP 

Karaş & Özçelik [36]  Simple  Weighted sum of the relative percent 
deviation from the lower bounds (Min) 

MM, ABC TP 

Campanaa et al. [37] Simple  Cost (Min) MM, H, VNS TP 

 

Table 1. (Cont.) Related literature on the ALB and ALWAB problems. 

Category References Assembly line 

type 

Used objective functions Solution methods TP/RLP 

ALWAB 

problems 

(Cont.) 

Gräßler et al. [38] Manual  Skill improvement (Max)  

Cycle time (Min) 

MM TP 

Katiraee et al. [39] Simple  Cycle time (Min) 

Physical effort (Min) 
𝜀-constraint RLP 

Küçükkoç [40] Simple  Number of workstations (Min) 

Disparity between workstations (Min) 

MM, Hybrid GA TP 

Akpınar & Bayhan [41] Parallel  Number of workstations (Min) MM, GA TP 

Moreira et al. [42] Simple  Cycle time (Min) MM, Hybrid GA TP 

Mutlu et al. [9] Simple  Cycle time (Min) MM, IGA TP 

Oksuz et al. [43] U-type  Line efficiency (Max) MM, GA, ABC TP 

Fathi et al. [44] Simple  Number of workstations (Min) 

Workload balancing (Min) 

MM, GA, VNS TP 

Liu et al. [45] Simple  Cost (Min) 
Energy consumption (Min) 

MM, NSGA- II, SA TP 

Kılınçcı [46] Simple  Number of workstations (Min) MM, GA TP 
Solution methods:  

ABC: Artificial Bee Colony Algorithm, ACO: Ant Colony Optimization, B&B: Branch and Bound Algorithm, CCEA: Cooperative Co-evolutionary Algorithm, 

CM: Constructive Matheuristic, EA: Evolutionary Algorithm, FOH: Fix-and-optimize Heuristic, H: Heuristic, HDA: Hybrid Driving Algorithm, HH: Hyper-

heuristic; IABC: Improved Artificial Bee Colony Algorithm, IGA: Iterative Enhanced Genetic Algorithm, IVNS: Improved Variable Neighborhood Search, 

MFEA: Multifactorial Evolutionary Algorithm, MM: Mathematical Model, NSGA- II: Non-dominated Sorting Genetic Algorithm-II, OCRA: Occupational 

Repetitive Action Tool, RIPG: Restarted Iterated Pareto Greedy Algorithm, SA: Simulated Annealing, TS: Tabu Search, VNS: Variable Neighborhood Search, 

WOA: Whale Optimization Algorithm 

TP: Test Problem, RLP: Real-life problem 

2.2. Problem description 

This study was conducted at an automotive company that produces electrical equipment for passenger vehicles. 

Each passenger vehicle has its own electrical equipment. The company produces these electrical components for 

vehicles. The assembly area of the company consists of a line system, with each line composed of 20 conveyors and 

an assembly table for each conveyor based on the production quantity. Fig.  1 shows the conveyor system for a 

vehicle. 
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Fig. 1. An example of the assembly line in the cable industry. 

The assembly tables on the conveyor are set to face outwards. Therefore, as can be seen in Fig.  1, they work on 

the outer side of the assembly tables and cannot enter the inner side. The conveyor system works in such a way that 

there is one operator at each assembly table. Each assembly table corresponds to a licence plate where the wiring of 

the respective car is addressed. Each vehicle has its own electrical equipment. This equipment includes different 

cable colours, cross-sections, lengths and routes. Accordingly, each worker has to perform the cable addressing on 

the assembly table, taking into account the tasks assigned to her/him. A sample section of the assembly table Fig.  2 

shows a sample assembly table of the line where the ceiling installation equipment from the project groups is 

produced. In this line, there are cable addressing and harness taping processes on the conveyor. In the cable 

addressing process, each cable has an address (A1-A6, B1-B6 and C1-C5) and the cable routes to these addresses 

(purple and blue solid lines, red dashed lines) on the assembly table. In Fig.  2, the blue and purple solid lines and 

the red dashed line are the paths that the cables must follow. In order to ensure correct electrical conductivity, each 

cable must be taken from its own defined places. 
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Fig. 2. An example of the assembly table in the cable industry. 

In simple assembly line balancing problems, setup/transport (walking) times are usually ignored in studies since 

they are much smaller than the processing times, and in some cases, they are added to the processing times. Andres 

et al. [47] separately evaluated the setup times in the simple ALB problem and defined a new sequence-dependent 

assembly line balancing problem with setup times. No studies consider walking times in the ALWAB Type-2 

problem type. In the considered enterprise, in order for each workstation to start working, the cable bundles in the 

set hangers must be transported to the workstations. The distance of each station to the set hanger where the cable 

bundles are located is different. The walking times here were not ignored, and a line balancing study was carried out 

by evaluating the station-based preparation times. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Pareto analysis for the produced products in the last 6 months. 

Pareto analysis, as a decision-making technique, statistically isolates a limited set of input factors, whether they 

are desirable or undesirable, that exert the most significant influence on the overall outcome. In order to determine 

the model type that will be the most produced according to the order rates received from the customer, a Pareto 

analysis was performed on the order quantity of 129 products for the last 6 months. As seen in Fig.  3, Product-1 is 

the product with the highest number of orders.  The number of workers and workstations is determined for the 

problem to be balanced in the enterprise. The performance of all workers is different from each other. There are 

priority relations between the tasks. Product-1 consists of 48 jobs, and 8 workers work on the line to be assembled. 

2.3. Mathematical model 

The assumptions of the proposed mathematical model for the assembly line worker assignment and balancing 

problem are as follows: 
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 The processing times of each task of each worker are known deterministically.  

 The processing times of each job vary depending on the worker.  

 Each worker can do every job.  

 The setup time of the worker at each station is included in the processing times.  

 A worker cannot be assigned to more than one workstation. 

 A task can be assigned to one and only one worker. 

 Assignment of more than one worker to a workstation is not allowed. 

 Precedence relationships between tasks exist, and precedence relationships are known.  

 Each worker can perform more than one task.  

 Stations can be assigned more than one task.  

 There is a single type of product production.  

 Tasks are indivisible. 

 

 

Notations: 

J : Set of the workers, j ∈ J ={1,2,…m} 

I : Set of the jobs, i, k ∈ I ={1,2,…n} 

S : Set of the workstations, s ∈ S= {1,2,…p} 

m : The number of workers  

n : The number of jobs 

p : The number of workstations in the initial state 

𝐷𝑖  : The set of immediate predecessors of job i in the precedence network 

𝑃𝑖𝑗  : Processing time of job i when worker j executes it 

𝑅𝑠 : Cable transport time for workstation s 

M :   A large positive number 

 

 

Decision variables: 

CT : Cycle time 

𝑋𝑠𝑖𝑗  : 1, if the job i is assigned to the worker j in the workstation s; 0, otherwise 

𝑌𝑠𝑗  : 1, if the worker j is assigned to the workstation s; 0, otherwise 

 

 

Multi-objective mathematical model: 

 
𝑀𝑖𝑛 𝑓1(𝑥) = 𝐶𝑇 

(1) 

𝑀𝑖𝑛 𝑓2(𝑥) = ∑ ∑ (∑ ((𝑃𝑖𝑗 × 𝑋𝑠𝑖𝑗) + 𝑅𝑠)
2

𝑖∈𝐼

)

𝑗∈𝐽𝑠∈𝑆

 (2) 

∑ ∑ 𝑋𝑠𝑖𝑗

𝑗∈𝑗

= 1,    ∀𝑖

𝑠∈𝑆

 (3) 

∑ 𝑌𝑠𝑗 ≤ 1,    ∀𝑠

𝑗∈𝐽

 (4) 
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∑ 𝑌𝑠𝑗 ≤ 1,    ∀𝑗

𝑠∈𝑆

 (5) 

∑ ∑ 𝑠 × 𝑋𝑠𝑖𝑗

𝑗∈𝐽

≤ ∑ ∑ 𝑠 × 𝑋𝑠𝑘𝑗

𝑗∈𝐽

,    ∀𝑖, 𝑘/𝑖 ∈ 𝐷𝑖

𝑠∈𝑆𝑠∈𝑆

 (6) 

∑ ((𝑃𝑖𝑗 × 𝑋𝑠𝑖𝑗) + 𝑅𝑠) ≤ 𝐶𝑇,   ∀𝑠, 𝑗

𝑖∈𝐼

 (7) 

∑ 𝑋𝑠𝑖𝑗 ≤ 𝑀 × 𝑌𝑠𝑗 ,      ∀𝑗

𝑖∈𝐼

 (8) 

𝑀 > ∑ ∑ ((𝑃𝑖𝑗 × 𝑋𝑠𝑖𝑗) + 𝑅𝑠),   ∀𝑖 

𝑗∈𝐽𝑠∈𝑆

 (9) 

𝑋𝑠𝑖𝑗 , 𝑌𝑠𝑗 ∈ {0,1}, 𝐶𝑇 ≥ 0, ∀𝑖, 𝑗, 𝑖 ≠ 𝑗, 𝑠 (10) 

 

 

While Eq. (1) aims to minimise the cycle time, Eq. (2) aims to balance the task loads by quadratic load 

assignment. Eq. (3) ensures that each operation is assigned to a worker and a workstation. Eq. (4) guarantees that 

each workstation has only one worker. Eq. (5) ensures that each worker is assigned to only one workstation, 

respectively. Eq. (6) defines the priority relationships between tasks. Eqs. (7)-(8) ensure that the sum of the assigned 

task processing and walking times do not exceed the cycle time. Eq. (9) states that each worker assigned to a 

workstation can perform more than one task as long as the cycle time is not exceeded, where M is a large enough 

constant. Eq. (10) specifies the decision variables. Since the problem considered has two objective functions, the 

objective functions are combined using the weighted-sum method (WSM). WSM is one of the most well-known 

methods for obtaining Pareto efficient solutions [48]. The mathematical model of WSM is formulated in Eq. (11). 

 

𝑀𝑖𝑛 𝑊𝑆𝑀(𝑥) = [𝑤1 × 𝐶𝑇] + [𝑤2 × ∑ ∑ (∑ ((𝑃𝑖𝑗 × 𝑋𝑠𝑖𝑗) + 𝑅𝑠)
2

𝑖∈𝐼

)

𝑗∈𝐽𝑠∈𝑆

] (11) 

 

Here 𝑤1  and 𝑤2  represent the importance weights for CT and ∑ ∑ (∑ ((𝑃𝑖𝑗 × 𝑋𝑠𝑖𝑗) + 𝑅𝑠)
2

𝑖∈𝐼 )𝑗∈𝐽𝑠∈𝑆 . Assuming 

𝑤1 + 𝑤2 = 1, it will be in the form of 𝑤1, 𝑤2 ≥ 0 and all the constraints in Eqs. (3)-(10) must be satisfied. 

 

The average walking distances of each worker from the set hanger where the harnesses are located to the 

workstations are given in Table 2. These times depend on the distance between the workstation and the set hanger 

and do not change according to the job. The precedence relationship of each job is given in Fig.  4. 

Table 2. Average walking distance from set hanger to workstations. 

Workstation no Rs Workstation no Rs 

1 39.8 5 18.5 

2 32.9 6 15.3 

3 27.2 7 12.0 
4 22.6 8 10.1 
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Fig. 4. Precedence relationship diagram for ceiling installation harness of Product-1. 

2.4. Multi-objective genetic algorithm 

Due to the NP-hardness of the ALWAB Type-2 problem and the problem size limitation of exact solution 

methods, approximation procedures are needed to solve the problem [49]. Therefore, (meta)heuristic procedures 

have been developed for solving the ALWAB Type-2 problem. The pseudo-code of the proposed algorithm is given 

in Table 3. 

Table 3. Pseudo-code of the proposed algorithm. 

Algorithm 1: Pseudo-code of the proposed algorithm 

Input: I, J, S, Dj, Pij, Rs,w1, w2, 𝑇𝑜𝑢𝑟𝑛𝑎𝑚𝑒𝑛𝑡𝑠𝑖𝑧𝑒 , Crate, Mrate, UDMax 

Output: Job-workstation-worker matrix, 𝑓1(𝑥), 𝑓2(𝑥), 𝑊𝑆𝑀𝑁𝑜𝑟𝑚(𝑥) 

1: begin 

2: Randomly generate an initial population (𝑃𝑜𝑝𝑖𝑛𝑖𝑡) 

2: Compute of the fitness values (𝑃𝑜𝑝𝑖𝑛𝑖𝑡)  ⊳  𝑠𝑒𝑒 𝐸𝑞. (17) 

3: 𝑃𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ⟵ 𝑃𝑜𝑝𝑖𝑛𝑖𝑡  

4: while termination criteria not satisfied do 

5:  Parents ←Tournament selection (𝑃𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑇𝑜𝑢𝑟𝑛𝑎𝑚𝑒𝑛𝑡𝑠𝑖𝑧𝑒) 

6:  Childs ← WMX (𝑃𝑎𝑟𝑒𝑛𝑡𝑠) 
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7:  𝑃𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ←Swap (𝐶ℎ𝑖𝑙𝑑𝑠) 

8:  Calculate of the fitness values ← (𝑃𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡)  ⊳  𝑠𝑒𝑒 Eq. (17) 

11: end while 

12: return the best individual in 𝑃𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡  

13: end 

 

This study computes the cycle time by using the modified bisection search method proposed by Mutlu et al. [9]. 

Unlike the studies in the literature, walking times differ according to the distance between workstations. In order to 

achieve a balanced line distribution, walking times according to the station distance were added to the method. As a 

result, the bisection search method was modified, and the temporary cycle time was calculated. 

 

The lower bound (CLB) is calculated as given in Eq. (12), and the upper bound (CUB) as given in Eq. (13) [50]: 

𝐶𝐿𝐵 = 𝑀𝑎𝑥 {(
1

𝑆
∑ 𝑀𝑖𝑛(𝑃𝑖𝑗),   ∀𝑗 ∈ 𝐽

𝑖∈𝐼

),     (𝑀𝑖𝑛(𝑃𝑖𝑗),     ∀𝑗 ∈ 𝐽  ∨   ∀𝑖 ∈ 𝐼)} (12) 

 

𝐶𝑈𝐵 = 𝑀𝑎𝑥 {(
1

𝑆
∑ 𝑀𝑎𝑥(𝑃𝑖𝑗),   ∀𝑗 ∈ 𝐽

𝑖∈𝐼

),     (𝑀𝑎𝑥(𝑃𝑖𝑗),     ∀𝑗 ∈ 𝐽  ∨   ∀𝑖 ∈ 𝐼)} 
(13) 

 

In this study, the modified bisection search method used the following equations to calculate the expected cycle 

time (see Eqs. (14)-(15)): 

𝐶𝑚 =
1

𝑆
∑ 𝑎𝑣𝑔(𝑃𝑖𝑗),    ∀𝑗 ∈ 𝐽

𝑖∈𝐼

 (14) 

𝐶𝑒 =
1

6
(𝐶𝐿𝐵 + 4 × 𝐶𝑚 + 𝐶𝑈𝐵) + 𝑎𝑣𝑔(𝑅𝑠) (15) 

where 𝑎𝑣𝑔(𝑃𝑖𝑗) and 𝑎𝑣𝑔(𝑅𝑠) represent the average of processing and walking times, respectively. 

 

The initial population is created in the initialization phase. The chromosomes in the population are randomly 

generated between 1 and the number of jobs (n). Every job is denoted by a numerical value, which is positioned 

within a sequence of numbers referred to as chromosomes. The length of each chromosome corresponds to the total 

number of jobs, and the value of each gene within the chromosome signifies the specific job's position in the 

assembly line. The jobs are listed sequentially in accordance with their assigned order. Fig.  5 represents an example 

of solution string corresponding to a data set consisting 11 jobs. 

 

 

 

 

 

Fig. 5. Chromosome representation. 

Workers are also assigned to workstations. The worker numbers given in the representation are assigned to 

workstations, respectively. An example representation is given in Fig.  6. 

 

 

 

 

Job Number 1 2 3 4 5 6 7 8 9 10 11 

Job Priority 8 10 7 5 2 6 11 3 9 1 4 
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Fig. 6. The initial worker assignment of the example problem. 

In the proposed multi-objective genetic algorithm (MOGA), the job assignment is made by considering the 

precedence diagram between jobs according to the determined job priority values, initial chromosome and worker 

assignment results. In order for the worker to start working, s/he needs to fetch the cable bundles from the set 

hanger. The cable retrieval time defined for the first station is added, and jobs are started to be assigned to the 

relevant station, taking into account the ability of the assigned worker to do the jobs and the duration of the job. If 

there is a possibility of selecting more than one job according to the priority status, the job with the highest priority 

number initially assigned by the algorithm is selected. Jobs continue to be assigned to the first workstation until the 

specified cycle time is reached. In the solution of proposed algorithm, to perform the optimum assignment process, 

only the last job of the assigned workstation is ignored, and if other jobs can be assigned, they are assigned. After 

the jobs that can be assigned to the first workstation are finished, we move to the next workstation and repeat the 

process described above. 

In this study, the proposed MOGA aims to minimise the cycle time and the squared load assignment. When 

assigning the jobs to the workstation according to the specified cycle time (CTopt), all the remaining jobs are 

assigned to the last station according to the order of priority since each task needs to be done. This may not be a 

feasible solution as the last station is assigned without considering the cycle time constraint. The fitness function 

applied in study of Mutlu et al. [9] prevents the station time of the last station from exceeding the cycle time via a 

high penalty in given in Eq. (16). In this equation, FS denotes the time by which the station time of the last station 

exceeds the cycle time. 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑣𝑎𝑙𝑢𝑒 = 𝐶𝑇𝑜𝑝𝑡
2 × 𝐹𝑆 (16) 

 

A group of individuals is randomly selected from the population, and the individual with the highest fitness value 

is selected to be the parent of the next generation population, and the tournament size is taken as 2. In each 

generation, the selection method, crossover and mutation operators are applied to ensure genetic diversity in the 

population. In the proposed genetic algorithm, a two-point-based weight mapping crossover (WMX) is applied as a 

crossover operator. The applied WMX operator consists of four primary steps: (i) the selection of a random sub-

vector from two randomly selected parents (see Step 1), (ii) the prioritization of jobs in ascending order based on 

their assigned priorities, with lower numbers indicating higher-priority jobs (see Step 2), (iii) the exchange of ranks 

between the selected sub-vectors and the subsequent rearrangement of priorities according to the new rankings (see 

Step 3), and (iv) the generation of offspring using the newly determined job priorities from Step 3 (see Step 4). An 

illustrative example for the applied WMX operator is shown in Fig.  7 [44]. 

 

 

 

 

 

 

 

 

 

Workstation Number  1 2 3 

Worker Number 2 3 1 
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Fig. 7. Representation of the proposed WMX operator. 

Swap-mutation (Swap) operator was applied in the proposed genetic algorithm to ensure diversity. For the 

crossover rate (Crate) and mutation rate (Mrate), the values determined from parameter tuning are used. The fitness 

value of the new population (𝑃𝑜𝑝current) is calculated. After the stopping condition is met, the best individual in the 

current population constitutes the output of the algorithm. 

2.5. Parameter tuning 

The selection of appropriate parameters is pivotal for genetic algorithms to achieve optimal solutions. Ensuring 

the correct parameters for a given problem can profoundly influence the results. By making fine adjustments to these 

parameters, algorithms often demonstrate enhanced performance, leading to improved results [51]. These 

parameters are preset at the algorithm’s onset based on the specifics of the problem at hand. The critical parameters 

to be determined include the population size, the crossover rate, and the mutation rate. In this study, the parameters 

for the proposed MOGA were ascertained using both the irace and design of experimental (DoE) methods. The real-

life problem was then addressed using the suitable parameters derived from each approach. 

The algorithm was executed for the problem under consideration with objective weights w1=0.5 (representing the 

weight of the cycle time objective function) and w2=0.5 (for the weight of the squared load assignment objective 

function). The algorithm was run 31 times with objective weights set at w1=0.0 (w2=1.0) to obtain the nadir value 

associated with the cycle time objective. Similarly, the algorithm was initiated 31 times with objective weights 

configured at w1=1.0 (w2=0.0) to pinpoint the nadir value for the squared load assignment objective function. 
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Given the diverse magnitudes present among the objective values, it is essential to normalise these values by 

dividing the corresponding objective function by its nadir value [52]. When scaled using the weighted sum method, 

the fitness function is normalised as outlined in Eq. (17). In this equation, 𝑁𝑖  denotes the nadir point of the ith 

objective function (𝑖 = 1,2).  

 

𝑀𝑖𝑛 𝑊𝑆𝑀𝑁𝑜𝑟𝑚(𝑥) = [𝑤1 ×
𝐶𝑇

𝑁1

] + [𝑤2 ×
∑ ∑ (∑ ((𝑃𝑖𝑗 × 𝑋𝑠𝑖𝑗) + 𝑅𝑠)

2

𝑖∈𝐼 )𝑗∈𝐽𝑠∈𝑆

𝑁2

] (17) 

 

Additionally, the obtained results were executed using the determined parameters for the genetic algorithm used 

in the study of Mutlu et al. [9] and the obtained results were compared with the obtained results of the irace and 

DoE methods. For the irace method, the parameter ranges used for each genetic operator (population size, crossover 

rate, and mutation rate) are presented in Table 4. 

Table 4. Ranges of the parameters for the proposed MOGA and the best parameter configuration obtained with the irace method. 

Factors 
 

Parameter Values 
 

Selected Parameter (w1=0.5 ; w2=0.5) 

Population Size  U ~ [20 ; 200] 
 

35 

Crossover Rate   U ~ [0.7 ; 1] 
 

0.87 

Mutation Rate  U ~ [0.05 ; 0.4] 
 

0.06 

 

The stopping criterion for the algorithm has been considered based on the maximum fitness value (UDMax). This 

value is obtained by multiplying the number of tasks by a fixed number. As seen the convergence graph given in 

Fig.  8, this constant number is determined to be 10,000 after various trials. 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Convergence graph for the normalized objective function values. 

A design of experimental was implemented to determine the appropriate parameter values for genetic operators. 

Accordingly, the levels associated with the considered operators are given in Table 5. 

Table 5. Factors and levels of factors. 

  Levels 

Factors Level 1 Level 2 Level 3 

Population Size 20 60 100 

Crossover Rate 0.70 0.85 1.00 
Mutation Rate 0.05 0.10 0.40 

The proposed MOGA, with a stopping condition and tournament size similar to those considered in the irace 

method, was analysed using Minitab 21.0 software for each determined factor level. In the DoE, due to 27 different 

combinations and each experiment being run 31 times, a total of 27 × 31 = 837 experiments were conducted. 
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Accordingly, an analysis of variance (ANOVA) was carried out to determine the critical parameters and their 

interactions. In the variance analysis, the main effect is a value that indicates the degree of a factor’s impact on the 

result. The main effects plot is used to examine the difference between the level averages of the factors [53]. 

According to the analysis results shown in Fig.  9, the p-values related to population size, crossover rate, and 

mutation rate are below 0.05 with a 95% confidence interval. Hence, these factors have been selected as critical 

factors in minimising the average normalised results. 

 

 

Fig. 9. The ANOVA result based on coded values. 

Upon examining the main effect graph, the levels of the critical factors are determined. The number of 

experiments conducted is reflected in Figs. 10(a) and 10(b), where both the main effects and the interaction plots are 

displayed. 

 

  
a) Main effects plot b) Interaction plot 

Fig. 10. The main effects and interaction plots for the proposed MOGA parameters. 

According to the results obtained, the best values for the critical factors of population size, crossover rate, and 

mutation rate have been determined as 20 (Level 1), 0.7 (Level 1), and 0.05 (Level 1), respectively. 

2.6. Comparative analysis 

In this subsection, for w1=0.5 and w2=0.5 objective weights, the results obtained from the appropriate parameters 

via the DoE are compared with the results obtained from the appropriate parameter values via the irace method, and 

the results obtained using the appropriate parameters suggested by Mutlu et al. [9]. The results obtained are 
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displayed in a box plot in Fig.  11. 

 

 

Fig. 11. Box plots of average normalised fitness values obtained from 31 runs of the MOGA with weighted-sum scalarisation for three different 

parameter determination methods. 

The box plot shows that the average normalised fitness values obtained through the DoE have yielded better 

results than others. The results obtained with the irace method are more successful than the results achieved with the 

parameters proposed by Mutlu et al. [9]. 

3. Conclusions 

Taking into account the task times specific to workers and the walking times of workers, the cycle time was 

intended to be optimised along with aiming for a balanced distribution of tasks assigned to workstations. For our 

proposed multi-objective genetic algorithm, the parameter selection and calibration were carried out using the full 

factorial experimental design and the irace method, one of the automatic parameter determination methods, 

considering the objective weights of w1=0.5 and w2=0.5. The real-life problem was resolved using the suggested 

MOGA approach with the identified suitable parameters. The worker assignments, task allocations, and station 

times for the best result among the 31 repetitions are presented in Table 6. 

Table 6. Comparison of results of the proposed MOGA using appropriate parameters obtained from three different ways with the current situation 

of the cable industry. 

WS No Parameter Method Worker No Assigned Jobs WS Time 

WS 1 

DoE Worker-7 30 4 33 11 13 34 1 37  159.0 

Mutlu et al. [9] Worker-6 13 4 7 8 30 33 35 38  174.3 

irace Worker-3 38 11 4 7 37      147.3 

CS Worker-1 1 2 3 4 5 6 7 30  175.3 

WS 2 

DoE Worker-6 38 42 43 44 45 35 5    177.2 

Mutlu et al. [9] Worker-7 42 43 11 34 1 37     178.1 

irace Worker-7 8 42 1 30 33 34 31 13  178.5 

CS Worker-2  8 9 10 31 33 35 37    163.5 

 

WS 3 

DoE Worker-5 12 14 22 23 24 47     174.4 

Mutlu et al. [9] Worker-8 39 22 23 24 40      175.7 

irace Worker-6  32 35 36 22 27 28     173.6 

CS Worker-3  11 12 13 14 15 16 18 19   22 176.0 

WS 4 

DoE Worker-4 25 7 8 46 2 3 15    178.8 

Mutlu et al. [9] Worker-3 41 25 44        139.2 

irace Worker-4  29 23 24 25 9 43     179.0 
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CS Worker-4  17 20 23        169.9 

WS 5 

DoE Worker-2 31 18 26 27 28 29 16 19  150.6 

Mutlu et al. [9] Worker-2 45 47 46 26 48 2 31 5  175.6 

irace Worker-5  44 45 47 46 10 12     154.7 

CS Worker-5 21 24 27 25       182.2 

WS 6 

DoE Worker-3 21 39 40 41       177.3 

Mutlu et al. [9] Worker-5 32 36 6 27 28 29 12    178.3 

irace Worker-2 14 15 18 19 21 26 5 16  170.3 

CS Worker-6 2 34 28 29 38 36     177.6 

WS 7 

DoE Worker-1 17 20 9 48       162.1 

Mutlu et al. [9] Worker-4 14 15 16 19 21 18 17 9  174.4 

irace Worker-8  17 6 20 2       170.2 

CS Worker-7 26 39 42 43       182.9 

WS 8 

DoE Worker-8 6 10 32 36       135.8 

Mutlu et al. [9] Worker-1 3 10 20        140.5 

irace Worker-1  3 39 40 41 48      156.4 

CS Worker-8  40 41 44 45 45 47 48    174.7 
Abbreviation(s): 

CS: Current Situation, WS: Workstation 

 

The objective values obtained based on the parameter determination methods used in Table 7 and the current 

situation are provided. Accordingly, the cycle time obtained from the parameters of Mutlu et al. [9] preforms better 

than others. However, the squared load assignment obtained from the parameters of the DoE provides better 

performance than others. 

Table 7. Comparison of the results of the proposed MOGA run using parameter values obtained in three different ways with the current situation 

in the cable industry. 

Parameters Cycle Time Squared Load Assignment 

DoE 178.8 217899.34 

Mutlu et al. [9] 178.3 225129.09 

irace  179.0 222100.68 

Current Situation  182.9 245959.40 

 

In this study, the effect of parameterisation methods on the results when run with different objective weights is 

analysed. The sensitivity analysis, as depicted in Fig.  12, indicates that the experimental design method for 

parameter determination with objective weights of w1=0.7 and w2=0.3 yields better results for all objective weights. 

However, it exhibits poorer performance when compared with the parameters proposed by Mutlu et al. [9]. 

Additionally, results obtained using the irace method for w1=0.7 and w2=0.3  objective weights have proven to be 

better. These findings show that the experimental design generally yields better outcomes across various objective 

weights when compared to other methods. 
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Fig. 12. Sensitivity analysis for the different objective weights. 

While performing assembly line balancing, it should not be ignored that the characteristics and performances of 

the workers are different. It is accepted that each worker has different capabilities for the same task, and it is decided 

that worker assignments should also be made while performing line balancing. 

This study considers the multi-objective assembly line worker assignment and balancing problem (ALWAB). 

The algorithm aims to minimise both the cycle time and the squared load assignment, striving for a balanced 

distribution of jobs assigned to the workstation. This is achieved by considering the predecence diagrams between 

jobs, the times of jobs for each worker, and the walking times of the workers. The proposed multi-objective 

algorithm is applied to a real-life problem in an automotive sub-industry that manufactures wiring harnesses. The 

product to be assembled in the plant belongs to the roof wiring harness of a vehicle, which consists of 48 jobs and 8 

workers are assigned to this process. Since the problem is multi-objective and NP-hard, a multi-objective genetic 

algorithm (MOGA) approach is proposed to solve the problem. Since the parameter values used in the algorithm 

directly affect the result, it is of great importance to use appropriate values. A full factorial experimental design and 

the irace method, one of the automatic parameter determination methods, were proposed for the parameter 

calibration of the proposed MOGA. With the appropriate parameters found as a result of these two methods, the 

proposed MOGA was run for objective weights w1=0.5 and w2=0.5. In addition, the algorithm was also run with the 

parameters used in the study of Mutlu et al. [9], and the results obtained were compared. It was found that the full 

factorial experimental design performed better than the others. In addition, the performance of the parameterisation 

methods with different objective weights was tested by sensitivity analysis. According to the results, it was observed 

that the experimental design generally performed better than the others at different objective weights. 

In future directions, the proposed algorithm can be solved by taking into account that not every worker is capable 

of every job. The performance of the proposed algorithm can be tested with benchmark problems in the literature, 

and the results can be compared. The problem can be extended by adding different objective functions. Also, 

ergonomic risk factors can be added to the ALWAB Type-2 problem. A decision support system with a user-

friendly interface that can be used by the employees of the organisation can be designed. 
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Abstract 

New generation molecular approaches and methods are being developed to identify species and determine species boundaries. 

There are many different approaches of species delimitation used to assess the species richness of poorly studied and highly 

diverse invertebrate taxa. The basis of these approach is DNA barcoding studies. DNA barcoding has been used as a powerful 

tool for species identification and delimitation. Although DNA barcoding studies have been carried out on the family 

Tenthredinidae, there are no studies on species delimitation. Herein, we compare species delimitation analyzes belong to 

Dolerus genus based on cytochrome c oxidase I (COI) region. In this context, it was used five species delimitation approaches 

(ABGD, ASAP, DNA Taxon, PTP and GMYC). Thirty-six morphotypes were used in the study. These morphotypes separated 

into six species (Dolerus triplicatus, Dolerus germanicus, Dolerus puncticollis, Dolerus nigratus, Dolerus sp1 and Dolerus sp2) 

in ABGD, ASAP and DNA Taxon approaches. Two additional species were introduced because of the tree-based PTP and 

GMYC approaches. These species were named as Dolerus sp3 and Dolerus sp4 which were separated from Dolerus puncticollis 

clade and Dolerus nigratus clade, respectively. These analyzes were supported by the phylogenetic tree and CBC entities that 

constitute the ITS2 data.  

© 2023 DPU All rights reserved. 

Keywords: COI; Dolerus; Hymenoptera; Species Delimitation; Tenthredinidae. 
 

1. Introduction 

Hymenoptera, one of the ‘big four’ megadiverse insect orders, has more than 153,000 described and one million 

estimated species [1, 2, 3]. Along with species richness, the lifestyles of Hymenoptera are extremely diverse, 

ranging from feeding on or in plants to a wide variety of parasitic and predatory species [4, 5]. Symphyta 

(Gerstacker, 1867), commonly known as sawflies [6], is a small suborder of Hymenoptera represented with 4,396 

species. [7]. Tenthredinidae is the largest of the nine families of Symphyta suborder and includes 415 genera 

comprising 5721 species [7]. Dolerus (Panzer, 1801), is a genus belonging to Tenthredinidae, has 259 species 

distributed in the Palearctic and Nearctic regions [7, 8]. Adults and larvae of Dolerus are found in different habitats: 

open vernal pools like sedges (Cyperaceae), horsetails (Equiseataceae), open, wet, grass communities (Poaceae) 
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and rushes (Juncaceae) [9].  

The morphological identification problems and inadequate taxonomic studies of sawflies lead to difficulties in 

identification of these taxa. Although, there are many studies on the order Hymenoptera involving both DNA 

barcoding and species delimitation approaches [10-17], the number of studies on phylogenetic relationships of 

Symphyta is still limited [1]. Both conventional taxonomy and molecular marker investigations have been 

conducted on the Tenthredinidae [18-25], however none of them have employed species delimitation techniques. 

The finding of unique morphological differences in identification keys was the foundation of traditional 

taxonomy, which is still in widespread use today. However, modern approaches are being developed every day to 

identify species and determine species boundaries [26]. Integrative taxonomy, which includes DNA data and 

morphology-dependent analyses, is now utilized for efficient taxonomic identification [27, 28]. DNA barcoding 

[29, 30] refers to the utilization of the cytochrome c oxidase I (COI) region, located on mitochondrial DNA 

(mtDNA), to efficiently and precisely identify species of taxa that are challenging to discern based on their 

morphology. These studies mostly use mitochondrial gene (COI) or nuclear region (ITS2) which known as 

molecular markers [31]. For insects, an approximately 650 bp fragment of the COI is used as the standard “barcode 

region” [32, 33]. The relatively high mutation rate of mitochondrial genes compared to nuclear genes allows us to 

reveal phylogenetic relationships and incompatibilities such as geographic variation [34, 35]. The COI gene has an 

important role in revealing the taxonomy and evolutionary relationships in the DNA barcoding studies, due to its 

comprising both highly conserved and variable regions [36]. Because of all these advantages, the COI gene is 

preferred in barcoding studies by many researchers. The COI gene has been used for species delimitation 

approaches also in many Hymenoptera families, including diverse groups such as Braconidae [37, 38], Formicidae 

[39], Gasteruptiidae [40, 41], Eurytomidae [42], Vespidae [43], Ichneumonidae [44]. The barcoding and species 

delimitation studies can also show unsolved diversity [45], reveal lineages or point out new species [46].  

Contemporary molecular-based species delimitation analyses consist of procedures for classifying individuals as 

either members of an existing species or as new species [47]. These analyzes are now widely used in a variety of 

taxa to support traditional taxonomy [48, 49]. A single locus is considered ideal in these analyses, while multiple 

loci may sometimes be preferred. Single-locus species delimitation methods are still widely applied in both DNA 

barcoding and species delimitation studies involving organisms like bacteria, fungi, vertebrates, and invertebrates 

[50, 51]. Species delimitation approaches can also use processed data such as distance or phylogenetic trees. The 

aim of the using different data is to verify consistency of results [52-54].  

It is important to use different genes or additional data such as morphology in integrative taxonomic analyzes to 

delimit the species more accurately [27, 28]. Over the last 20 years, ITS2 region together with COI, has been the 

most popular marker for phylogeny and species identification from different perspectives [55, 56]. However, high 

variation of ITS2 prevent its safe use in species delimitation and it has been understood that the sequences of ITS2, 

are not informative enough for species-level comparisons for some insect genera [57]. Therefore, revealing the 

species diversity needs further use of DNA barcoding and species delimitation approaches with different gene or 

regions [6]. 

Many of the species groups in the genus of Dolerus have not been yet resolved taxonomically [58]. Therefore, 

we preferred species delimitation approaches used in taxonomic and molecular studies here. The aims of the present 

study: a) to compare distance- and tree-based species delimitation approaches on Dolerus genus, b) to compare the 

results of the species delimitation analyzes with those of our previous ITS2-based study [25]. For this purpose, we 

utilized the COI phylogenetic tree, genetic distances, and comparison of various species delimitation approaches. 

At the same time, our study represents the first evaluation of comparing species delimitation approaches based on 

partial COI data of the genus Dolerus using molecular data. 

2. Materials and Methods 

2.1. Molecular analysis 

DNA extracts of 36 morphospecies from the genus Dolerus identified in our previous study, obtained by using 



 Gülmez, M., Korkmaz, E. M., and Budak, M., (2024), Journal of Scientfic Reports-A, 56, 23-35 

  

25 
 

Salting out protocol [59], were preserved at -20ºC in Entomological Collection of Cumhuriyet University, Sivas. 

These samples were used for the amplification of the COI region by using primer pairs s1859 (5’-GGA ACI GGA 

TGA ACW GTT TAY CCI CC -3’) and a2590 (5’-GCT CCT ATT GAT ARW ACA TAR TGR AAA TG-3’) 

[60]. PCR reactions and cycling conditions were taken from Gülmez et. al. 2022 [25] except for the annealing 

stage which is conducted at 46ºC for 30 s. The obtained PCR products were visualized by electrophoresing on 

the 1% agarose gel. PCR products were then sequenced using Sanger technology (Macrogen Ltd., Seoul, Korea) in 

both directions. 

2.2. Phylogenetics analysis 

The raw sequences of 36 samples from the genus Dolerus were generated for this study and each sequence with 

the forward and reverse direction were assembled, edited, and manually checked by eye using Geneious R9 [61]. 

Each partial COI sequence was checked whether belonging to the genus Dolerus using “blastn” algorithm [62]. The 

sequences were deposited to GenBank under the accession numbers OR721886- OR721921. Alignments of partial 

COI sequences of the 36 samples of Dolerus were performed using the MAFFT algorithm [63]. Pairwise genetic 

distances of the partial COI dataset were determined using Kimura-2 (K2P) [64] and uncorrected distance (p-

distance) parameters in MEGA11 [65]. These distance data were exported as a MEGA file to be used in Automatic 

Barcode Gap Discovery (ABGD) analysis, one of the species delimitation tests [36]. The best-fit model of 

nucleotide substitution was determined using jModelTest 2.1.7 [66] and fasta file were created using only 1
st
 and 

2
nd

 codon positions by MEGA11 due to the substitution saturation in 3
rd

 codon positions [65]. The dataset was used 

both for the construction of Maximum Likelihood (ML) tree using Randomized Axelerated Maximum Likelihood-

High Performance Computing (RAxML-HPC) v.8 with 1000 bootstrap replications in CIPRES portal [67] and 

construction of Neighbor-Joining (NJ) tree with 1000 bootstrap replications in MEGA11. ML and NJ tree files in 

newick format were visualized using FigureTree (v 1.4.4) [68]. 

2.3. Species delimitation analyzes 

Five different approaches were preferred for species delimitation analyzes: The General Mixed Yule Coalescent 

(GMYC) model [69] with a single threshold, (ABGD) [36], the Poisson Tree Processes (PTP) (https://species.h-

its.org/) [70], Assemble Species by Automatic Partitioning (ASAP) (https://bioinfo.mnhn.fr/abi/public/asap/) [71] 

and TaxonDNA [72]. However, it was performed two different analyzes using p-distance and K2P distance 

parameters in ABGD approach. So, this study was planned a total of six analyzes based on five different 

approaches. For ABGD analysis, which is a distance-based method, the model setting was set as follows: TS/TV 

(ratio of translation to translation) is 0.967, variability (P) is between 0.001 (P-min) and 0.132 (P-max), K2P and P 

distance, minimum gap width (×) of 0.1-1.5. To apply the GMYC delimitation method, an ultrameric tree was 

constructed with "force.ultrametric” command and was checked using “is.ultrametric” command in R [73]. The 

obtained ultrameric tree for GMYC was used with single threshold method using the “gmyc” function under the 

“SPLITS” package (R Development Core Team, www.R-project.org). For PTP, the RAxML tree was employed as 

input file and analyzed via the PTP web server (https://species.h-its.org) with all parameters given by default, 

except for the number of generations, which was set to 100,000 generations. The most proper group was found by 

objective clustering with p-distance thresholds at 1–6% using TaxonDNA 1.8. Best Close Match (BCM) test in 

TaxonDNA/Species Identifier 1.8 was used to select the best threshold value and to evaluate the potential of the 

COI dataset for species identification. ASAP approach [71] is distance-based method like ABGD, and this analysis 

has performed in web interface. In this method, p distance parameter was preferred simple distance (p- distances). 

3. Results and Discussion 

Six analyses with five different methodologies (tree-based and distance- based) were conducted in this study. 

The compared methods used in this study all rely on a single locus for identifying species boundaries. Information 
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of thirty-six Dolerus samples identified according to these analyzes is given in Table 1. These species are Dolerus 

triplicatus (Klug, 1818), Dolerus germanicus (Fabricus, 1775), Dolerus puncticollis Thomson, 1871, Dolerus 

nigratus (Müller, 1776), Dolerus sp1, Dolerus sp2, Dolerus sp3 and Dolerus sp4. They were determined that the 

putative Dolerus sp3 and Dolerus sp4 species were separated from D. puncticollis and D. nigratus species, 

respectively. 

 

Table 1. İnformation of Dolerus samples. 

Specimens 
Localities of 

specimens 

Identification according to 

ITS2 (Gülmez et al, 2022) 

ABGD-p, ABGD-K2P, 

ASAP, DNA Taxon 

PTP, GMYC 

spcmn1 Erzurum-Tortum D. triplicatus D. triplicatus D. triplicatus 

spcmn2 Erzurum-Tortum D. triplicatus D. triplicatus D. triplicatus 

spcmn3 Erzurum-Tortum D. triplicatus D. triplicatus D. triplicatus 

spcmn4 Erzincan-Refahiye D. triplicatus D. triplicatus D. triplicatus 

spcmn5 Erzincan-Refahiye D. triplicatus D. triplicatus D. triplicatus 

spcmn6 Erzincan-Refahiye D. triplicatus D. triplicatus D. triplicatus 

spcmn7 Kütahya-Altıntaş D. germanicus D. germanicus D. germanicus 

spcmn8 Kütahya-Altıntaş D. germanicus D. germanicus D. germanicus 

spcmn9 Uşak-Banaz D. germanicus D. germanicus D. germanicus 

spcmn10 Ankara-Bala D. germanicus D. germanicus D. germanicus 

spcmn11 Erzincan-Refahiye D. germanicus D. germanicus D. germanicus 

spcmn12 Erzincan-Refahiye D. germanicus D. germanicus D. germanicus 

spcmn13 Erzincan-Refahiye D. germanicus D. germanicus D. germanicus 

spcmn14 Erzincan-Refahiye D. germanicus D. germanicus D. germanicus 

spcmn15 Erzincan-Refahiye D. germanicus D. germanicus D. germanicus 

spcmn16 Erzincan-Refahiye D. germanicus D. germanicus D. germanicus 

spcmn17 Erzurum-Tortum D. puncticollis D. puncticollis D. puncticollis 

spcmn18 Erzurum-Tortum D. puncticollis D. puncticollis D. puncticollis 

spcmn19 Nevşehir-Ürgüp D. puncticollis D. puncticollis D. puncticollis 

spcmn20 Nevşehir-Ürgüp D. puncticollis D. puncticollis Dolerus sp3* 

spcmn21 Nevşehir-Ürgüp D. puncticollis D. puncticollis Dolerus sp3* 

spcmn22 Ankara-Beyşehir D. puncticollis D. puncticollis D. puncticollis 

spcmn23 Sivas-Gürün Dolerus sp1 Dolerus sp1 Dolerus sp1 

spcmn24 Ankara-Beyşehir D. puncticollis D. puncticollis D. puncticollis 

spcmn25 Niğde-Çamardı D. puncticollis D. puncticollis D. puncticollis 

spcmn26 Niğde-Çamardı D. puncticollis D. puncticollis D. puncticollis 

spcmn27 Kastamonu-Tosya D. nigratus D. nigratus D. nigratus 

spcmn28 Kastamonu-Tosya D. nigratus D. nigratus Dolerus sp4* 

spcmn29 Kastamonu-Tosya D. nigratus D. nigratus D. nigratus 

spcmn30 Erzincan-Refahiye D. nigratus D. nigratus D. nigratus 

spcmn31 Erzurum-Oltu D. nigratus D. nigratus D. nigratus 

spcmn32 Erzincan-Refahiye D. nigratus D. nigratus D. nigratus 

spcmn33 Erzurum-Oltu D. nigratus D. nigratus D. nigratus 

spcmn34 Kütahya-Altıntaş Dolerus sp2 Dolerus sp2 Dolerus sp2 

spcmn35 Kütahya-Altıntaş Dolerus sp2 Dolerus sp2 Dolerus sp2 
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spcmn36 Kütahya-Altıntaş Dolerus sp2 Dolerus sp2 Dolerus sp2 

*: As a result of the species delimitation analysis, it was determined that the putative species. 

The percentage of the average nucleotide composition of COI sequences of each species is given in Table 2. 

Ratio of nucleotide compositions of the COI sequences of each species are variable. AT contents of the examined 

sequences ranged between 71.80% (Dolerus sp1) and 73.10% (D. nigratus) (Table 2). The average AT content of 

the COI region mentioned in the study of Hebert (2003) [74], which is considered as the DNA barcode region and 

used in the analyzes, showed an AT content, like other Hymenoptera members that have been reported [75-80]. 

Moreover, additional proof that the sequences are COI comes from the fact that the “Blastn algorithm” [62] 

produced Per-Identities scores for the genus Dolerus ranging from 93 to 98%. 

Table 2. Average nucleotide content of COI gene belongs to each species. 

Specimens Species Name T% C% A% G% AT% 

spcmn1-6 D. triplicatus 39.15 14.02 33.23 13.58 72.38 

spcmn7-16 D. germanicus 38.85 14.55 32.96 13.65 71.81 

spcmn17,18,19,22,24,25,26 D. puncticollis 38.64 13.93 33.64 13.79 72.29 

spcmn20,21 Dolerus sp3 38.2 13.95 33.9 14 72.10 

spcmn23 Dolerus sp1 38.6 14.9 33.2 13.3 71.80 

spcmn27,29,30,31,32,33 D. nigratus 39.10 13.67 34.00 13.25 73.10 

spcmn28 Dolerus sp4 38.9 13.7 33.9 13.4 72.80 

spcmn34-36 Dolerus sp2 39.73 13.40 32.97 13.87 72.70 

A=Adenine T=Thymine, C=Cytosine, G=Guanine, AT= Adenine – Thymine content 

As a result of genetic distance, the interspecies distance in eight species was designated as a maximum of 9.7% 

(D. nigratus-Dolerus sp1 vs D. germanicus) and a minimum of 1.6% (D. puncticollis vs Dolerus sp1) (Table 3). In 

the intra-species genetic distance results, D. puncticollis samples have the maximum distance (0.872%) (Table 4). 

Since Dolerus sp1 and Dolerus sp4 are represented by one sample each, their interspecies genetic distances could 

not be calculated. According to Hebert et al (2004) [81], a 10-fold difference between mean intraspecific and 

interspecific differences is specified as the standard COI threshold for identifying animal species. This Figure. is 

over the designated threshold value, as evidenced by the fact that it was 13 times in the study (the difference 

between the average interspecies (4%) and intraspecific divergence (0.30%)). Comparison of average intraspecific 

and interspecific genetic distances is widely used in species delimitation, as well as in barcoding studies. Maximum 

distances between Dolerus species reflect the pattern seen in species delimitation analyses, where well-supported 

clusters (clades) consist of more than one species. 

Table 3. Interspecific genetic distance. 

No Species Genetic Distance 

  1 2 3 4 5 6 7 8 

1 D. triplicatus   

2 D. germanicus 7.5%   

3 D. puncticollis 6.8% 7.8%   

4 Dolerus sp1 6.9% 7.6% 1.6%   

5 Dolerus sp3 6.4% 8.9% 3.5% 4%   

6 Dolerus sp4 6.6% 8% 4.5% 4.4% 4.9%   

7 D. nigratus 7.7% 9.7% 7.1% 6.9% 6.5% 6.6%   
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8 Dolerus sp2 8.3% 9.7% 6.4% 6.6% 6% 4.3% 2.9%  

Table 4. Intraspecific genetic distance of Dolerus species. 

Species d SE 

D. triplicatus 0 0 

D. germanicus 0.2% 0.122% 

D. puncticollis 0.9% 0.251% 

Dolerus sp3 0.3% 0.232% 

Dolerus sp1* n/c n/c 

Dolerus sp4* n/c n/c 

D. nigratus 0.06% 0.055% 

Dolerus sp2 0.04% 0.228% 
            * D. sp1 and D. sp4 are represented by one sample each. 

 

To compare the species delimitation analyses of the Dolerus genus, a total of six analyses based on five different 

approaches were conducted. In addition, we employed comparison analyzes to utilize the ITS2 results (phylogenetic 

tree and CBCs) from our previous research [25]. Comparison analyses summarizing the results of the six different 

species delimitation analyses and the results of Gülmez et al. (2022) [25] (ITS2) are shown on a RaxML tree (Fig. 

2). These analyses led to the identification of eight groups from tree-based analyses (PTP and GMYC) and six 

groups from distance-based ones (ABGD-p, ABGD-K2P, ASAP, and DNA Taxon) (Fig.s 2). The reason for the 

variability in the number of species is the use of approaches with different algorithms. The recursive partitioning of 

data using ABGD and ASAP techniques, which are computationally and time-efficient, involves comparing 

sequence differences to identify a "barcode gap" that may indicate the boundaries of different species [40]. Tree-

based methods identify species boundaries by calculating branch variation using a phylogenetic tree.  

Two different inputs, P-dist and K2P distance, were used in four distance-based analyzes. In the consequence of 

ABGD-P-dist analysis and ASAP analysis, it was observed that there were respectively 0.036% and 0.045% 

barcode gaps between the maximum intraspecific distance and minimum interspecific distance values in the COI 

data set of Dolerus species (Fig. 1). Despite using the same distance data, the barcode gaps were different. 

However, both analyses grouped the same number of species. Similarly, DNA-Taxon analysis which a species 

delimitation tool that clusters using intraspecific genetic distances [72], also found that same number groups as 

other distance-based analyses. The six groups identified by ASAP, ABGD-p, ABGD-K2P, and Taxon DNA 

analyses yielded identical species groups to those reported in our earlier study [25]. Moreover, for detailed 

comparison of intraspecific relationships, a distance-based NJ tree was also examined. The NJ tree exhibited the 

same topology with RAxML. 
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Fig. 1. a) ABGD-p/ Histogram of distances. b) ABGD-p/ Ranked distances. c) ASAP/ Histogram of distances. d) ASAP/ Ranked distances 
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Fig. 2. Comparative all species delimitation analyzes on consensus tree of COI region conducted by RaxML. 

Samples placed between spcm1 and spcm6 are grouped together in both distance and tree-based analyses. Since 

these samples represent the group defined as D. triplicatus according to ITS2 results (Grey color in Fig. 2), they 

gave similar results in both studies. Similarly, in all analyses, samples between spcm7 and spcm16 were assigned to 

a single group and were compatible with the D. germanicus species represented in ITS2 results (Grey color in Fig. 

2). The spcm23 sample, which was named Dolerus sp1 in the previous study (Fig. 2), was in a different group in all 

species delimitation analyses. Its appearance in the different group supported the previous study. Consistent with 

the prior study's designation of these specimens as Dolerus sp2, all species delimitation analyses included spcm34, 

spcm35 and spcm36 in same group (Fig. 2). These results support comparison of all species delimitation analyzes 

and the ITS2 results (Grey color in Fig. 2). Distance-based analyzes (ABGD, ASAP and Taxon DNA) have given 

spcm20 and spcm21 with D. puncticollis in the same group. The distance-based analyzes of COI data and the tree 

topology of ITS2 results support each other. However, GMYC and PTP analyses grouped these two samples 

separately from the D. puncticollis group. As seen in Fig. 2, spcm20 and spcm21 samples were separated from the 

D. puncticollis species group and formed a different clad (Dolerus sp3). When the results of the previous study are 

examined, it is seen that spcm20 and spcm21 samples are separated from other samples by two CBCs. The 

existence of these CBCs are supported by this study [25]. For this study, it is thought that the ITS2 phylogeny and 

CBC presence together with species delimitation analyzes will provide more informative species-level 

identifications. However, since both ITS2 results and the groups given by tree-based approaches do not support 
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each other, it was named as the putative Dolerus sp3. 

The spcm28 sample was found in the same group with D. nigratus in distance-based approaches, which shows 

its similarity with the previous study. Tree-based analyses, however, revealed that this species belonged to a distinct 

single group. Although, there is no CBC presence between them, the spcm28 sample showed separate branching 

from the D. nigratus clade in the ML tree. The ML tree and species delimitation analyses supported each other, and 

therefore it was named as the putative species Dolerus sp4. GMYC approach is a coalescent-based phylogenetic 

method that sets thresholds between coalescent and species-level processes to species boundaries. PTP approach 

models speciation events by the number of substitutions in each branch, which equates to a higher expected number 

of substitutions between species than within species. In this context, the tree based GMYC model is an analytical 

approach that an ultrameric phylogenetic tree as the most likely point of transition from merging to speciation 

branching models [69, 80]. These models continue to be used successfully in recent times to delimit species in a 

wide variety of little-known insect taxa. [82-85].  

GMYC and PTP analyzes generally produce similar estimates of species boundaries [86-89]. Same species 

groups were determined from PTP and GMYC analyzes, using the RAxML and ultrameric tree as input. Branching 

points or nodes in a tree are considered to indicate speciation. In monophyletic trees, each node represents the last 

common ancestor of two lineages that diverged from that node [85]. Therefore, the fact that each of the two main 

clades containing D. puncticollis and D. nigratus species have three nodes, as well as the presences of CBCs shown 

on the tree topology in the previous study, supported the existence of putative species groups emerged in these 

analyses (Fig. 2). GMYC and PTP also offer some distinct advantages over the other four types of delimitation 

analysis. The main benefit of these approaches is that they are far less reliant on the threshold value and integrate 

evolutionary theory [28]. The CBCs identified in the previous investigation support the suggested species 

boundaries in this analysis. Although analysis of single-locus mtDNA data and decisions based on small sample 

sizes pose interpretation risks, processing the data with species delimitation analyses can provide accurate estimates 

of the number of species [90]. 

4. Conclusion 

The species delimitation methods correctly group known species into clusters in most cases. The grouping of the 

ASAP analysis [71], which is based on the best scoring algorithm, is supported by other distance-based analyzes. In 

addition, PTP and GMYC analyzes are internally consistent. The main reason for this difference is the use of the 

ultrameric tree in the PTP and GMYC analyzes. On this tree, rates of branching events are estimated to reveal 

patterns of speciation (interspecific relation) and coalescence (intraspecific relation) [69, 71]. Therefore, tree-based 

analyzes take longer to complete than distance-based analyzes in terms of time. Although this is stated to be a 

disadvantage by some researchers, these analyzes among the most popular approaches to provide reliable results. 

There was no consensus on the number of common species in both distance and tree-based analyzes. However, 

the reliability of tree-based analyzes interpreted using additional data such as ITS2 and CBC, is one step forward. 

Puillandre et al., (2020) [71], reported that the performance of ABGD was similar to that of ASAP, and although 

PTP did not perform very well, GMYC performed very well as long as the number of species was not too high. 

Since GMYC and PTP analyzes are based on evolutionary relationships, we named the groups separated from D. 

puncticollis and D. nigratus as Dolerus sp3 and Dolerus sp4, respectively. As this is the first study with this taxon 

group, testing species delimitation analyzes will serve as a resource for future studies for this important family. 
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Abstract 

In this study, a hyperspectral anomaly detection method based on Laplacian matrix (HADLAP) is proposed. This paper addresses 

the problem of determining covariance matrix inversion in high-dimensional data and proposes a new approach for identifying 

anomalies in hyperspectral images (HSIs). The study’s goals are to find anomalous locations in HSIs and to deal with the 

problem of calculating the inversion of the covariance matrix of high dimensional data. The method is centered on two main 

concepts. One of them is decomposition process. The other one is detection process. First, HSI data is decomposed as a low rank 

and sparse matrices. Second, the sparse component of the data is used to build Mahalanobis Distance (MD). In this study, go 

decomposition (GoDec) algorithm is employed to decompose the data. Then, the distance is calculated by obtained matrix with 

aim of detection of anomalous pixels in the HSIs. The method differs from previous studies that covariance matrix in the distance 

is computed with Laplacian matrix and MD. Experiments conducted on three hyperspectral datasets present the superiority and 

effectiveness of the proposed framework in terms of detection performance with respect to state-of-the-art methods.  

© 2023 DPU All rights reserved. 
Keywords: Anomaly detection; low rank matrix; laplacian matrix 

1. Introduction 

Hyperspectral imaging captures the reflected light from hundreds of narrow bands objects throughout the earth's 

surface. The information of high spectral resolution of the hyperspectral image with these bands allows for the 

differentiation of various ground objects. The imaging technology is applied in the field of image analysis, remote 

sensing, classification, and target detection [1]. Hyperspectral images (HSIs) hold abundant spectral information 
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about characteristics of objects which enables to have an idea about the image scene [2]. Hyperspectral anomaly 

detection is an unsupervised approach that evaluates targets of interest against the background without any prior 

information about the target in advance [3]. By this methodology, abnormalities in HSIs are identified for usage 

with different purposes in applications such as camouflage detection, identification of minerals, fine agriculture, 

change detection etc. Hyperspectral anomaly detection has received substantial research in the literature. The most 

common methods for hyperspectral anomaly detection are statistical based models. Reed-Xiaoli (RX) detector is the 

most popular approach based on statistical model [4]. This approach relies on the idea of HSI the background 

follows a multivariate Gaussian distribution. Mahalanobis distance (MD) between the test pixels and the background 

is computed in order to identify the anomalous targets. Later, several expanded RX algorithms developed, including 

the subspace RX (SSRX) algorithm, which minimizes the effect of anomaly contamination on background 

estimation, and the local RX (LRX) algorithm, which models the local background using the inner and outer double 

windows approach [5, 6]. Support Vector Machines (SVM) and Random Forests (RF) techniques are also anomaly 

detection strategies based on advanced statistical model and get benefit from machine learning algorithms [7, 8]. 

Hyperspectral anomaly detection, known as unsupervised-based techniques, separates meaningful targets from 

the background without the need for prior information. Their aim is to distinguish outliers from background objects. 

Breaking down hyperspectral data into low rank and sparse components is a popular method that can be used to 

distinguish suspicious anomalies from background information. This process of decomposition promotes the 

identification of anomalous data by utilizing the data's inherent structure to differentiate context from potential 

anomalies.  

A variety of low rank and sparse matrix decomposition-based techniques have been successfully used for 

hyperspectral anomaly detection. It is assumed that the anomalies are sparse, and background has low rank property. 

The advantage of this method is splitting HSIs as sparse and low rank matrices holding anomaly and background 

information respectively. Go Decomposition (GoDec) algorithm is one of the most used methods to decompose 

datasets can be either HSI or image or video [12]. The GoDec algorithm solves a convex optimization problem to 

separate datasets. As in the other datasets, it is used for background and foreground separations in HSIs. These 

separated matrices accurately detect the data's basic structure making it possible to explore anomalies. Low Rank 

and Sparse Matrix Decomposition (LRaSMD) model can be considered a novel strategy for finding hyperspectral 

anomalies as demonstrated in [13].  

In addition to the previously discussed low rank and sparse matrix-based hyperspectral anomaly detection 

techniques, the robust subspace recovery algorithm via bi-sparsity pursuit is a further alternative decomposition 

strategy to GoDec. In [15], a robust subspace recovery algorithm is employed to isolate the data. MD is composed of 

the image's sparse components. Later, a different method based on LRaSMD was proposed in [17] that uses a 

Laplacian matrix to reconstruct MD. During the alteration of the distance function used to calculate the distance is 

employed as a weight function. In the context of this research, low rank and sparse matrices from the HSI dataset 

have been created using the GoDec algorithm. A map that detects anomalous behavior is created by executing MD 

on the sparse matrix. Notably, the Laplacian matrix is employed to invert the covariance matrix in MD, which 

increases the accuracy and effectiveness of anomalous behavior detection. Therefore, a new anomaly detection 

method for HSIs, HADLAP, is constructed and proposed. 

This study is organized into various sections to present proposed method for hyperspectral anomaly detection. 

Section 2 provides information about the proposed method in detail.  The datasets utilized for assessment are 

expressed in Section 3. Empirical findings are demonstrated in Section 4 where evaluations for proposed method 

with state-of-the-art methods is given. This section emphasizes how well the suggested strategy performs and how 

successful it is in finding anomalies in hyperspectral data. conclusion of the study is drawn in Section 5. Finally, 

Section 6 includes a discussion that highlights the importance of the sparse and low rank matrix decomposition 

based technique for hyperspectral anomaly identification. 
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2. Experimental design 

In this section, the hyperspectral image is first separated aside GoDec method, which yields the low rank and 

sparse matrices. The sparse component is next substituted to MD. Cauchy function is used in place of explicitly 

inverting covariance matrix, allowing accurate estimates for anomalous pixels with comparable characteristics to be 

captured. The Laplacian matrix is then used to derive background statistics. This strategy has a number of beneficial 

aspects. First of all, only relevant bits of the data are inverted, which considerably lowers the cost of calculation. 

Additionally, it prevents the use of inaccurate statistics. As a result, the technique achieves high computing 

efficiency. By using the Laplacian matrix in MD after these stages, as opposed to computing the inverse of the 

complete dataset, the final anomaly map is created. This hybrid method, which combines matrix decomposition 

methods with modified MD computations, works well for locating hyperspectral anomalies. 

Hyperspectral data in three dimensions is initially converted to a 2D matrix. Thus, the data X ∈ Rh×w×b may be 

expressed by X = [X1, X2, ..., Xb], X ∈ RN×b in which N is the total number of pixels and b represents the quantity 

of bands in a spectrum. The data matrix X is written as in Eq. 1 

𝑋 = 𝐿 + 𝐸   (1) 

where L ∈ RN×b is the background matrix and E ∈ RN×b is the sparse matrix that are two dimensional matrices 

with the size N×b. The optimization problem is then formulated as in Eq. 2. 

𝑚𝑖𝑛𝐿,𝐸 ∥ 𝑋 −  𝐿 −  𝐸 ∥𝐹
2 , 𝑟𝑎𝑛𝑘(𝐿)  ≤  𝑟, 𝑐𝑎𝑟𝑑(𝐸 ≤  𝑘𝑁 )  (2) 

where r is the maximal rank of L and k is the cardinality of E. In order to solve the problem in Eq. 2 GoDec 

algorithm below is applied. After applying the algorithm, low rank L and sparse E matrices are extracted. By 

extracting E, MD distance in Eq. 3 is built. 

Algorithm 1. GoDec Algorithm 

Inputs: 

X ∈  Rh×w×b; data matrix, r; rank of L matrix, s; cardinality of E matrix, Iter; max iteration 

number 

Outputs:    
L; low rank matrix, E; sparse matrix 

Initialize: L0 = X, S0 = 0, i ≔ 0, A1 = randn(L, r); 
Repeat: Iter times  

1) i ≔ i + 1; 
2) Y1 = (X − Ei−1)A1,  A2 = Y1; Y2 = (X − Ei−1)TA2; 
3) If rank(A2

TY1) < r then  r ≔ rank(A2
TY1), go to step 2); end; 

4) Li =  Y1(A2
TY1)−1Y2

T 

5) Ei =  PΩ(X − Li−1) until ‖X − L − E‖F
2/‖X‖F

2 < ε 

 

𝐷(𝐸) = (𝐸 − µ)𝑇𝛤−1(𝐸 − µ)   (3) 

where µ is mean and 𝛤−1 is inverse of the covariance matrix of E. Each pixel in the E matrix is evaluated by 

considering itself and its neighboring pixels. In addition, Laplacian matrix and Cauchy function are implemented to 

calculate 𝛤−1 unlike other studies. Cauchy distance with spatial variant is applied. It returns the likelihood map of 

each pixel to be anomalous. Each pixel is evaluated by considering itself and its four-connected neighbors. Thus, the 

distance formula becames as in Eq. 4 
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𝐷𝐻𝐴𝐷𝐿𝐴𝑃(𝐸) = (𝐸 − µ)𝑇𝐿(𝐸 − µ)   (4) 

where the Laplacian matrix L is used for instead of Γ−1 by modifying MD. L matrix is computed by the following 

equations: 

𝐿 = 𝐷 − 𝑊   (5) 

where D and W are degree and weight matrices respectively. W in Eq. 6 is Cauchy function by which pixels 

representing similar features are detected, 

𝑊𝑥𝑦 =  
1

1+(
µ𝑥+µ𝑦

𝛽
)2

   (6) 

where µx and µy are means for band images x and y and β is a scaling parameter. Therefore, the anomaly map is 

extracted by computing the distance D. The proposed method’s outcomes and performance results of detectors are 

given in the next section. The weights are normalized since it is more beneficial and preferred. Then, using Eq. 7,  

𝐿 = 𝐷−
1

2𝐿𝐷−
1

2   (6) 

the symmetric normalized Laplacian matrix is calculated. Finally, anomaly detection maps for each image are 

obtained. 

3. Experimental data 

The information about the data used for assessments is provided in this part. The following three hyperspectral 

datasets are employed: Airport Beach Urban (ABU) Airport_3, ABU Urban_1 and Salinas implemented 4 (Imp_4) 

datasets. Figure 1 shows the original band images. Their ground truth images are presented in Figure 2. 

 

   

(a) (b) (c) 

Fig. 1. Original band HSI. (a) Airport_3. (b) Urban_1. (c) Salinas Imp_4. 

The first dataset in Figure 1 (a) has a resolution of 7.1m and 100 x 100 pixels with 205 spectral bands. The data is 

gathered by Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) in Los Angeles. The second dataset has a 

resolution of 17.2m and 100 x 100 pixels with 204 spectral bands is presented in Figure 1 (b). The data is collected 

by AVIRIS in Texas coast. Salinas Hyperspectral Dataset in Figure 1 (c) is lastly used hyperspectral dataset which is 

a popular data set used for several remote sensing applications. It obtains 224 bands which are also captured 

AVIRIS to provide the dataset for this investigation over an agricultural region close to Salinas Valley in California, 

USA. The original collection, which has a resolution of 512×217 pixels, includes images of 16 various kinds of 

vegetables, bare soils, and vineyard fields. The subset is sized as 126×150 with 204 spectral bands. Figure 2 presents 
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ground truth images for all datasets. In Fig. 2a and 2b, planes are anomalies for ABU Airport_3 and ABU Urban_1. 

Anomalies are artificially implemented in Salinas. They are not real objects. The steps taken to create anomalies in 

the image are explained in depth in [18]. 

 

   

(a) (b) (c) 

Fig. 2. Ground truth images. (a) Airport_3. (b) Urban_1. (c) Salinas Imp_4. 

4. Experimental results 

The experimental findings from an extensive research study were carried out to determine the effects of the 

proposed method compared with the state-of-the-art of the methods. Five anomaly detection techniques are 

compared with HADLAP: HADM, SLRMD, LRaSMD, RX, and SSRX. In order to examine the accuracy of various 

approaches, Receiver Operating Characteristic (ROC) curves and Area Under the ROC curve (AUC) measures are 

applied in this study. Figure 3 shows ROC curves of each datasets which includes six hyperspectral anomaly 

detection results false alarm rate (far) versus detection probability (pd). 

 

 

 

 
              (a)             (b) 
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(c) 

Fig. 3. ROC curves of (a) Airport_3. (b) Urban_1. (c) Salinas Imp_4. 

The graph in Figure 3 (a) demonstrates the variety of methods used, from conventional methods to novel 

approaches. The suggested technique distinguishes out from the other methods since it has less far with higher pd. 

As may be observed from the figure that suggested technique is always above the other methods especially after 

0.01far. LRASMD and RX come after suggested approach. LRASMD has higher pd than RX while its line 

approaching 100% pd. HADM and SLRMD is after them. It can be concluded that GoDec algorithm provides better 

detection rate than RoSuRe decomposition algorithm. While distance calculation is compared, modified MD gives 

better detection rate than original MD. 

In the following Figure 3 (b) is ROC curve for ABU urban_1 datasets. The suggested technique performs better 

than the alternatives, producing better outcomes in terms of far and pd. It stands out for showing a distinct detection 

rate after a FAR of 0.001, while keeping a 100% PD rate from 50%. The suggested strategy is successful, as 

evidenced by the decline in the false alarm rate as the detection rate rises. In terms of performance, the HAD 

approach is quite similar to the suggested methodology. 

In Figure 3 (c), the results for the Salinas imp_4 image are presented. The proposed method demonstrates a 

higher pd compared with the other methods. The SSRX approach, the second-most competitive technology, comes 

closely behind. The SLRMD, HADM, LRASMD, and RX techniques show increasingly greater detection rates in 

descending order. The figure highlights HADM superiority regarding Salinas imp_4 dataset detection performance. 
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 (a) (b)          (c)         (d)         (e)         (f) 

Fig. 4: 2D results for (a) HADM. (b) SLRMD. (c) LRaSMD. (d) RX. (e) SSRX. (f) HADLAP. 

Figure 4 shows two dimensional results for each image obtained by the evaluated methods. The last column in 

Figure 4 (f) is the result for the proposed method named HADLAP. Analyzing the figure reveals that the proposed 

method regularly results in images with greater clarity, finer details, and overall visual representation, making it 

stand out as a top candidate among the five approaches examined. In addition, the suggested method's higher visual 

quality and distinctiveness are highlighted noticeably in the figure, underlining its promise as a sophisticated and 

cutting-edge way of hyperspectral image processing. By comparing the proposed approach, HADLAP, to existing 

modern techniques, the assessment of ROC findings and AUC values in Table 1 reveals that HADLAP performs 

better overall. 

Table 1 presents the AUC findings for five different approaches that were used on three different HSIs. One of 

these techniques stands out as the suggested strategy. The accuracy and discrimination performance of each 

approach are shown by the AUC metric, which also acts as an assessment metric. 

Table 1. AUC values for the methods. 

HSI data  
AUC VALUES   

Proposed HADM SLRMD LRaSMD  RX SSRX 

   Airport_3 0.9561 0.9157 0.8712 0.9346 0.9300 0.8623 

   Urban_1 0.9950 0.9914 0.9849 0.9796 0.9907 0.9850 

   Salinas  0.9984 0.9358 0.9660 0.9313 0.7463 0.9978 

 

We may evaluate the effectiveness of the suggested strategy in comparison to the alternatives by comparing the 

AUC scores. By comparing the proposed approach's AUC measures to the results attained using the other 

methodologies, the table highlights the worth of the suggested approach. The proposed method has the highest AUC 

values which are 0.956, 0.995, and 0.998 respectively. It is followed by RX for Aiport_3 data. For Urban_1 image, 

HADM has the second highest AUC value. Finally, the second-highest AUC value is held by SSRX in Salinas 

dataset. 

5. Conclusion 

In this study, low rank and sparse matrix decomposition-based method is proposed. GoDec algorithm is applied 

for low-in order to get background and foreground information. Modified MD is then adopted to get anomaly pixels. 

Different than previous studies MD is rebuilt by using Laplacian matrix. This is resulted with higher detection 

performance. There hyperspectral datasets are used for evaluations. Anomalies in Salinas data are artificially 

implemented. Five state-of-the-art approaches are compared with the suggested method. Two of these methods are 

the most known traditional anomaly detection methods; RX and SSRX. The others are LSDM based methods 

similar approaches with the proposed methods. ROC curves and AUC are used for evaluations. According to these 

performance analysis, proposed method outperforms the other methods with higher detection rate overall 90%. 
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6. Discussions 

Here This section discusses five alternative approaches for finding hyperspectral anomalies using three different 

hyperspectral images. The five methods that are taken into account in this study are HADLAP, HADM, LRaSMD, 

RX, and SSRX. To find anomalies in the hyperspectral images, each strategy makes use of a different collection of 

algorithms, methods, or statistical techniques. Various approaches in an effort are compared to find the best 

successful strategy for hyperspectral anomaly detection. RX and SSRX are traditional anomaly detection methods. 

The others, however, employ strategy of low rank and sparse matrix decomposition. HADLAP and HADM use 

RoSuRe algorithm whereas LRaSMD uses GoDec algorithm to partition the data. When all findings considered 

decomposition based methods outperforms traditional ones in terms of anomaly detection. If the suggested approach 

and LRaSMD which both employ the GoDec algorithm for decomposition but employ various distances are 

compared, it may be concluded that the modified MD by the laplacian matrix performs better than MD. Overall, this 

thorough analysis of five approaches for detecting hyperspectral anomalies using three hyperspectral data gives 

researchers insightful information that will help them choose the best strategy for precisely identifying anomalies in 

subsequent applications. 
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Abstract 

Mining is a costly activity that requires huge investments and large equipment. Therefore, it is crucial to use mining equipment 

efficiently to maximize productivity. This requires the continuous analysis of equipment efficiency and taking action to reduce 

negative impacts. Accurately estimating equipment efficiency is essential to increase its effectiveness. One globally recognized 

and accepted measurement is Overall Equipment Effectiveness (OEE). In this study was conducted to calculate the OEE values 

of shovels and trucks, which are the primary equipment used in open pit mining. The study presented different loss times and 

quality values while calculating the OEE values of mining equipment. The OEE values of electric trucks and shovels were found 

to be consistent with actual work quantities in the Manisa-Soma Lignite open pit operation. This study is the first applied study of 

OEE analysis in Turkey. 

© 2023 DPU All rights reserved. 
Keywords: OEE; Equipment Utilization; Mining; Time Losses; open pit equipment 

1. Introduction 

The speed at which modernization and Industry 4.0 are spreading around the globe has raised the capacity of 

mining machines and equipment. This capacity growth has brought attention to the necessity of using the gear and 

equipment even more effectively, nevertheless. Analysing the overall productivity of the equipment utilized in 

mining operations is therefore considerably more important. As in other sectors of business, mining businesses now 

need to make sure that their machinery and equipment are used as efficiently as possible. Utilizing equipment at its 

optimal efficiency level is crucial and is contingent upon the operational parameters of the business. In the event that 

the operational efficiency falls to a level below that which is required, it is very important that quickly to one 

responds improving it. By checking efficiency of equipment and action just in time in order to correct, businesses 

can run their level of equipment with that which is required, lowers business production cost, and in investment cost 

at the same time reduces. 
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Overall Equipment Efficiency, OEE, Analysis provides performance management of the equipment required for 

the mining operations. Since the method provides fast and accurate answers, many different businesses use this 

analysis method. 

S. Nakajima has defined total Productive Maintenance (TPM) as having its positives and negatives. According to 

the author's comparison of TPM to OEE, the author states a point of simplicity and being user-friendly to the user 

[1]. Sharma et al. found that a relevant study of a whole range of manufacturing process equipment efficiency 

reflects competitiveness, hence would be ideal for measuring total equipment effectiveness and efficiency [2]. K. 

Yagi. To calculate their OEE in the industry, Jeong et al. used a different technique for loss prediction over the time 

production lines [3]. M. Braglia et al calculated the OEE of all equipment in the production line using a different 

method [4]. R. Oechsner et al proposed new approaches and calculation methods to determine overall plant 

efficiency instead of overall equipment efficiency [5]. J.A. Garza-Reyes et al investigated the correlation between 

system capacity and overall equipment efficiency (OEE) [6]. 

S. Elevli and his team applied theoretical OEE calculation methods and formulas to mining equipment in their 

study [7]. N.R. Sharma conducted a study on the relationship of OEE with the implementation of Preventative 

Maintenance systems for the reduction of equipment downtime, especially at the availability front of the equipment 

[8]. J.M. Akande et al. did a study on equipment optimization conducted on loaders and rigid frame trucks in a 

mining operation [9]. Conveyer and bucket-based backhoes efficiency study was done by M. Mohammadi et al. 

[10]. 

The idea of the study was to determine how efficient the electric trucks and shovels operating at the Manisa-

Soma coal works. Data on shovels and trucks in Manisa-Soma (Turkey) coal mine for the years 2021 and 2022 were 

collected and analysed. Among the findings of this analysis was the determination of the state of equipment 

efficiency as well as suggestions on how overall equipment efficiency figures can be raised. 

2. Methodology 

OEE is an analytics tool that enables enterprises to make decisions with concerns to the already available 

equipment in the enterprise. After the 2000s, that kind of analysis was much favoured because it's logically simple 

and not too time-consuming. Following completion of the OEE assessment process, if the percentage OEE is found 

to be less than the targeted level, then some of the factors that need to be analysed include operator quality, down 

time of equipment, repair and installation times, lost time due to minor amount of equipment malfunction and 

problems which are caused due to the speed with which the equipment are operated. A business has the opportunity 

to become more efficient if it is able to identify and correct these problems. 

OEE is one of the important techniques of progress control over and improvement in efficiency of equipment 

used in the mining operation. This method accounts for the losses incurred during the work process and is used to 

calculate real efficiency. Table 1 displays the six most prevalent major loss times. [11].  

Table 1. Six Big Losses [11]. 

Factor Six Big Loss 

Category 

OEE Loss 

Category 
OEE Factor 

Mechanical Equipment Failure Downtime Losses 
Availability (A) 

Human Setup and Adjustment 

Operational 
Idling and 

Minor 

Stoppages 

 

Speed Losses 

 

Performance (P) 

Mechanical or 

Operational 
Reduced Speed 
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Mechanical Reduced Yield 
Defect Losses Quality(Q) 

Operational Quality Defects 
 

 

Production line equipment availability is affected by any losses that occur during use, such as downtime and 

repair times. The availability can be calculated using the formula 1. 

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (%) =
𝑁𝑒𝑡 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝐻𝑜𝑢𝑟𝑠 − 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒 𝐿𝑜𝑠𝑠𝑒𝑠

𝑁𝑒𝑡 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝐻𝑜𝑢𝑟𝑠
∗ 100 

(1) 

Net available hours =Total time-planned downtime 

Equipment performance is affected by speed losses resulting from user error and operating conditions. Formula 2 

can be used to calculate the speed loss. 

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 (%) =
𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒𝑠 − 𝑆𝑝𝑒𝑒𝑑 𝐿𝑜𝑠𝑠𝑒𝑠

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒𝑠
∗ 100 

(2) 

Operation Times: Net available hours-Downtime losses 

"Quality" refers to a product's standard and includes the consideration of "product loss". The formula 3 is used to 

determine the amount of product loss. 

𝑄𝑢𝑎𝑙𝑖𝑡𝑦 (%) =
𝑁𝑒𝑡 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒𝑠 − 𝐷𝑒𝑓𝑒𝑐𝑡 𝐿𝑜𝑠𝑠𝑒𝑠

𝑁𝑒𝑡 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒𝑠
∗ 100 

(3) 

Net operation time = Operation time - Speed losses, Defect Losses: Operator defects 

Once the Overall Equipment Effectiveness (OEE) has been analysed, it needs to be checked for compliance with 

industry standards. The acceptable average efficiency in the industry is typically around 85-90%. If the calculated 

total equipment efficiency value falls below the specified operating efficiency value, corrective measures are taken 

to increase system efficiency. It is important to base the calculated OEE value on accurate and realistic data, as 

using unrealistic data can lead to incorrect equipment efficiency readings. To calculate OEE, the actual total time, 

planned downtime, and unplanned downtime within this total time should be accurately calculated. 

2.1. Calculating the Overall Equipment Effectiveness (OEE) for Mining Equipment 

Mining operations are significantly distinct and more intricate than the manufacturing sector. As a result, both the 

expected and unexpected losses for mining equipment must be analysed based on their operating systems. However, 

collecting data on the planned time and losses for mining equipment is a more complex process. Table 2 illustrates 

the procedure for determining a truck's Overall Equipment Effectiveness (OEE). Due to differences in mining 

equipment, the collection of data can vary. However, the process is often challenging due to the following reasons: 

 Mining activities involve several operations, such as drilling, blasting, excavation, loading and unloading. The 

efficiency of the equipment used in these operations is highly dependent on the efficiency of the previous 

operation. Therefore, to analyse the overall efficiency of the entire system, it is crucial to consider the efficiency 

of each operation. 

 The productivity of mining operations is greatly impacted by the high equipment capacities used.  

 The severe working conditions found in mining operations can have a negative effect on OEE efficiency, which 

lowers standard productivity figures. 

 Elements in the working environment, like dust and lighting, have an impact on the efficiency of mining 

equipment. [12]. 

 The matching factor between trucks and shovels is a crucial consideration in open pit mining OEE (Overall 
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Equipment Effectiveness) calculations.  For the truck and the bucket, the matching factor should ideally be 1. The 

truck will wait for the bucket to load it, increasing the loading time, if the matching factor is less than 1. 

Productivity will suffer if the matching factor is less than 1. 

 In addition to the truck and shovel filling factor, the quality value calculation should consider the performance 

of operators operating the equipment. 

Table 2. The methodology for determining a truck's Overall Equipment Effectiveness (OEE). 

Loss Classification Description 

Non-Scheduled Time 
1. Unplanned time for operation of the equipment.  
2. Planned time for periodic maintenance of the truck. 

Scheduled Maintenance Time Time spent on breakdown. 

Unscheduled Maintenance Time Equipment preparation and setup time 

Setup And Adjustment Time Equipment operational but downtime due to other factors 

Idle Time Without Operator Time duration for which truck waits to get position to be loaded 

Loading Time Loss The time when the truck waits to be loaded. 

Loss of working Conditions Time loss due to management, supervision, climate, and job conditions 

Speed Loss 
Time loss due to the equipment that is operating under the standard 

speed 

Quality Loss 
1. Fill factor of loader  

2. Loader operator efficiency 

3. Overall Equipment Effectiveness Value Calculation 

3.1. Overall Equipment Effectiveness values for trucks 

 
 
 
 
 
 
 
 

Fig. 1. 630ES Electric Trucks. 

The operation has ten Komatsu-630ES Electric 

trucks, each with a capacity of 170 short tons (Fig. 1). 

These trucks are primarily used for transporting 

excavated materials and were added to the system 

back in 1999. The distance between the open pit mine 

and the dump site is 4.7 km, and it takes 

approximately 19 minutes for the trucks to complete 

the tour. Tables 3 and 4 provide statistical data on 

truck usage in the business for the years 2021 and 

2022. In this study, the OEE values for electric trucks 

in the field were determined for 2021 and 2022 to 

observe any changes over the years. 

Table 3. Statistical Data for Trucks in 2021. 

Model 
Truck 

Number 

Programme 

(Hour) 

Actual amount of 

work (Ton) 

Failure total 

(Hour) 

Loss of working conditions 

(weather opposition, etc.) 
(Hour) 

HAULPAK-KO/630 ES 548  5.535  345.982 2.364 862 

HAULPAK-KO/630 ES 549  6.128  601.300 1.275 837 

HAULPAK-KO/630 ES 550  5.633  381.500 2.488 551 

HAULPAK-KO/630 ES 551  6.188  674.541 792 818 

HAULPAK-KO/630 ES 552  6.435  808.192 404 929 

HAULPAK-KO/630 ES 553  6.255  714.896 686 983 
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HAULPAK-KO/630 ES 554  6.293  638.491 558 970 

HAULPAK-KO/630 ES 555  6.233  718.921 549 889 

HAULPAK-KO/630 ES 556  6.285  728.721 800 712 

HAULPAK-KO/630 ES 557  6.225  675.955 370 987 

Table 4. Statistical data for Trucks in 2022. 

Model 
Truck 

Number 

Programme 

(Hour) 

Actual amount of 

work (Ton) 

Failure total 

(Hour) 

Loss of working conditions 
(weather opposition, etc.) 

(Hour) 

HAULPAK-KO/630 ES 548 6.383 638.678 512 628 

HAULPAK-KO/630 ES 549 6.720 775.580 236 728 

HAULPAK-KO/630 ES 550 5.288 62.720 3.642 137 

HAULPAK-KO/630 ES 551 6.383 627.313 572 714 

HAULPAK-KO/630 ES 552 6.548 611.974 820 690 

HAULPAK-KO/630 ES 553 5.970 388.972 2.483 167 

HAULPAK-KO/630 ES 554 6.660 705.234 265 703 

HAULPAK-KO/630 ES 555 6.503 641.916 552 676 

HAULPAK-KO/630 ES 556 6.345 633.101 378 672 

HAULPAK-KO/630 ES 557 6.473 702.972 639 511 

 

Table 5 displays the time durations of the different parts of Truck No. 548. In Real-time OEE calculations, the 

total time determined by field authorities under actual working conditions was taken into account. The amount of 

work carried out by the truck was compared to the amount of work it was supposed to do under those working 

conditions. In calculating the work done, real data such as a truck capacity of 170 short tons (154 tons) and a truck 

tour time of 19 minutes were used. 

Table 5. Time Lengths of the Elements of Truck No. 548/2021. 

Item Description Time 

(Hour) 

Total Duration 24 hours/day*30 days/month*12 months/year 8640 

       Scheduled Time (1): (Administrative Leave) 2 days/month*24 hours/day*12 months/year 576 

Scheduled Time (2): (Meal and refreshment 
break) 

1 hour/shift*3 Shifts/day*30 days/month* 12 
months/year 

1080 

Scheduled Time (3): Time not intended for 

operation 

60 days/year*24 hours/day 1440 

Total scheduled time=1+2+3   3096 

Planned Maintenance 0.1 day/month* 24 hours/day* 12 months 28,8 

Unplanned Failure Stops   2364 

Installation and Setup 0.4 hours/shift* 3 shifts/day* 24 hours/day* 12 Months 432 

Idle Time 0.6 hours/shift* 3 shifts/day* 24 hours/day* 12 Months 648 

Loading Waiting Time 0.1 hour/shift* 3 shifts/day* 24 hours/day* 12 Months 108 

Loss of loading time 0.3 hours/shift* 3 shifts/day* 24 hours/day* 12 Months 324 

Loss of working Conditions Losses due to weather, etc. 862 

Speed Loss 0.4 hours/shift* 3 shifts/day* 24 hours/day* 12 Months 432 

Quality Loss Filling Factor (87%)*Loader Operator Factor (95%) = 

82.65 
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Truck 548's Availability, Performance, Quality, and OEE values were calculated using the data in Table 6. 

 

Net available hours =8640 – (3096+28,8) =5515,20 
Downtime Loses = 2364+432+648+108 = 3552 
Operation Times = 5515,20-(324+862+432) = 3897,20 
Speed Losses = 324+862+432 = 1618 

Availability = (5515,20-3552)/5515,20 =0,3559 

Performance =(3897,20-1618)/3897,20 = 0,5848 

Quality = 0,87*0,95= 0,8265 

 

Table 6. The OEE Calculations of Truck No:548-2021. 

 Calculation Based on Application Time 

Net available hours  5515,20 

Availability  0,3559 

Performance  0,5848 

Quality  0,8265 

OEE Availabitiy*Performance*Quality 0,1721 

Table 7. The calculation is based on the application time of 2021. 

Truck 

Number 

Availability Performance Quality OEE 

(%) 

Actual Work 

Quantity (Ton) 

Production Quantity (Tons)                                  

(OEE at 50% level)  

548 35,61 58,48 82,65 17,21             345.982   : (%50*345.982)/%17,21 =  1.005.164  

549 59,76 64,81 82,65 32,01             601.300                                  939.152  

550 34,82 69,84 82,65 20,10             381.500                                  949.028  

551 67,65 65,38 82,65 36,55             674.541                                  922.714  

552 75,44 64,86 82,65 40,44             808.192                                  999.239  

553 69,98 61,38 82,65 35,50             714.896                               1.006.926  

554 72,13 61,97 82,65 36,94             638.491                                  864.149  

555 72,27 64,39 82,65 38,46             718.921                                  934.666  

556 68,26 69,39 82,65 39,15             728.721                                  930.676  

557 75,13 61,45 82,65 38,15             675.955                                  885.823  

Total          6.288.499                               9.437.537  

Table 8. The calculation is based on the application time of 2022. 

Truck 

Number 

Availability Performance Quality OEE 

(%) 

Actual Work 

Quantity (Ton) 

Production Quantity (Tons)                                  

(OEE at 50% level)  

548 73,25 59,99 82,65 36,32 638.678 879.224 

549 78,81 60,13 82,65 39,17 775.580 990.092 

550 8,52 66,51 82,65 4,69 62.720 669.322 

551 72,33 57,35 82,65 34,29 627.313 914.790 

552 69,36 59,82 82,65 34,29 611.974 892.276 

553 38,57 70,68 82,65 22,53 388.972 863.187 

554 78,19 60,36 82,65 39,01 705.234 903.934 

555 73,25 59,84 82,65 36,23 641.916 885.844 

556 75,33 58,57 82,65 36,47 633.101 868.037 

557 71,81 64,48 82,65 38,27 702.972 918.441 

Total 5.788.460 8.785.148 
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After analyzing the OEE values and actual work quantities of electric trucks operating in the field between 2021 

and 2022, as shown in Table 7-8, we found that truck 548 had the lowest OEE value of 17.21% in 2021, and truck 

550 had an OEE value of 4.69% in 2022. We observed that trucks with the lowest OEE value also recorded the 

lowest work quantities. For example, in 2021, truck 548 spent 2,364 hours in malfunction out of a planned work 

time of 5,515 hours. Similarly, in 2022, truck 550 had a planned work time of 5,280 hours, but its unplanned 

downtime was 3,642 hours. 

It was observed that the trucks which had the highest OEE values also had the highest actual work quantities. In 

2021, truck 552 recorded the highest OEE value of 40.44%, and in 2022, truck 549 recorded 39.17%. Additionally, 

it was noted that the trucks with the highest OEE value also produced the highest output when considering the actual 

work quantities. If the OEE value hits 50%, the total production of 6,288,499 tons in 2021 could potentially increase 

to 9,437,537 tons, resulting in a 66% increase. 

Table 9. Illustrates the correlation between unplanned downtime and Overall Equipment Effectiveness (OEE). 

 2021  2022 
Truck 

Number 

Total 

Duration 
Time 

(Hour) 

Unplanned 

Failure 
Stops (hour) 

(Unplanned 

Failure Stops 
(hour)/( Net 

available 

hours)*100 

OEE 

% 

Truck 

Number 
Total 

Duration 
(Hour) 

Unplanned 

Failure 
Stops (hour) 

(Unplanned 

Failure Stops 
(hour)/( Net 

available 

hours)*100 

OEE 

% 

548 5515,2 2364 42,85 17,21 550 5280 3642 68,98 4,69 

550 5640 2488 44,11 20,1 553 5976 2483 41,55 22,53 

549 6120 1275 20,83 32,01 551 6360 572 8,99 34,29 

553 6240 686 10,99 35,5 552 6552 820 12,51 34,29 

551 6120 792 12,94 36,55 555 6504 552 8,48 36,23 

554 6264 558 8,90 36,94 548 6355,2 512 8,06 36,32 

557 6264 370 5,91 38,15 556 6348 378 5,95 36,47 

555 6264 549 8,76 38,46 557 6480 639 9,85 38,27 

556 6264 800 12,77 39,15 554 6660 265 3,97 39,01 

552 6480 404 6,23 40,44 549 6720 236 3,51 39,17 

 

Table 9 demonstrates that the Overall Equipment Effectiveness (OEE) values and unplanned downtime have an 

inverse relationship. By analyzing both the OEE and RAM (Reliability, Availability, and Maintainability) metrics 

together, the company can increase the OEE percentage. In order to improve the OEE values of the enterprise, it is 

necessary to carry out preventive maintenance and repair work on the trucks. It is also essential to minimize repair 

losses by conducting a maintainability analysis for each truck and following the types of failures and intervention 

times associated with those failures. 

3.2. Overall Equipment Effectiveness Values of Shovel Working in Manisa-Soma Coal Mine 

 

Five shovels (Fig. 2.) actively used in the enterprise, 

which are quite old, were evaluated for their overall 

equipment effectiveness values using data from 2021 

and 2022. Tables 10 and 11 provide statistical data on 

shovel usage in the business for the years 2021 and 

2022.  

The truck-shovel matching point value is much lower 

than 1, causing longer truck waiting times for shovels 

due to insufficient trucks. Fig. 2. Shovel. 
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Table 10. Statistical Data for Shovel-2021. 

Model 
Shovel 

Number 

Program 

(Hour) 

Actual amount 

of work (Ton) 

Failure 

total 
(Hour) 

Loss of working conditions 

(weather opposition, etc.) (Hour) 

MARION/191M11 2 5910,0 1.776.600 793,50 980,50 

MARION/191M-II 4 5407,5 954.800 2478,00 847,00 

MARION/191M-II 5 5797,5 1.598.100 1008,50 1063,00 

MARION/191M- 9 5527,5 544.600 767,50 740,50 

MARION/191M11 16 5512,5 865.900 1563,50 719,00 

Table 11. Statistical Data for Shovel-2022. 

Model 
Shovel 

Number 

Program 

(Hour) 

Actual 

amount of 

work (Ton) 

Failure total 

(Hour) 

Loss of working conditions 

(weather opposition, etc.) 

(Hour) 

MARION/191M11 2 5400,00 532.000 2580,50 312,50 

MARION/191M-II 4 6150,00 1.995.000 965,00 701,00 

MARION/191M-II 5 6030,00 1.619.800 631,50 744,00 

MARION/191M 9 5362,50 203.700 1604,50 609,50 

MARION/191M11 16 5452,50 456.400 2365,50 378,50 

Table 12 displays the time lengths for Shovel No. 2. In real-time OEE calculations, the total times determined by 

the field authorities under actual working conditions were taken into account. The amount of work that the shovel 

was expected to do according to all these working conditions was compared to the amount of work it actually did. 

Real data was used in the calculation of the amount of work done, which included the shovel's capacity of 19 Yd3 

(14.50 m3) and 1.5 buckets per minute. 

Table 12. Time Lengths of the Elements of Shovel No. 2 -2021. 

Item Description 
Time 

(Hour) 
Total Duration 24 hours/day*30 days/month*12 months/year 8640 

Scheduled Time (1): (Administrative Leave) 2 days/month*24 hours/day*12 months/year 576 

Scheduled Time (2): (Meal and refreshment break) 1 hour/shift*3 Shifts/day*30 days/month* 12 Months/year 1080 

Scheduled Time (3): Time not intended for operation 37.5 days/year*24 hours/day 900 

Total scheduled time=1+2+3   2556 

Planned Maintenance 1 day/month* 24 hours/day* 12 months 288 

Unplanned Failure Stops   794 

Installation and Setup 0.5 hours/shift* 3 shifts/day* 24 hours/day* 12 Months 540 

Idle Time 0.6 hours/shift* 3 shifts/day* 24 hours/day* 12 Months 648 

Truck Waiting Time 0.1 hour/shift* 3 shifts/day* 24 hours/day* 12 Months 108 

Loss of working Conditions Losses due to weather, etc. 981 

Speed Loss 0.4 hours/shift* 3 shifts/day* 24 hours/day* 12 Months 864 

Moving Time 4 transports/month * 2hours/transport*12 Months 96 

Quality Loss Filling Factor (87%)*Loader Operator Factor (95%) = 82.65   

 

The Availability, Performance, Quality and OEE values of Shovel-2 are calculated as given in Table 13. 

Net available hours =8640 – (2556+288) =5796 

Downtime Loses = 794+540+648+108 = 2090 

Operation Times = 5796-(981+864+96) = 3855 

Speed Losses = 981+864+96= 1941 

Availability = (5796-2090)/5796 =0,6394 

Performance =(3855-1941)/3855 = 0,4964 

Quality = 0,87*0,95= 0,8265 

 

Table 13. OEE Calculations of Shovel No:2-2021. 

Calculation based on Application Time 

Net available hours  5796,00 
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Availability  0,6394 

Performance  0,4964 

Quality  0,8265 

OEE                                          0,2623 

Table 14. Calculation based on Application Time-2021. 

Shovel 

Number 
Availability Performance Quality 

OEE 

% 

Actual Work 

Quantity (Ton) 

Production Quantity (Tons)                                  

(OEE at 50% level) 

2 63,95 49,64 82,65 26,23 1.776.600 3.384.000 

4 31,33 51,02 82,65 13,21 954.800 3.613.929 

5 59,31 44,44 82,65 21,78 1.598.100 3.668.733 

9 61,79 54,03 82,65 27,59 544.600 986.952 

16 47,05 54,88 82,65 21,34 865.900 2.028.819 

Total 5.740.000 13.682.433 

Table 15. Calculation based on Application Time-2022. 

Shovel 

Number 
Availability Performance Quality 

OEE 

% 

Actual Work 

Quantity 

(Ton) 

Production Quantity (Tons)                                  

(OEE at 50% level) 

2 26,58 68,25 82,65 14,99 532.000 1.774.516 

4 62,54 62,03 82,65 32,07 1.995.000 3.110.384 

5 67,42 59,54 82,65 33,18 1.619.800 2.440.928 

9 44,69 57,29 82,65 21,16 203.700 481.333 

16 31,28 66,45 82,65 17,88 456.400 1.276.286 

Total 4.806.900 9.083.447 

 

Upon analyzing Tables 14 and 15, it can be observed that shovel number 4 had the lowest OEE value of 13.21% 

in 2021, whereas shovel number 2 had an OEE value of 14.99% in 2022. It's worth noting that despite having the 

worst OEE value in 2021, shovel number 4 had the second-highest OEE value in 2022. The reason behind this is 

that shovel number 4 underwent an engine overhaul in 2021, which resulted in its low OEE value for that year. 

However, after the overhaul, shovel number 4's OEE value improved significantly, becoming the second-best in 

2022. Therefore, it is recommended to conduct preventive-predictive maintenance operations for old-model shovels, 

especially after an engine overhaul. 

Table 16. Relationship between unplanned downtime and OEE. 

 2021  2022 

Shovel 

Number 

Total 

Duration 

Time 
(Hour) 

Unplanned 
Failure Stops 

(hour) 

(Unplanned 

Failure Stops 
(hour)/( Net 

available 

hours)*100 

OEE 

% 

Shovel 

Number 

Total 
Duration 

(Hour) 

Unplanned 
Failure Stops 

(hour) 

(Unplanned 

Failure Stops 
(hour)/( Net 

available 

hours)*100 

OEE 

% 

4 5496 2478 45,09 13,21 2 5280 2581 48,87 14,99 

16 5400 1564 28,95 21,34 16 5328 2366 44,40 17,88 

5 5664 1009 17,81 21,78 9 5244 1605 30,60 21,16 

2 5796 794 13,69 26,23 4 6036 965 15,99 32,07 

9 5400 768 14,21 27,59 5 5916 632 10,67 33,18 

 

Table 16 shows the relationship between Shovel OEE analysis and unplanned downtime. Similar to the truck 

analysis, there is an inverse proportion between the OEE value and unplanned downtime. To ensure maximum 

efficiency, the company should evaluate repairability analysis and OEE analysis together and take necessary 
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measures. Furthermore, it's important to evaluate the OEE of shovels with the truck-shovel matching factor. If the 

matching factor is below 1, the shovel may be waiting for truck loading due to the lack of trucks or the long distance 

to the dump site. In this case, the company must dispatch enough trucks or find solutions to reduce the distance to 

the dump site in order to maintain optimal performance. 

 

Match factor = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑐𝑘∗𝑇𝑜𝑡𝑎𝑙 𝑝𝑒𝑟𝑖𝑜𝑑 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑠ℎ𝑜𝑣𝑒𝑙 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆ℎ𝑜𝑣𝑒𝑙∗𝑇𝑟𝑢𝑐𝑘 𝑡𝑜𝑢𝑟 𝑡𝑖𝑚𝑒
 =

3∗180 𝑠𝑒𝑐𝑜𝑛𝑑

1∗19 𝑚𝑖𝑛𝑢𝑡𝑒 ∗60 𝑠𝑒𝑐𝑜𝑛𝑑
 =0,47 

 

When analyzing the Shovel OEE, it is crucial to consider the truck-shovel compatibility factor within the 

enterprise. This factor is particularly important when analyzing the work quantities performed by shovels in 2021. It 

was observed that even though the OEE value was high, the work quantities were low. Upon analyzing the shovel-

truck compatibility factor in the field, a compatibility factor of 0.47 was calculated. This was due to the fact that 

only 3 trucks were available for shovels, and the shovel tour time was 30 seconds while the truck tour time was 19 

minutes. Additionally, each truck was filled with 6 shovels. A compatibility factor below 1 indicates that the shovel 

has to wait for the truck to load. Therefore, establishing a good truck dispatch system on-site and increasing the 

number of trucks can result in a proportional change in the actual volumes of work to the OEE values. In 2022, there 

is better alignment between actual throughput and OEE values. 

4. Results 

 Increasing the OEE values of the trucks will lead to more work performed due to the observed parallelism 

between the two factors. 

 Due to the high total working time of trucks, the frequency of breakdowns increases. To prevent this, it is 

important to perform a reliability analysis of the trucks and apply preventive and predictive maintenance systems. 

 When calculating OEE, shovel operator productivity is crucial for quality. Therefore, increasing loader personnel 

productivity increases OEE. 

 The actual amount of work is not compatible with the OEE values of Shovels due to several reasons. 

1. The shovels have been used for a long time, resulting in a high total working time, which, in turn, 

increases their failure frequency. Therefore, it is important to perform a maintainability analysis along 

with the OEE (Overall Equipment Effectiveness) analysis. This helps to review the types and frequencies 

of failures, as well as the time taken for repairs. 

2. The shovel-truck compatibility factor is an important metric to consider. If the factor is less than 1, it 

means that the shovel is waiting for the truck to arrive. In such a scenario, the company should either 

increase the number of trucks assigned to the shovel or reduce the distance to the dump site to decrease 

the truck tour time. This will help the operations to run smoothly and efficiently. 

 There is an inverse relationship between truck and shovel downtime and OEE values. Therefore, minimizing the 

downtime will increase the OEE value. 

 Truck failure times must be reduced if an OEE of at least 50% is to be attained. Reducing the distance to the 

waste area will likewise raise the OEE value concurrently. The ideal shovel-truck matching for shovels is given 

by a matching factor of 1, and maintaining this value will raise the OEE. When arranging shovel-truck 

arrangements, it is crucial to have an adequate number of trucks scheduled for this reason. To achieve this, it is 

recommended to buy new trucks, minimize the period when trucks and shovels break down, and shorten the 

duration of truck tours. Production will rise if the OEE value is raised to 50%. 
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Abstract 

In recent years, the widespread availability of internet access has brought both advantages and disadvantages. Users now enjoy numerous 

benefits, including unlimited access to vast amounts of information and seamless communication with others. However, this accessibility 

also exposes users to various threats, including malicious software and deceptive practices, leading to victimization of many individuals. 

Common issues encountered include spam emails, fake websites, and phishing attempts. Given the essential nature of internet usage in 

contemporary society, the development of systems to protect users from such malicious activities has become imperative. Accordingly, 

this study utilized eight prominent machine learning algorithms to identify spam URLs using a large dataset. Since the dataset only 

contained URL information and spam classification, additional feature extractions such as URL length and the number of digits were 

necessary. The inclusion of such features enhances decision-making processes within the framework of machine learning, resulting in 

more efficient detection. As the effectiveness of feature extraction significantly impacts the results of the methods, the study initially 

conducted feature extraction and trained models based on the weight of features. This paper proposes a data correlated matrix approach 

for spam URL detection using machine learning algorithms. The distinctive aspect of this study lies in the feature extraction process 

applied to the dataset, aimed at discerning the most impactful features, and subsequently training models while considering the weighting 

of these features. The entire dataset was used without any reduction in data.  Experimental findings indicate that tree-based machine 

learning algorithms yield superior results. Among all applied methods, the Random Forest approach achieved the highest success rate, 

with a detection rate of 96.33% for the non-spam class. Additionally, a combined and weighted calculation method yielded an accuracy of 

94.16% for both spam and non-spam data. 

© 2023 DPU All rights reserved. 
Keywords: Classification; Machine Learning; Spam Detection; Tree-based Algorithms. 

1. Introduction 

The proliferation of the internet since the early 2000s has led to its widespread adoption among nearly all individuals in 

contemporary society. Through internet usage, users have access to vast knowledge and opportunities, with many relying on 

digital platforms for their daily activities, thus contributing to the increased utilization of the internet. However, this 

widespread adoption has also exposed users to various risks and harms, particularly through unconscious internet usage and 

the prevalence of fraudulent schemes. Many people have fallen victim to things like social engineering, fake websites, and 

email phishing. To reduce these risks, it is crucial to take preventive measures against threats such as spam emails and 

malicious URLs. Additionally, the increasing dependence on online transactions and the prevalence of technology, 

especially IoT technologies, in daily life increasingly raises issues related to web security and data protection. The use of 

malicious URL links causes a serious risk as it is one of the most common types of cyber-attacks and can allow 

unauthorized access to personal data [1].  
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Hence, this study was guided to define and solve the spam URL problem by using machine learning algorithms to 

analyze and classify internet content. In order to increase the efficacy of spam URL detection, various methods have been 

investigated to obtain the best results using different machine learning algorithms. The most important difference that 

distinguishes this study from others is the extraction of features from the data set and the training of models by taking into 

account the weight levels of these features.  

Various studies have been conducted employing diverse methodologies targeting spam URLs, spam emails, and spam 

bots [2]–[8]. Numerous approaches have been employed for URL classification, culminating in the development of decision 

support systems and relevant applications. It is imperative to employ rigorous filtering mechanisms for URL classification, 

encompassing various web page advertisements and activities deemed hazardous [9]. Chen et al. utilize extensive URL 

databases or blacklists to detect malicious or phishing websites [10]. Frequently, attacks generate spam URLs resembling 

legitimate corporate websites through tactics such as social engineering. Malware is designed to disseminate through URLs, 

infecting computers and propagating the authors' software [11]. Frequently, attacks generate spam URLs resembling 

legitimate corporate websites through tactics such as social engineering. Malware is designed to disseminate through URLs, 

infecting computers and propagating the authors' software. 

A relevant study analyzed the differences between benign and phishing URLs utilizing attributes such as URL and 

domain length. Through dissecting the structure of phishing URLs, domain registration, and the hosting machinery, the 

authors illustrated that domain names employed for phishing endeavors exhibit disparate lengths and locations [12]. 

Building upon domain behavior on phishing platforms, Ma et al. devised a model capable of identifying suspicious URLs 

with 99% accuracy, leveraging verbal and blacklisted host-based features [13]. 

Kwon et.al. proposed a different method for detecting spam URLs. Authors focused to domain independence, 

competitive robustness, and semi-supervised perception. They applied machine learning techniques in their investigation, 

which produced 96% recall and 70% accuracy results and obtained these results using Decision Tree, Logistic Regression 

and Support Vector Machine [14]. Takata et al. attempted to identify a direct download attack type by analyzing it as having 

the relevant code in the redirection [15]. Research was carried out by Almeida and Westphall to identify harmful URLs. The 

URLs constructed with identity theft in mind were found in the study. Generally, they stated that they were detected with 

success rates between 73-97% on URLs created for phishing purposes [16]. Manyumwa et.al. made multi-class 

classification on malicious URL detection. DMOZ, PhishTank, URLhaus, WEBSPAM datasets and XGBoost, Adaboost, 

LightGBM, CatBoost were used as machine learning methods in their study [11]. Rao and Pais proposed a different method 

for the detection of URLs developed for identity theft and tried to find the best result with many machine learning 

algorithms. In their study, they found the highest result with 99.31% accuracy [17]. Raj and Kang used many machine 

learning methods for spam URL detection in their study and the highest test accuracies were made with XGBoost and 87% 

success was found [18]. Another proposed system offers a dual-layered detection mechanism. Initially, URLs are 

categorized as either benign or malicious using a binary classifier. Subsequently, URL classes are further classified into five 

categories based on their features: benign, spam, phishing, malware, and defacement. In particular, we present findings on 

four ensemble learning methodologies, namely the ensemble of bagging trees (En_Bag) approach, the ensemble of k-nearest 

neighbor (En_kNN) approach, the ensemble of boosted decision trees (En_Bos) approach, and the ensemble of subspace 

discriminator (En_Dsc) approach. They also compare their En_Bag model with state-of-the-art solutions, demonstrating its 

superiority in both binary classification and multi-classification tasks, achieving accuracy rates of 99.3% and 97.92%, 

respectively [19]. 

Many studies have been done on URL spam detection before. This paper proposes a data correlated matrix approach for 

spam URL detection using machine learning algorithms. For this purpose, effective operations were carried out on the 

dataset to increase the success. First, a dataset containing large-scale data was provided in order to carry out the study. The 

dataset contains about 150.000 spam or non-spam URLs. Using feature engineering, the best way to approach the decision-

making process was established. The features were systematically eliminated, considering their potential significance in 

spam detection within URLs. A correlation matrix was employed to identify the most influential features for learning. 

Utilizing this insight, an extensive classification process was undertaken with numerous machine learning algorithms to 

determine the optimal outcome. Finally, the findings were thoroughly discussed, providing insights into the efficacy of 

features in identifying spam URLs, thus culminating the study. 

In this study, no new dataset was generated. Instead, models were trained by assigning weight values solely based on the 

significance of features, without any reduction or modification to the dataset; the entire dataset was utilized in its original 

form. 
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2. Material and methods 

In order to detect spam URLs, first of all, it is necessary to know what the URL is and what parts it consists of (Fig. 1). 

URLs usually consist of domain and subdomain. Rules defined by a protocol are used to transfer data to the other party. 

URLs contain many numbers and letters and there can be redirects within the website in a structure similar to a folder within 

path. 

 

 

Fig 1. An example showing URL parts. 

Data set from Kaggle was used in the study which contains a very large amount of data [20]. In this way, it will be better 

to test the transactions made. It is prepared to be given to machine learning algorithms in the most appropriate way by 

feature engineering with the acquired data. Data are based on general study opinion. Based on a general justification utilized 

in the literature search, these discrimination rates are split into 70% train and 30% test groups. Later, machine learning 

methods were made ready for implementation. The application is terminated by making spam URL classification. The flow 

chart of the processes performed in the study is shown in Fig. 2. 

 

Fig. 2. Flowchart of the work. 

2.1. Structure 

The dataset, which has already labeled data, contains approximately 150.000 URLs [20]. Fig. 3 shows the spam and non-

spam distribution of the URLs. Only URLs and their tags are included in the dataset. To determine whether it is spam, some 

pre-processing is required for this reason. 70% of the dataset is used for training and 30% for testing. 
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Fig. 3. Spam distribution of the dataset. 

There are nearly 100.000 non-spam and 50.000 spam URLs in the dataset. This will result in varying weights for the 

values provided. The study utilized labeled values and did not use any missing data. Furthermore, the impact of weights on 

the outcomes remained unchanged. The outcomes of machine learning were included into the outcomes in the manner in 

which they were created. 

2.2. Feature engineering 

Since there is no information other than URL and label in the dataset, an extra feature must be added. Therefore, it is 

necessary to add data over numeric, special characters and letters in the dataset. Better results are expected after this 

procedure. Satisfactory results were found in the study, especially thanks to feature engineering part. Since the number of 

letters is very important in the transactions, first the number of letters and the length of the URL have been added. Special 

characters are also added one by one because there are many pieces. Since numerical data are also seen to be important, they 

are also indicated in the Table I. 

Table 1. All features and descriptions in the dataset. 

Features Feature Description 

length_url Specifies the length of the URL. 

num_digits Shows the total number in the URL 

num_letters     Total number of letters in URL 

num_words       Total number of words in URL 

with_https      Number of "https" in the URL 

num_hashtag     Number of "#" in the URL 

num_? Number of "?" in the URL 

num_/ Number of "/" in the URL 

num_! Number of "!" in the URL 

num_- Number of "-" in the URL 

num_. Number of "." in the URL 

num_* Number of "*" in the URL 

num__ Number of "_" in the URL 

num_% Number of "%" in the URL 

num_& Number of "&" in the URL 

inc_www Whether there is “www” in the URL or not 

inc_subscribe Whether there is “subscribe” in the URL or not 

inc_com Whether there is “com” in the URL or not 

inc_net Whether there is “net” in the URL or not 

inc_edu Whether there is “edu” in the URL or not 

inc_org Whether there is “org” in the URL or not 
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Since machine learning algorithms were used many times while determining the features, all kinds of examinations were 

made. Every possible feature has been tried to be added until satisfactory results are obtained. It has been observed that the 

procedures performed directly affect the results. In this way, it has been tried to underline these important features while 

performing the classification processes. The degree of effect of the results was determined using the correlation matrix. The 

correlation matrix depicts the intra-grid structure of variables based on the correlation effect coefficient, which was a value 

between [-1, 1]; whichever number was closer to 1 resulted in more correlations between data components [21]. In this way, 

the effect of the added features can be seen clearly. Although some added features remained ineffective, they were still not 

removed. Because it has been seen that it has a small effect on performance. That's why every added feature is given to 

machine learning algorithms. 

In Fig. 4 all features are given according to the feature importance and correlation matrix is given in Fig. 5. The length of 

the URL, the number of letters, the number of digits and the number of "-" are the four features having the most impact, as 

shown in figures.  

Except for feature weighting, no data manipulation has occurred. No operations, such as addition or removal of data, 

have been conducted that could impact the outcomes. Any modifications to the dataset would inevitably influence the 

results. Machine learning methods were applied while strictly adhering to the original dataset. The considerable size 

disparity between non-spam and spam data underscores the significance of accurately detecting non-spam instances, given 

its twice as large representation, which substantially affects the success rates. Additionally, the augmentation of features has 

introduced supplementary inputs, crucial for providing a more comprehensive benchmark for machine learning evaluation. 

The procedures were designed with this consideration in mind, aiming to compare the effects of features on the results, 

thereby discerning the efficacy of the added features for achieving superior outcomes. 

 

 

Fig. 4. Feature importance of dataset. 
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Fig. 5. Correlation matrix. 

Correlation matrix was created when only features were detected, and additions were made. This clarifies which feature 

can match which feature. In addition to "https" and "http" has also been added in the study. However, "http" was excluded 

because it was not correlated with any value. If it is not removed, it will cause inaccuracies in the results. It is possible to 

make such a comparison for each added feature. It appears to be comparable to how significant features are in the 

correlation matrix. It appears that the correlational structure, or likeness to one another, increases with a higher dark blue 

degree. The conclusion to be made here is that this structure determines the quality of the added features. So, it is clearly 

seen which additional features will affect the success. Furthermore, features such as exclamation points and hashtags 

included in the URL have little effect. Nevertheless, the features in this structure were not removed to avoid difficulties in 

decision making. Because it was seen that when it was eliminated, the success rate of the experimental findings reduced. 

Therefore, it is important to add features by considering their advantages over each other. 

2.3. Machine learning algorithms 

The scope of machine learning algorithms has been expanded to allow for a more thorough evaluation in this study. 

While evaluating machine learning in the study, both class-based achievements and weighted average outcomes were 

provided. Machine learning algorithms were completed with default values. If the algorithms are executed using parameters 

other than the default ones, better results are likely to be attained. The key purpose here is to determine which machine 

learning approach is the most likely to solve this problem. Because several machine learning algorithms are employed in the 

study, a comprehensive explanation of each approach is not provided here. The study's major goal is not to explain the 

methods, but to compare the success of the methods with each other. Relevant machine learning approaches have been 

investigated, and detailed descriptions of the methods may be found in the publications listed below. Machine learning 

algorithms used in the study: 

 Logistic Regression (LR) [22]–[24]: Commonly used for classification problems, especially effective in binary 

classification tasks. 

 Decision Tree Classifier (DTC) [25]–[27]: Widely applicable in various domains, used for both classification and 

regression tasks. Decision trees find applications in data mining, medicine, finance, and marketing. 

 Random Forest Classifier (RFC) [28]–[30]: Used in a variety of application areas. Particularly effective for classification 

and regression problems with large datasets. 

 Naive Bayes (NB) [31]–[33]: Especially popular in text classification tasks such as spam filtering and sentiment analysis. 

Also applicable to multi-class classification problems. 
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 K- Nearest Neighbor (KNN) [34], [35]: Used for classification and regression tasks based on spatial similarities. 

Applications include medical diagnosis in healthcare, customer segmentation in marketing, and more. 

 XGBoost (XGB) [36], [37]: Widely applicable and particularly preferred for classification and regression tasks with 

high-dimensional datasets. Applications span across finance, medicine, natural language processing (NLP), and more. 

 AdaBoost Classifier (ABC) [38]–[40]: Constructs a strong classifier by combining weak learners. Often used in areas like 

face recognition and speech classification. 

 Gradient Boosting Classifier (GBC) [41], [42]: Based on gradient boosting principles and commonly used for 

classification and regression problems. Has a broad range of applications, including web page ranking and medical 

diagnosis. 

Each algorithm has its strengths and weaknesses, so choosing the most suitable one depends on the context of the 

problem and characteristics of the dataset. Since many articles on how the machine learning methods employed work 

provide formulas and usage reasoning, only the scanned publications are shown in this study by citing the investigated 

materials. Because all of these strategies are included in the study and a multi-class dataset is used, both class-based and 

weighted overall performance results are provided. 

2.4. Evaluation metrics 

We require certain performance indicators to assess the efficacy of the machine learning techniques used in the study. It 

is possible to compare which approach performs better than which method in this way. The technique to be used may not 

always be the most accurate. There are several problem and outcome-oriented algorithms available.  

The following metrics were utilized in the study: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                   (1) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                              (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃 

𝑇𝑃+𝐹𝑃
                             (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                        (4) 

Accuracy (1) is defined as the quotient of correctly predicted results divided by total results, signifying overall 

performance. The F1-score represents the harmonic mean of precision and recall levels (2). Precision (3) represents the 

proportion of true positive results to other positive outcomes. The recall (4) value is defined as the ratio of true positive 

values to true negative and true positive values [41]. A Confusion Matrix must be created in order to calculate all of these 

parameters. 

3. Results and discussion 

As previously indicated, eight distinct machine learning methodologies were employed in the study. These methods yield 

a two-class result due to two labels in the dataset as spam or not spam. The outcomes are presented alongside the confusion 

matrix and ROC curves for comprehensive evaluation. The ROC curve can give us information about how accurate the 

operation is and how far we are from a successful method. Accuracy, F1-Score, Recall and Precision values are also given 

as in Section 2.4 for a better evaluation of the study. This will make it easier to compare the study to others and allow for a 

better evaluation of its effectiveness. 

The results of Logistic Regression are presented in Fig. 6 and Table 2. It seems clear that non-spam data is better 

detected. According to the results obtained, it seems that Logistic Regression is not suitable for solving this problem. 

Although the ROC curve is not even close to 1, this machine learning method can be useful considering its speed. 
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Fig. 6. (a) Confusion matrix; (b) ROC curve values of logistic regression. 

Table 2. Evaluation metrics values of logistic regression. 

Classes Precision (%) Recall (%) F1-Score (%) Support 

Not spam (class 0) 85.25 85.32 85.29 30390 

Spam (class 1) 68.31 68.19 68.25 14101 

 

The results of the Decision Tree are presented in Fig. 7 and Table 3. It appears that non-spam data is more effectively 

detected. It is seen that Decision Tree generates a good result among the results obtained. ROC curve is very close to 1. As 

can be seen, the operations performed are very close to the truth. This method is very convenient to use because it is fast. 

 

Fig 7. (a) Confusion matrix; (b) ROC curve values of decision tree. 

Table 3. Evaluation metrics values of decision tree. 

Classes Precision (%) Recall (%) F1-Score (%) Support 

Not spam (class 0) 96.18 94.30 95.23 30390 

Spam (class 1) 88.22 91.93 90.04 14101 

 

Fig. 8 and Table 4 show the Random Forest's outcomes. Non-spam data appears to be better detected. Random Forest is 

the algorithm that produces the best outcomes out of all the results obtained. Because it is relatively slow, there may be a 

temporal contraction in larger data entries. As can be seen, ROC curve is very close to 1, the operations performed are very 

close to the truth indicating that the procedures were very accurate. This method is highly convenient to use because it is 
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fast. In addition to its high results, the difference between the two classes was found smallest in this method among all 

methods. By cross validating the parameters of this method, which is often employed in studies, good results can be 

obtained. A sufficient number of parameters have been evaluated in the study and the best results have been tried to be 

obtained. Moreover, it is a frequently preferred algorithm due to the widespread usage of this method and the convenience 

of transportation. 

 

 

Fig. 8. (a) Confusion matrix; (b) ROC curve values of random forest. 

 Table 4. Evaluation metrics values of random forest. 

Classes Precision (%) Recall (%) F1-Score (%) Support 

Not spam (class 0) 96.33 95.06 95.69 30390 

Spam (class 1) 89.66 92.20 90.91 14101 

 

Fig. 9 and Table 5 present the findings of the Naive Bayes model. It is obvious that non-spam data is better detected but 

the results show that Naive Bayes is not an appropriate solution for this situation. As can be seen, ROC curve is not even 

close to 1. Nevertheless, this machine learning method can be useful considering that it is fast. Naive Bayes machine 

learning gets better results on mostly statistical data. Although the values used in this dataset are not statistical, they contain 

too many variables. 

 

Fig. 9. (a) Confusion matrix; (b) ROC curve values of naïve bayes. 
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               Table 5. Evaluation metrics values of naïve bayes. 

Classes Precision (%) Recall (%) F1-Score (%) Support 

Not spam (class 0) 89.37 74.59 81.32 30390 

Spam (class 1) 59.63 80.88 68.65 14101 

 

The K-Nearest Neighbor results are displayed in Fig. 10 and Table 6. Non-spam data is clearly detected better. The 

findings indicate that K-Nearest Neighbors is on the verge of solving this challenge. ROC curve has a value that close to 1. 

However, given how rapid this machine learning process is, it may be useful. K-Nearest Neighbor excel at classification via 

building neighborhood relations. Since several processes were performed by establishing correlation in this dataset it yielded 

good results. 

 

 

Fig. 10. (a) Confusion matrix; (b) ROC curve values of k-nearest neighbor. 

Table 6. Evaluation metrics values of k-nearest neighbor. 

Classes Precision (%) Recall (%) F1-Score (%) Support 

Not spam (class 0) 95.66 92.24 93.92 30390 

Spam (class 1) 84.47 90.99 87.61 14101 

 

The XGBoost findings are displayed in Fig. 11 and Table 7. It is evident that non-spam data is better identified. 

According to the results, XGBoost is on the verge of resolving this issue. ROC curve value is close to 1. It might be 

beneficial, though, considering how fast this machine learning process works. XGBoost is frequently favoured in 

competitions and might be beneficial, though, considering how fast this machine learning process works. Aside from that, 

scholars prefer it because of the high worth of the results. It has a graph that is a little far from satisfactory. 
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Fig. 11. (a) Confusion matrix; (b) ROC curve values of XGBoost. 

Table 7. Evaluation metrics values of XGBoost. 

Classes Precision (%) Recall (%) F1-Score (%) Support 

Not spam (class 0) 93.89 93.11 93.50 30390 

Spam (class 1) 85.42 86.93 86.17 14101 

 

The results of AdaBoost are shown in Fig. 12 and Table 8. As seen, non-spam data is clearly detected better. The 

outcomes suggest that AdaBoost is close to resolving this issue. ROC curve value is slightly close to 1. However, given how 

rapid this machine learning process is, it may be useful. AdaBoost is frequently favored in contests and also popular among 

academics due to its high-value outcomes. It did not, however, provide very good remedies to this challenge. Although it is 

commonly used in stepped constructions, it did not produce the expected results when tackling this challenge. It is also 

thought that it can produce superior outcomes with an expanded parameter network.  

Gradient Boosting results are given in Fig. 13 and Table 9. It is clear that non-spam data is better detected. According to 

the results obtained, it is seen that Gradient Boosting is comes very near to resolving this problem. ROC curve has a value 

slightly close to 1. However, considering that this machine learning method is fast, it can be useful. AdaBoost is often 

chosen in contests and also frequently preferred by researchers due to its high-value results. However, it did not provide 

very good solutions to this problem. Although it is mostly preferred in stepped structures, it could not give the expected 

results in solving this problem. It is also thought that it can give better results with an expanded parameter network. 

 

 

Fig. 12. (a) Confusion matrix; (b) ROC curve values of AdaBoost. 
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Table 8. Evaluation metrics values of AdaBoost. 

Classes Precision (%) Recall (%) F1-Score (%) Support 

Not spam (class 0) 88.37 85.42 86.87 30390 

Spam (class 1) 70.68 75.77 73.14 14101 

 

 

Fig. 13. (a) Confusion matrix; (b)ROC curve values of gradient boosting. 

Table 9. Evaluation metrics values of gradient boosting. 

Classes Precision (%) Recall (%) F1-Score (%) Support 

Not spam (class 0) 90.47 88.72 89.59 30390 

Spam (class 1) 76.66 79.87 78.23 14101 

 

The weighted results of all the mentioned methods are shown in Table 10. Random Forest Classifier produces the best 

results with a success rate of 94.16% was achieved in all results. The most substantial aspect that distinguishes this study 

from other studies in the literature is that the most preferred and most successful machine learning methods are preferred 

and compared. Another prominent property of this study is that it worked with a large data set. Since it contains very high 

data, the results obtained are at a very satisfactory level. The main purpose of the study is to get impeccable results even 

with such large data. By using numerous machine learning methods, it has been determined which method can achieve 

better result. Random Forest method gave the best results in solving this problem, and the Decision Tree method gave the 

closest result. Additionally, the outcomes will be superior if a tree-based machine learning approach is used to solve such 

problems.  

Table 10. Weighted metrics of the machine learning methods 

ML Algorithms Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Logistic Regression (LR) 79.89 79.88 79.89 79.89 

Decision Tree (DT) 93.55 93.66 93.55 93.59 

Random Forest (RF) 94.16 94.22 94.16 94.18 

Naïve Bayes (NB) 76.59 79.95 76.59 77.30 

K-Nearest Neighbor (KNN) 91.84 92.11 91.84 91.92 

XGBoost (XGB) 91.15 91.20 91.15 91.17 

AdaBoost (ABC) 82.36 82.76 82.36 82.52 

Gradient Boosting (GBC) 85.91 86.10 85.91 85.99 

4. Conclusion 

Working with large datasets often yields more consistent results. For this purpose, it is essential to have a large-scale 



 
Akar, F. (2024), Journal of Scientific Reports-A, 56, 56-69 

68 
 

dataset. Accurate results are often difficult to find on small-scale datasets. Because if the weights of the data in the datasets 

are not determined very convenient, it will not be possible to get an efficiency from the operations performed. On the 

contrary, datasets created with very well selected data can also give very effective results with machine learning. Therefore, 

a large-scale dataset was selected in the study and extra features have been added to the data to be taught in machine 

learning. In this manner, machine learning would be able to make decisions while considering additional characteristics. The 

study demonstrates that machine learning algorithms of the tree-based typically produce favourable outcomes. This 

highlights how the decision mechanism provides appropriate responses for tree architectures. The Random Forest approach 

found a detection success of 96.33% for the highest non-spam class. Random Forest Classifier produced the best results in 

the study with 94.16%, 94.22%, 94.16% and 94.18% success was achieved in Accuracy, Recall, Precision and F1-Score 

values respectively for both spam and non-spam URL detection using combined and weighted results. 

When the application is compared with other studies, the most striking difference is that a very large-scale dataset was 

selected. While working with big data, machine learning algorithms created can prevent high successes that may occur by 

chance. In this way, it was preferred to choose a large-scale and high-data dataset while selecting the dataset. In addition, 

most popular eight machine learning methods were used for comparison. As a result of the research such a comprehensive 

study was not found by the authors. The study provides convenience when determining which approach will be better when 

many algorithms are used. One of the conclusions that can be drawn from this study is that it has been clearly shown that 

tree-based classifiers give better results in multi-criteria decision making. There is a potential that the study will provide 

information for others to use in their future research. 
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Abstract 

Bladder cancer (BC) is the fifth most common malignancy in humans and has poor survival rates.  Although there is extensive 

research on the diagnosis and treatment of BC, novel molecular therapies are essential due to tumor recurrence. In this study, we 

aim to identify repurposed drugs or small molecules of BC with multi-omics systems biology perspective. Gene expression 

datasets were statistically analyzed by comparing bladder tumor and normal bladder tissues and differentially expressed genes 

(DEGs) were determined. Co-expression network of common DEGs for BC was constructed and co-expressed module was found 

by using tumors and control bladder tissues. Using independent data, we demonstrated the high prognostic capacity of the 

module genes. Moreover, repurposed drugs or small molecules were predicted by using L1000CDS2 gene expression based-

search engine tool. We found numerous drug candidates as 480743.cdx, MK-2206, Geldanamycin, PIK-90, BRD-K50387473 

(XMD8-92), BRD-K96144918 (mead acid), Vorinostat, PLX-4720, Entinostat, BIX-01294, PD-0325901 and Selumetinib, that 

may be used in BC therapy. We report 480743.cdx, BRD-K50387473 (XMD8-92) and mead acid as novel drugs or small 

molecules that offer crucial step in translational cancer research of BC. 
© 2023 DPU All rights reserved. 
Keywords: multi-omics data, gene expression, drug repurposing, bladder cancer.  

1. Introduction 

Bladder cancer (BC) is the fifth most common malignancy in humans and approximately 550,000 new cases 

occur per year with 200,000 of them resulting in death [1,2]. Approximately, 75% of the tumors do not invase to 

muscularis propria and these are classified as non-muscle invasive bladder cancer (NMIBC)[3]. Muscle invasive 

bladder cancer (MIBC) is associated with most bladder cancer morbidity and mortality. Early-stage cancers are 

mostly treated with tumor resection, but the disease recurrence rate is high (50-80%) and can progress to an invasive 

type depending on the stage. Therefore, patients usually undergo lifelong surveillance through cystoscopy [4,5]. 
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Chemotherapy and radical cystectomy are the routine treatment methods and immunotherapies are in the clinical 

trial phase. Also, bladder cancer is a curable disease, therapy is a difficult process and MIBC has a poor survival rate 
* Corresponding author. Esra GOV Tel.: 0-322-455-0000; fax: 0-322-455-0032. 

E-mail address: egov@atu.edu.tr 

 of 5-years <50%, but if the tumor spreads to lymph nodes or organs, the survival rate decreases to 35% [3,6]. So, 

early diagnosis is of vital importance. 

Diagnosis of bladder cancer is practiced by standard tests like urine cytology, but the sensitivity is as low as 40% 

[7]. Multiplex tests including different markers will probably provide higher precision. In recent years, high- 

throughput molecular profiling studies identified novel biomarkers and therapeutic targets for different cancers [8]. 

Bladder cancers can be diagnosed without muscle invasion through molecular screening by the use of tumor 

biomarkers. Thus, metastase- induced morbidity can be prevented and life expectancy may be improved. 

The advent of molecular biology methods positively affects the diagnosis and the prediction of outcomes of 

several cancers. Detailed multi-omic studies are carried out for the discovery of carcinogenesis and progression. In 

bladder tumors MIBC and NMIBC show different molecular characteristics and their clinical behaviors are distinct 

[9]. Due to the complexity and heterogeneous structure of bladder cancer, multiple biomarkers are investigated 

concurrently and some of them accurately predict the prognosis [10]. Multi-omic studies are crucial at this point 

considering genomic aberrations in tumor transformations. There are few studies focused on bladder cancer, and 

NMIBC- related research is more limited. Goel et al. used exome and transcriptome sequencing to characterise all 

grades of NMIBCs to determine prognostic genes and indicated that multi-omic data may help to better identify 

treatment in high-risk patients [11]. 

Although there is extensive research on diagnosis and treatment of BC, new molecular therapies are required due 

to tumor recurrence. Drug repurposing is aimed at approved or failed/abandoned compounds to find new indications 

for use in a different disease or condition. Drug repurposing studies offer an alternative to conventional drug 

inventions with their cost effective, cheaper and time saving aspects. For the development and release to the market 

of a new drug molecule, an average of 12-13 years and an estimated 2-3 billion USD investment are required. Also, 

the proposed drug is safe as it has been approved by a health regulatory authority. For cancer treatment, there are 

three repurposed drugs [12,13]. Feng et al. investigated metformin for BC therapy. Metformin is a frequently used 

hypoglycemic drug and it has been reported in the study that metformin has an anti-proliferative effect on BC stem 

cells and support the chemotherapy drugs on BC cells [14]. 

Developing potential marker gene lists of bladder cancer must be the starting point. Lindskrog et al. described 

transcriptomic and genomic markers of NMIBC and presented an online classification tool [4]. In a whole exome 

sequencing study, driver mutations in FGFR3, KDMTA, and KDMT2C were found and also DNA methylation and 

hydroxymethylation were investigated as promising biomarker [5]. Also, it was indicated in the literature that 

CCNB1, FOXM1, GSN, LAMC2 genes are prognostic expression markers for non-invasive BC [7]. Besides, there 

are some studies about identifying key genes and pathways in bladder cancer. Gao et al. showed in their GO analysis 

that mitotic nuclear division, the spindle and protein binding related genes upregulated while cell adhesion, 

extracellular exosomes and calcium ion binding related genes downregulated [15]. In another research, differentially 

expressed genes in bladder cancer tissues were identified as mitotic and chromosome assembly, including 

nucleosome assembly, spindle checkpoint and DNA replication [16]. Also, Tang et al. reported that upregulated 

DEGs were associated with cell division, nucleoplasm and protein binding, while the downregulated DEGs were 

associated with ‘extracellular matrix organization’, ‘proteinaceous extracellular matrix’ and ‘heparin binding’ [17]. 

In the present study, differentially expressed genes (DEGs) were identified by using gene expression datasets 

including bladder tumor and normal bladder tissues obtained from two different studies. BC specific co-expression 

network of common DEGs was reconstructed. A co-expressed module was found by using cancerous and normal 

bladder tissues. The prognostic capability of the module was evaluated. Moreover, potential therapeutic targets and 

reverse the expression of co-expressed module genes were investigated through L1000CDS2 tool. We report novel 
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drugs or small molecules that offer crucial prospects for prognosis, treatment and translational cancer research of 

bladder cancer. 

2. Materials and methods  

2.1. Transcriptome datasets  

The data of transcriptome datasets of BC including GSE7476 [18] and GSE24152 [19] were taken from Gene 

Expression Omnibus [20]. It was analyzed to identify differentially expressed genes (DEGs) of BC. Both datasets 

including the arrays of the Affymetrix platform were selected for analysis. A total of 27 samples were selected, 

including 17 BC and 10 normal bladder tissue samples. BLCA-TCGA-Bladder Urothelial Carcinoma obtained from 

the Cancer Genome Atlas (TCGA) database as an independent dataset including 390 patients was used in prognosis 

analysis.  

2.2. Identification of differentially expressed genes 

Robust Multi Array (RMA) techniques [21] were used for normalization of datasets. Linear models for 

microarray (LIMMA) package [22] in R language were performed for both dataset to identify DEGs in patients with 

BC compared to healthy individuals. The obtained DEGs were determined based on the p-values (p < .05) and the 

direction of differentiation was identified using gene expression fold changes (FC). Up regulated and down-

regulated genes were identified considering the FC> 2 and FC <0.5, respectively.  

Gene enrichment analyses of DEGs were performed via the Metascape [23]. The significant terms were 

determined by using p < 0.05 which is the cut-off for statistical significance. 

2.3. Differential co-expression analysis and identification of co-expressed modules 

Gene expression data of common DEGs of two datasets were obtained from both tumor and control samples, 

separately. Our differential co-expression network analysis algorithm [24] was applied to both gene expression data 

of cancerous and normal tissues to identify a BC specific differentially co-expressed network. The mean value of 

gene expression data of each common DEG was calculated. Afterward, z score normalization of each common 

DEGs was found. Spearman correlation coefficients (SCC) of mean gene expression were calculated in BC and 

normal bladder tissues, separately since data are not normally distributed. The significant pair-wise gene correlations 

of common DEGs were determined by using an SCC cutoff (p < 0.05). It was constructed a BC specific differential 

co-expression network in cancerous samples compared to normal bladder tissues. Two parameters were described to 

identify significant differentially co- expression profiles between cancerous and normal tissues: (i) Gene pair that 

show a significant correlation score in the cancerous samples, but no significant correlation in the normal bladder 

samples. (ii) Although gene pair show a significant correlation in both cancerous and normal bladder samples, it was 

selected co-expression direction is different in cancerous and normal bladder samples (i.e: positive and negative 

correlation score). 

The MCODE plugin [25] of the Cytoscape [26] was used to identify network modules of the differential co-

expression network. For further analysis, modules with a minimum of 10 nodes (genes) and a network density of 

0.50 were taken into consideration. 

2.4. Prognostic capability analysis of co-expressed module genes 

An independent BC dataset obtained from TCGA was used to investigate the prognostic capabilities of the co-

expressed module genes. Cox proportional hazards regression analysis was executed via SurvExpress bioinformatics 
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validation tool [27]. In SurvExpress, each cancerous sample of the BLCA-TCGA-Bladder Urothelial Carcinoma 

was categorized according to their prognostic index as low- and high-risk groups. The prognostic performance of the 

module genes was determined through the log-rank test and Kaplan-Meier (KM) plots. 

2.5. Drug repurposing analysis 

L1000CDS2 [28] is a search tool that presents a listing of FDA-approved drugs or experimentally studied small 

molecules that are defined to reverse or mimic the down-regulated and up-regulated genes. It was executed 

L1000CDS2 analyses by using the differential co-expressed up and down regulated module genes, to identify drug 

or small molecules that reverse the regulation direction of genes in BC 

(https://maayanlab.cloud/L1000CDS2/#/index). 

3. Results 

3.1. Gene expression profiles of bladder cancer 

Differentially expressed genes (DEGs) for BC were identified in BC compared to normal bladder samples 

through statistical analysis. We obtained 2490 DEGs (p value<0.05) where 727 upregulated and 1769 

downregulated genes from GSE7475 datasets. Analysis of GSE24152 identified 832 DEGs (p value <0.05), 483 

upregulated and 725 downregulated DEGs. (Figure 1A). 131 common DEGs between the two datasets were 

determined (Figure 1B). The gene enrichment analysis of common DEGs indicated that signaling by aberrant PI3K 

in cancer, ras signaling, cytoskeleton and proteoglycan-related biological processes were significantly enriched 

terms (Figure 1C). 

 

 

Fig. 1. Gene expression analysis results of bladder cancer. (A) The graph of up-regulated genes, down-regulated genes and total differentially 

expressed genes (DEGs) (p <.05). (B) The venn diagram represents the number of common DEGs between both datasets. (C) Biological pathway 

and gene ontology enrichment analysis results of common DEGs. The network was obtained from Metascape bioinformatics tool. 
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3.2. Differential co-expression network in bladder cancer 

The differential co-expression network analyses resulted in a total of 759 significant differential correlations 

among 131 common DEGs in cancerous tissues compared with normal bladder tissues. Differentially co-expressed 

gene module which is highly-clustered co-expressed genes including the number of 22 nodes (ETV4, SLC44A5, 

EVPL, ARL13B, COPZ1, EPRS, ELN, EPHA3, GLTP, SSBP2, SLC39A11, MSN, SCRIB, FGFR1, MLXIP, 

EMP1, EPHA7, FAM83B, JAZF1 , CCT5, FGFR3 and EPB41L2) and 191 edges and a network density is 83% 

was obtained (Figure 2). It was performed gene enrichment analysis on the module genes. The statistically 

significant biological process associated GO terms (p value <0.05) were obtained, Top three terms were identified as 

transmembrane receptor protein tyrosine kinase signaling pathway (GO:0007169), cell recognition (GO:0008037) 

and morphogenesis of an epithelium (GO:0002009) (Figure 2).  

 

Fig. 2. Differential co-expressed module in bladder cancer. Statistically significant differentially correlated common DEGs were represented as 

nodes and significant Spearman correlation values between the DEGs were represented as edges. 

3.3. Prognostic capability of module genes by using independent bladder cancer dataset 

To determine the prognostic capability of the module genes, Cox proportional hazards regression analysis was 
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executed in SurvExpress validation bioinformatics tool. Cancerous tissue samples were categorized into low- and 

high-risk groups according to their prognostic index calculated by using survival times. For this purpose, an 

independent RNA-Seq dataset (n = 390), BLCA-TCGA-Bladder Urothelial Carcinoma-July 2016, was performed 

and prognostic capabilities of the module genes based on survival data were analyzed by using the log-rank test and 

Kaplan-Meier plots (p<0.01) (Figure 3).   

 

 

Fig. 3. The survival analysis results of the BC specific module genes were represented with Kaplan-Meier curve. Low-risk and high-risk of 

patients samples were represented as green and red colors, respectively. 

3.4. Putative repurposed drugs and small molecules for bladder cancer 

The LINCSL1000 gene expression based-search engine tool was utilized concerning to the up and down-regulated 

module genes as predictive molecular targets in BC. The L1000CDS2 web tool was used to enter the list of up and 

down regulated module genes in order to search for drugs or small compounds that could change the gene expression 

profiles of the relevant genes. With an overlap score of ≥ 0.1765, the highest score to reverse expression profiles on 

up-regulated and/or down-regulated module genes in various cell lines, thirteen drugs or small compounds were 

obtained as repurposed drugs, demonstrating potential (Table 1). Repurposed drug or small molecule candidates were 

investigated in the literature to understand whether BC is associated with or not. 

Table 1. Repurposed drugs and small molecules for bladder cancer with an overlap score of ≥ 0.1765 according to LINCS L1000 gene 

expression based-search engine tool analysis. 

Rank Score Perturbation Cell line Dose, 

µm 

Time, 

h 

Reversed expression of 

genes 

1 0.1765 480743.cdx HT29 80.0 24.0 EPB41L2,EPHA3,FGF1 

2 0.1765 MK-2206 LOVO 10.0 6.0 EMP1, FGFR1, MSN 

3 0.1765 Geldanamycin NCIH2073 10.0 6.0 EMP1, ELN, EPHA3 

4 0.1765 PIK-90 (PI 3-K inhibitor IX) RMGI 10.0 6.0 EMP1, FGFR1, MSN 

5 0.1765 BRD-K50387473(XMD8-92) HEPG2 10.0 6.0 EMP1, FGFR3, GLTP 

6 0.1765 BRD-K96144918(Mead acid) A549 10.0 6.0 EMP1, FGFR3, SSBP2 

7 0.1765 Vorinostat(SAHA,suberoylanilide  MCF7 10.0 6.0 EPB41L2, EPHA3, MSN 
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hydroxamic acid) 

8 0.1765 PLX-4720 A375 1.11 24 ETV4, EPHA3, SSBP2 

9 0.1765 PLX-4720 A375 0.37 24 ETV4, EPHA3, SSBP2 

10 0.1765 Entinostat (BRD-K77908580) MCF7 3.33 24 EPRS, FGFR1, MSN 

11 0.1765 BIX-01294 HEPG2 10 24 FGFR3, FGFR1, MSN 

12 0.1765 PD-0325901 A375 0.04 24 ETV4, EPHA3, SSBP2 

13 0.1765 Selumetinib HME1 10 24 EMP1, ETV4, SSBP2 

 

4. Discussion 

Bladder cancer (BC) is among the top 10 most common tumors with the 6th most diagnosed cancer worldwide 

[14]. Pathologically, BC is categorized as NMIBC and MIBC. Due to its clinical and molecular complexity, it is not 

possible to forecast which stage tumor will progress to an aggressive form. In our study, we found thirteen drugs or 

small molecules that can reverse gene expressions and searched for BC. There are few genomic aberrations in 

FGFR3, PIK3CA, RAS oncogenes on bladder cancer and these genes targeted treatments are being investigated in 

several clinical trials.  

Also, there are essential molecular pathways that act in urothelial tumorigenesis as the RAS-MAPK pathway and 

PI3K-Akt pathway [29]. MK2206 is an allosteric Akt inhibitor, that blocks the phosphorylation and activation of 

Akt, therefore prevent the proliferation of many human cancer cell lines [30]. There are several searches on the 

effect of MK2206 on breast, thymic, lung, colorectal, endometrial, renal cancers [31-34]. Sathe et al. examined 

MK2206 on 11 BC cell lines and stated a decreasing AKT phosphorylation depending on the dose. They also 

specified that an increase in caspase 3/7 activity of sensitive cells is related with an increase in apoptosis [31]. In 

another study Sun et al. showed the booster effect of MK2206 on cisplatin (CDDP)-induced cytotoxicity and 

bladder cancer cells apoptosis and suppressive effect on tumor growth in subcutaneous xenograft models [35]. They 

also have seen the same incidence of testicular cancer and elucidated the mechanism by the suppressed expression 

of Akt pathway [36]. Zhang et al. studied on drug sensitivity and remarked that bladder tumor cells with 

Retinoblastoma 1 (RB1, a cell division regulator) mutation (found in 25% of patients) are more resistant to MK-

2206, Dactolisib and GNE-317 [6]. 

The second drug candidate is geldanamycin, a type of antibiotic from the benzoquinone ansamycins (BAs) 

family. It has heat shock protein 90 (Hsp90) inhibitory properties. Hsp90 upregulation in malignancies acts as 

protective for tumorigenesis, therefore Hsp90 inhibition is one of the trend cancer treatment modalities. 

Geldanamycin has been used in numerous cancer studies as gall bladder, thyroid, liver, osteosarcoma, lungs, 

melanoma, cervical, breast, prostate, colorectal cancers [37-40]. Germano et al. emphasized that Ron can gain 

tumorigenic potential by single point mutations and aberrant activation of Ron has been determined in colorectal 

adenocarcinomas, non-small cell lung tumors and primary breast carcinomas. Also, it is stated that Ron expression 

is correlated with bladder tumor phase [41]. Karkoulis et al., demonstrated anti-neoplastic properties of 

geldanamycin in human bladder tumor cell lines (RT4 and T24) [42]. Unfortunately, it is instable, cardiotoxic, 

oculotoxic, hepatotoxic and has low aqueous dissolubility, therefore several GA analogues have been produced 

[39,43]. 

Re-regulation of the phosphoinositide 3-kinase (PI3K)/AKT/mammalian target of rapamycin (mTOR) pathway in 

tumors is also one of the most researched cancer therapies. PIK90 is a small molecule that acts as a PI3K inhibitor 

and its antitumor activity has been shown for breast, ovarian cancer cells [44] and bladder cells [45]. In metastatic 

bladder cancers, the PI3K pathway is around 72% overactive. Sathe et al. characterized molecular mechanisms of 

PI3K pathway signaling in bladder cancer cells in their study. They used different pathway inhibitors and small 

molecules such as PIK90 and MK-2206 and demonstrated their anti-cancer properties. Finally, they emphasized that 



 Göv, E. and Kaynak-Bayrak, G., (2024),  Journal of Scientific Reports-A, 56, 70-81 

77 

 

simultaneous targeting of the PI3K, AKT and mTORC1 pathways is required for effective tumor growth inhibition 

[46]. 

Histone deacetylases regulate the expression of numerous proteins involved in malignant tumor initiation and 

progression. Therefore, histone deacetylase inhibitors (HDACi) are being produced for cancer treatment. Vorinostat 

is one of them and approved by the U.S. Food and Drug Administration (FDA) for the cure of advanced and 

refractory cutaneous T-cell lymphoma. It has been also applied in numerous clinical cancer therapy trials such as 

head and neck squamous cell carcinomas, breast, lymphoma, non-small cell lung cancer (NSCLC), glioblastoma 

multiforme [47]. Besides, vorinostat reportedly has antiproliferative effects in various cancer cells such as ovarian 

cancer cells [48], renal cancer cells (in combination with Fluvastatin [49]), breast cancer [50]. and human bladder 

cancer cell lines [51]. Kaletsch et al. examined the effect of a novel HDACi 19i (LMK235) with vorinostat (SAHA) 

and the HDAC4-specific HDACi TMP269 on urothelial carcinoma cells, and stated the disturbed mitosis with 

apoptosis of cells after treatment [52]. In a clinical study, Quinn et al. observed the toxic effect of Vorinostat and 

proposed to use a lower dose [53]. Additionally, vorinostat has low solubility and permeability. Moreover, due to its 

high metabolized in the liver, its therapeutic benefits are poor when used as monotherapy. So various delivery 

systems are being developed to increase its clinical utility [47]. 

 

Nearly 20% of urothelial tumors were identified as RAF1 activation dependent and they use RAF/MEK/ERK 

signaling pathway. Therefore, these cells are sensitive to RAF inhibitors and RAF plus MEK inhibition 

combination. Bekele et al. specified in their investigation that bladder cancer cell lines are sensible to BRAFV600E 

inhibitor PLX4720 [54]. Also, Chen et al., determined Transient receptor potential (TRP) family gene expression in 

bladder and para-carcinoma tissues and TRP expression is associated with the sensibility to several drugs inclusive 

of PLX-4720 [55]. Otherwise, PLX4720 is applied for other cancer types such as melanoma [56,57] and colorectal 

carcinoma [58]. 

Entinostat is also a selective HDAC inhibitor like vorinostat, and has been investigated as either a single agent or 

a combination in non-small cell carcinoma, Hodgkin’s lymphoma, breast, and myelodysplastic syndrome. Pili et al., 

used entinostat and 13-cis retinoic acid on patients having solid tumours and searched for its safety [59]. Truong et 

al., evaluated the anticancer activity and cell-autonomous mechanism of entinostat in bladder cancer and they 

proved that entinostat had substantial antitumor efficiency in immune-competent but not immune-compromised 

hosts. Also, they indicated that when entinostat was combined with programmed cell death protein 1 (PD-1), its 

antitumor responses were increased, and long-term immunologic memory was induced in host [60]. In another 

study, entinostat was treated with a combination of the approved drug decitabine on platinum resistant bladder 

tumor cells and researchers proposed its usage on cisplatin-resistive bladder cancer [61]. Additionally, macrophages 

play an essential role in immune response and tumor-associated macrophages partake in solid tumor development 

with anti-tumorigenic or pro-tumorigenic character based on their polarization. So, there are various clinical trials 

targeting macrophages. In bladder cancer research different agents were used as Vorinostat and Entinostat [62]. 

BIX-01294 is the first selective G9a, a histone methyltransferase also known as euchromatic histone-lysine N-

methyltransferase 2 (EHMT2), inhibitor. G9a is highly active in some cancer types as esophageal, ovarian, and 

gastric cancer. Inhibition of this gene prevents tumor cell proliferation and metastases by stimulating autophagic cell 

death, apoptosis, and cell cycle arrest. Also, antiapoptotic proteins are decreased and proapoptotic proteins are 

increased with G9a depletion. BIX-01294 was proven to induce cell death in breast cancer, head and neck squamous 

cell carcinoma, neuroblastoma cells and bladder cancer cells [63-65]. Cui et al., showed BIX-01294 induced 

endoplasmic reticulum stress and apoptosis in human bladder cancer cells occurred via caspase-dependent pathway 

[63]. Li et al. also examined the anti-proliferative effect of BIX-01294 on bladder carcinoma cell lines T24 and 

UMUC-3 and proposed that G9a might be a good therapeutic target in bladder cancer [66]. In a clinical study, the 

role of G9a in Bacillus Calmette-Guerin (BCG)-treated NMIBC patients was investigated. BCG bladder instillation 

is the gold standard treatment in high-risk NMIBC patients. In the experiments BIX-01294 was used to examine the 
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effect on trained immunity responses in vitro and finally it was emphasized that suppression of G9a is important in 

the stimulation of trained immunity [67]. 

Cirone et al. investigated the effect of PI3K/mTOR inhibitor PF-0469502 and a MEK inhibitor PD-0325901 in in 

vitro and in vivo models of bladder cancer and determined the slowed tumor growth. Therefore, they suggested the 

therapy as a potential treatment approach for bladder cancer [68]. Also, in an in vivo study, bladder cancer invasion 

was prevented by TGFβ receptor inhibitor LY2157299 and MEK inhibitor PD-0325901 [69]. Zhang et al., 

investigated the effect of PD0325901 (MEK/ERK inhibitor), CHIR99021 (GSK3 pathway inhibitor), small molecule 

inhibitors SB431542 (ALK inhibitor) and valproic acid (VPA; HDAC inhibitor) on uterine cervix carcinoma cells, 

bladder cancer cells and squamous cell carcinoma cells. The results of the analysis reveal that combined inhibition 

of MEK/ERK, ALK and GSK3 may be a potential cancer therapy [70]. 

Selumetinib is a small molecule, having a short half-life, and acts as an oral mitogen-activated ERK kinase 

(MEK)-inhibitor. There are lots of research about its usage in various cancers such as melanoma, colorectal, 

pancreatic, breast cancers, papillary thyroid carcinoma, non-small cell lung cancer, pediatric low-grade gliomas and 

neurofibromatosis 1 (NF1) [71]. Preclinical studies suggest that it may improve the effect of chemotherapeutic 

drugs. LoRusso et al. demonstrated that selumetinib was safe when combined with docetaxel and dacarbazine in 

advanced solid tumors [72]. Schulz et al. used gamma-secretase inhibitor (GSI) dibenzazepine and selumetinib in 

bladder cancer cell line and suggested inhibition of both NOTCH and MAPK signaling most strongly suppressed 

tumor growth [73]. Additionally, there is an ongoing clinical trial using Selumetinib in Muscle Invasive Bladder 

Cancer (NCT02546661) 

 

In cancer related studies it was indicated that mead acid containing diet inhibited breast cancer by suppressing 

cell proliferation, also mead acid inhibited some tumorigenic features of human breast, urothelium, and colon cell 

lines [74-76]. 

BRD-K50387473 (XMD8-92) is an extracellular signal-regulated kinase 5 (ERK5), a member of the mitogen-

activated protein kinase (MAPK) family, inhibitor. Kang et al., induced apoptosis of acute myeloid leukemia cell 

lines and they proposed that XMD8-92 may be an efficient adjuvant in AML chemotherapy [77]. Besides, XMD8-

92 was utilized in hepatocellular carcinoma cells [78]., lung and cervical cancers, pancreatic cancers [79]. and Yang 

et al., emphasized that XMD8-92 may be an effective approach for treating human cancer [80]. 

In summary, in our study bladder cancer associated genes were found to be associated with transmembrane 

receptor protein tyrosine kinase signaling pathway, cell recognition and morphogenesis of an epithelium. We found 

numerous drug candidates as 480743.cdx, MK-2206, Geldanamycin, PIK-90, BRD-K50387473 (XMD8-92), BRD-

K96144918 (mead acid), Vorinostat, PLX-4720, Entinostat, BIX-01294, PD-0325901 and Selumetinib, that may be 

used in bladder cancer therapy. As discussed above, all candidates are investigated in terms of bladder cancer except 

from 480743.cdx, BRD-K50387473 (XMD8-92) and mead acid. These three prospective drugs may be evaluated for 

bladder cancer therapy after carrying out more advanced analyses and preclinical studies. 
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Abstract 

Most rock masses are excellent foundation materials due to their bearing capacities of MPa. However, the ultimate bearing 

capacity of rock masses should be accurately estimated in the design of structures with high foundation loads. In this study, the 

ultimate bearing capacities of a strip footing built on rock masses with different geotechnical properties are determined using the 

finite element method (FEM) and the failure criterion of Hoek & Brown. The results of FE-analyses are compared to those 

obtained from the limit equilibrium methods (LEM) in the literature. It has been shown that the FEM with associated flow rule 

and Terzaghi`s limit equilibrium method give similar failure surfaces for most cases, and the ratio of ultimate bearing capacities 

determined according to the Terzaghi´s method to FEM varies between 1.5 and 4. In cases, in which the failure surfaces obtained 

from both methods differ, this ratio can rise up to 11. 

 
© 2023 DPU All rights reserved. 
Keywords: Ultimate bearing capacity; Rock masses; Finite element method; Limit equilibrium method. 

1. Introduction 

Most rock masses are excellent foundation materials due to their bearing capacities of MPa. However, in the 

design of structures with high foundation loads such as high-rise buildings, dams and viaduct piers, the ultimate 

bearing capacities of rock masses should be accurately estimated. 
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Because of discontinuities existing in rock masses, the estimation of their bearing capacities is more difficult than 

soils. Various methods can be found in the literature to estimate the ultimate bearing capacity of shallow footings 

built on rock masses. These can be grouped under 4 main groups: Limit equilibrium, Slip-line, Limit analysis and 

Numerical methods [1-6]. In addition, the bearing capacities of certain rock types can be estimated empirically with 

the help of diagrams developed depending on the unconfined compressive strengths of intact rocks and the widths of 

openings existing in rock masses [7]. 

Terzaghi`s limit equilibrium method [1] with the failure criterion of Mohr-Coulomb is widely used by engineers 

working in construction practice to estimate the ultimate bearing capacity of shallow foundations. Bowles [8] 

pointed out that intact rock samples are used in the laboratory to determine the shear strength parameters (c and ϕ) so 

that they do not account for the effect of discontinuities existing in rock masses. Therefore, he suggested that 

ultimate bearing capacities calculated according to the Terzaghi`s approach should be reduced.  

It is known that the shear strengths of most rocks are significantly affected by stress levels. Furthermore, rocks 

have significant tensile strengths compared to soils. Among the nonlinear failure criteria in the literature, the 

criterion of Hoek and Brown reliably simulates the deformation behavior of isotropic rocks [9,10]. Miranda et al. 

[11] combined the limit equilibrium method suggested by Wyllie [2] with the Hoek & Brown failure criterion. 

The numerical methods have become widely used for solving complex engineering problems. In the last two 

decades, a growing use of numerical methods with the Hoek & Brown criterion have been observed to estimate the 

bearing capacities of rock masses. 

In the recent studies, Javid, Fahimifar and Imani [12] investigated the effect of the interaction between two 

shallow strip footings on the ultimate bearing capacity using the Hoek & Brown criterion and two-dimensional 

numerical analyses. It has been seen that the ratio of the bearing capacity of a strip footing under the effect of a 

neighboring footing to the bearing capacity of the same isolated footing is about 1.3 to 1.6. Mansouri, Imani and 

Fahimifar [13] studied the ultimate bearing capacity of square- and rectangular-shaped footings with the help of the 

Hoek and Brown criterion and three-dimensional numerical analyses. It has been shown that the ultimate bearing 

capacities obtained from the 2D-analyses are higher than in the 3D-analyses. Shamloo and Imani [14] demonstrated 

that the effect of embedment depths on the bearing capacity of footings in rock masses cannot be taken into account 

correctly with the aid of equivalent surface loads. Using a self-developed adaptive finite element limit analysis code, 

Wu et al. [15] studied the ultimate bearing capacity of footings subjected to eccentric loads in rock masses with 

voids. To estimate the bearing capacity of strip footings on rock masses under three-dimensional effect, Chen, Zhu 

and Zhang [16] developed an analytical method using the failure criterion of Hoek & Brown. Ranjbarnia, Zarei and 

Goudarzy [17] introduced a probabilistic approach to estimate the bearing capacity of shallow foundations on rock 

masses. Das and Chakraborty [18] developed the design charts to estimate the bearing capacity of strip foundations 

with eccentric and inclined loads. Chen, Zhu and Zhang [19] demonstrated that ignoring the three-dimensional 

strength and the weight of rock mass would lead to the underestimation of the bearing capacity of rock masses.  

In the present study, the ultimate bearing capacity of a strip footing on rock masses with different geotechnical 

properties was estimated using the finite element method (FEM) with the failure criterion of Hoek & Brown. The 

results of the FE-analyses are compared to those obtained from the limit equilibrium methods (LEM) suggested by 

Terzaghi [1] and Miranda et al. [11]. The present study shows engineers working in construction practice the limits 

of the use of limit equilibrium methods in determining the bearing capacity of rock masses. 

2. Methodology 

2.1. Numerical method 

The software Plaxis-2D [20], which is based on the finite element method, is used to estimate the ultimate 

bearing capacity of a strip footing on rock masses. 

https://link.springer.com/article/10.1007/s11629-023-8312-2#auth-Debarghya-Chakraborty-Aff1
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Numerical model: 

By utilizing the symmetry feature, only half of the numerical model shown in Figure 1 was created. Pre-analyses 

have shown that the size effect of the model on the numerical results can be ignored if the horizontal and vertical 

lengths of the model were not smaller than 12.5 m and 10 m, respectively. The lateral boundaries were fixed in the 

horizontal direction while the bottom boundary was fixed in the both directions. A rigid strip footing was modeled 

as a continuous load with a width of 0.5 m on the rock surface without an embedment depth. In order to model a 

rough footing, the horizontal movement of the footing was prevented. In the vertical direction, a deformation value 

leading to the ground failure was inputted. The ground water level was defined at the base of the model, and the 

moist unit weight of the rock masses was set to 24 kN/m
3
. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. FE-model in Plaxis 2D. 

The effect of mesh density on the numerical results is well known. A dense mesh causes prolonged analysis time 

and an uneconomical solution while the use of a relatively loose mesh affects the accuracy of numerical results. In 

Plaxis-2D [20], the generation of FE-mesh is fully automated and a robust triangulation procedure. Pre-analyses 

have shown that a relatively dense mesh generated in the area of 5 m x 6 m under the foundation load in Fig. 1 

allowed the numerical results to converge to a constant value. As a result, 942 triangular elements with 15 nodes and 

an average element size of 0.42 m were generated in the numerical model. 

The analyses consisted of 2 stages. In the first step, the initial stress condition existing in the rock mass before the 

foundation load was reconstructed using the K0-procedure. The second stage was the plastic calculation stage, in 

which the reaction force of the rock mass corresponding to the deformation inputted in the vertical direction was 

determined. To determine the ultimate bearing capacity, the graph of the reaction force-deformation obtained for 

Point A was considered. In this graph, twice the maximum load that converges to a constant value, which was 

determined using the method of tangent intersection defined by Singh et al. [21], was assumed to be qult. 

Constitutive model: 

In Plaxis-2D [20], the stress-strain behaviors of rock masses were modeled using the criterion of Hoek and 

Brown. The empirical equation proposed by Hoek for intact rocks is expressed as follows [9,10]: 

 

𝜎1 =  𝜎3 + 𝜎𝑐𝑖 · (𝑚𝑖 ·  
𝜎3

𝜎𝑐𝑖
 +  1)0,5                                                                                                                               (1) 
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where 𝜎𝑐𝑖 is the unconfined compressive strength of intact rock, mi is material constant for intact rock, which is 

determined experimentally. Depending on the rock type, it can take values between 2 and 35. 

 

Later, the Hoek`s criterion was developed by Brown for jointed rock masses, and it is called the Hoek-Brown 

failure criterion. Hoek-Brown [9,10] generalized failure criterion is expressed by Eq. (2): 

 

𝜎1 =  𝜎3 + 𝜎𝑐𝑖 · (𝑚𝑏 ·  
𝜎3

𝜎𝑐𝑖
 +  s)𝑎                                                                                                                                                 (2) 

 

where the parameters “mb, s and a” are the material constants for rock mass and can be calculated by using Eq. (3)-

(5):  

 

𝑠 = 𝑒(
𝐺𝑆𝐼−100

9−3𝐷
)
                                                                                                                                                               (3) 

 

𝑎 = 0,5 + 0,167 · (𝑒
−𝐺𝑆𝐼

15 − 0,0013)                                                                                                                                            (4) 

 

𝑚𝑏 = 𝑚𝑖 · 𝑒(
𝐺𝑆𝐼−100

28−14𝐷
)
                                                                                                                                                          (5) 

 

where GSI is Geological Strength Index, D is disturbance factor. 

 

The geological strength index of the rock mass is determined visually depending on the structure of rock masses 

and their surface properties. The GSI-values vary between 0 for rocks that have decomposed into the soil and 100 

for intact rocks with unweathered surfaces. A chart for determining GSI -value is given by Hoek and Brown [10]. 

The value of the disturbance factor varies between 0 (for undisturbed rocks) and 1 (for disturbed rocks by 

excavations or explosion etc.).  

The Hoek & Brown failure criterion should be used for intact rocks, rock masses with several discontinuities and 

heavily jointed rock masses (Group I and III) which have similar surface properties and can be considered isotropic 

[5]. Furthermore, this failure criterion was based on the brittle failures observed in triaxial tests on intact rocks. 

Therefore, it should not be used for principal stress levels at which ductile failure appears [9,10]. Furthermore, it 

should not be used if the size of the rock blocks is larger than the structure or they have same size or if one group of 

discontinuities existing in the rock mass is weaker than the others [5,12]. 

Eight parameters must be inputted in Plaxis-2D [20]. These parameters are: 1) Young's modulus of rock mass 

Erm, 2) Poisson's ratio of rock mass ν, 3) unconfined compressive strength of intact rock σci, 4) material constant for 

intact rock mi, 5) geological strength index of rock mass GSI, 6) disturbance factor D, 7) dilation angle of rock mass 

φmax for zero confining pressure, and 8) confining pressure σφ at the depth, where the dilation angle is equal to zero. 

The Young's modulus Erm can be calculated based on the GSI and D values with the help of the following 

simplified equation: 

 

𝐸𝑟𝑚(𝑀𝑃𝑎) =  105 · (
1−

𝐷

2

1+𝑒
(

75+25𝐷−𝐺𝑆𝐼)
11 )

)                                                                                                                        (6) 

 

Poisson's ratio ν varies between 0.1 and 0.4 depending on the rock type. In this study, the value of ν was taken as 

0.2. Since the foundation used in the numerical model has no embedment depth, there will be no excavation, and 

thus no disturbance occurs in the rock mass. Therefore, the value of D was taken as 0. In the analyses, the 

unconfined compressive strength σci of intact rock was considered with 4 different values σci = 1, 5, 25, 100 MPa, 

the material constant mi of intact rock with 3 different values mi = 2.5, 10, 20, and the geological strength index of 

rock mass GSI with 5 different values GSI = 10, 30, 50, 70, 90. 
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Rock masses show dilatation behaviour when they are subjected to shearing under low confining pressures. In 

this study, the value of φmax was set to the friction angle of the rock mass, and its value was decreased linearly to 0 at 

a certain depth (associated flow) [20]. The confining stress at the depth where the dilation angle is zero was set to 

σφ= 1000 kN/m
2
 taking into account that the vertical length of the model and the unit weight of rock masses were 10 

m and 24 kN/m
3
, respectively. 

2.2. Limit equilibrium method 

In the present study, the limit equilibrium methods suggested by Terzaghi [1] and Miranda et al. [11] are used to 

estimate the ultimate bearing capacities of rock masses. 

Terzaghi`s method: 

Terzaghi [1,22] proposed the failure surface under a strip foundation whose width B is very small compared to its 

length (see Figure 2a). This failure surface consists of 3 zones: 1) a triangular zone ACD, 2) radial shear zones AFD 

and CDE with logarithmic spirals DE and DF, 3) Rankine triangular passive zones AFH and CEG. The ultimate 

bearing capacity qult is obtained by considering the equilibrium of the triangular wedge ACD and using the failure 

criterion of Mohr-Coulomb as follow: 

 

𝑞𝑢𝑙𝑡 = 𝑐 · 𝑁𝑐 + 𝛾 · 𝐷𝑓 · 𝑁𝑞 + 0,5 · 𝛾 · 𝐵 · 𝑁𝛾                                                                                                                (7) 

 

where c is cohesion, γ is unit weight of rock mass, Df is foundation depth, B is foundation width, Nc, Nq and Nγ are 

bearing capacity factors that can be calculated by using Eqs. (8)-(10) depending on the friction angle ϕ of the rock 

mass: 

 

𝑁𝑐 = 5 · 𝑡𝑎𝑛4 (45 +
𝜙

2
)                                                                                                                                               (8) 

 

𝑁𝑞 = 𝑡𝑎𝑛6 (45 +
𝜙

2
)                                                                                                                                                    (9) 

 

𝑁𝛾 = 𝑁𝑞 + 1                                                                                                                                                               (10) 

Miranda`s method: 

Miranda et al. [11] combined Wyllie`s limit equilibrium method [2] with the Hoek & Brown failure criterion. In 

Figure 2b, the wedge A is the active wedge and the wedge B is the passive wedge, which are representing the failure 

zones under a strip footing. In this method, the weights of the rock masses and the shear stresses that develop at the 

interface of both wedges are neglected. The wedges A and B are assumed to be in compression as in triaxial shear 

tests. 
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Fig. 2. Ultimate bearing capacity of rock masses according to (a) Terzaghi [22]; (b) Wyllie [2]. 

Assuming that there is no load on the rock surface outside the foundation area, the major and minor principal 

stresses in the wedge B will act in the horizontal direction (σ1B) and in the vertical direction (σ3B = 0), respectively. 

When the wedge A collapses, the minor principal stress σ3A acting on the wedge A will be equal to the major 

principal stress σ1B in the wedge B. Therefore, the major principal stress σ1A in the wedge A will correspond to the 

ultimate bearing capacity qult of the footing. 

In the Miranda`s method, by substituting σ3 = σ3B = 0 in Eq. (2), the following equation is firstly obtained for the 

wedge B: 

 

 𝜎1𝐵 =  𝜎𝑐𝑖 · 𝑠𝑎                                                                                                                                                              
(11) 

 

Then, substituting σ3 = σ3A = σci ·s
a
 in Eq. (2), the following equation is obtained for the wedge A, which gives the 

ultimate bearing capacity qult: 

 

𝑞𝑢𝑙𝑡 = 𝜎1𝐴 = 𝜎𝑐𝑖 · [𝑠𝑎 + (𝑚𝑏 · 𝑠𝑎 + 𝑠)𝑎]                                                                                                                      (12) 

3. Results and discussion 

3.1. Comparison of the failure surfaces obtained from the FEM and LEM 

The numerical analyses carried out in this study gave three different failure surfaces, as shown in Fig. 3. These 

failure surfaces were called failure type A, B, and C. A summary of the failure types observed in the FE-analyses 

with associated flow is given in Table 1 depending on the Hoek & Brown parameters. 
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Fig. 3. Failure surfaces obtained from the FE-analyses: (a) failure type A, (b) failure type B, (c) failure type C. 

A total of 60 analyses were performed, and the most of these analyses gave a failure zone shown in Fig. 3a 

(Failure type A). This failure zone corresponds to the general shear failure suggested by Terzaghi in Fig. 2a. 

Only in 3 analyses (σci = 25 MPa, mi = 10, GSI = 30; σci = 25 MPa, mi = 10, GSI = 90 and σci = 100 MPa, mi = 

20, GSI = 10), the Rankine triangular passive zone did not develop while the triangular zone and radial shear zone 

developed. The failure type B shown in Fig. 3b is a local shear failure.  

In 12 analyses (σci=100 MPa, mi = 10, GSI = 10 – 90; σci = 100 MPa, mi = 20, GSI = 30 – 90; σci = 25MPa, mi = 

20, GSI = 70 – 90 and σci = 25 MPa, mi = 10, GSI = 50), the failure surface shown in Figure 3c appeared. Compared 

to the failure type A, a triangular wedge under the foundation appeared more deeply while the other zones of the 

Terzagi`s failure surface did not develop (punching failure). On the other hand, a new failure surface developed in 

vertical direction towards the inner part of the rock mass.  

When the failure surfaces obtained from the FEM are examined, it is seen that the failure mechanism proposed  

by Wyllie [2,11] in Fig. 2b does not develop. Therefore, only the qult - values calculated according to the Terzaghi`s  

approach were used for comparison in Figure 4. 

  Table 1. Failure types depending on the Hoek & Brown parameters. 

Rock parameters                                                        GSI (-) 

σci (MPa) mi (-) 10 30 50 70 90 

1 

2.5 A A A A A 

10 A A A A A 

20 A A A A A 

5 

2.5 A A A A A 

10 A A A A A 

20 A A A A A 

25 

2.5 A A A A A 

10 A B C A B 

20 A A A C C 

100 
2.5 A A A A A 

10 C C C C C 
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20 B C C C C 

 

3.2. Comparison of the ultimate bearing capacities obtained from the FEM and LEM 

In order to make a comparison between the results of the FEM and the Terzaghi`s method, the equivalent 

parameters of the Mohr-Coulomb criterion (c and ϕ) corresponding to the Hoek-Brown parameters used in the FE-

analyses should be determined. The parameters of Mohr-Coulomb are calculated by plotting a linear envelope on the 

nonlinear failure envelope of Hoek and Brown that provides the best fit for a given stress range. 

Table 2. Equivalent Mohr-Coulomb parameters for mi = 2.5. 

GSI  

(-) 

σci  

(MPa) 

1 5 25 100 

c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 

10 0.01 9.5 0.05 9.5 0.25 9.5 1.00 9.5 

30 0.02 15.0 0.11 15.0 0.52 15.0 2.09 15.0 

50 0.03 19.5 0.17 19.5 0.83 19.5 3.34 19.5 

70 0.06 24.0 0.31 24.0 1.54 24.0 6.16 24.0 

90 0.17 26.5 0.83 26.5 4.14 26.5 16.57 26.5 

 

Table 3. Equivalent Mohr-Coulomb parameters for mi = 10. 

GSI  

(-) 

σci  

(MPa) 

1 5 25 100 

c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 

10 0.02 18.0 0.10 18.0 0.48 18.0 1.92 18.0 

30 0.04 24.5 0.18 24.5 0.88 24.5 3.52 24.5 

50 0.05 30.5 0.25 30.5 1.25 30.5 4.98 30.5 

70 0.07 36.5 0.36 36.5 1.78 36.5 7.11 36.5 

90 0.13 41.5 0.64 41.5 3.21 41.5 12.83 41.5 

Table 4. Equivalent Mohr-Coulomb parameters for mi = 20. 

GSI  

(-) 

σci  

(MPa) 

1 5 25 100 

c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 
c  

(MPa) 
ϕ  

(°) 

10 0.03 23.5 0.13 23.5 0.65 23.5 2.59 23.5 

30 0.05 30.5 0.23 30.5 1.12 30.5 4.49 30.5 

50 0.06 36.5 0.31 36.5 1.54 36.5 6.14 36.5 

70 0.08 42.5 0.41 42.5 2.05 42.5 8.22 42.5 

90 0.13 48.0 0.63 48.0 3.16 48.0 12.65 48.0 

 

In this study, the equivalent Mohr-Coulomb parameters were calculated using the Software RocData [23]. Here, 

the “General” option was selected as the failure envelope interval, and the equivalent Mohr-Coulomb parameters 

were determined for the stress range of 0 < σ3 < 0.25·σci, in which a brittle failure appears. The equivalent 

parameters of Mohr-Coulomb (c and ϕ) corresponding to the parameters of Hoek-Brown are given in Tables 2-4. 

In Tables 5-7, the ultimate bearing capacities obtained from the finite element method (FEM) and limit 

equilibrium methods (LEM) are given depending on the various rock mass properties. As it can be seen from Tables 
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5-7, Terzaghi`s approach [1] gives the highest values of ultimate bearing capacity while the lowest values are 

obtained from the Miranda`s method. Only in 3 analyses (σci = 25 MPa, mi = 20, GSI = 90; σci = 100 MPa, mi = 20, 

GSI = 90 and σci = 100 MPa, mi = 20, GSI = 70), the qult-values calculated according to Miranda`s method are 

negligibly larger than the values in the FEM. 

Table 5. Ultimate bearing capacities obtained from the FEM and LEM for mi = 2.5. 

GSI 

(-) 

                                       σci  

                                 (MPa) 

 

1 5 25 100 

Ultimate Bearing Capacity qult  

(MPa) 

FEM 
Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi  

10 0.07 0.01 0.14 0.24 0.05 0.54 0.85 0.25 2.51 2.70 1 9.78 

30 0.25 0.07 0.37 0.93 0.35 1.58 3.95 1.75 7.58 14.65 7 29.94 

50 0.53 0.23 0.78 2.35 1.15 3.50 10.80 5.75 17.01 42.38 23 64.51 

70 1.20 0.63 1.93 5.70 3.15 8.85 27.75 15.75 43.51 110.75 63 173.22 

90 2.95 1.73 5.87 14.40 8.65 28.21 71.45 43.25 139.94 286.00 173 559.39 

 

 

Table 6. Ultimate bearing capacities obtained from the FEM and LEM for mi = 10. 

GSI 

(-) 

                                       σci  

                                 (MPa) 

 

1 5 25   100 

Ultimate Bearing Capacity qult  

(MPa) 

FEM 
Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi  

10 0.28 0.02 0.43 0.84 0.10 1.81 2.85 0.50 8.74 3.30 2 34.54 

30 0.75 0.13 1.21 2.65 0.65 5.38 8.63 3.25 26.13 25.02 13 103.87 

50 1.40 0.38 2.72 5.74 1.90 12.10 20.20 9.50 58.85 73.47 38 234.11 

70 2.80 1.01 6.21 12.21 5.05 27.92 54.85 25.25 136.24 140.38 101 542.61 

90 6.05 2.66 16.73 28.60 13.30 77.88 120.11 66.50 384.26 373.10 266 1532.15 

 

 

Table 7. Ultimate bearing capacities obtained from the FEM and LEM for mi = 20. 

GSI 

(-) 

                                       σci  

                                 (MPa) 

 

1 5 25 100 

Ultimate Bearing Capacity qult  

(MPa) 

FEM 
Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi  FEM 

Miranda 

et al.  
Terzaghi 

10 0.55 0.03 0.88 1.81 0.15 3.75 5.35 0.75 17.98 12.45 3 71.0 

30 1.34 0.17 2.45 4.70 0.85 10.88 18.15 4.25 52.74 31.05 17 209.21 

50 2.61 0.51 5.48 9.80 2.55 24.55 34.20 12.75 119.81 55.12 51 476.45 

70 4.65 1.34 12.51 20.10 6.70 56.21 40.89 33.50 274.42 127.14 134* 1092.52 

90 9.10 3.47 32.32 42.50 17.35 146.65 81.79 86.75* 718.54 386.06 347* 2863.07 

 

 
In the most FE-analyses, the vertical deformations occurring in the rock masses under the loads corresponding to 
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the ultimate bearing capacity of the footing were smaller than 2 cm. Only in 12 analyses (σci = 100 MPa, mi = 2.5, 

GSI = 70-90; σci = 100 MPa, mi = 2.5-10, GSI = 50; σci = 100 MPa, mi = 2.5-20, GSI = 30; σci = 100 MPa, mi = 2.5-

10, GSI = 10; σci = 25 MPa, mi = 10-20, GSI = 10 and σci = 25 MPa, mi = 20, GSI = 30), the vertical deformations 

varied between 2 cm – 9 cm. 

 

                   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                     

 

 

 

 

 

 

 

Fig. 4. Comparison of the ultimate bearing capacities obtained from the FEM and Terzaghi`s method: a) mi = 2.5, b) mi =10, c) mi =20. 

In cases in which the unconfined compressive strength of the intact rock σci is relatively low (σci ≤ 5 MPa with 

mi = 2.5-20 and σci ≤ 25 MPa with mi < 20), the ratio of the ultimate bearing capacity calculated according to the 

Terzaghi`s approach qult (Terzaghi) to those in the FEM qult (FEM) varies between 1.5 and 4. In cases in which the value of 

σci is higher (σci = 25 MPa with mi = 20 and GSI > 50 as well as σci > 25 MPa with mi > 2.5), the ratio of qult (Terzaghi) / 

qult (FEM) varies between 3 and 11 (Fig. 4). This increase can be explained by the developing of more different failure 

surfaces shown in Figures 3b and 3c than the general shear failure suggested by Terzaghi in Fig. 2a. 

4. Conclusions 

In the present study, the ultimate bearing capacity of a strip footing constructed on rock masses with different 

material properties (σci = 1 to 100 MPa, mi = 2.5 to 20 and GSI = 10 to 90) are estimated using the finite element 
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method (FEM) with Hoek & Brown failure criterion. The results of the FE-analyses are compared to those 

determined according to the limit equilibrium method (LEM) suggested by Terzaghi [1] and Miranda et al. [11]. The 

analyses give the following results: 

 

 The Terzaghi`s approach gives the highest values of ultimate bearing capacities while the lowest values are 

obtained from the approach of Miranda; 

 In most cases, especially in cases in which the unconfined compressive strength of the intact rock is 

relatively low (σci ≤ 5 MPa with mi = 2.5-20, σci ≤ 25 MPa with mi < 20), the FEM and the Terzaghi`s 

method give the similar failure surfaces. In these cases, the ratio of the ultimate bearing capacities obtained 

from the Terzaghi´s method qult (Terzaghi) to those in the finite element method qult (FEM) varies between 

1.5 and 4.  

 In cases in which the value of σci is relatively high (σci = 25 MPa with mi = 20 and GSI > 50 as well as σci > 

25 MPa with mi > 2.5), the ratio of qult(Terzaghi) /qult(FEM) can rise up to 11; 

 The relatively high ratios of qult(Terzaghi) /qult(FEM) appear especially for rock masses with high unconfined 

compressive strengths (σci ≥ 25 MPa), which can be explained that the rocks with relatively low 

compressive strengths behave like soils. 

 

Finally, it should be mentioned that the loads corresponding to the ultimate bearing capacity of footings can lead 

to high deformations, which may be not allowed. The most important advantage of the FEM compared to the LEM 

is that it enables the estimation of deformations of rock masses under foundation loads. However, the correct 

estimation of the dilatant behaviour of rock masses has an essential role in accuracy of the FE-results. Thus, 

sensitivity analyses are necessary with respect to the value of maximum dilatancy angle on rock surface and its 

variation with depth. 

Acknowledgements 

This research received no external funding, and there is no conflict of interest with any person or institution. 

References 

[1] K. Terzaghi, Theoretical soil mechanics. New York, USA: John Wiley & Sons, 1943. 

[2] D.C. Wyllie, Foundations on Rock. London: E & FN Spon and USA and Canada: Routledge, 1999. 

[3] A. Serrano, C. Ollala, and J. Gonzalez, “Ultimate bearing capacity of rock masses based on the modifed Hoek  
Brown criterion,” International Journal of Rock Mechanics & Mining Sciences, vol. 37, no. 6, pp. 1013–1018, September 2000, 

doi:10.1016/S1365-1609(00)00028-9. 

[4] X. Yang and J.H. Yin, “Upper bound solution for ultimate bearing capacity with a modified Hoe-Brown failure  
Criterion,” International Journal of Rock Mechanics & Mining Sciences, vol. 42, no. 4, pp. 550–560, June 2005, doi: 

10.1016/j.ijrmms.2005.03.002. 

[5] R.S. Merifeld, A.V. Lyamin, and S.W. Sloan, “Limit analysis solutions for the bearing capacity of rock masses  
using the generalised Hoek-Brown criterion,” International Journal of Rock Mechanics & Mining Sciences, vol. 43, no. 6, pp. 920–937, 

September 2006, doi: 10.1016/j.ijrmms.2006.02.001. 
[6] Z. Saada, S. Maghous, and D. Garnier, “Bearing capacity of shallow foundations on rocks obeying a modified  

Hoek–Brown failure criterion,” Computers and Geotechnics, vol. 35, no. 2, pp. 144-154, March 2008, doi: 10.1016/j.compgeo.2007.06.003. 

[7] Eurocode 7, Geotechnical Design–Part 1: General Rules. CEN, Brussels: 2004. 
[8] J.E. Bowles, Foundation Analysis and Design. Singapore: McGraw Hill, 1996. 

[9] E. Hook, C. Carranza-Torres, and B. Corkun, “Hoek-Brown failure criterion-2002 edition,” in Proc. of the  

North American rock mechanics society meeting, 2002, October 267-273, 2002. [Online]. Available: 
https://www.rocscience.com/assets/resources/learning/hoek/Hoek-Brown-Failure-Criterion-2002.pdf. 

[10] E. Hoek and E.T. Brown, “The Hoek-Brown failure criterion and GSI-2018 edition,” Journal of Rock Mechanics  

and Geotechnical Engineering, vol. 11, no. 3, pp. 445-463, June 2019, doi: 10.1016/j.jrmge.2018.08.001. 
[11] T. Miranda, F. Martins, and N. Araujo, “Design of spread foundations on rock masses according to Eurocode 7,”  

in 12th ISRM Congress, 2011, pp. 1959-1962, doi: 10.1201/b11646-373. 

[12] A.H. Javid, A. Fahimifar, and M. Imani, “Numerical investigation on the bearing capacity of two interfering  

http://dx.doi.org/10.1016/S1365-1609(00)00028-9
http://dx.doi.org/10.1016/j.ijrmms.2005.03.002
http://dx.doi.org/10.1016/j.ijrmms.2006.02.001
https://doi.org/10.1016/j.compgeo.2007.06.003
http://dx.doi.org/10.1016/j.jrmge.2018.08.001
http://dx.doi.org/10.1201/b11646-373


 Koltuk, S.,  (2024),  Journal of Scientific Reports-A, 56, 82-93 

93 

 

strip footings resting on a rock mass,” Computers and Geotechnics, vol. 69, pp. 514-528, September 2015, doi: 10.1016/j.compgeo.2015.06.005. 

[13] M. Mansouri, M. Imani, and A. Fahimifar, “Ultimate bearing capacity of rock masses under square and  

rectangular footings,” Computers and Geotechnics, 111, pp. 1-9, July 2019, doi: 10.1016/j.compgeo.2019.03.002. 
[14] S. Shamloo and M. Imani, “Upper bound solution for the bearing capacity of rock masses considering the  

embedment depth,” Ocean Engineering, vol. 218, no. 6, December 2020, doi: 10.1016/j.oceaneng.2020.108169. 

[15] G. Wu, M. Zhao, R. Zhang, and G. Liang, “Ultimate bearing capacity of eccentrically loaded strip footings above  
voids in rock masses,” Computers and Geotechnics, vol. 218, December 2020, doi: 10.1016/j.compgeo.2020.103819. 

[16] H. Chen, H. Zhu, and L. Zhang, “An analytical approach to the ultimate bearing capacity of smooth and rough  

strip foundations on rock mass considering three-dimensional (3D) strength,” Computers and Geotechnics, vol. 149, no. 3, September 2022, doi: 
10.1016/j.compgeo.2022.104865. 

[17] M. Ranjbarnia, F. Zarei, and M. Goudarzy, “Probabilistic Analysis of Bearing Capacity of Square and Strip Foundations on Rock Mass by 

the Response Surface Methodology,” Rock Mechanics and Rock Engineering, 56, pp. 343–362, vol. 56, October 2022, doi: 10.1007/s00603-022-
03090-5. 

[18] S. Das and D. Chakraborty, “Effect of eccentric and inclined loading on the bearing capacity of strip footing placed on rock mass,” Journal 
of Mountain Science, vol. 21, pp. 292–312, January 2024, doi: 10.1007/s11629-023-8312-2. 

[19] H. Chen, H. Zhu, and L. Zhang, “Semi-analytical solution for ultimate bearing capacity of smooth and rough circular foundations on rock 

considering three-dimensional strength,” International Journal for Numerical and Analytical Methods in Geomechanics, February 2024, doi: 
10.1002/nag.3699. 

[20] Plaxis 2D, Delft: Plaxisbv, 2019. 

[21] M. Singh, M.N. Viladkar, P.S. Shekhawat, K. Tripathi, and M. Amin, “Bearing capacity of strip footings on  
jointed rock mass,” Arabian Journal of Geosciences, vol. 15, September 2022, doi: 10.1007/s12517-022-10841-9. 

[22] B.M. Das, Principles of Foundation Engineering. Boston, USA: Cengage Learning, 2014. 

[23] RocData, version 5.0, Toronto: Rocscience Inc., 2019. 
 

 

 

  

 

 

http://dx.doi.org/10.1016/j.compgeo.2015.06.005
http://dx.doi.org/10.1016/j.compgeo.2019.03.002
http://dx.doi.org/10.1016/j.oceaneng.2020.108169
http://dx.doi.org/10.1016/j.compgeo.2020.103819
http://dx.doi.org/10.1016/j.compgeo.2022.104865
https://link.springer.com/article/10.1007/s11629-023-8312-2#auth-Shuvankar-Das-Aff1
https://link.springer.com/article/10.1007/s11629-023-8312-2#auth-Debarghya-Chakraborty-Aff1
https://link.springer.com/journal/11629
https://link.springer.com/journal/11629
https://onlinelibrary.wiley.com/authored-by/Chen/Haohua
https://onlinelibrary.wiley.com/authored-by/Zhu/Hehua
https://onlinelibrary.wiley.com/authored-by/Zhang/Lianyang
https://doi.org/10.1002/nag.3699


 

 Contents lists available at Dergipark 

Journal of Scientific Reports-A  

 
journal homepage: https://dergipark.org.tr/tr/pub/jsr-a 

 

 
 

 

E-ISSN: 2687-6167  Number 56, March 2024 

RESEARCH ARTICLE 

 
Receive Date: 06.12.2023                             Accepted Date: 20.03.2024 

94 

 

Synthesis, characterization, anti-microbial activity studies of 
salicylic acid and 2-aminopyridine derivatives salts and their Cu(II) 

complexes 

Halil İlkimen
a,*

, Aysel Gülbandılar
b
 

aDepartment of Chemistry, Faculty of Art and Sciences, Kütahya Dumlupınar University, 43100 Kütahya, Türkiye,  

ORCID: 0000-0003-1747-159X 
bDepartment of Food Engineering, Faculty of Agriculture, Eskişehir Osmangazi University, 26000 Eskişehir, Türkiye,  

ORCID: 0000-0001-9075-9923 

Abstract 

Four salts (1-4) obtained between salicylic acid (H2salic) and 2-amino-Xpyridine {X = (2ap), 3-methyl (2a3mp), 4-methyl 

(2a4mp) and 5-methyl (2a5mp)} and the Cu(II) complex of H2salic (5) by methods available in the literature and new Cu(II) 

complexes (6-9) of the salts (1-4) has been prepared. The Cu(II) complexes (6-9) were suggested by elemental analysis, FT-IR, 

AAS, UV-Vis and magnetic susceptibility techniques. The spectroscopic research results indicated that complexes 6-9 have 

tetrahedral geometries. Additionally, antimicrobial activities of free ligands (H2salic, 2ap, 2a3mp, 2a4mp and 2a5mp), 1-9 were 

studied against Candida albicans (F89) yeast, Staphylococcus aureus (NRRL B-767), Pseudomonas aeruginosa (ATCC 27853), 

Bacillus subtilis, Listeria monocytogenes (ATCC 7644), Escherichia coli (ATCC25922) and Enterococcus faecalis (ATCC 

29212) bacteria. The results were comparisoned with the control compounds (Fluconazole, Vancomycin, Cefepime and 

Levofloxacin). All compounds showed activity against bacteria and yeasts.  
© 2023 DPU All rights reserved. 
Keywords: 2-Aminopyridine, salicylic acid, salt, Cu(II) complex, anti-bacterial and anti-fungal activities.  

1. Introduction 

2-Aminopyridines have garnered particular interest due to their diverse pharmacological properties linked to their 

inclusion in certain compounds. Studies have demonstrated that the presence of a tiny 2-aminopyridine molecule 

enhances the target molecule's therapeutic qualities, regardless of how complex the molecule is more heterocycles 

present in its structure or a simple molecule with a few groups on it. Numerous medications, including piroxicam, 

tenoxicam, sulfasalazine with anti-inflammatory qualities, delavirdine as an anti-HIV medication, sulfapyridine as 

an antibacterial medication, and tripelenamine as an antihistaminic medication, are currently available on the market 

and include traces of 2-aminopyridine. The antitumoral, anti-alzheimer, antidiabetic, antimicrobial, antiviral, 

analgesic, anti-inflammatory, antiparasitic, antimalarial, antihistamine, anticonvulsant, Renin, n-NOS, CXCR1/2, 

JNK1, PKC, and Syk inhibitors have thus been shown to be present in both simple and complex compounds 
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containing grafted 2-aminopyridine moiety [1]. 

Many studies are carried out with salicylic acid (H2salic) and its derivatives with electron-donating oxygen atoms 

(-COOH and OH) and its protonated forms (Hsalic
-
 and salic

2-
). Salicylic acid are one of the well-known 

hydroxybenzoic acids that have antimicrobial, anti-inflammatory, anti-cancer, anti-tumor, anti-proliferative, anti-

viral and analgesic properties [2]. Salicylic acid can bind to metal ion from both carboxylic and hydroxyl group in 

various modes such as monodentate, bidentate, tridentate, pentadentate and bridging [3-10]. In addition, copper(II), 

manganese(II) and zinc(II) complexes of salicylic acid and its derivatives have potential for treating cancer [11,12]. 

Proton transfer salts and metal complexes containing salicylic acid and organic bases have been synthesized in the 

literature [13-18]. The salts of 2-aminopyridine derivatives and salicylic acid have been synthesized, but the metal 

complex has not been synthesized [19-27]. 

2. Experimental 

2.1. Preparation of 1-4 and 6-9. 

The Cu(II) complex of H2salic ([Cu(Hsalic)2(H2O)], 5) was obtained by the method available in the literature 

[11]. 

5 mmol H2salic (2.3123 g) and 5 mmol 2-aminopicoline (1 for 2ap, 2 for 2a3mp, 3 for 2a4mp and 4 for 2a5mp) 

dissolved in 100 mL of ethanol. The white amorphous solids were procured by stirring for three days (70% yield for 

1, 80% yield for 2, 75% yield for 3 and 80% yield for 4) (Fig. 1). 

5 mmol Copper(II) acetate monohydrate and 5 mmol salt {1 for 6, 2 for 7, 3 for 8 and 4 for 9) was dissolved in 

ethanol:water solution (2:1) (75 mL) with stirring one week. Green amorphous solids (75% yield for 6, 65% yield 

for 7, 70% yield for 8 and 60% yield for 9) were obtained from the mixtures (Fig. 1). 
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Fig. 1. The structures of compounds 1-4 and 6-9. 

2.2. Antimicrobial study 

The antimicrobial properties of the substances were evaluated using a microbroth dilution susceptibility test. 

Dimethyl sulfoxide was used in the preparation of stock solutions. 4 mg of all compounds were taken and each 

dissolved in 2 mL of dimethyl sulfoxide. 10
8
 Colony Forming Units/mL in double-strength Mueller-Hinton broth. 

Subsequently, 100 µL of each microbial suspension was added to the wells. A control well without any 

microorganisms was included for comparison. The growth medium and sterile distilled water served as positive 

controls. Following 18-24 hours of incubation at 37 °C, the well displaying no turbidity first was identified as the 

Minimum Inhibitory Concentration (MIC). 

3. Results and discussion 

3.1. Elemental analysis and AAS results 

According to the elemental analysis and AAS results of 6-9, the metal:H2salic:aminopyridine ratio was found to 

be 1:1:2 for 6 and 8 and 1:1:1 for 7 and 9 (Table 1). 

Table 1. Elemental analysis and ICP-OES results of the studied substances. 

Compound Formula Found% Anal. Cald.% 

  C H N Cu2+ 

1 C12H12N2O3 62.10(62.06) 5.20(5.21 12.10(12.06) - 

2 C13H14N2O3 63.45(63.40) 5.70(5.73) 11.41(11.38) - 

3 C13H14N2O3 63.42(63.40) 5.71(5.73) 11.39(11.38) - 

4 C13H14N2O3 63.44(63.40) 5.75(5.73) 11.35(11.38) - 

6 C19H18CuN2O7 50.75(50.72) 4.05(4.03) 6.20(6.23) 14.10(14.12) 

7 C13H12CuN2O3 50.75(50.73) 3.90(3.93) 9.15(9.10) 20.60(20.65) 

8 C20H20CuN2O7 50.76(51.78). 4.30(4.35) 6.00(6.04) 13.75(13.70) 

9 C13H12CuN2O3 50.78(50.73) 3.96(3.93) 9.08(9.10) 20.60(20.65) 

3.2. Thermal analyses of 6-9. 

TG-DTG and DTA curves and values of 6-9 are given in Figs 3-5, respectively, and Table 2. Results of thermal 

analyses are similar to Cu(II) complexes of salicylic acid in the literature [28]. 

Compounds 6, 7 and 9 thermally decomposed in two steps. The endothermic first stage corresponds to the loss of 

H2O, C3H3 and 2a5mp units and the exothermic second stage corresponds to the loss of the 2Hsalic+2ap, 
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C13H12N2O3 and Hsalic units, respectively.  

Compound 8 thermally decomposed in three steps. The endothermic first stage corresponds to the loss of one 

mole of water molecules. The endothermic second stage is consistent with the loss of 2a4mp. The exothermic third 

stage shows the loss of Hsalic. The final product left undecomposed is CuO for 6-9. 

3.3. FT-IR results 

The IR data of 1-9 are given in Table 3. There are broad vibration peaks between 3500 and 3437 cm
-1 

attributed 

to the ν(O-H) vibrations of 1-5, 6 and 8. Bands appearing at 3285 and 3202 cm
-1

 for 1, 3377 and 3325 cm
-1

 for 2, 

3316 and 3294 cm
-1

 for 3, 3320 and 3293 cm
-1

 for 4, 3401 and 3341 cm
-1

 for 6, 3405 and 3320 cm
-1

 for 7, 3322 and 

3291 cm
-1

 for 8 and 3420 and 3330 cm
-1

 for 9, are assigned to NH2 vibrations. The ν(N+–H) peaks observed in the 

range 3529-2745 cm
-1

 for 1-4 were not observed in the complexes (6-9). The difference (Δυ) between the extensions 

of the asymmetric/symmetric vibrations of the COO
-
 group shows how it coordinates to the metal ion. The 

differences of (5-9) were calculated 199 (1601 and 1437 cm
-1

), 208 (1674 and 1466 cm
-1

), 213 (1662 and 1449 cm
-

1
), 219 (1667 and 1448 cm

-1
) and 200 (1636 and 1436 cm

-1
), respectively. These results indicate that the carboxylate 

group is monodentate bound to the metal ion [29]. The peaks at the range of 1-9, 3046-3104 cm
-1

, 2783-2981 cm
-1

, 

1408-1647 cm
-1

, 1075-1390 cm
-1

, 748-757 cm
-1

, 533-593 cm
-1

 and 426-450 cm
-1

 are assigned ν(C–H)ar., ν(C–H)alp., 

ν(C=N)/ ν(C=C) (except 5), ν(C-O), ν(py) (except 5), ν(M-O) (except 1-4) and ν(M-N) (except 1-5), respectively. 

Table 2. Thermal analyses results of compounds 6-9. 

Compound Temperature (ºC) DTGmax  (ºC) Leaving Group Found (%) Calculated (%) 

6 30-148 131 H2O 4.00 4.00 

148-550 205, 239, 322 2Hsalic+2ap 81.88 81.80 

- - Cu 14.12 14.20 

7 30-275 255 C3H3 13.02 13.00 

275-650 288 C13H12N2O3 66.33 66.30 

- - Cu 20.65 20.70 

8 30-150 120 H2O 3.88 4.10 

150-215 201 2a4mp 23.29 23,30 

215-700 259, 304, 340 2Hsalic 59,13 58,70 

  Cu 13.70 13.90 

9 30-317 267, 289, 314 2a5mp 35.13 35.20 

317-600 440 Hsalic 44,22 44.1 

  Cu 20.65 20.70 
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Fig. 2. Thermal analysis results of 6. 

 

Fig. 3. Thermal analysis results of 7. 
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Fig. 4. Thermal analysis results of 8. 

 

Fig. 5. Thermal analysis results of 9. 

Table 3. IR data of all compounds (cm-1). 

 1 2 3 4 5 6 7 8 9 

ν(O–H) 3450(br) 3500(br) 3420(br) 3425(br) 3550(br) 3437(br) - 3437(br)  

ν(N–H) 3285(m) 

3202(m) 

3377(m) 

3325(m) 

3316(m) 

3294(m) 

3320(m) 

3293(m) 

- 3401(m) 

3341(m) 

3405(m) 

3320(m) 

3322(m) 

3291(m) 

3420(m) 

3330(m) 

ν(C–H)ar. 3046(w) 3087(w) 3082(w) 3056(w) 3063(w) 3104(w) 3055(w) 3082(w) 3060(w) 

ν(C–H)alp. - 2977(w) 

2918(w) 

2876(w) 

2981(w) 

2870(w) 

2821(w) 

2956(w) 

2912(w) 

2878(w) 

- - 2974(w) 

2923(w) 

2855(w) 

2971(w) 

2881(w) 

2794(w) 

2959(w) 

2891(w) 

2783(w) 

ν(N+–H) 2706(w) 

2545(w) 

2709(w) 

2529(w) 

2717(w) 

2523(w) 

2745(w) 

2560(w) 

- - - - - 

ν(C=O) 1670(s) 1667(s) 1666(s) 1659(s) 1601(s) 

1402(s) 

1674(s) 

1466(s) 

1662(s) 

1449(s) 

1667(s) 

1448(s) 

1636(s) 

1436(s) 

ν(C=N) 

ν(C=C) 

1647(s) 

1613(s) 

1635(s) 

1575(s) 

1642(s) 

1606(s) 

1623(s) 

1578(s) 

1557(s) 

1487(s) 

1627(s) 

1596(s) 

1640(s) 

1602(s) 

1609(s) 

1584(s) 

1601(s) 

1562(s) 
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1588(s) 

1553(s) 

1479(s) 

1451(s) 

1480(s) 

1451(s) 

1579(s) 

1552(s) 

1478(s) 

1448(s) 

1553(s) 

1478(s) 

1446(s) 

1470(s) 

1434(s) 

1568(s) 

1526(s) 

1488(s) 

1443(s) 

1560(s) 

1505(s) 

1471(s) 

1408(s) 

1553(s) 

1525(s) 

1479(s) 

1516(s) 

1501(s) 

1484(s) 

1456(s) 

ν(C-O) 1374(s) 

1248(s) 

1105(s) 

1380(s) 

1250(s) 

1075(s) 

1378(s) 

1248(s) 

1138(s) 

1378(s) 

1252(s) 

1135(s) 

1331(s) 

1240(s) 

1155(s) 

1379(s) 

1225(s) 

1143(s) 

1388(s) 

1261(s) 

1140(s) 

1379(s) 

1249(s) 

1138(s) 

1390(s) 

1250(s) 

1153(s) 

ν(py) 753(s) 757(s) 756(s) 750(s) - 748(s) 753(s) 757(s) 753(s) 

ν(M-O) - - - - 582(w) 533(w) 593(w) 551(w) 562(w) 

ν(M-N) - - - - - 426(w) 435(w) 450(w) 434(w) 

3.4. Results of UV/Vis measurements 

The electronic spectra of compounds 1-4 (Fig. 6) and 6-9 (Fig. 7) were registered in DMSO. π-π* and n-π* 

transitions are shown 317 nm (38640 Lmol
-1

cm
-1

) and 309 nm (36410 Lmol
-1

cm
-1

) for 1, 320 nm (38640 Lmol
-1

cm
-

1
) and 314 nm (37030 Lmol

-1
cm

-1
) for 2, 324 nm (43400 Lmol

-1
cm

-1
) and 315 nm (39720 Lmol

-1
cm

-1
) for 3, 308 nm 

(48170 Lmol
-1

cm
-1

) and 302 nm (43400 Lmol
-1

cm
-1

) for 4, 414 nm (01170 Lmol
-1

cm
-1

) and 317 nm (40390 Lmol
-

1
cm

-1
) for 6, 412 nm (01390 Lmol

-1
cm

-1
) and 318 nm (45160 Lmol

-1
cm

-1
) for 7, 413 nm (01320 Lmol

-1
cm

-1
) and 316 

nm (32490 Lmol
-1

cm
-1

) for 8, 413 nm (01320 Lmol
-1

cm
-1

) and 316 nm (32490 Lmol
-1

cm
-1

) for 9. The d-d transitions 

are shown at 769 nm (170 Lmol
-1

cm
-1

) for 6, 750 nm (160 Lmol
-1

cm
-1

) for 7, 750 nm (180 Lmol
-1

cm
-1

) for 8 and 750 

nm (180 Lmol
-1

cm
-1

) for 9 [30]. 

 

 

Fig. 6. UV–Vis spectra of compound 1-4. 
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Fig. 7. UV–Vis spectra of compound 6-9. 

3.5. Magnetic susceptibilities 

Magnetic susceptibility results of Cu(II) complexes (6-9) were found between 1.60, 1.63, 1.61 and 1.65 BM, 

respectively. These values say that there are unpaired electrons in the complexes. The magnetic moment for the 

Cu(II) ion obtained in the tetrahedral geometry is also consistent with this value [31,32]. 

3.6. Antimicrobial results of compounds. 

The antimicrobial activity of Fluconazole, Levofloxacin, Cefepime, Vancomycin, copper(II) acetate, free ligands 

and 1-9 were investigated by microdilution method. All compounds showed activity against bacteria and yeast. MIC 

values of anti-fungal and anti-microbial agents, all compounds are given in Table 4. Activity values are similar to 2-

aminopyridine found in the literature [33-36]. 

The antifungal drug and substances have activity against C. albicans when MIC values are compared; copper(II) 

acetate observed greater activity than according to Fluconazole while H2salic, 2ap, 2a3mp, 2a5mp, 2, 4, 6 and 7 

showed equal effective. Other compounds were found to have a lower degree of action.  

All antibacterial drugs and substances have activity against L. monocytogenes; when MIC values are compared; 

all compounds indicated greater activity than (except 2 and 6) according to Vancomycin {H2salic, 2a3mp and 7 > 

copper(II) acetate, 2ap, 2a4mp, 2a5mp, 1, 3-5, 8 and 9 > 2 and 6 }. H2salic, 2a3mp and 7 exhibited comparable 

efficacy in relation to Levofloxacin and Cefepime, while demonstrating lower effectiveness compared to other 

compounds. 

B. subtilis; all compounds showed greater activity than according to Vancomycin {2a5mp > 5 and 8 > copper(II) 

acetate, H2salic, 2ap, 2a3mp, 2a4mp, 2, 4, 6, 7 and 8 > 1 and 3 }. 2a5mp, 5 and 8 showed greater activity than 

according to Levofloxacin and Cefepime while copper(II) acetate, H2salic, 2ap, 2a3mp, 2a4mp, 2, 4, 6, 7 and 8 

showed equally effective. Other compounds were found to have a lower degree of according to Levofloxacin and 

Cefepime. 

E. coli; 2ap, 2a3mp, 2a4mp and 7 indicated greater activity than according to Cefepime while copper(II) acetate, 

H2salic, 2a5mp, 4, 5, 8 and 9 showed similar effective . Compounds 1-3 and 6 were found to have a lower degree of 

according to Cefepime. 2ap indicated greater activity than according to Vancomycin and Levofloxacin while 2a3mp, 

2a4mp and 7 showed equal effective. The other compounds seen lower degree of according to Vancomycin and 
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Levofloxacin. 

S. aureus: while 7 and 9 showed equally effective, the other compounds were found to have a lower degree of 

according to Levofloxacin and Vancomycin. 7 and 9 showed greater activity than according to Cefepime while the 

other compounds (except 3) showed equally effective. Compound 3 was found to have a lower degree of according 

to Cefepime.  

E. faecalis; 8 displayed analogous performance with respect to Cefepime, whereas other substances showed a 

diminished level of effectiveness {copper(II) acetate, H2salic, 2ap, 2a3mp, 2a4mp, 2a5mp, 1, 3-5, 7 and 9 > 2 and 

8}. While 8 showed equally effective according to Levofloxacin and Vancomycin, the other compounds (except 2 

and 6) showed equally effective. Compounds 2 and 6 was found to have a lower degree of according to Cefepime.  

P. aeruginoa; 2a4mp, H2salic and 9 showed greater activity than according to Vancomycin while copper(II) 

acetate, 2ap, 2a3mp, 2a5mp, 4, 6 and 7 equally effective. Compounds 1-3, 5 and 8 were found to have a lower 

degree of according to Vancomycin. 2a4mp demonstrated superior efficacy compared to Cefepime and 

Levofloxacin, while 9 proved to be equally potent. Other compounds exhibited a lesser degree of effectiveness in 

relation to Cefepime and Levofloxacin. 

Table 4. MIC values of compounds (µg/mL). 

Compound 
C. 

albicans 

L.  

monocytogenes 

B. 

subtilis 

E. 

faecalis 

S. 

aureus 

E. 

coli 

P. 

aeruginoa 

Vankomisin - 125.00 250.00 62.50 31.25 31.25 62.50 

Levoflaksasn - 31.25 62.50 62.50 31.25 31.25 31.25 

Sefepim - 31.25 62.50 31.25 62.50 62.50 31.25 

Fluconazole 62.50 - - - - - - 

copper(II) acetate 31.25 31.25 62.50 62.50 62.50 62.50 62.50 

H2salic 62.50 31.25 62.50 62.50 62.50 62.50 31.25 

2ap 62.50 62.50 62.50 62.50 62.50 15.60 62.50 

2a3mp 62.50 31.25 62.50 62.50 62.50 31.25 62.50 

2a4mp 125.00 62.50 62.50 62.50 62.50 31.25 15.60 

2a5mp 62.50 62.50 7.80 62.50 62.50 62.50 62.50 

1 125.00 62.50 125.00 62.50 62.50 125.00 125.00 

2 62.50 125.00 62.50 125.00 62.50 125.00 125.00 

3 125.00 62.50 125.00 62.50 125.00 125.00 125.00 

4 62.50 62.50 62.50 62.50 62.50 62.50 62.50 

5 125.00 62.50 31.25 62.50 62.50 62.50 125.00 

6 62.50 125.00 62.50 125.00 62.50 125.00 62.50 

7 62.50 31.25 62.50 62.50 31.25 31.25 62.50 

8 125.00 62.50 31.25 31.25 62.50 62.50 125.00 

9 125.00 62.50 62.50 62.50 31.25 62.50 31.25 

4. Conclusions 

New four salts (1-4) between salicylic acid (H2salic) and 2-amino-X-pyridine {X = (2ap), 3-methyl (2a3mp), 4-

methyl (2a4mp) and 5-methyl (2a5mp)}, the Cu(II) complex of H2salic (5) by methods available in the literature and 

new Cu(II) complexes (6-9) of 1-4 have been synthesized. The structures of 6-9 were suggested by elemental 
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analysis, AAS, FT-IR, UV-Vis and magnetic susceptibility studies. While the metal:acid:base ratio was 1:2:1 for 6 

and 8 1:1:1 for 7 and 9. The spectroscopic research results indicated that complexes 6–9 have tetrahedral 

geometries. All compounds showed activity against bacteria and yeast. Compounds copper(II) acetate for C. 

Albicans, copper(II) acetate, H2salic, 2a3mp and 7 for L. monocytogenes, 2a5mp for B. subtilis, 7 and 9 for S. 

aureus, 2ap for E. Coli, 8 for E. Faecalis, and 2a4mp  for P. aeruginosa have the best activity. 
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Abstract 

The presence of body fluids such as blood, saliva, semen or urine during fingerprint research on the evidence taken from the 

crime scene makes it necessary to protect biological materials to examine the evidence in multiple ways. Therefore, it is crucial 

that fingerprint development (FD) techniques do not disrupt the structure of biological materials during FD procedures. In this 

sense, it is essential to determine whether biological material or fingerprints should be the priority during the collection of 

evidentiary materials, to determine the systematic order and to determine whether the FD methods to be applied cause damage to 

the genetic material used in the identification of individuals and to evaluate them in terms of their evidentiary quality. This study 

investigated the effects of the application of trace detection methods on DNA profiling processes in evidence where fingerprints 

and biological samples are found at the same time. In this study, blood, saliva, semen and urine samples were taken from a male 

individual who signed an informed consent form at the laboratory stage. The samples were applied 50 µL on the adhesive tape 

surface. After application, the samples were treated with crystal violet (CV) and sticky side (SS) fingerprint development 

chemicals suitable for the surface type. The prepared samples were dried under room conditions. After 1 day and 45 days under 

normal room conditions, silica-based DNA extraction was performed. After extraction, DNA quantification was performed using 

the fluorimetry method. In the study, biological samples with known DNA content were used to focus on DNA quantification. 

Among the fresh samples prepared in the study, DNA recovery was higher in the SS-treated urine, blood and saliva samples and 

in the CV-treated semen sample group compared to the other groups. This shows that chemical treatment of some biological 

samples on adhesive tape increases the efficiency of DNA recovery. When the 45-day waiting samples were compared with the 

control group samples, DNA recovery decreased in CV-treated urine and blood samples, while DNA recovery increased in SS-

treated urine and blood samples. In semen samples, both CV and SS treatment negatively affected DNA recovery. In saliva 

samples, DNA recovery increased ~2-fold in the CV-treated sample group, while SS treatment caused a ~75% decrease in DNA 

recovery. The results show that the non-porous adhesive tape does not adversely affect the amount of DNA in terms of STR 

profiling of latent FD chemicals used on the surfaces and that adhesive tape treated with fingerprint enhancement chemicals can 

actually be used for advanced forensic genetic analyses for DNA extraction on surfaces. 

© 2023 DPU All rights reserved. 
Keywords: Fingerprint enhancement; Adhesive surface; DNA extraction; Biological fluids; Forensic genetics 
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1. Introduction  

In crime dynamics, no matter how professional the perpetrators are, a suspect leaves something“at the crime 

scene or the victim and takes something away from the crime scene or the victim.”With the current technology, it is 

possible to identify and analyse the visible/invisible evidence left at the crime scene [1], [2]. Forensic scientists 

investigate human biological fluids (such as blood, saliva, semen, and urine) and comparable fingerprints as the 

most reliable types of evidence, which have the characteristics of certainty, uniqueness (being unique to the 

individual) and high distinctiveness, to provide objective evidence to the courts regarding the elucidation of crimes 

and the identification of criminals.  

Fingerprints“are one of the oldest forms of forensic evidence linking the crime scene to the offender and are 

based on the assumption that everyone has a unique set of patterns on the fingertip.”The residues that make up the 

fingerprint pattern are a mixture of secretions from various glands in the skin (sudoriferous eccrine, apocrine, and 

sebaceous), but also a complex formation mixed with environmental substances that come into contact with the 

person’s skin [3]. The“condition and structure of the surface (such as rough-smooth, porous-non-porous, absorbent-

non-absorbent) on which the fingerprint is found, whether there is any residue affecting the fingerprint (such as oil, 

blood), environmental factors (such as wetting, drying), the possible age of the fingerprint (duration of stay on the 

surface) make it necessary for the methods used in fingerprint research to be different [4]. Among the FD methods, 

Iodine Vapour, Ninhydrin, DFO (9- Diazaflueron), Indanedione, 5-MTN (5-(methylthio)ninhydrin), Termanin and 

Silver Nitrate are used on porous surfaces (such as raw wood, paper) and on non-porous surfaces (metal, glass, 

plastic, Cyanoacrylate and colouring methods (such as Rhodamine-6G, Ardrox, Nile Red, Yellow Basic), Sudan 

Black, Amido Black, Hungarian Red, SPR and especially Crystal Violet, Sticky Side chemicals are used on adhesive 

surfaces. The main goal of FD is to take advantage of the adhesion and colouring properties of the chemicals used 

for the sweat and sweat-containing substances in the fingerprint [5].” 

In forensic cases such as murder, sexual assault, and theft, efforts are made to determine whether there is a 

connection between the suspects and the incident by analysing genetic information obtained from biological 

materials (such as blood, semen, saliva, and urine) found at the crime scene. In criminal investigations, biological 

samples collected from the crime scene are identified by DNA analysis. The DNA molecule is found in the cell, 

which is the building block of human beings, and the DNA of all people except identical twins is different from each 

other. Another important feature of DNA is that it shows the same structural features in all human cells. In addition, 

it is known that DNA is inherited from parents and maintains its structure, except for some rare negative effects, 

such as mutations and external factors. Mutations, while sometimes considered negative, are indeed a natural part of 

evolution and contribute to genetic diversity. Additionally, sometimes external factors can induce adverse effects on 

DNA. These scientific facts have made DNA-based identification one of the most valid and precise methods [6].  

In some incidents, findings can yield more than one type of evidence group, such as physical, chemical, 

biological, and trace evidence. One of the most critical findings that contain different evidence groups in criminal 

investigations is adhesive surfaces. Biological and trace evidence obtained from the adhesive surfaces of the tapes 

makes an essential contribution to the rapid resolution of forensic incidents. In particular, adhesive surfaces are 

actively used in the creation of terrorist attacks and bomb devices, in the packaging used in the transport of narcotic 

substances, in the detection of kidnapped persons or in the identification of the number plates attached to stolen 

motor vehicles. The importance of adhesive surfaces in terms of criminal investigations stems from the fact that 

these surfaces have any connection with the environment in which the event took place and that they contain DNA 

or fingerprints of the people who carried out the event [7], [8]. Judicial authorities may request forensic scientists to 

perform both fingerprint and DNA analyses on such evidence from the crime scene in criminal laboratories [9]. 
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However, fingerprints obtained from crime scenes may be dirty or partial and may not be suitable for identification. 

DNA profiling of these prints, which are not suitable for identification, can be used to identify this evidence [10]. 

Thus, combining partial results of fingerprints and DNA can increase confidence in the identification of the suspect. 

However, the concern that FD may reduce DNA recovery also raises concerns about the simultaneous use of these 

complementary analyses [11]. Although this concern contributes to the development of analyses to determine the 

DNA yield on the surface of the finding by using latent trace development techniques on the finding, the data 

obtained may contain complex and variable results since biological samples containing non-standardised and 

uncertain amounts of DNA are used in these studies [12], [13]. Using a starting material with known amounts of 

DNA can eliminate the variability in DNA recovery and allows for statistical analysis between methods for DNA 

recovery [11]. Many studies have been conducted to evaluate the effects of FD techniques on subsequent DNA 

profiling, depending on the quantity and quality of DNA present in the fingerprint [14]–[18]. However, research on 

the recovery of DNA on surfaces containing different biological fluids and treated with FD chemicals is at the 

theoretical level and is very limited. Since criminal investigations are multi-faceted and the evidence obtained is 

valuable not only in terms of fingerprint research but also in terms of biological investigations, it is important to 

investigate whether the applied FD techniques disrupt the genetic material of the perpetrator of the incident. This 

aims to investigate the effects of FD methods applied to biological samples on adhesive surfaces on which 

fingerprints and biological fluids are found at the same time on the recovery of DNA from the target surface, and the 

results obtained are aimed to be used for the reorganisation of criminal analysis applications and obtaining results. 

2. Materials and methods 

2.1. Fingerprint development reagent and chemicals 

The formation procedures of the“fingerprint development/staining methods used in the study were performed 

according to the formulations of Bleay et al.[5], [19]:” 

Crystal Violet: 1 g Crystal Violet (CV) (Meck, Germany) was weighed and dissolved in 1000 mL distilled water 

to prepare a 1000 mL working solution. Sticky Side (SS) (Sirchie, USA) FD was used as a ready solution. 

2.2. Preparation of biological samples 

All“procedures performed in this human participant study complied with the ethical standards of the institutional 

and/or national research committee, the 1964 Declaration of Helsinki and its subsequent amendments, or 

comparable ethical standards.”70 mL venous blood, 50 mL saliva, 100 mL urine, and 40 mL semen samples were 

obtained from a 35-year-old healthy man on the same day, who signed an informed consent form. Biological 

samples (venous blood, saliva, urine and sperm) were stored in a refrigerator (Vestel, Turkey) at +4 ºC until the 

study was performed. No special instructions were given to the volunteers to obtain realistic data on forensic cases. 

The surface and consumables were exposed to UV light for 30 minutes before the experimental work to prevent 

possible contamination. 50 µl of biological sample was transferred onto adhesive tape (Pattex, Germany) using an 

automatic pipette (Eppendorf, Germany) (Figure 1). Samples of the volunteer applied on the adhesive surface and 

not treated with any FD were used as control samples. A blind sample for negative control was run with each group 

of samples to eliminate the risk of contamination. 

2.3. Application of FD chemicals 

In the study, 2 types of FDs were applied on the adhesive tape surface to which blood, saliva, urine and semen 

samples were transferred. CV and SS were applied 100 µl with an automatic pipette (Eppendorf, Germany) and 

allowed to dry in a fume hood.  
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The prepared samples were analysed at 2 different time intervals (day 1 and day 45) to determine the possible 

change in the DNA amount of biological samples treated with fingerprint chemicals over time.“The prepared 

samples were kept for 45 days in sterile evidence storage cabinets where the evidence obtained from the crime scene 

was kept. At the end of the process, DNA extraction was performed from both freshly prepared samples and samples 

kept for 45 days.” 

2.4. DNA extraction and DNA quantification 

The adhesive tape bearing the biological sample was utilised in its entirety as the starting material for the 

extraction.“The entire adhesive tape, approximately 1.0 cm wide and 3.0 cm long, was placed in a 1.5 mL 

microcentrifuge tube. DNA extraction of FD chemicals-treated blood, saliva, urine, and semen samples was 

performed following the manufacturer’s instructions and extracted using the QIAamp® DNA Micro Kit (Qiagen, 

Hilden, Germany). To a 1.5 mL microcentrifuge tube containing the sample, 20 µL proteinase K solution and 400 

µL AL kit lysis buffer were added. After vortexing for 15 s, the tube was incubated at 60°C for 30 min for protein 

digestion. After a brief centrifugation, the resulting mixture was transferred to a 2 mL QIAamp micro-spin column 

and centrifuged at 8000 rpm for 1 min. After discarding the collection tube and replacing it with a new collection 

tube, 500 µL of AW1 solution was added to the column and then centrifuged at 8000 rpm for 1 min. After changing 

to a new collection tube, 500 µL of AW2 solution was added to the column, followed by centrifugation at 14000 

rpm for 3 min. After transferring the QIAamp micro-spin column to a new 1.5 mL microcentrifuge tube, 20 µL of 

AE buffer was added to the column and incubated for 10 min at room temperature. Finally, DNA was extracted by 

centrifugation at 8000 rpm for 1 min [9], [20].” 

 

Fig. 1. Biological samples applied on adhesive tape in a volume of 50 µL. 

Isolated DNA was quantified by the fluorimetric method using fluorescence technology, which provides high 

accuracy and sensitivity. In this method, a Qubit® Fluorimeter (Invitrogen by Thermo Fisher Scientific, USA) 

measuring at 260 nm wavelength was used, and the standard procedure steps for the Quant-iT™ dsDNA HS 

(Invitrogen by Thermo Fisher Scientific, USA) kit were followed [21]. DNA extraction and DNA quantification 

were performed for each sample type in 3 repeats. 

2.5. Statistical analysis 

All“statistical evaluations were performed using IBM SPSS Statistics v25.0 software. The differences between 

the two study groups, such as those based on time, were examined using an independent sample t-test or a Wilcoxon 

signed-rank test, depending on whether the data followed a normal distribution. For differences between three or 
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more groups, such as different biological samples or fingerprint development chemicals, one-way ANOVA and post 

hoc tests were applied. A p-value < 0.05 was considered statistically significant.” 

3. Results and discussion 

Biological samples of various body fluids and evidentiary quality“are frequently encountered at the crime 

scene.”Developing fingerprints contaminated with biological samples with different lifetimes and obtained using 

different methods is challenging for forensic scientists. Furthermore, the concern that FD procedures may adversely 

affect DNA recovery may prevent the simultaneous use of complementary analyses. Scientists are investigating the 

effect of chemical agents used to develop fingerprints on DNA yield in biological findings. In this sense, this study 

tried to determine how the techniques used in the development of latent fingerprints affect DNA recovery, to 

determine the order of application of fingerprint development processes with biological evidence on adhesive 

surfaces in terms of evidence security, and to identify and investigate the effects of these FD agents that affect 

forensic DNA analysis. 

The“presence of body fluids such as epithelial cells, blood, saliva, urine and semen, as well as fingerprints on the 

evidence taken from the crime scene, makes it necessary to protect biological materials in the development of latent 

fingerprints. Therefore, this study will contribute to the determination of the order of examination in the criminal 

laboratory to prevent the destruction of biological or fingerprint evidence and prevent contamination of evidence. 

According to studies, the vast majority of studies in the field of fingerprinting have focused on the development of 

methods to make fingerprints visible on various surfaces and conditions [22]–[24]. However, the limited number of 

studies discussing the impact of FD methods on other types of evidence often focus on the development of strategies 

for the recovery of the touch DNA contained in the fingerprint itself and transferred from fingerprints by epithelial 

cells [2], [25]. Accordingly, the number of studies on the extent to which FD methods change the structural 

properties of biological materials (such as blood and saliva) or the level of DNA degradation is also limited [11], 

[26].” 

DNA extraction and quantification were performed in repeats of 3 from each sample in this study. The average 

DNA amounts obtained by Qubit Fluorimeter after DNA extraction are given in Table 1. The amount of DNA 

observed from the blind samples studied in each group to observe the presence of contamination was <0.05 ng/µL. 

The degradation index was calculated by the ratio of the amount of DNA obtained from the control sample to the 

amount of DNA obtained from the FD-treated sample (Suppl 1). In addition, in contrast to the studies in the 

literature, this study focused on DNA quantification and used starting material with known amounts of DNA [26], 

[27]. The presence of contamination was checked by using a negative control (NC) to ensure internal control 

throughout the study. No DNA presence was observed in the negative controls used (<0.05 ng/µL). Among the fresh 

samples prepared in the study, DNA recovery was higher in the SS-treated urine, blood and saliva samples and in 

the CV-treated semen sample group compared to the other groups (Table 1). Surprisingly, DNA recovery in SS and 

CV-treated saliva samples, CV-treated semen samples, and SS-treated blood samples increased significantly after 

chemical treatment compared to the control group. This shows that chemical treatment of some biological samples 

on adhesive tape increases the efficiency of DNA recovery. When the 45-day waiting samples were compared with 

the control group samples, DNA recovery decreased in CV-treated urine and blood samples, while DNA recovery 

increased in SS-treated urine and blood samples. In semen samples, both CV and SS treatment negatively affected 

DNA recovery. In saliva samples, DNA recovery increased ~2-fold in the CV-treated sample group, while SS 

treatment caused a ~75% decrease in DNA recovery. It should be noted that oral hygiene or oral microbial content is 

a factor affecting saliva’s DNA content especially. 

Table 1. Time-dependent DNA quantification comparison independent sample T-test data obtained from adhesive tape surface treated with 

fingerprint development reagents. 

Sample Fingerprint development Time (day) P values 
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Time (day)

1 day

45 day

chemicals 1 day 45 days 

DNA quantity (ng/µL)* DNA quantity (ng/µL)* 

Mean SD Mean SD 

Urine 

Control 0,523 0,111 0,249 0,034 0,015 

Crystal violet 0,074 0,008 0,120 0,016 0,011 

Sticky side 0,485 0,019 0,342 0,027 0,002 

Blood 

Control 2,137 0,086 1,127 0,150 0,001 

Crystal violet 3,067 0,120 0,217 0,070 <0,001 

Sticky side 7,370 0,285 3,193 0,316 <0,001 

Semen 

Control 4,850 0,719 10,937 0,627 <0,001 

Crystal violet 6,790 0,403 10,403 0,425 <0,001 

Sticky side 4,730 0,205 6,177 0,265 0,002 

 Saliva 

Control 3,830 0,519 8,820 0,390 <0,001 

Crystal violet 24,153 0,243 16,793 0,627 0,001 

Sticky side 47,973 1,830 2,430 0,415 <0,001 

* Sample repeats n=3 

 

In the comparison between groups (Figure 2), when biological samples treated with FD and kept for 1 to 45 days 

were compared according to sample type, DNA recovery decreased in urine, blood and saliva samples kept for 45 

days, while DNA recovery increased in semen samples. These different observations can be explained by the 

amount of nucleated and DNA-containing cells that biological samples contain by their nature. 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Time-dependent DNA amount (ng/µL) obtained from different biological fluids regardless of FD difference. 

When the DNA amounts (ng/µL) obtained from samples containing different biological fluids, treated with CV 

and SS FD techniques and kept for 1 to 45 days were evaluated in terms of chemical exposure (Figure 3), compared 

to the control group, both CV and SS treatment caused an increase in DNA recovery in 1-day samples, while CV 
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treatment caused an overall increase in DNA recovery in samples kept for 45 days, while SS treatment decreased 

DNA recovery. While more DNA amount was obtained with SS in fresh findings, the amount of DNA obtained at 

the end of the 45th day decreased significantly. This decrease in DNA recovery is not expected to significantly 

affect the quality of DNA profiles. 

 

Fig. 3. Variation of DNA amount (ng/µL) depending on fingerprint development methods and time. 

The SS method, which is effective on adhesive surfaces, has been used to enhance fingerprints on the adhesive 

surfaces of tapes [28]. SS combined with Un-du reagent has been observed to negatively affect the amount of DNA 

in blood fingerprints. However, if SS is applied alone, it is possible to obtain a profile [29]. In a study where 

bloodstains left on different surfaces at different time intervals were treated with fingerprint chemicals, it was noted 

that SS can be used for fingerprint development when it is ensured that there is sufficient DNA for analysis [30]. Au 

et al. developed bloody fingerprints on dark surfaces with white SS powder. They observed that SS reduced the 

amount of DNA [27]. In this study, similar to Au et al., it was found that the SS application and the 45-day waiting 

period negatively affected DNA recovery from biological samples.  

CV, which becomes visible by attaching to fatty compounds in latent fingerprints, gives the fingerprint a purple 

appearance as a result of the process. In a study by Lennard et al., fingerprints and bloodstains were left on tape, and 

fingerprints were made visible by CV [28]. It was observed that CV did not have a negative effect on DNA typing. 

In particular, no negative effects were observed for DNA extraction, DNA quantification or typing in samples stored 

dry at room temperature [31]. Treatment of traces on adhesive surfaces with crystal violet did not affect STR 

analyses [28]. In a study in which dried bloodstains were treated with various reagents, it was observed that crystal 

violet did not reduce the amount of DNA [32]. PCR-based DNA typing of a single bloody fingerprint developed 

with crystal violet was successful [29]. The data obtained are parallel to this study. In the present study, CV 

application increased the DNA recovery rate in both fresh and aged samples. Furthermore, this study shows that in 

biological fluids other than semen (urine, blood and saliva), the amount of DNA required for identification can be 

obtained, although there is a decrease in DNA recovery over time. 

Due to the sensitivity of biological samples, biological examinations are usually given priority in the examination 

of evidence. In such evidence, the biological sample taken in order not to damage the fingerprints on the evidence 

may be insufficient, and a sufficient amount of DNA cannot be obtained for genetic analyses. To obtain results from 

DNA analyses performed on the evidence, efforts to collect a substantial amount of biological samples often lead to 
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the compromising or damaging of fingerprint samples present on the same piece of evidence. For this reason, 

various precautions and caution should be taken when collecting fingerprints contaminated with other body fluids 

from the crime scene.  

Based on the data obtained from the study, the extraction kit employed has demonstrated its capability to isolate a 

sufficient amount of DNA from adhesive surfaces treated with FD chemicals, suitable for forensic genotyping and 

phenotyping analyses. It was determined with the analyses that the latent FD chemicals used on adhesive tape 

surfaces, which are non-porous surfaces, do not affect DNA recovery at a level that would prevent STR profiling. 

According to the results obtained, it was determined that DNA recovery was high for all biological sample types 

obtained from adhesive tape in terms of surface type. These results indicate that forensic genetic analyses for DNA 

recovery can be performed on adhesive tape surfaces treated with fingerprint enhancement chemicals. Over the past 

two decades, most studies have used biological fluids, such as bloodstains or saliva, as DNA sources to examine the 

effect of fingerprint treatments on DNA analysis [33]–[35], while other more recent studies have used volunteer 

fingerprints as sources traces [13], [36]–[39]. On the contrary, there is no study in which blood, urine, semen and 

saliva samples were used together. In this sense, the results do not sufficiently overlap with similar findings in the 

literature because a study has not yet been to determine DNA recovery at two different time intervals after applying 

FD to four different body fluids on the adhesive surface. 

4. Conclusion 

It is essential to investigate whether the fingerprint development processes performed on biological evidence 

obtained in crime scene investigation disrupt the structure of biological materials and to determine which of the 

fingerprint development methods that provide the same function while providing fingerprint development can be 

used without disrupting the structure of DNA. This scientific gap in the literature also prevents criminal laboratories 

from establishing standardised methods for the genetic examination of FD-applied adhesive surfaces, which are also 

valuable biological evidence due to the DNA they contain. When considered worldwide, it is seen that there are few 

studies targeting this issue [2]. Moreover, these studies are far from being systematic, and they will unlikely 

standardise the data they present. Therefore, in the present study, basic steps towards system validation have been 

taken as a reference and guideline for all future studies in this field. 

This study paves the way for an approach to determine how latent fingerprinting chemicals affect DNA recovery 

from different biological fluids. DNA was successfully extracted from all FD-treated adhesive tape surfaces 

containing different biological fluids, and DNA amounts were measured in all of them. Longer-term investigations 

are also required to address how other factors may affect DNA recovery, including the time between latent 

fingerprinting and DNA analysis, as well as the modification of initial DNA amounts by surface types and the 

determination of this change. 
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Abstract 

The medical device industry is a rapidly developing industry that includes various dynamics. Developed technologies show 

continuous improvement depending on diagnosis and treatment applications in health services. To keep up with this change and 

survive in an increasingly competitive environment, medical device manufacturers must be engaged in continuous improvement 

activities. This situation, necessary for many companies producing in the industrial field, gains even more importance in the 

medical device sector when the direct impact of product safety and quality on human life is considered. In companies producing 

medical devices, the legal requirements of the product being a medical device are followed by the notified bodies and authorized 

authorities within the framework of standards and regulations within the scope of quality processes. Increasing costs and 

liabilities with MDR 2017/45 have pushed medical device manufacturers to question their methods. In this study, it was 

determined that customer requests could not be met in a company producing medical devices, and it was observed that delivery 

times increased. In evaluating the reasons for the increase in delivery time, it was determined that supplier selection could have 

been carried out more effectively. For this purpose, six suppliers and six criteria were selected because of the company's sector 

knowledge and the evaluations of the company managers. The Combined Compromise Solution (CoCoSo) method, one of the 

new generation multi-criteria decision-making (MCDM) methods, is proposed for ranking the suppliers in the supplier selection 

problem. Method The removal effects of criteria (MEREC) weighting method was used to weight supplier selection criteria. In 

this study, a new generation supplier selection method application in medical devices has been carried out. Considering the 

inadequacy of the studies on supplier selection in medical devices, the relevant research will contribute to the literature.  

© 2024 DPU All rights reserved. 
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1. Introduction 

The medical device industry is a rapidly developing sector in the world that includes various dynamics. 

Developed technologies are improving depending on diagnosis and treatment applications in healthcare services. 

Medical device manufacturers must engage in continuous improvement activities to keep up with this change and 

maintain their existence in an increasingly competitive environment. For processes to be carried out efficiently and 

production activities to provide precise and effective results, they must engage in continuous improvement activities. 

The company must review its procedures, take the necessary actions, implement them when detecting a problem, 

and then control the impact and efficiency of its activities. This process, essential for many companies producing in 

the industrial field, becomes even more critical in the medical device sector, considering the direct impact of product 

safety and quality on human life. 

It is monitored by notified bodies and competent authorities within the framework of legal requirements, quality 

standards, and regulations imposed by a product being a medical device. When placing their devices on the market 

or putting them into service, the manufacturer must ensure that their devices are designed and manufactured by the 

requirements of the relevant regulation. The manufacturer's obligations are specified in the applicable EU legislation 

and the rules published by the Ministry of Health in compliance with this legislation. After the Medical Device 

Regulation 2017/45 (MDR 2017/45), these requirements have increased even more, and quality management has 

gained critical importance. Rising costs and liabilities with MDR 2017/45 have made medical device manufacturers 

question their processes. Meeting customer demands while fulfilling all legal requirements becomes critical for 

manufacturers to avoid market loss. The harmony between the manufacturer's activities and customer expectations is 

crucial for the operation's success. 

According to the Medical Device Regulation published in the Legal Gazette dated 02.06.2021 and numbered 

31499, products that are used on humans with an indication as part of a diagnosis or treatment and show their effects 

by physical or mechanical means in the areas where they are used are considered medical devices. Their definition 

states that medical devices are high-risk products potentially affecting human life and public health. For this reason, 

these devices are monitored by approved organizations and competent authorities within the legal requirements, 

standards, and regulations of being a medical device. Manufacturers must fulfill the requirements of the relevant EU 

legislation to ensure the free movement of their products among European Union (EU) member countries [1]. 

Medical devices and equipment are essential for quality healthcare. For this purpose, medical device 

manufacturers must produce according to the relevant legislation and standard requirements. Effective execution of 

a quality management system has always been considered a good strategy for a manufacturer to maintain and 

improve product and service quality [2]. 

The quality management system in medical devices is carried out by the "ISO 13485 - Medical Devices 

Management System" standard. This standard can be defined as the harmonized version of the "ISO 9001 - Quality 

Management System" standard for medical devices. It sets forth quality system requirements for organizations 

operating in the medical sector. Effective execution of the quality management system directly affects product safety 

and performance. 

Manufacturers need to meet customer demands without compromising product safety and performance. In 

medical device production, product safety is evaluated as a whole, considering patient and user health, and the 

process from raw material purchase to sales and subsequent follow-up, depending on the product class, is evaluated 

as traceability. Traceability begins when the order arrives and continues until its sale and destruction. The first 

critical step is the supply of raw materials/semi-finished products. Supplier selection is a factor that directly affects 

product quality and safety. Raw material/semi-finished product supply uses a large portion of the company's 

resources and is very important for the organization's success. 

On the other hand, the fact that the product is a medical device brings some legal requirements. These 

requirements are supervised by competent authorities and notified bodies. After MDR 2017/45, these requirements 
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increased even more, and supplier selection became critical. Therefore, the organization's success is measured not 

only by its sales figures and profit rates but also by its product quality and traceability success.  

Although there are studies on supply chain management in the healthcare sector in the literature research, it has 

been seen that studies on supply chain management in the medical device industry need to be more comprehensive. 

It was concluded that there is an area in need of improvement. 

Supplier selection in supply chain management may vary according to the needs, expectations and vision of the 

sector and the company. Correctly determining the criteria is a very critical step for successful supplier selection. 

Some supplier selection articles were examined, and some selected studies were evaluated in Table 1 based on field, 

methods, and criteria. 

Table 1. Examples of some supplier selection studies.  

Author Field Methods Criteria 

Vipul Jain et al., 

2016 [3] 

Automative AHP and TOPSIS Product quality, price, relationship quality, production capacity, on-

time delivery, warranty, environmental performance, supplier brand 

name. 

Fallahpour et al., 

2017 [4] 

Textile Questionnaire, FPP, 

and FTOPSIS 

Cost, quality, supply and service, flexibility, environmental 

management system, green product, green storage, eco-design, green 

transportation, green technology, employee rights, occupational health 

and safety, supporting activities. 

Song et al., 2017 

[5] 

Solar Energy 

and Air 

Conditioning 

DEMATEL  Economic criteria: Quality, delivery, cost price. 

Environmental criteria: Environmental management system, resource 

consumption, environmental design, reduce-reuse and recycle. 

Social Criteria: Occupational health and safety, employee rights and 

welfare, education, and community development. 

Yazdani et al., 2017 

[6] 

Food Industry DEMATEL, QFD 

and COPRAS 

Price, quality, delivery performance, branding, reputation, flexibility, 

cost 

Banaeian et al.,  

2018 [7] 

Agriculture-

Food Industry 

TOPSIS, VIKOR 

and GRA 

On-time delivery, after-sales service, supply capacity, quality, price 

Abdel-Basset et al., 

2018 [8] 

Logistics DEMATEL Cost, delivery time, quality, innovation, reputation, location, response 

to customers 

Yazdani et al., 2019 

[9] 

Construction DEMATEL, BWM, 

and CoCoSo-G 

Design, greenhouse gas pollution, distribution and flexibility, 

responsiveness and communication, finances, price offered, 

environmental management system. 

Stević et al., 2020 

[10] 

Healthcare 

industry  

MARCOS Price, quality, product range, on-time delivery, innovation, 

organization and management, reliability, reputation, occupational and 

worker safety, information supply, employee rights, training, 

compliance with the law, environmental qualifications, environmental 

management system, recycling, pollution control, green R&D, green 

product, number of ISO Standards held. 

Yazdani et al., 2020 

[11] 

Healthcare 

Industry 

DEMATEL and 

BWM 

Price, inventory capacity, batch volume, flexibility, use of technology, 

quality. 

Sumrit, 2020 [12] Healthcare 

Industry 

VMI, Fuzzy 

DELPHI, SWARA 

and COPRAS 

Past delivery performance, corporate trust, investment cost, 

information exchange and sharing, continuous improvement, supply 

chain process integration, information technology readiness, allocated 

resources, spatial complexity, prior knowledge and experience, 

risk/reward sharing 

Göncü and Çetin, Healthcare DEMATEL and Price, quality, logistics, and occupational health and safety 
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2022 [13] business ANP 

Nguyen et al., 2022 

[14] 

Steel 

manufacturing 

industry 

Data Envelopment 

Analysis, SF-AHP 

and SF-WASPAS 

Economic criteria: Production facilities, technological and financial 

competence, delivery time, flexibility, transportation cost, delivery, 

product price, quality. 

Environmental criteria: Environmental costs, Environmental 

Management Systems, Green R&D and innovation. 

Social Criteria: Health and safety, customer satisfaction, satisfaction of 

stakeholders, interests, and rights of employees 

 

When it comes to the medical device industry, it is essential to effectively carry out the steps that affect product 

quality and safety, and this field has become a research subject for researchers. 

The medical device industry has been one of the sectors whose importance has been most emphasized after the 

COVID-19 pandemic. This situation has pushed researchers to work on the problems experienced in the supply 

chain. The main problem encountered in the supply chain is the supplier selection problem. 

In their study in 2014, Ghadimi and Heavey mentioned that supplier selection needs to be addressed in the 

medical device industry in the literature. They informed us that the criteria in the literature may be less than 100% 

suitable for supplier selection in the medical device industry. They conducted a study on sustainable supplier 

selection. Ghadimi and Heavey emphasized in their study that the supplier selection problem is the most crucial 

research topic for supply chain management. He suggested that the low number of studies on supplier selection in 

the medical device industry is due to companies' privacy concerns. In their research, the steps of the supplier 

selection process are applied, such as identifying potential suppliers, determining criteria and sub-factors, collecting 

company requirements, classifying the gathered requirements, and ranking potential suppliers. They evaluated 

sustainable supplier selection under the leading environmental, economic, and social headings. In addition, they 

assessed the requirements of the medical device manufacturer company ISO 13485-Quality Management System 

Standard under the headings of regulation, company responsibilities on the product, after-sales traceability, storage, 

and logistics [15]. 

In the study conducted by Ghadimi et al. in 2019, they developed the Multi-Agent System (MAS) method and 

demonstrated the application of this method on a medical device manufacturer [16]. 

Today, companies' perspectives have changed along with consumers' changing attitudes within the framework of 

the legal obligations to which the medical device industry is bound, and it has been understood that more than 

studies focused on financial profit are needed. 

In his study conducted in 2023, Forouzeshnejad concluded that agility and sustainability are the essential criteria 

for agility and sustainability in the medical device industry and that flexibility, cost, reliability, smart factory, and 

quality are crucial criteria determined subsequently [17]. 

All companies manufacturing in the medical device industry must comply with the ISO 13485- Quality 

Management System Standard. This standard requires manufacturers to select suppliers from a pre-approved list. 

This restricts manufacturers, meaning companies can only go up to the approved suppliers accepted by authorized 

organizations. Therefore, supplier selection is very critical in the medical device industry. Decision-making in the 

supplier selection process is challenging because many criteria are used, and these criteria conflict with each other. 

In supplier selection, it takes work to make the right choice among various selection criteria and multiple 

alternatives. Multi-criteria decision-making (MCDM) methods offer appropriate solutions to problems with more 

than one criterion and alternative. In this study of the supplier selection problem, it is suggested to use the Method 

the Removal Effects of Criteria (MEREC) method to weigh the supplier selection criteria and the Combined 

Compromise Solution (CoCoSo) method to rank the suppliers.  

The reasons for choosing MEREC and CoCoSo methods in this study are as follows. In both methods, there is no 

need for decision-makers. All calculations are effectively made according to the actual values revealed by the initial 
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decision matrix. In a sensitivity analysis of the MEREC method, Keshavarz-Ghorabaee et al. found that the MEREC 

method provides stable results compared to objective weighting methods such as Entropy and CRITIC [18]. In the 

CoCoSo method, the final ranking of suppliers is not based on just one evaluation score but rather on a score 

obtained by combining three different evaluation scores in one calculation. The literature review's conclusions 

indicate that companies that manufacture medical devices did not use the integrated MEREC-CoCoSo approaches 

when choosing their suppliers.  

The MEREC approach was first introduced as an objective criterion weighting method in 2021 by Keshavarz-

Ghorabaee et al. Using criterion weights, this method ascertains the impact of each criterion on the overall 

performance of the alternatives.  

The overall and partial performance of the alternatives is also measured using a logarithmic function. MEREC 

assigns higher priority to criteria that significantly affect how well other options perform. MEREC can be used to 

determine the weights for each criterion while accounting for variations in each alternative's performance. If there is 

more variation in the performance of a criterion, that criterion is given a higher weight [18]. The MEREC method 

has become a research subject in many areas since its debut article. Some of these studies are the following: 

While the MEREC method was used for criterion weighting in the coal supplier selection problem for the thermal 

power plant, the suppliers were ranked using the Multiple Criteria Ranking by Alternative Trace (MCRAT) method 

[19]. In their study, Trung and Thinh conducted sixteen experiments on the turning process based on the principle of 

using a cutting tool on the workpiece rotating around its own axis. In their experiments, they used four different 

MCDM methods to evaluate the effects of cutting speed, feed rate, and depth of cut parameters on surface 

smoothness and material removal rate and determined the weights of the criteria with Entropy and MEREC [20]. 

In the study conducted to decide the locations of distribution centers, Keshavarz-Ghorabaee used the Stepwise 

Weight Assessment Ratio Analysis II (SWARA II), Weighted Aggregated Sum Product Assessment (WASPAS) 

and MEREC methods together. The study proceeded through a decision matrix containing weights determined in 

two different ways, subjectively and objectively [21]. Nguyen et al. studied the MCDM problem using the 

MARCOS, TOPSIS and MAIRA methods, and used the MEREC method for criterion weighting [22]. 

In a different study carried out that same year, Nicolalde et al. determined the criterion weights using the Entropy 

and MEREC methods and selected the material to be used on a vehicle's roof using the Višekriterijumsko 

Kompromisno Rangiranje (VIKOR), Complex Proportional Assessment (COPRAS), and TOPSIS methods [23]. 

The use of robots is becoming more common in industrial settings, as noted by Shanmugasundar and his 

colleagues, who also discussed the challenge of selecting the right kinds of robots. The MEREC method was used to 

weigh the criteria, and the Combination Distance-based Assessment (CODAS), COPRAS, CoCoSo, Multi-

attributive Border Approximation Area Comparison (MABAC), and VIKOR methods were used to finish the 

decision-making process [24]. In the Yu et al. study from 2022, which highlighted sustainability. The effectiveness 

of the method proposal was evaluated through a case study [25]. In a study by Do and Nguyen, they talked about the 

importance of the criterion weighting step in decision-making processes and used five different weighting methods, 

namely MEREC, EQUAl, ROC, RS and FUCOM, along with the CoCoSo, MABAC, MAIRCA, EAMR and 

TOPSIS methods in the solution ordering problem in the turning process [26]. Saidin et al presented a study on 

fuzzy MEREC. The fuzzy MEREC method, which they offer as a solution to the uncertainty problem experienced in 

MCDM problems, has been exemplified by using it in the evaluation of academic personnel [27]. 

Ayan et al. conducted a study comparing various weighting methods, including the MEREC method. The authors 

mentioned that the most effective criterion among the criteria in the problem under consideration in the MEREC 

method has the highest level of importance. In addition, he showed that one of the differences with other methods is 

that the decision matrix values must be greater than zero. He stated that the biggest advantage is ease of application 

because the calculations are easy to understand and simple [28]. In a study by Chaurasiya and Jain on information 

technology service selection in health services, the weights in the best software selection problem were determined 

by MEREC and SWARA, and the ranking of the alternatives was obtained by using MAR [29]. 
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In this study, after obtaining supplier selection criterion weights with MEREC, it was suggested to use the 

CoCoSo method, first introduced by Yazdani et al. in 2019, to rank the suppliers. The CoCoSo method measures the 

distance of each performance level of the alternatives from the ideal. When making the final alternative ranking, 

three different scores are calculated [30]. Although CoCoSo method is a new-generation MCDM method, CoCoSo 

method has been the subject of study by many researchers. 

Ecer et al. used the CoCoSo method to evaluate the organization of oil exporting countries according to 41 

sustainable development criteria in 10 dimensions. They compared the results with existing multi-criteria decision-

making methods and demonstrated the effectiveness of CoCoSo [31]. In the study emphasizing the importance of 

stock management, the CoCoSo method was applied together with ABC analysis and FUCOM (Full Consistency 

Method). The ranking of supplier alternatives was obtained by the CoCoSo method [32]. Wen et al evaluated cold 

chain suppliers to keep the logistics risks of medicines to a minimum. To solve this problem, they conducted a study 

in which they used the SWARA method to perform criterion weighting and the CoCoSo methods to make the final 

ranking of suppliers. In this study, which also included method application, they emphasized that the CoCoSo 

method gave reliable results [33]. 

Drawing attention to the importance of supplier selection in industrial organizations, Zolfani et al. They 

implemented an application in the steel industry where they used the Best Worst Method (BWM) and CoCoSo 

methods together [34]. Bagal et al. examined the effects of marble dust and fly ash on concrete mixtures. They used 

CODAS and CoCoSo methods to optimize process parameters. The study results were evaluated on the pairwise 

comparison matrix [35]. Barua et al. They presented a study in which they evaluated the mechanical behavior of 

hybrid natural fiber reinforced nano-sic particle composite. In this study, it was aimed to contribute to the decision-

making process of process parameters with the CoCoSo method [36]. In the study carried out in the field of 

automobile industry, five alternative vehicles with different specific features were evaluated for the most suitable 

passenger car selection. While the criterion weighting is obtained by the CRITIC method, the alternatives are ranked 

by CoCoSo. The results have been validated with other MCDM methods [37]. 

Emphasizing the importance of the supply chain, Biswas addressed the supply chain problem of a healthcare 

institution operating in India in his study in 2020. In this study, while determining the criterion weights with 

PIPRECIA (PIvot Pairwise RElative Criteria Importance Assessment), three different rankings were obtained using 

MABAC, MARCOS and CoCoSo. These three methods have been shown to give consistent results [38]. In another 

study on supply chain management, weights were determined with fuzzy BWM, while the most appropriate supplier 

selection was ensured with CoCoSo and Bonferroni integration [39]. In the study conducted by Peng et al. in 2020, 

they emphasized the importance of evaluating financial risks and used the CRITIC and CoCoSo methods together to 

solve the comparison problem they encountered in this field [40]. Addressing the problem of selection of logistics 

centers, M.Yazdani et al. used the CoCoSo method integrated with data envelopment to choose among logistics 

service providers [41]. Altıntaş evaluated the knowledge performances of G7 countries according to the 2020 Global 

Knowledge Index (GKI) components using CoCoSo [42]. 

The method proposed in this study was applied to the supplier selection problem of a medical consumables 

manufacturer company that has been operating for more than 25 years and is in preparation for MDR 2017/45. It has 

been determined that the company that produces according to order cannot deliver its orders on time. Infusion and 

extension sets are made in this company. Extension sets are used as liquid carrier connection elements for 

transferring a medical liquid (such as serum, medicine, or vitamin) from a liquid source to a catheter to enter the 

liquid into the body and/or for collecting body fluids in a collection container from a catheter already attached to the 

human body. Infusion sets are used to safely transfer intravenous drugs and fluids to patients in all healthcare 

institutions that provide critical care and where IV drug administration is performed. The hose is the most vital part 

used in extension and infusion sets. As a result of the current situation analysis, it was determined that production 

delays occurred because the supplied hoses needed to be delivered on time and arrived dirty. After evaluating all 

these reasons with the company managers, it was decided to choose a supplier for the hose. 
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The rest of the study is organized as follows. MEREC and CoCoSo methods used in supplier selection are 

introduced in the second section of the study. In the third section, the application steps of the proposed method are 

explained, and the results of the sensitivity analysis are given. The last section mentions results, discussion, and 

future work. According to the results obtained, suggestions were made to the company regarding supplier selection. 

2. Material and method 

The steps of the proposed approach are given in Figure 1. Now, how to implement these steps will be explained 

step by step. 

 

Fig.1. Steps of the proposed approach. 

2.1. Stage 1: Determination of criterion weights with the MEREC method 

The MEREC method determines the weights and priority of the criteria used in the decision-making process. This 

method evaluates the effect of removing each criterion used on the result. The steps of the method are given below 

[18]. 

Step 1.1: Obtain the initial decision matrix by identifying alternatives and criteria. 

In the first step of the proposed method, after the alternatives (𝐴𝑖, 𝑖 = 1,2, … , 𝑛) and criteria (𝑘𝑗 , 𝑗 = 1,2, … ,𝑚) 

are determined, the initial decision matrix (𝐺 ) is obtained according to Equation 1. In Equation 1, 𝑔(𝑖,𝑗), 𝑖 =
1,2, … , 𝑛;  𝑗 = 1,2, … ,𝑚 shows the value of the 𝑗th criterion for the 𝑖th alternative. 

 

𝐺 =

[
 
 
 
 
 
𝑔(1,1) 𝑔(1,2) ⋯ 𝑔(1,𝑗) ⋯ 𝑔(1,𝑚)
𝑔(2,1) 𝑔(2,2) ⋯ 𝑔(2,𝑗) ⋯ 𝑔(2,𝑚)
⋮ ⋮ ⋱ ⋮ ⋱ ⋮

𝑔(𝑖,1) 𝑔(𝑖,2) ⋯ 𝑔(𝑖,𝑗) ⋯ 𝑔(𝑖,𝑚)
⋮ ⋮ ⋱ ⋮ ⋱ ⋮

𝑔(𝑛,1) 𝑔(𝑛,2) ⋯ 𝑔(𝑛,𝑗) ⋯ 𝑔(𝑛,𝑚)]
 
 
 
 
 

                                                                                                            (1) 

Step 1.2: Normalize the initial decision matrix according to the MEREC method. 

In this step, the elements of the initial decision matrix given in Equation 1 are normalized using Equation 2. 
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𝑑(𝑖,𝑗) = {

min
𝑘
 𝑔(𝑘,𝑗)

𝑔(𝑖,𝑗)
, 𝑗 ∈ 𝐵

𝑔(𝑖,𝑗)

max
𝑘
 𝑔(𝑘,𝑗)

, 𝑗 ∈ 𝐶
                                                                                                                                                         (2) 

 

In Equation 2, the normalized initial decision matrix elements are 𝑑(𝑖,𝑗), 𝑖 = 1,2, . . , 𝑛; 𝑗 = 1,2, … ,𝑚. Set 𝐵 shows 

the index set of benefit type criteria, and set 𝐶 shows the index set of cost type criteria. 

Step 1.3: Calculate the overall performance of the alternatives. 

In this step, the overall performance of the alternatives is obtained using a logarithmic measure with equal 

criterion weights. Using the normalized values calculated in Step 1.2, the performance of each alternative is 

calculated as in Equation 3. 

 

𝑌𝑖 = ln (1 + (
1

𝑚
∑ |ln(𝑑(𝑖,𝑗))|

𝑚

𝑗=1
 )) , 𝑖 = 1,2, … , 𝑛                                                                                                      (3) 

𝑌𝑖 given in Equation 3 shows the overall performance of the alternatives. 

Step 1.4: Calculate the performance of the alternatives by removing each criterion. 

Again, a logarithmic measure like that in Step 1.3 is used. The difference between Step 1.3 and this step is that 

the performances of the alternatives are calculated based on the separate impact of each criterion. 

Therefore, there are 𝑚  performance sets associated with 𝑚  number of criteria. Regarding removing the 𝑗 th 

criterion, the performance of the 𝑖th alternative is denoted by 𝑌′𝑖𝑗  and is calculated as in Equation 4. 

𝑌𝑖𝑗
′ = ln (1 + (

1

𝑚
∑  𝑘,𝑘≠𝑗  |ln(𝑑(𝑖,𝑘))|))                                                                                                                                   (4) 

Step 1.5: Calculate the sum of absolute deviations. 

The removal effect of the 𝑗th criterion is calculated according to the 𝑌𝑖𝑗  and 𝑌′𝑖𝑗  values calculated in Step 1.3 and 

Step 1.4. Equation 5 calculates each criterion’s removal effect 𝑍𝑗 . With the removal effect, the weights are 

determined in proportion to their impact on the criteria. 

 

𝑍𝑗 =∑ |𝑌𝑖𝑗
′ − 𝑌𝑖|

𝑚

𝑖=1
   𝑗 = 1,2, … , 𝑚                                                                                                                                  (5) 

Step 1.6: Calculate the final weights of the criteria. 

The weight of each criterion is calculated as in Equation 6, using the removal effects 𝑍𝑗 calculated in Step 1.5, 

where ℎ𝑗  is the weight of the 𝑗th criterion. 

 

ℎ𝑗 =
𝑧𝑗

∑ 𝑧𝑘𝑘

,      𝑗 = 1,2, … , 𝑚                                                                                                                                   (6) 

 

In the rest of the study, the alternatives' final ranking will be obtained using the criterion weights calculated with 

the MEREC method in the CoCoSo method. 

2.2. Stage 2: Ranking alternatives with the CoCoSo method 

The CoCoSo method is based on simple and exponential weighting. The following steps are followed for the 

suppliers and selection criteria previously determined for the MEREC method: 
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Step 2.1: Normalize the initial decision matrix according to the CoCoSo method. 

Depending on whether the criteria are benefit type (𝐵) or cost type (𝐶), the initial decision matrix is normalized 

using Equation 7. 

 

𝑑(𝑖,𝑗)
∗ =

{
 
 

 
 

𝑔(𝑖,𝑗)−min𝑖 𝑔(𝑖,𝑗)

max𝑖 𝑔(𝑖,𝑗)−min𝑖 𝑔(𝑖,𝑗)
,  𝑗 ∈ 𝐵

max𝑖 𝑔(𝑖,𝑗)−𝑔(𝑖,𝑗)

max𝑖 𝑔(𝑖,𝑗)−min𝑖 𝑔(𝑖,𝑗)
,  𝑗 ∈ 𝐶

                                                                                                                            (7) 

 

In Equation 7, 𝑑(𝑖,𝑗)
∗  represents the elements of the initial decision matrix normalized according to the CoCoSo 

method. 

Step 2.2: Calculate the 𝐶𝑖 and 𝑅𝑖 values. 

𝐶𝑖  , 𝑖 = 1, … , 𝑛 values which express the sums of the weighted comparability sequences, are calculated using 

Equation 8. The power weight of the comparability sequences for each alternative is defined as 𝑅𝑖, 𝑖 = 1, … , 𝑛 and is 

calculated with Equation 9. 

 

𝐶𝑖 = ∑ (ℎ𝑗𝑑(𝑖,𝑗)
∗ )𝑚

𝑗=1 , 𝑖 = 1,2, … , 𝑛                                                                                                                              (8) 

 

𝑅𝑖 = ∑ (𝑑(𝑖,𝑗)
∗ )

ℎ𝑗𝑚
𝑗=1 , 𝑖 = 1,2, … , 𝑛                                                                                                                              (9) 

Step 2.3: Calculate the relative weights of the alternatives. 

Three evaluation scores are first obtained to calculate the relative weights of the alternatives. The first evaluation 

score (𝑒𝑖𝑎) represents the arithmetic average of the sums of the weighted sum and multiplication methods and is 

calculated as in Equation 10. 

 

𝑒𝑖𝑎 =
𝑅𝑖+𝐶𝑖

∑ (𝑛
𝑖=1 𝑅𝑖+𝐶𝑖)

,   𝑖 = 1,2, … , 𝑛                                                                                                                                 (10) 

 

The second evaluation score (𝑒𝑖𝑏) refers to the sum of the relative scores of the weighted sum and multiplication 

methods, and Equation 11 is used to calculate. 

 

𝑒𝑖𝑏 =
𝐶𝑖

min
𝑖
 𝐶𝑖
+

𝑅𝑖

min
𝑖
 𝑅𝑖
,   𝑖 = 1,2, … , 𝑛                                                                                                                            (11) 

 

The third evaluation score (𝑒𝑖𝑐) is calculated as in Equation 12 by balancing the weighted sum and multiplication 

methods with λ. The weight rating λ is usually taken as 0.5. 

 

𝑒𝑖𝑐 =
𝜆(𝐶𝑖)+(1−𝜆)(𝑅𝑖)

(𝜆max
𝑖
 𝐶𝑖+(1−𝜆)max

𝑖
 𝑅𝑖)
, 0 ⩽ 𝜆 ⩽ 1,   𝑖 = 1,2, … , 𝑛                                                                                               (12) 

Step 2.4: Obtain the final ranking of the alternatives based on their 𝑒𝑖 values. 

The calculations in Step 2.3 are used to obtain the final ranking of the alternatives. Using these calculations in 

Equation 13, 𝑒𝑖, 𝑖 = 1,2, … 𝑛 values are obtained. 
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𝑒𝑖 = (𝑒𝑖𝑎𝑒𝑖𝑏𝑒𝑖𝑐)
1

3 +
1

3
(𝑒𝑖𝑎 + 𝑒𝑖𝑏 + 𝑒𝑖𝑐),   𝑖 = 1,2, … , 𝑛                                                                                              (13) 

The final ranking of the alternatives is obtained, with the alternative with the largest 𝑒𝑖 value being ranked first. 

3. Application of the proposed method 

In its Priority Medical Devices Project, the World Health Organization (WHO) suggests two potential causes for 

problems in healthcare delivery in low- and middle-income countries. The first of these reasons is that it targets 

high-income country economies, which it sees as having high-profit potential, and the second is the problems related 

to the inability to supply medical devices reasonably [9]. This makes supplier selection even more critical, especially 

for medium and small-sized companies operating in the medical device industry. 

The method proposed in this study was applied in selecting hose suppliers in a company that produces biomedical 

devices. These hoses are used in the production of infusion and extension sets. It has been observed that the hoses 

supplied by the current supplier must have the desired features and be delivered on time. 

In the following subsection, the application steps of the proposed method in selecting the hose supplier in the 

company are explained. 

3.1. Application of stage 1: Determination of supplier selection criteria weights with the MEREC method 

Step 1.1: Obtain the initial decision matrix by identifying alternatives and criteria. 

As a result of the literature research and the evaluations of the company managers, six alternative suppliers 

(𝑡𝑖, 𝑖 = 1,2, … ,6) and six criteria (𝑘𝑗 , 𝑗 = 1,2, … ,6) were determined to evaluate these suppliers. The determined 

criteria and definitions of the criteria are as follows: 

 Product quality (𝑘1): It refers to the semi-finished product's raw material and performance quality. While scoring 

in the decision matrix, it was evaluated by company managers by giving a performance score out of 100. 

 Quality certificate (𝑘2): It indicates how many years the supplier company has had the quality certificate. The 

length of time companies has this certificate indicates the year they produced by standard requirements. While 

scoring in the decision matrix, the year of the first issue of the quality certificate was taken as a basis. 

 Lead time (𝑘3): It is the value of the lead time in weeks. It is the deadline companies give after ordering semi-

finished products/raw materials. 

 Price (𝑘4): It refers to the cost per meter of the product supplied in TL. The decision matrix includes the current 

prices of the products as of January 2023. 

 Transportation costs (𝑘5): It refers to the transportation costs invoiced in the supply of semi-finished products. 

Transportation agreements made with companies vary. While some companies include this fee in the price, others 

ship by cargo. The difference in shipping costs varies due to shipping and customs costs (if it is an imported 

product). Values in Turkish Lira are shown in the decision matrix. 

 Customer relations (𝑘6): It refers to the companies' tendency to cooperate during and after the supply period. The 

evaluation made with the company managers was scored out of 100, considering the company's past experiences. 

Six supplier alternatives were determined based on the company's experience and sector knowledge. Due to 

company confidentiality, suppliers will be indicated with 𝑡𝑖  , 𝑖 =  1,2, … ,6 in the next steps of the application. In 

the first step of the proposed method, after the alternatives (𝑡𝑖, 𝑖 = 1,2, … ,6) and criteria (𝑘𝑗 , 𝑗 = 1,2, … ,6) are 

determined, the initial decision matrix (𝐺) is created as in Equation 2. The initial decision matrix is given in 

Table 2. 
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Table 2. The initial decision matrix. 

 𝑘1 ∈B 𝑘2∈B 𝑘3∈C 𝑘4∈C 𝑘5∈C 𝑘6∈B 

𝑡1 90 13 2 1,23 1 100 

𝑡2 80 20 2 1,04 200 65 

𝑡3 100 19 4 0,73 10000 65 

𝑡4 65 10 2 0,94 500 80 

𝑡5 85 8 1 1,76 300 70 

𝑡6 50 5 1 0,83 150 75 

Step 1.2: Normalize the initial decision matrix according to the MEREC method. 

In this step, the elements of the initial decision matrix given in Table 2 are normalized using Equation 2. 

Normalized values are shown in Table 3. 

Table 3. The normalized initial decision matrix for the MEREC method. 

 𝑘1 ∈B 𝑘2∈B 𝑘3∈C 𝑘4∈C 𝑘5∈C 𝑘6∈C 

𝑡1 0.5556 0.3846 0.5000 0.6989 0.0001 0.6500 

𝑡2 0.6250 0.2500 0.5000 0.5909 0.0200 1.0000 

𝑡3 0.5000 0.2632 1.0000 0.4148 1.0000 1.0000 

𝑡4 0.7692 0.5000 0.5000 0.5341 0.0500 0.8125 

𝑡5 0.5882 0.6250 0.2500 1.0000 0.0300 0.9286 

𝑡6 1.0000 1.0000 0.2500 0.4716 0.0150 0.8667 

Step 1.3: Calculate the overall performance of the alternatives. 

In this step, the overall performance of alternative suppliers (𝑌𝑖 , 𝑖 = 1,2, . . ,6) is obtained using a logarithmic 

measure with equal criterion weights. This measure is based on the formula given in Equation 3. The results 

obtained are shown in Table 4. 

Table 4. The performance table of suppliers. 

 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 

𝑌𝑖 1.1116 0.7722 0.3952 0.6488 0.6904 0.7324 

Step 1.4: Calculate the performance of the alternatives by removing each criterion. 

There are 𝑚 performance sets associated with the number of 𝑚 criteria. The performance of the 𝑖th alternative 

regarding the removal of the 𝑗th criterion is denoted by 𝑌′𝑖𝑗 and calculated with Equation 4. Calculation results are 

given in Table 5. 

Table 5. The performance table of suppliers by removing each criterion. 

𝑌𝑖𝑗
′  𝑘1 ∈B 𝑘2∈B 𝑘3∈C 𝑘4∈C 𝑘5∈C 𝑘6∈C 

𝑡1 1.0789 1.0578 1.0729 1.0918 0.4083 1.0877 

𝑡2 0.7354 0.6594 0.7174 0.7309 0.4138 0.7722 

𝑡3 0.3142 0.2329 0.3952 0.2912 0.3952 0.3952 

𝑡4 0.6257 0.5865 0.5865 0.5926 0.3464 0.6305 
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𝑡5 0.6451 0.6504 0.5673 0.6904 0.3437 0.6842 

𝑡6 0.7324 0.7324 0.6147 0.6703 0.3222 0.7209 

Step 1.5: Calculate the sum of absolute deviations. 

According to the 𝑌𝑖𝑗  and 𝑌𝑖𝑗
′  values calculated in Step 1.3 and Step 1.4, the removal effect 𝑍𝑗 of the 𝑗th criterion is 

computed using Equation 5 and given in Table 6. 

Table 6. The sum of absolute deviations for all criteria. 

 𝑘1 ∈B 𝑘2∈B 𝑘3∈C 𝑘4∈C 𝑘5∈C 𝑘6∈C 

𝑍𝑗 1.1116 0.7722 0.3952 0.6488 0.6904 0.7324 

Step 1.6: Calculate the final weights of the criteria. 

The weight of each criterion (ℎ𝑗) is determined using the 𝑍𝑗 removal effects calculated in Step 1.5 using Equation 

7. The results are given in Table 7. 

Table 7. The weights and the rankings of the criteria. 

 𝑘1∈B 𝑘2∈B 𝑘3∈C 𝑘4∈C 𝑘5∈C 𝑘6∈C 

ℎ𝑗 0,0624 0,1228 0,1130 0,0807 0,6040 0,0171 

Rank 5 2 3 4 1 6 

 

After the weights were calculated using MEREC, the final ranking was made with the CoCoSo method. 

3.2. Application of stage 2: Ranking alternatives with the CoCoSo method 

Step 2.1: Normalize the initial decision matrix according to the CoCoSo method. 

Depending on whether the criteria are benefit-type (𝐵) or cost-type (𝐶), the initial decision matrix is normalized 

using Equation 7. The matrix normalized according to the CoCoSo method is given in Table 8. 

Table 8. The normalized initial decision matrix for the CoCoSo method. 

 𝑘1 ∈B 𝑘2∈B 𝑘3∈C 𝑘4∈C 𝑘5∈C 𝑘6∈C 

𝑡1 0.8000 0.5333 0.6667 0.5146 1.0000 1.0000 

𝑡2 0.6000 1.0000 0.6667 0.6990 0.9801 0.0000 

𝑡3 1.0000 0.9333 0.0000 1.0000 0.0000 0.0000 

𝑡4 0.3000 0.3333 0.6667 0.7961 0.9501 0.4286 

𝑡5 0.7000 0.2000 1.0000 0.0000 0.9701 0.1429 

𝑡6 0.0000 0.0000 1.0000 0.9029 0.9851 0.2857 

Step 2.2. Calculate the 𝐶𝑖 and 𝑅𝑖 values. 

The sum of the weighted comparability sequences is denoted as 𝐶𝑖 , 𝑖 = 1, … , 𝑛  and the power weight of 

comparability sequences for each alternative is denoted as 𝑅𝑖, 𝑖 = 1, … , 𝑛. Using the weights (ℎ𝑗) obtained from the 

MEREC method, 𝑅𝑖 and 𝐶𝑖 values were calculated as in Equation 8 and Equation 9, respectively. 𝑅𝑖 and 𝐶𝑖 values 

are given in Table 9. 

 



 Özel-Sönmez, G. and Toktaş, P., (2024),  Journal of Scientific Reports-A, 56, 116-133 

128 

 

Table 9. The values of 𝐶𝑖 and 𝑅𝑖.  

 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 

𝑅𝑖 5.8149 4.8833 2.9916 5.6936 4.7478 3.9616 

𝐶𝑖 0.8533 0.8840 0.2578 0.7804 0.7696 0.7857 

Step 2.3: Calculate the relative weights of the alternatives. 

Supplier evaluation scores 𝑒𝑖𝑎 , 𝑒𝑖𝑏  and 𝑒𝑖𝑐  were calculated according to Equation 10-12, respectively, and the 

calculation results are given in Table 10. The 𝜆 value in Equation 12 was taken as 0.5. 

Table 10. CoCoSo evaluation strategy scores. 

 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 

𝑒𝑖𝑎 0.2057 0.1779 0.1002 0.1997 0.1702 0.1464 

𝑒𝑖𝑏 5.2542 5.0617 2.0000 4.9307 4.5726 4.3724 

𝑒𝑖𝑐 0.9954 0.8609 0.4851 0.9664 0.8236 0.7087 

Step 2.4: Obtain the final ranking of the alternatives based on their 𝑒𝑖 values. 

The calculations in Step 2.3 are used to obtain the final ranking of the alternatives. These calculations are used in 

Equation 13 to calculate 𝑒𝑖 , 𝑖 = 1,2, … ,6 values. The scores of alternative suppliers are given in Table 11. In this 

table, the rankings are numbered from largest to smallest. 

Table 11. The scores and the final rankings of the suppliers. 

 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 

𝑒𝑖 3.1763 2.9521 1.3216 3.0158 2.7176 2.5109 

Rank 1 3 6 2 4 5 

 

The evaluation of the suppliers' scores concluded that the best supplier was supplier 1 (𝑡1). 

3.3. Sensitivity analysis 

To validate the findings and support the precision and deviation of the decision outcomes, a sensitivity analysis is 

used. By making minor adjustments to the main model, a sensitivity analysis test could assist decision-makers in 

demonstrating the results of their methods. In this section, the effects of MEREC, CRITIC, Entropy and Equal 

Weight (EW) methods used in criterion weighting on alternative supplier rankings were observed. First, the weights 

of the criteria were calculated using all methods and their rankings were obtained as in Table 12. The steps of the 

calculations can be found in studies [18], [43]-[44]. 

As seen in Table 11, although the MEREC and Entropy methods revealed similar criterion rankings, the criterion 

rankings differed when CRITIC and EW methods were used. The reasons for different criterion weights and 

rankings can be listed as follows. MEREC, Entropy and CRITIC methods are objective methods that reveal criterion 

weights according to the actual values of the initial decision matrix. Each method aims to achieve effective criterion 

weighting in a different way. The MEREC method uses criterion weights to calculate the impact of each criterion on 

the overall performance of the alternatives. It also uses a logarithmic function to measure the overall and partial 

performance of alternatives. MEREC gives greater weight to criteria that have a greater impact on the performance 

of alternatives [18]. In the Entropy method, uncertainty is greater in the data group with higher values [43]. CRITIC 

is a method in which the standard deviations of the criteria and the correlation between the criteria are used together 
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[44]. In this study, Spearman's correlation was used because the data did not comply with normal distribution. In the 

EW method, all criteria are given equal weight.  

 

Table 12. The weights and rankings of the criteria using different objective criteria weighting methods.  

 MEREC CRITIC Entropy EW 

 ℎ𝑗 Rank ℎ𝑗 Rank ℎ𝑗 Rank ℎ𝑗 Rank 

𝐶1 0.062 5 0.160 4 0.014 5 0.167 1 

𝐶2 0.123 2 0.183 1 0.061 3 0.167 1 

𝐶3 0.113 3 0.176 2 0.071 2 0.167 1 

𝐶4 0.081 4 0.174 3 0.028 4 0.167 1 

𝐶5 0.604 1 0.153 6 0.818 1 0.167 1 

𝐶6 0.017 6 0.154 5 0.007 6 0.167 1 

 

The criterion weights given in Table 12 were used in the CoCoSo method and the supplier rankings are given in 

Table 13. In Table 13, it is seen that the ranks for all criteria weighting methods are the same. These results show 

that CoCoSo is an effective and robust method for alternative ranking. 

Table 13. The 𝑒𝑖 values and rankings of the alternatives using different objective criteria weighting methods.  

 MEREC CRITIC Entropy EW 

 𝑒𝑖 Rank 𝑒𝑖 Rank 𝑒𝑖 Rank 𝑒𝑖 Rank 

𝑡1 3.176 1 2.428 1 5.502 1 2.450 1 

𝑡2 2.952 3 2.093 3 5.224 3 2.087 3 

𝑡3 1.322 6 1.394 6 1.287 6 1.381 6 

𝑡4 3.016 2 2.182 2 5.255 2 2.189 2 

𝑡5 2.718 4 1.810 4 5.003 4 1.820 4 

𝑡6 2.511 5 1.660 5 4.783 5 1.660 5 

4. Conclusion and discussion 

The medical device industry is a rapidly growing sector that includes many parameters. Constantly evolving 

technologies contribute to advancing diagnostic and treatment practices in healthcare. Medical device manufacturers 

must continuously carry out improvement activities within the company to survive in an increasingly competitive 

environment and keep up with this change. The company should review its processes, identify problems, take the 

necessary precautions, implement them, and check the impact and efficiency of the implemented activities. This 

process becomes even more critical when considering the direct effect of product safety and quality on human life in 

the medical device industry because many companies produce in the industrial field. 

In companies that produce medical devices, the legal requirements of the product being a medical device are 

followed by notified organizations and competent authorities within the framework of standards and regulations 

within the scope of quality processes. When placing its devices on the market or putting them into service, the 

manufacturer must ensure that its devices are designed and manufactured by the requirements of the relevant 

regulation. The manufacturer's obligations are specified in the applicable EU legislation and the rules published by 

the Ministry of Health in compliance with this legislation. Increasing costs and liabilities with MDR 2017/45 have 

made medical device manufacturers question their processes. Meeting customer demands while fulfilling all legal 
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requirements becomes critical for manufacturers to avoid market losses. The harmony between the manufacturer's 

activities and customer expectations is essential for the operation's success. 

Manufacturers need to respond to customer demands without compromising product safety and performance. 

Product safety is evaluated during the medical device production process, considering patient and user health. This 

process covers the sales and subsequent tracking process, depending on the product class, starting from the purchase 

of raw materials, and is considered traceability. Availability begins when the order arrives and continues until its 

sale and destruction. The first critical step is the supply of raw materials/semi-finished products. 

This study addressed the supplier selection problem experienced in a company that is a medical device 

manufacturer and produces consumables. First, it was determined that the company could not meet customer 

demands such as on-time delivery and shorter lead times, and it was observed that delivery times increased. A group 

of company managers was determined, and the reasons for these delays were discussed. As a result of this 

evaluation, it was concluded that the main reason for the delivery times was the disruptions in the supply processes. 

It is envisaged that if the problems in supply are resolved, the disruptions in planning will be significantly reduced. 

In addition, it is anticipated that solving this problem will contribute considerably to the subsequent processes for 

the company, which is in the preparation phase for MDR 2017/45. 

In this study, the supplier selection problem was identified at a medical device manufacturer. The hoses are the 

primary elements of extension and infusion sets. When the company's 2022 production data was referenced, it was 

observed that there was a problem with the hose supply, and this situation affected the production process directly.  

There are many alternatives and criteria to be considered in the supplier selection problem. Due to the structure of 

supplier selection, MCDM methods are frequently used in the literature. For the hose supplier selection problem, 

first, alternative suppliers and selection criteria were determined using the company's industry knowledge and focus 

group evaluations. In the evaluation made with the focus group and considering the literature review, six criteria 

were determined: Product quality (𝑘1), year of quality certificates (𝑘2), delivery time (𝑘3), price (𝑘4), transportation 

costs (𝑘5 ), customer relations (𝑘6 ). In this study, the MEREC-CoCoSo integration is suggested for supplier 

selection. While the criteria weights were determined using the MEREC method, the hose suppliers were ranked 

using the CoCoSo method. The results were evaluated together with the company managers. According to the 

results of the MEREC method, the obtained criteria weights were calculated as ℎ1 = 0.0624, ℎ2 = 0.1228, ℎ3 =
0.1130, ℎ4 = 0.0807, ℎ5 = 0.6040, ℎ6 = 0.0171. According to these results, transportation cost criterion is the 

most weighted criterion. It has been determined that this criterion has a more significant impact on the result. The 

criterion weights are shipping costs, year of quality certificate, lead time, price, quality, and customer relations. 

After determining the weights, the rankings of the alternatives were obtained with the CoCoSo method. It was 

concluded that the best supplier in the final ranking of the alternatives was the number 1 supplier. At the same time, 

this supplier has had a quality certificate for 13 years, and the supply period is two weeks, which can be considered 

a good choice. The results were consistent with the evaluations of company managers and engineers. 

The contribution of this study to the literature is as follows [45]. 

 This study addressed the supplier selection problem for medical device manufacturers. In the literature study, 

although there are studies about supplier selection problems in the healthcare industry, these studies conducted in 

the medical device sector need to be more comprehensive and specific for this field. The healthcare industry is 

intertwined with the medical device industry, but it should not be overlooked that they are two different 

industries. The study anticipates contributing to the literature in this sense. 

 Although MEREC-CoCoSo methods were used together in different areas, this was the first time the MEREC-

CoCoSo method has been applied for supplier selection in the medical device industry. While determining the 

criteria, along with MDR 2017/45, the fact that the manufacturers and suppliers have quality certificates was 

considered.  

 Considering the consistency of the results, this study is a guide for medical device manufacturers who are 

envisaged to review their supplier selection processes with the proposed method while preparing for MDR 
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2017/45, which will assist companies in directing their resources correctly. The relevant study is thought to help 

decision-makers in the criteria determination stage of medical device manufacturers with a high medical device 

class or operating as active device manufacturers, considering the product features, and intended use.  

Future studies may include the following: The number of criteria and suppliers used in this study may be 

increased. The MCDM methods used can be differentiated and sensitivity analysis can be performed by comparing 

the results. The impact of decision makers on supplier rankings can be discussed by choosing subjective MCDM 

methods instead of the objective MCDM methods used in this study. 
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Abstract 

The aim of this study is to simulate features using molecular modeling methods. The point is to show that it will accelerate 

research in material development studies by directing us, researchers, in terms of gaining time, material and workforce. In this 

study, the structural and electronic properties of undoped BaTiO3 and Sr-doped BaTiO3 were calculated by molecular modeling. 

In the study, energy calculations were made with the PBE and GGA (Generalized Gradient Approximation approach) developed 

by Perdew, Burke and Ernzerhof (PBE) using the density functional theory (DFT) calculation method, the CASTEP module of 

the Materials Studio program. First, the structural and electronic properties of the BaTiO3 crystal phase were calculated. Then, 

the lattice constants, band gap values and electron state densities of the Sr doped structure to BaTiO3 structure were calculated. 

The values in the literature were compared with the calculations made using the( DFT) density functional theory and it was 

determined that the calculations were in agreement with the values in the literature. It has been revealed that it will accelerate 

research in material development studies by giving direction to us researchers in terms of gaining from materials and workforce. 

As a result of geometric optimization of the non-stoichiometric Ba(1-x)SrXTiO3 structure and DFT calculations, it was determined 

that the electronic band gap shifted after %1 and %3Sr addition towards the conduction band and the band gap respectively 

decreased to 1,911 eV and 1.989eV. 

© 2023 DPU All rights reserved. 
Keywords: BaTiO3; DFT; Molecular Modeling 

1. Introduction 

Barium titanate (BaTiO3) has been of great interest for decades as a perovskite ferroelectric material and due to 

its superior physical properties, such as high dielectric constant, ferroelectricity, high voltage tunability, positive 

temperature resistivity coefficient, pyroelectricity and piezoelectricity, it is used in multilayer ceramic capacitors, 

piezoelectric ceramic transducers, It is widely used in memories, infrared sensors and temperature controllers [1][2]. 
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BaTiO3 capacitors used in many applications such as piezoelectric sensors, transducers, thermistors, energy carriers, 

etc. BaTiO3 is used as dielectric material in multilayer capacitors, because of its high capacitance
 
[3]. Many studies 

have been carried out with the addition of dopant to further improve the dielectric and ferroelectric properties of 

BaTiO3 [4]. 

Today, many disciplines contain many complex problems that need to be solved. The fact that these complex 

problems cannot be solved analytically in many areas or that their solution is very difficult has led to the simulation 

technique with new searches in parallel with the development of technology. Molecular modeling is generally used 

to evaluate the current performance of a business process or to predict the future. It is designed to help practitioners 

discover new ways to achieve optimal results using mathematical, statistical and other analytical methods. 

Molecular modeling methods have developed rapidly with the developments in computer technology. As a result 

of the developments in Molecular modeling methods, physical events that are very difficult to perform 

experimentally have been created in the computer environment and resolved within acceptable error limits [5].  

BaTiO3 has a high dielectric constant of 5000 at room temperature, with a Curie temperature of 120 °C, and an 

optical band gap of 3.3 eV, indicating its insulating nature. Its optical absorption in the UV range occurs below 400 

nm. Additionally, BaTiO3 possesses a perovskite structure of ABO3 type and experiences three structural phase 

transitions from cubic to tetragonal, then orthorhombic, and finally rhombic phases as temperature decreases. [13] 

The aim of this study is to simulate features using molecular modeling methods. The study is based on the effect 

of dopants on BaTiO3 structure. The aim of this study is to show that it will accelerate research in material 

development studies by directing us, researchers, in terms of gaining time, material and workforce. 

 

Nomenclature 

DFT Densıty Functıonal Theory 

DOS  Density of States 

pDOS Partial Density of States 

2. DFT studies 

2.1. Molecular modeling with densıty functıonal theory 

This study calculations were made using the simulation package CASTEP (Materials Studio CASTEP Package 

ID:11795). Materials Studio is a simulation program that models materials at the atomic scale with electronic 

structure calculations or quantum mechanical molecular dynamics (QMD) using DFT-based ab-initio computation 

techniques[15]. The Materials Studio Castep program aims to obtain approximate solutions of Schrodinger 

equations representing multibody systems by solving DFT and Kohn-Sham equations or HF and Roothaan 

equations. Hybrid functionals in the program are a mixture of HF approach and DFT. Moreover, Green's function 

methods and many-body perturbation theory are also embedded in the program [6]. The interactions of plane wave 

basis sets with electronic charge density, local potential and single electron orbital are considered. Interactions 

between electrons and ions are described using the norm-concerning or ultrasoft pseudopotential or projective 

extended wave method. By using the density functional theory (DFT) calculation method CASTEP module, energy 

and band gap calculations were made with the PBE and GGA (Generalized Gradient Approximation approach) 

developed by Perdew, Burke and Ernzerhof (PBE) [6]. 

Perdew-Burke-Ernzerhof (GGA-PBE) function and the soft pseudopotential proposed by used . Also the 

generalized gradient approximation (GGA) have been performed and electron displacement coaction, as well as 

electron-ion interaction[16]. The cut off energy of the calculation used as 500 eV.  Electronic Configuration for Ba 

is 5s
2
 5p

6
 6s

2
, for O 2s

2
 2p

4
, Ti electronic configuration is Ti 3s

2
 3p

6
 3d

2
 4s

2
 where Sr configuration is Sr 4s

2
 4p

6
 5s

2
. 
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By establishing the convergence criteria at 1.0 × 10−5 electronvolts per atom for energy, 0.03 eV per angstrom for 

the highest force exerted on atoms, 0.05 gigapascals for the maximum stress, and 1.0 × 10−3 angstroms for the 

maximum atomic displacement as detailed in the publication authored by M. Hassan and collaborators [12].  

3. Results 

3.1. Geometry optimization of stoichiometric BaTiO3 and non-stoichiometric Ba(1-x)SrxO3 structures 

 

Fig. 1. Stoichiometric BaTiO3 Structure  

Calculations are completed using DFT, which includes the plane wave pseudopotentials. This approach allows us 

to make quick calculations with better efficiency. The soft pseudopotential proposed by Perdew-Burke-Ernzerhof 

(GGA-PBE) used to compare (GGA) generalized gradient approximation and electron displacement coaction, as 

well as electron-ion interaction. The cut off energy of the calculation used as 600 eV.  Configuration of electronic 

for Ba is 5s
2
 5p

6
 6s

2
, for O 2s

2
 2p

4
, Ti electronic configuration is Ti 3s

2
 3p

6
 3d

2
 4s

2
 where Sr configuration is Sr 4s

2
 

4p
6
 5s

2
. After the geometric optimization of Ba 5s

2
 5p

6
 6s

2
 was completed, a single point energy calculation was 

made. After Sr doping, the lattice constants of the structure were calculated as a=b=c= 8.001085 Å and the unit cell 

volume was calculated as 512.208 A3. The unit cell is slightly reduced by the Sr dopant. The unit cell volume of the 

pure material was calculated as 64,481 A
3
. (Figure 1) 
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(a)     (b) 

Fig. 2. (a) Non-Stoichiometric Ba0,99Sr0,01TiO3 Structure  (b)Non-Stoichiometric Ba0,97Sr0,03TiO3 Structure 

Table 1. Optimized Lattice Constants of unit cell volume and Sr-doped BaTiO3 

 Lattice Parameters (Å)   Volume (Å3 ) 

 A b C  

Literature (BaTiO3) 4.034 4.034 4.034 64.481     [6] 

Experimental Value 4.000 4.000 4.000 64.000     [6] 

Literature (BaTiO3) 4,03 4,03 4,03 65,67      [11] 

BSTO (Ba0.875Sr0.125TiO3) 4,03 4,03 4,03 65,28      [11] 

Stoichiometric BaTiO3 -This study 4.010 4.010 4.010 65.6459 

Ba(1-x) SrxTiO3 This study 4.005 4.005 4.005 64.240 

 

BaTiO3 exists in cubic form with PM3M space group at 120 °C [7]. Quantum mechanics has been used to 

calculate the structural properties and electronic properties of Ba(1-x)SrXTiO3. In this structure, Ba is located at the 

corners. The lattice parameters of Ba(1-x)SrxTiO3 are optimized. The lattice constants have calculated as a = 4.010 Å; 

b =4.010 Å; c = 4.010 Å in our study. This lattice constant value has calculated approximately close in value with 

the experimentally reported 4.000 Å [8]. The differences between the value we have calculated and the experimental 

value is only 0.010 Å and is close to 99.75%. This shows the closeness of this study to reality. A supercell was 

formed by shifting the stoichiometric structure 2x2x2. For the supercell a=b=c=8.020 Å  and the volume is 

calculated as 515.849 A
3
. 

3.2. Electronic properties of stoichiometric BaTiO3 and non- stoichiometric BaTiO3 

The density of states (DOS), band structure, electron density . such electronic properties provide important 

information about the bonding nature of the material and its physical properties. The specific study of the binding 

properties of  stoichiometric  BaTiO3 and  Non-Stoichiometric Ba(0,97)Sr(0,03)TiO3 is very important. [12]        

However, the impact of Sr doping on the electronic properties remains significant, as the band structure is altered by 

Sr being added to the Ba-site, which in turn affects the Ti-O binding.[14] We used GGA to calculate the electronic 

propertiesand k-points are used for these calculations. In order to understand the binding nature of these compounds 
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well, for (TDOS) the total density of states and for (PDOS) partial density of states were calculated. The first 

Brillouin region and doped electron density and  Brillouin zone regions has shown in Figure3 (a) and Fig 3(b).  
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Fig. 3.  (a) electron density of BaTiO3 (b) electron density of BaTi(1-x)SrxO3 
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Fig. 4. (a) Brillouin zone path of BaTiO3 ; (b) Brillouin zone path of BaTi(1-x)SrO3 C) 
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3.3. Band gap results 

Materials band structure is examined as it provides useful information for understanding the nature of 

pyroelectricity and ferroelectricity.[6] The band structure of BaTiO3 and doped Ba(1-x)SrxTiO3 is shown in Figures 3a 

and b. The electronic band gap diagram calculations in the direction of the highly symmetric Brillouin zone of cubic 

BaTiO3 are shown in Figure 4 . The band gap of pure BaTiO3 is found 2,144 eV, 1,989 eV for Ba0,99Sr0,01TiO3 

semiconducting and 1,911 eV for Ba0,97Sr0,03TiO3 nature that had been shown in figure.                                          

The band gap of Ba(1-x)SrxTiO3 is lower than the band gap of pure BaTiO3 They told that band gap  reduces by 

doping. [12] 
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c 

 

Fig. 5.(a) band gap of BaTiO3 (b) band gap of %1 Sr doped Ba(1-x)SrXTiO3 (c) band gap of %3 Sr doped Ba(1-x)SrxTiO3 

The minimums of the Conduction Band which have been controlled and pushed by the Titanium (Ti) 3d-states 

are located at the G point. The Valence Band maximum occurring is driven by the O-2p states of Oxygen.        

Figure 3 (a) shows the electronic band for stoichiometric Ba(1-x)SrxTiO3 and (b) non-stoichiometric Ba(1-x)SrxTiO3. In 

this study, the band gap at the R-G points is 2.144 eV and is indirect. This value is closer to the theoretical ∼3.2 eV 

[10] Experimental band gap value compared to the band gap value of 1.723 eV reported in the previous study [8]. In 

DFT calculations, the value that we have calculated is smaller due to the pd pushing of the cation and the anion of 

the Generalized Gradient Approach application. 

Calculations show that after doping BaTiO3 with Sr in the Barium zones in Figure 4b, the electronic band 

structure shifts to the conduction band and the band gap value is 1,911 eV for %1 Sr dopped eV as seen in Figure 5a 

and Figure 5b we can see from figure 5(c)the band gap value is 1,989 eV %3 Sr doped. As a result of our 

calculations, it was determined that the nature of the Sr-doped BaTiO3 band structure changed directly from the 

indirect structure. The minimum energy required to excite the electron is determined by the band gap in 

semiconductors and insulators. However, it cannot fully explain whether the phonon will be absorbed by the 

material. It has been noticed that due to finite momentum the indirect band gap shows weak optical transmission. [9] 

The shift of the band gap after Sr doping in BaTiO3 defines that the conductivity of the material is increased directly 

due to the easy recombination of electron hole in the band gap. 

3.4. DOS-pDOS results 

Electronic configuration for Ba is 5s
2
 5p

6
 6s

2
, for O 2s

2
 2p

4
, Ti electronic configuration is Ti 3s

2
 3p

6
 3d

2
 4s

2
 

where Sr configuration is Sr 4s
2
 4p

6
 5s

2
. Figure 6(a) shows the total density of states for stoichiometric BaTiO3 , 
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figure 6(b) shows the total density of states for Ba(1-x)SrXTiO3 and figure 6(c) shows the partial density of states for 

stoichiometric and Sr doped BaTiO3 systems. 
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Fig. 6.  (a) DOS Graph of BaTiO3 ;(b) DOS Graph of %1 Sr doped Ba(1-x)SrxTiO3; (c) DOS Graph of %3 Sr doped Ba(1-x)SrxTiO3 

In the examination, the primary importance of BaTiO3 resides in the 6p states present within the valence band 

(VB), undergoing modifications upon the incorporation of Sr doping into the structure. We can say that the top of 

VB indicates the main contribution by the p-density of the states and the d-density of the states. In Figure 6, the 

density of states was increased after the addition of Sr. In Figure 6, p-DOS and d-DOS were considered to be the 

dominant contributors. 

4. Discussion 

In the study, our DFT calculation results in experimental and consistent with other studies. After Sr doping, the 

lattice constants of the structure were calculated as a=b=c= 8.001085 Å and the unit cell volume was calculated as 

512,208 A3. The unit cell is slightly reduced by the Sr dopant. In this study, the band gap at stoichiometric BaTiO3 

R-G points is 2.144 eV and is indirect. As a result of geometric optimization of the non-stoichiometric  Ba(1-

x)SrxTiO3 structure and DFT calculations, it was determined that the band structure switch towards the conduction 

band.  The band gap decreased to 1,911 eV for %1 Sr dopant to the BaTiO3 system and for %3 dopant to the BaTiO3 

system the band gap decreased to 1.989 eV while the band gap is 2,144 eV for stoichiometric BaTiO3 

First, the band gap decreased with BaTiO3 Sr doping. Secondly, the band gap has also changed directly to the 

band gap. In that case, BaTiO3 produced by Sr doping is suitable for electronic devices. 

We think that this study will contribute to, at the beginning of experimental studies to be carried out for future 

optoelectronic device applications, thus benefiting from saving time and materials. 
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Abstract 

Urban geology is the study of the different geological elements that impact and restrict human activities in engineering and 

economics inside urban areas. Over half of the world's population, or 4.2 billion people, lived in urban areas in 2018. Projections 

suggest that by 2030, this figure will rise to nearly 5 billion. Notably, the majority of this urban growth is anticipated to occur in 

developing countries, with towns and cities in these regions accommodating around 80% of the urban population by 2030, as 

stated by the United Nations Population Fund in 2007. A quick and comprehensive review of the literature reveals the growing 

importance of urban geology as an emerging area of study as well as the vitality of geosciences for natural disaster mitigation, 

resource management, sustainability, and understanding geological processes and natural hazards. Interdisciplinary research and 

collaboration between geologists, engineers, architects, urban planners, and policymakers at the national and local levels is 

inevitable given the current acceleration of urbanization and rapid environmental degradation as a backdrop. Geology is also an 

essential part of site selection, infrastructure design, and construction, water resources management, land use planning, and 

environmental protection during the urban planning and development phases. Incorporating geoscience insights into planning 

processes and raising public awareness allows cities to be planned and managed in ways that promote sustainable development, 

and resilience to natural disasters, and safeguard residents' health and well-being. In order to construct safer, more resilient, and 

sustainable cities for our communities and future generations, geoscience education and research must be acknowledged within 

the scientific research agendas related to urban planning, development, and transformation endeavors. Given the above, this study 

aims to examine the close relationship of geosciences with urban planning and development activities and to investigate and 

analyze the impact of geological factors on the urbanization process. This research also aims to raise public awareness about the 

importance of geology among the people who live in urban areas. 
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1. Introduction 

Urbanization and the special challenges it presents to geologists led to a steady evolution of the idea of urban 

geology, which deals with understanding geological processes, geohazards, and resources within urban 

environments [1]. Urban geology is not the same as environmental geology; rather, it is the study of land resources 

and geologic hazards as they relate to the growth, rehabilitation, and expansion of urban areas [3]. Urban geology is 

the study of the different geological elements that impact and restrict human activities in engineering and economics 

inside urban areas [2]. Urban geology holds significant importance within the field of environmental geology, 

serving as a crucial component in human engineering and construction endeavors [3]. Its primary focus is on urban 

construction planning, making it a practical geological discipline. Although geology has always had an impact on 

cities, the phrase "urban geology" and the field's focused investigation only began to take shape in the middle of the 

20th century, particularly in California. The U.S. Geological Survey (USGS) started mapping cities in the early 

1900s after realizing the value of comprehending the geology of urban regions, even though the term had not yet 

been coined. The phrase "urban geology" was assigned to John C. McGill in a 1964 USGS publication [4]. Urban 

geology originated in North America in the late 1960s and early 1970s. The research and strategies to reduce the 

urban geological hazards in Asia have gained momentum after the integration of the field of geology with social and 

economic aspects in the 1990s. The role of urbanization and urban geology in this case have been brought to light 

and therefore numerous research in this field have been carried out. These studies are of significance as they bring 

the subject of urban planning and geology to the table. For instance, Zengin [5] conducted a research on the 

inundation effects of the Antalya Gulf, an over-developed tourist area located on the Mediterranean coasts of 

Türkiye. The findings of this study show that the sea level rise in the following 60 to 80 years is likely to lead to the 

loss of more than 250 square kilometers of land and the radical change of the coastline [5]. Another research [6] has 

proposed the Tomorrow’s Cities Decision Support Environment (TCDSE), which is a method for advanced physics-

based optimum determination of hazard and engineering modeling. This interdisciplinary approach is comprised of a 

combination of the physical and social effects and a flexible method for quantifying impacts which makes the 

concept of risk more understandable to the general public. Also, the study was meant to be flexible and could be 

applied to different scales of urban areas, involving steps of stakeholder engagement and technical tasks. This 

comprehensive study of the issue indicates that future urban planning may be done considering multi-hazard risks by 

means of a new approach for decision-making [6]. Furthermore, in Denmark, a 3D model of the geotechnical 

characteristics and geology of the urban regions was built in 2020 for urban planning and development efforts 

[7]. During this study, multiple-scale geophysical and geological maps were conducted in conjunction with the well 

data and geotechnical investigations to assess the functions of the geoscientific survey techniques utilized 

in mapping the geology, hydrology, and topsoil characteristics of the urban regions in Denmark [7]. After the 

devastating earthquakes in Türkiye in 2023, many municipalities swiftly implemented urban transformation plans to 

ensure buildings are resilient against earthquakes and began to embrace the importance of urban geology more 

significantly. 

Over half of the world's population, or 4.2 billion people, lived in urban areas in 2018 (Figure 1). Projections 

suggest that by 2030, this figure will rise to nearly 5 billion. Notably, the majority of this urban growth is anticipated 

to occur in developing countries, with towns and cities in these regions accommodating around 80% of the urban 

population by 2030 [8]. Sustainable cities are one of the 17 Sustainable Development Goals of the United Nations 

set forth to be accomplished by 2030 [9]. The organization has identified major objectives for the upcoming ten 

years, including resistance to geohazards, sustainable development, responsible urban design, and preservation of 

natural heritage [10]. Unplanned urbanization, a significant consequence of population growth, is frequently 

intensified by the influx of people migrating from rural to urban regions [11]. Urban regions are commonly marked 

by high levels of industrial activity, often without proper regulation, as well as rapid and inadequately planned 

expansion. Additionally, natural habitats are frequently fragmented, and both surface and groundwater quality suffer 

from degradation caused by various chemical pollutants [12]. Urbanization concentrates human ingenuity, propels 
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the world economy, and produces major social benefits. However, it is also an important factor in most 

environmental problems [12].  

 

Fig.1. The chart illustrates the fluctuation in the percentage of global urban populations over the years [9]. 

Economic and social variables are typically the main emphasis of urban planning, development, and management 

processes [8]. Many people participating in the planning process have little interest in geoscience knowledge unless 

it is driven by a specific development project or hazard. A portion of this apathy stems from the fact that geoscience 

topics are rarely adequately covered in fundamental education; topics like minerals, water supply, and 

environmental hazards are usually saved until later grade levels. Convincing individuals to give geoscience issues 

top priority might therefore be difficult. With the exception of natural phenomena like earthquakes, volcanic 

eruptions, and tsunamis, the general public's perspective of geology is that it deals with events that happen on a 

timescale that seems remote and unrelated to present issues [13]. Rather, economic and social concerns including 

housing, work, health, and crime rates are more often given priority [13]. An overview of the main factors 

considered in urban geology, urbanization, and urban planning and development was given in Table 1, highlighting 

their interconnections and significance in sustainable city development. According to Marker [13], the significance 

of integrating foundational data into the creation of efficient planning regulations, sustainability analyses, and 

environmental impact assessments is recognized by geoscientists. In addition, this information offers crucial 

background for carrying out site assessments and determining the requirements for planning and environmental 

permits, which was provided by Marker [13] as follows: Quarry locations, mineral protection zones, water resource 

protection, agricultural preservation, ground condition assessment, conservation sites, hazard zones, pollution 

control, waste management zones. Furthermore, the main geological problems that need to be focused on before 

starting urban transformation or urbanization plans are provided in the European Union's Urbanization Plan as 

follows [14]: 

• Landslides 

• Earthquakes 
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• Sinkholes 

• Land subsidence 

• Groundwater pollution 

• Volcanic activity 

• Floods/Tsunamis 

• Erosion and deposition 

• Saline soils 

To address these fundamental geological challenges in urban areas, it is essential to ensure the availability of the 

data outlined below. If this data is not already accessible, efforts should be made to obtain it promptly [14]: 

• Geological maps. 

• Groundwater depth/flow/quality maps. 

• Maps that display catchment area locations. 

• Maps illustrating the locations of rock quarries, pits, and mining activities. 

• Locations maps for ground subsidence. 

• Resource maps illustrating the distribution of possible landslides. 

• Soil and water pollution and geochemical distribution maps. 

• Maps for foundation characteristics and levels displaying the types and depths of foundation levels. 

• Soil maps indicating the soils prone to erosion. 

• Geologic map of Quaternary (alluvium, colluvium, terrace, etc.) units. 

• Distribution map for urban and agricultural lands.  

• Literature and publications 

Table 1. The table presents a comprehensive outline of the key elements examined in urban geology, urbanization, and urban planning and 

development, emphasizing their interrelations and importance in fostering sustainable city growth. 

Factors Urban Geology Urbanization Urban Planning and Development 

Geological Hazards Identification of seismic zones, 

fault lines 

Impact of geological hazards on 

urbanization  

Incorporation of hazard mitigation 

plans 

Subsurface Conditions Soil types, groundwater levels, 

bedrock geology 

Influence of subsurface geology 

on infrastructure 

Consideration of subsurface 

conditions in construction 

Land Use Patterns Geological suitability for 

different land uses 

Impact of urbanization on land use 

patterns 

Zoning regulations based on 

geological factors 

Natural Resources Identification and management 

of mineral deposits 

Urbanization's impact on resource 

depletion 

Sustainable resource management in 

urban areas 

Environmental Impact Assessment of geogenic impact 

on ecosystems 

Anthropogenic effect on 

environmental degradation 

Implementation of measures to 

mitigate environmental impact 

Infrastructure Geological factors affecting 

infrastructure stability 

Urbanization's demands on 

infrastructure 

Planning and development of resilient 

infrastructure 

Geological Mapping Mapping of geological features 

and hazards 

Incorporation of geological data in 

urban planning 

Utilization of geological maps for city 

planning 
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Land Stability Evaluation of slope stability, 

landslide susceptibility 

Urbanization's impact on land 

stability 

Implementation of measures to ensure 

land stability 

Geological Surveys Conducting surveys for land 

development projects 

Addressing geological concerns in 

urban growth 

Utilization of surveys for informed 

decision-making 

Climate Change Impacts Understanding geological 

responses to climate change 

Impact of climate change on urban 

areas 

Integration of climate change 

adaptation strategies 

 

Sustainable urban growth, planning, and transformation strategies, as well as environmental preservation and 

comprehensive land use planning, depend on these steps. As cities continue to evolve, it is critical to understand the 

role that geology plays in urban development and planning. For example, the catastrophic effects of Türkiye's 2023 

earthquakes on urban areas have once again underlined the importance of urban geology in the city and regional 

development, and transformation efforts in cities. 

The main goal of this study is to examine the close relationship of geosciences with urban planning and 

development activities and to investigate and analyze the impact of geological factors on the urbanization process. 

This research also aims to raise public awareness about the importance of geology among the people who live in 

urban areas. 

2. Collaborative approach 

An interdisciplinary working group of engineers, architects, urban planners, geologists, and city authorities is 

needed to offer a solution-oriented approach to adopt all the kinds of challenges faced by local people during urban 

planning, development, and transformation activities [15]. With the rise in the population of cities in recent years 

which has made the socio-economic issues more complicated, it has become inevitable to set up the social-economic 

working group within the local governments. Interdisciplinary work is a cooperation that is done through holistic 

and integrative processes, which are based on the individual analysis of data by each discipline and the integration 

of the knowledge, as the creation or expansion of safe and sustainable urban areas [16]. In particular, geoscientists 

can share critical information with this working group by conducting comprehensive studies to identify and, if 

possible, prevent potential geological natural disasters in the environments where urban areas are planned to be 

established. On the other hand, architects and civil engineers play an important role in creating safer and more 

robust building stocks by adapting the critical data provided by geologists to their designs to ensure infrastructure 

stability and the safety of human life and property. Additionally, urban planners, in the light of the data they receive 

from geologists, make urban transformation or expansion plans in places where environmental factors will have the 

least impact. This interdisciplinary approach will not only minimize environmental destruction but also minimize 

the effects of any natural disasters that could potentially harm people. For all these reasons, it is very important for a 

sustainable and safe urban life that geoscientists conduct comprehensive studies before urban planning, 

development, and transformation activities and share this data with other disciplines.  

3. Geological factors in site selection 

In countries like Turkiye, Japan, New Zealand, and Indonesia, where tectonic movements occur frequently, it is a 

well-known fact that every devastating earthquake and natural disaster reminds people that geology is particularly 

critical for urban development and urban planning. However, despite the pain and loss of human lives, people 

quickly forget the importance of geology in urbanization. In fact, the selection of sustainable and safe settlements, 

prior to urban planning and transformation, can be optimized if enough attention is paid to interdisciplinary 

scientific studies.  
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The stability and integrity of soil mechanics, slope morphology, and vulnerability to geological hazards are critical 

considerations when identifying secure and safe sites for urban development. Although the exact timing of many 

natural disasters cannot be known, it is a fact that comprehensive geological studies can determine where they may 

occur. It is therefore essential for geoscientists to play one of the most important roles in guiding studies for urban 

planning and development initiatives and taking measures to minimize the loss of human life and property. 

Geoscientists use remote sensing and integrated geographic information systems (GIS), as well as Multi-Criteria 

Decision Analysis techniques that are integrated with artificial intelligence to investigate and identify potential 

natural disasters in urban areas that may impact the environment as well as the residents of that urban area [17-18-

19-20-21]. Based on the findings of those studies, geologists can take measures accordingly for the well-being of the 

residents. With these techniques, geologists conduct qualified research in many areas such as proximity to natural 

disasters, adaptation to climatic conditions, environmental factors that may affect potential urban development, and 

mitigation of their effects. The number of these studies has increased considerably in recent years, however, more 

studies need to be conducted. These studies and assessments serve to reduce and minimize the risks associated with 

geological hazards by protecting the infrastructures in urban areas through the systematic study of potential natural 

disasters associated with geological factors, creating a building stock resistant to these disasters, and protecting the 

safety of people's lives and property. Thus, geoscience and its experts should be included in urban planning and 

development processes, and geology should play a key role in making informed decisions about the urban ecosystem 

and natural disasters. In this way, before urban planning and development, decision-makers and city authorities 

make sure that their decisions are based on the science that is more constructive and prioritizes human health and 

safety. 

4. Infrastructure design and construction 

In a broader sense, urban infrastructure refers to the built environment, which includes structures and equipment 

for energy, transportation, water supply, sewage treatment, and solid waste disposal [22]. The quality of life and 

comfort of urban people is, in reality, determined by the state of the urban infrastructure [23]. Environmentally 

friendly urban infrastructure design and construction is increasingly being seen as a preferable means of providing 

state-of-the-art infrastructure such as transportation and utilities to densely populated urban areas. Additionally, 

geological factors heavily influence the design and construction of urban infrastructure, such as buildings, bridges, 

tunnels, highways, etc. The local geology has a major influence on infrastructure, particularly subsurface 

infrastructure. Therefore, understanding subsurface geology is essential to ensuring the reliability and sustainability 

of these structures, particularly in terms of minimizing the risks associated with geological hazards such as 

earthquakes, land substances, and volcanic eruptions. For instance, a volcanic eruption devastated a tiny village in 

Iceland in 2023 and 2024. Urban areas were evacuated in time thanks to geoscientists' diligent efforts in providing 

warnings in advance. As a result, while the volcanic activity caused substantial property damage, no lives were lost. 

Additionally, engineering solutions that are specially adapted to geological conditions are necessary to improve the 

strength and lifespan of urban infrastructure systems. Another example of a natural catastrophe is inundation. 

Geoscientists might conveniently create risk maps to assess urban areas near coasts and rivers. A recent study [24] 

examined 464 historic places along Türkiye's and Greece's Eastern Mediterranean coastlines. According to the 

findings of this study, a large number of archeological and historical sites will be inundated even under the most 

minimal sea level rise projections [24]. Moreover, soil liquefaction is a primary cause of structural damage in 

earthquakes. Liquefaction studies are critical for disaster mitigation planning, particularly in urban settings. Another 

study [25] investigated the socioeconomic vulnerability of Greater Chennai, India in terms of seismic hazard risk, 

namely soil liquefaction. According to this local study, 19.4% of the study area falls into the high-risk group [25].   

The resilience and durability of the buildings and infrastructures are critical because they improve the ability to 

deal with the uncertain and extreme natural disasters that may occur during the extended life cycle of urban 

infrastructure. There is an increasing recognition that sustainability should be incorporated and implemented in 
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geological engineering, but little emphasis has been placed on adding resilience and durability, even though 

sustainability and resilience share common objectives and goals [26].   

5. Water resources management 

While water makes up 71% of the earth's surface, only less than one percent can be used for human consumption 

[27]. Furthermore, less than one percent of freshwater that is available for human use is not only being consumed 

unconsciously but is also being contaminated recklessly. Anthropogenic activities such as agriculture, industry, and 

urban development can easily disrupt the hydrogeological and geochemical conditions of urban groundwater [28-29-

30-31-32-33-34-35-36-37-27]. On the other hand, natural processes and parameters like lithology, groundwater 

velocity, recharged water quality and quantity, water's interactions with bedrock and soil components, and 

groundwater networks with different aquifer types influence a region's groundwater quality [38-39-27]. 

Hydrogeology is a branch of geosciences that studies all of these key factors and processes which is essential for 

urban water management efforts. Furthermore, effective floodwater management is also required for urban areas. 

Because urban environments are more vulnerable to the effects of heavy rainfall; thus, designing reliable stormwater 

infrastructure requires an interdisciplinary approach incorporating meteorological engineers and geoscientists. 

Moreover, it is yet unclear how climate change may affect water supplies, thus research on this topic is also 

necessary. The sustainable management of rainfall and stormwater runoff in urban contexts might be an opportunity 

for a yield of renewable water when effective flood management is on the table. Recently, local and national 

authorities of developed countries have been implementing small- to medium-scale sustainable urban development 

policies, which encourage private homes and businesses to collect rainwater and use it for greywater applications 

[40]. While this application has demonstrated success in Europe, Australia, North America, and some developing 

countries (e.g. Turkiye), it has not yet been tested in underdeveloped nations. Urbanization and urban redevelopment 

plans must take geological considerations into account more than ever before, given the increasing impact of climate 

change and the growing importance of water supplies.  

6. Land use planning and environmental protection 

Urban areas are the centers of human civilization, but the foundation of these civilizations rests on the science of 

geology which is often overlooked. Thanks to well-trained geoscientists and engineers, it is no longer a luxury to 

learn the geology of an urban area and to model and plan buildings accordingly. For example, in urban areas where 

earthquakes, sinkholes, and landslides commonly occur, buildings, which are one of the most important symbols of 

civilization, should be built on solid ground instead of soft alluvial soil. Prohibiting construction in a region with 

known valuable resources (e.g. minerals, groundwater, hydrocarbons), but mining with environmental sensitivity 

and responsibility, and offering the extracted natural resources to the service of humanity or taking precautions to 

prevent pollution by human and environmental factors while determining the availability and accessibility of those 

resources are all area of interests of geosciences. In order to ensure that society will have access to natural resources, 

land-use planning must protect this access. Multiple studies have been carried out on land use and land cover 

(LULC) assessments to promote sustainable urban planning through the use of remote sensing and GIS 

technologies. A study examined LULC analyses for sustainable urban development in Kütahya, Türkiye [41]. This 

study resulted in the production of LULC maps through the use of unsupervised learning techniques, GIS software, 

and the Landsat and Sentinel-2 remote sensing data from 2017 and 2021. The research looked at the effectiveness of 

the automated classifications in developing accurate LULC maps for 2017 and 2021 [41]. Another research [42] 

held in Tehran, Iran, aimed at investigating the urbanization process. This study used Landsat time series imagery 

from Google Earth dating from 1991 to 2021 and constructed LULC maps using these images. The study showed 

that there was a substantial rise in urban land cover, which is an indication of the fast urbanization of Tehran over 

the last three decades [42]. In another study, LULC analysis was carried out around the Jatibarang Reservoir in 
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Semarang City, Indonesia [43]. This research has employed the Nearest Neighbor Analysis as the spatial analysis 

tool. The fact is the results of this study have given a special and all-embracing view of the changes, patterns, and 

possible consequences of LULC in this specific research area [43]. 

Protecting access to important natural resources—if not all of them—or at the very least bringing attention to 

their presence has been demonstrated to be possible with the help of recognized scientific approaches [44].  Cities 

all across the world require these kinds of solutions now more than ever because of growing urban populations and 

increasing rates of land consumption [45]. As the population of cities grows and their size increases, responsible and 

effective environmental practices have become one of the most critical issues to avoid. For instance, the construction 

industry can minimize environmental impact by using more resource-friendly and low-carbon building materials 

based on existing geological resources. In addition to buildings and infrastructure, green spaces and parks are also 

needed for a sustainable life in cities. Local geology plays a critical role in determining suitable locations for parks 

and green spaces in urban areas that are not suitable for development, so local geology should be well studied and 

understood.  

Soil and water pollution is likely to occur with urbanization. Geological surveys and studies play an important 

role in identifying pollution hotspots and the sources of pollution. Geology can also provide adequate consultancy 

services through the sub-disciplines of geology, such as calculating the damage caused by urbanization to the 

environment and taking necessary measures to protect the environment. A good understanding of geology is 

essential for successful and sustainable urban planning, development, and transformation. By understanding the 

geological landscape and prioritizing environmental protection, cities can be established that are not only functional 

and aesthetically pleasing but also safe, sustainable, and more inhabitable for future generations. 

7. Discussions 

Incorporating geosciences into processes of urban planning, development, and transformation has gained greater 

attention in recent years. Urbanization activities clearly demonstrate the necessity for interdisciplinary working 

groups and collaboration among diverse specialists, including geologists, engineers, architects, urban planners, and 

city officials, given that some geological factors in urban areas are susceptible to natural disasters. Urban places can 

be transformed into safer, more inhabitable, and more sustainable by bringing together all relevant stakeholders and 

utilizing all of their qualifications. 

It is impossible to overestimate the importance of thorough geological surveys and studies in determining the best 

sites for urban development initiatives and plans for urban transformation. Precautions against natural disasters 

require comprehensive geological studies such as soil mechanics, slope morphology, and fault mapping, particularly 

for areas with known seismicity. The safety of the inhabitants is one of the most crucial factors in choosing the right 

locations for urbanization. In this context, geoscientists can assess and interpret potential risks of natural disasters 

using cutting-edge technologies like artificial intelligence, geographic information systems, and remote sensing. 

They can also assist people by taking the necessary precautions to mitigate the devastating effects of natural 

disasters. 

Additionally, in regions where development is anticipated, the sustainability of infrastructure will be determined 

by the local geology. As a result, before planning and executing that plan, comprehensive geological studies are 

crucial. Furthermore, to increase the resilience of urban infrastructure systems and so guarantee the safety of life, 

property, and the well-being of urban residents, engineering studies that are robust as well as tailored to local 

geological settings are necessary. 

In urban settings, anthropogenic and geogenic activities can have a substantial impact on both the quantity and 

quality of groundwater. To minimize dependency on groundwater alone, sustainable techniques like rainwater 

harvesting ought to be made mandatory in urban areas. Additionally, measures like preventing illegal well drilling 

and managing groundwater and rainfall runoff effectively can assist reduce the issue of water shortages in urban 

areas. Moreover, the scarcity, fluctuation, and contamination of water are increasing due to climate change. Extreme 
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weather events have an adverse influence on biodiversity, sustainable development, and people's access to clean 

water and sanitation throughout the water cycle. Urban communities hence require a well-thought-out plan for 

managing their water resources. 

In addition to advising where urbanization and urban transformation initiatives are most appropriate, geology is 

also crucial in locating contaminated areas of water and soil and identifying their potential sources. Finally, viable 

and sustainable urban living depends on recognizing geology's crucial role in urbanization. Considering all of these 

aspects, geology's often underappreciated significance must be acknowledged. 

8. Conclusion 

In summary, this research emphasizes that geosciences are now an inherent part of urban planning, development, 

and transformation, in that fundamental geological data obtained from comprehensive research may assist decision-

making in reducing the potential hazards of natural disasters, improving infrastructure resilience, and serving as 

insurance by justifying the sustainable use of water resources. This paper also highlights the importance of an 

interdisciplinary approach prior to urban planning and development. Interdisciplinary workshops can address and 

manage urban and environmental concerns and potential hazards. Finally, geoscience education and research should 

take precedence in urban planning measures to develop or reconstruct safer, more resilient, and environmentally 

friendly future cities for future generations. 
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