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Abstract— Dental age is one of the most reliable methods 

to identify an individual’s age. By using dental panoramic 

radiography (DPR) images, physicians and pathologists in 

forensic sciences try to establish the chronological age of 

individuals with no valid legal records or registered 

patients. The current methods in practice demand 

intensive labor, time, and qualified experts. The 

development of deep learning algorithms in the field of 

medical image processing has improved the sensitivity of 

predicting truth values while reducing the processing 

speed of imaging time. This study proposed an automated 

approach to estimate the forensic ages of individuals 

ranging in age from 8 to 68 using 1332 DPR images. 

Initially, experimental analyses were performed with the 

transfer learning-based models, including InceptionV3, 

DenseNet201, EfficientNetB4, MobileNetV2, VGG16, and 

ResNet50V2; and accordingly, the best-performing model, 

InceptionV3, was modified, and a new neural network 

model was developed. Reducing the number of the 

parameters already available in the developed model 

architecture resulted in a faster and more accurate dental 

age estimation. The performance metrics of the results 

attained were as follows: mean absolute error (MAE) was 

3.13, root mean square error (RMSE) was 4.77, and 

correlation coefficient R2 was 87%. It is conceivable to 

propose the new model as potentially dependable and 

practical ancillary equipment in forensic sciences and 

dental medicine. 

Index Terms—Dental age, deep learning, dental 

panoramic radiograph, forensic odontology, inceptionV3, 

regression. 
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I. INTRODUCTION 

ge determination is a critical research topic in forensic 

science [1]. Age range based on facial features is 

considered the most common approach due to its applicability 

[2]. In forensic units, in cases where the person’s age is 

uncertain and disputed, a medical age assessment may be 

requested by government agencies for legal action. Therefore, 

the age estimation process may provide guidance on whether 

an individual should be considered a child, teenager, or adult 

[3]. Despite variances in many countries, the legal age range 

for criminal liability is typically between 14 and 21 [4–6]. The 

radiographic images of hand bones (metacarpus) and wrist 

bones (pisiform) and the DPR images are utilized frequently in 

forensic sciences to identify the age range [7]. 

This study employed the DPR images for age range 

determination. After puberty, tooth development decelerates in 

individuals, and their distinctive tooth properties deteriorate. 

Therefore, age determination from DPR images becomes 

challenging after a particular age range [8]. For dental age 

determination, traditional manual processes are commonly 

used [9]. Although these manual techniques have been 

employed properly in diverse populations, there are still 

certain limitations in clinical applications, such as the 

technique’s subjectivity and measurement bias. These 

procedures are also monotonous and time-consuming [10]. 

Therefore, estimating the automatic dental age is crucial to 

improve the age range accuracy [7].  

Traditional automated dental age estimation procedures 

involve phases, such as image-preprocessing, segmentation, 

feature extraction, and classification (categorical) or 

regression (numerical). In the case of classification, these 

procedures seek to determine individuals’ age groups, whereas 

the regression phase seeks to pinpoint their precise ages. The 

success of each step in the methods highly depends on its 

compatibility with the previous ones [11].  

Deep learning approaches (artificial vision, object detection, 

recognition, etc.), which have recently supplanted traditional 

methods, efficiently address numerous crises in diverse 

scientific fields [12–16]. The deep learning approach is a 

machine learning process in which deep neural networks such 

as convolutional neural networks can work directly on the 

input images and generate the required output without 

demanding the execution of intermediate steps such as 

segmentation and feature extraction. However, efforts to 

design and train deep neural networks are complex, time-

consuming, and costly. Therefore, instead of designing and 
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training deep networks from scratch, several approaches were 

developed that use pre-trained deep networks to execute the 

necessary tasks. Transfer learning is the common term for 

these methods [17]. Additionally, this study adopted the 

transfer learning approach in the deep learning model 

proposed for forensic age estimation. The mentioned model 

aims to accurately predict an individual’s forensic age from 

DPR images in a precise range. The proposed approach 

consists of three steps: image-preprocessing, feature 

extraction, and linear regression. Initially, DPR images are 

preprocessed and prepared for feature extraction in the image-

preprocessing step. The data augmentation method is 

employed on the data set for this function. In the feature 

extraction step, however, the feature extraction capability of 

the pretrained InceptionV3, ResNet50V2, DenseNet201, 

MobileNetV2, VGG16, and EfficientNetB2 deep-learning 

models were applied. Finally, age estimation was made using 

statistical methods (machine learning algorithms) in the stage 

of linear regression. The remainder of this article is structured 

as follows: Section 2 includes similar and related works. 

Section 3 describes materials and methods, and section 4 

presents experimental analysis results. The last section, 

concludes the final evaluations and future perspectives. 

II. RELATED WORK 

Cular et al. [7] proposed a dental age estimation method 

based on DPR images. Accordingly, they combined active 

appearance and active shape models to determine the outer 

contour of the teeth. They employed statistical models for 

feature extraction and a neural network model for age 

estimation. They generated a dataset including DPR images of 

203 individuals to test the effectiveness of the suggested 

strategy. The data set revealed that the active shape and 

appearance models had mean absolute errors (MAE) of 2.481 

and 2.483, respectively. Stepanovsk, et al. [18] compared the 

performance of 22 different age estimation approaches in 

terms of their accuracy and complexity in estimating dental 

age. They used a dataset containing 976 DPR images. 

Experimental results suggested that the best practices were 

multiple linear regression models, tree models, and support 

vector machine (SVM) models. Hemalatha et al. [19] 

proposed a classification model grounding on the Demirjian 

approach to estimate the dental age of Indian children. They 

used a dataset of images from 100 healthy individuals aged 

between 4 and 18 to assess the viability of the proposed 

model. After beginning with preprocessing for noise removal 

and smoothing from the input images, they segmented the 

teeth and extracted various features from them. Finally, they 

applied a fuzzy neural network to perform the classification 

and concluded that the proposed approach had 89% accuracy. 

Sironi et al. [1] suggested an age estimation approach based on 

measuring the amount of the odonblast (pulpal tissue), 

capturing the images of the pulpal tissue through 3D cone 

beam computed tomography (CBCT). To estimate dental age 

in their proposed approach, they generated a dataset 

containing data on 286 healthy individuals and analyzed it 

using a Bayesian network. Their findings emphasized that the 

proposed method was promising for accuracy, bias, and 

sensitivity from the error matrix (confusion matrix) criteria. 

Tao et al. [20] proposed a method of dental age estimation 

using the multilayer sensor algorithm, one of the machine 

learning algorithms. They used the k-fold cross-check in the 

training process to address the overfitting problem. In their 

experiments, they employed a dataset including 1,636 images. 

Their findings demonstrated that, in terms of MAE, MSE, and 

RMSE, the proposed method outperformed the traditional 

methods such as Demirjian and Willem. Back et al. [21] 

presented a dental age estimation technique based on DPR 

images. They employed a Bayesian convolutional neural 

network for uncertainty and age estimation, conducting 

experiments on the DPR image dataset of 12,000 individuals. 

According to the outcomes, they reported that the proposed 

approach had a correlation coefficient of 0:91. Kim et al. [22] 

defined a deep learning-based automatic dental age estimation 

approach, using a convolutional neural network (CNN) for age 

estimation. Their dataset contained 9,435 DPR images from 

three different age categories. Based on their result, they 

reported that the proposed approach revealed excellent 

performance. Asif et al. [23] studied a statistical model of 

dental age estimation Based on a volumetric examination of 

the dental pulp/tooth ratio. They applied simple linear 

regression and Pearson correlation analysis to the proposed 

model. Their dataset included 3D CBCT images of 300 

individuals separated into five age groups. Their results 

indicated that the proposed approach figured a 6.48 MAE. 

Farhadian et al. [24] proposed a dental age estimation 

approach using a neural network model to perform the age 

estimation task. They experimentally verified the superiority 

of the neural network over a regression model using a dataset 

of 300 CBCT scans in their experiment. They identified the 

performance metrics as 4.12 MAE and 4.4 RMSE. Mualla et 

al. [25] described a transfer learning-based automated method 

for estimating dental age. Two deep neural networks, AlexNet 

and ResNet, were used in their strategy to extract features. 

They used several classifiers to execute the classification task, 

including a decision tree, k-nearest neighbor, linear 

discriminant, and support vector machine. They constructed a 

dataset containing 1,429 DPR images and tested various 

suitable performance metrics. Guo et al. [10] compared the 

performance of manual and machine learning methods for age 

estimation from DPR images. They executed analyzes of a 

dataset including 10,257 individuals’ images. As a result, they 

reported that the end-to-end CNN models performed better, 

according to the comparison of the manual method and 

machine learning. 

III. MATERIALS AND METHODS 

An automated dental age estimation approach based on 

DPR images was proposed in this section. This approach 

sought to identify the age group using DPR images and 

included three primary steps: image-preprocessing, feature 

extraction, and regression. 

A. Image pre-processing 

A data set that included 1,332 DPR images between the ages 

of 8-68 and acquired from the Periodontology clinic of 

Diyarbakır Oral and Dental Health Hospital was analyzed. 

Fig. 1 depicts the distribution of DPR images by age. Before 
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processing the feature extraction, the DPR images in the 

dataset underwent two preprocessing stages. Initially, the 

images were scaled to 256 × 256 resolution to suit the deep 

neural network requirements. Then, the data augmentation 

technique was applied to improve the model’s success on 

diverse images and minimize the overfitting effect. This 

technique is used in expanding the training data set by 

entraining additional images that are variants of the existing 

images in the dataset. In an effort to establish the optimal 

image values and investigate how the data diversity method’s 

various functions affect images, the fairest values were 

designated.  

 

 
Fig. 1 Distribution of DPR images by age range. 

 

The DPR images were subjected to the data augmentation 

technique with the following preferences: rotation between -5 

and +5, 15% augmentation, 10% horizontal and vertical 

scrolling, and 70% - 110% brightness. Fig. 2 demonstrates the 

data augmentation for DPR images. Experimental analyzes 

were performed on a computer with an Intel® Core™ i7 

2.4Ghz CPU @ 1.60 GHz processor with 16GB primary 

memory, 4-GB NVIDIA GeForce GTX 1080 graphics card. 

 

Fig. 2 Data augmentation process for DPR images. 

B. Feature extraction 

The dimensionality reduction procedure known as feature 

extraction divides the dataset into more logical groups for 

processing. Convolutional Neural Networks (CNN) is a deep 

learning algorithm used in image processing and working with 

images as input. This algorithm utilizes various techniques to 

capture the images’ features and consists of several layers. A 

CNN typically contains three layers: convolutional, pooling, 

and fully connected [26]. The proposed study carried out the 

feature extraction step by applying transfer learning technique 

to InceptionV3 [27], MobileNetV2 [28], ResNet50V2 [29], 

EfficientNetB4 [30], VGG16 [31] and DenseNet201 [32] deep 

learning models. As a deep learning strategy, transfer learning 

uses pre-trained model parameters on a sizable dataset 

(ImageNet, COCO, etc.). In addition, transfer learning is used 

for many reasons. For instance, it is a challenging issue to 

train a CNN from scratch using random initial values in case 

of an insufficient dataset. Therefore, using the weights of a 

pre-trained network as initial values may address many 

existing problems effectively. Transfer learning models are 

used to accelerate the speed of this process and generate the 

best practicing model. Fig. 3 displays the transfer learning 

procedure. As taken reference in this study, the analyses made 

with the deep learning models revealed that the InceptionV3 

model outperformed other models in terms of performance. As 

a result, the InceptionV3 model underwent a modification 

process. 

 

 
Fig. 3 Transfer learning procedure. 

 

1) Feature extraction using InceptionV3 

InceptionV3 is a convolutional neural network model used 

in image analysis and recognition problems and consists of 

multiple-convolution and maxpooling layers. The bottom layer 

contains a fully connected neural network. The prominent 

component of the model is that it replaces small kernels with 

large kernels by learning multi-scale representations to 

minimize computational complexity and the total number of 

parameters [27]. Fig. 4 depicts the typical functional 

architecture of the InceptionV3 model.  

 

 
Fig. 4 The architecture of InceptionV3 model. 
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The InceptionV3 model contains 11 different blocks. The 

model’s architecture underwent special modifications/ 

adjustments to achieve higher model success. The blocks 

labeled ’mixed’ were omitted from the model to simplify the 

algorithm, lower the number of parameters, and obtain the 

most optimal results from the available data set. As a result, 

the InceptionV3 model generated a large number of sub-

patterns. Subsequently, the generated sub-patterns were 

labeled with the block number. For instance, the sub-pattern 

consisting of the first seven blocks was called 

InceptionV3Mixed7. The InceptionV3Mixed_04 model 

performed the best among the sub-patterns. Fig. 5 displays the 

sub-pattern extraction derived from the InceptionV3 model. 

 

 
Fig. 5 Inter-block exchange in InceptionV3 architecture. 

 

C. Linear Regression 

Machine learning refers to the algorithms that train to predict 

an outcome after learning from a set of user-generated data. 

The model training proceeds until the performance hits up to 

the optimal level. An outcome-predicting algorithm from an 

available input data set is called a supervised learning 

algorithm, and it involves classification and regression methods 

to develop prediction models. In a supervised learning 

algorithm, if the predicted responses are labels, the 

classification method is used; however, if they are within a 

particular value range, then the regression method is used. The 

term regression denotes the analysis of estimating the 

independent variable from the dependent variables. The 

utmost preferred two regression types in machine learning are 

logistic and linear regressions. If the target (independent 

variable) is categorical, it is typically binary (logistics) 

regression, whereas the reference is the linear regression if it is 

continuous. Mean square error (MSE), root mean square error 

(RMSE), mean absolute error (MAE), and coefficient of 

determination (R2) are the metrics used for assessing the 

regression model in convolutional neural network and 

machine learning architectures [33].  

Mean Square Error (MSE): It measures the performance of 

the imputed values in the machine learning model, and the 

results are positive. Metric values close to zero refer to better 

performance [13]. 

 

 
 

(1) 

 

Root Mean Square Error (RMSE): It denotes the square root 

of the MSE. When the MSE value is significantly larger than 

the other metrics, it is typically preferred over the MSE metric 

to facilitate interpretation [13]. 

 

 
 

(2) 

Mean Absolute Error (MAE): It is a metric measuring two 

continuous variables. It takes the sum of the absolute error 

values because it accurately represents the sum of the error 

terms. The MAE value is frequently used in regression and 

time series problems because it is interpretable [13]. 

 

 
 

(3) 

R square (R2): It is a statistic used to estimate the 

performance of regression models. The frequency with which 

the independent variable influences the dependent variable is 

indicated by this statistic. Additionally, it displays the 0 to 1% 

linkage power between the independent and dependent 

variables [13]. 

 

 

 
 

(4) 

Here,  refers to the estimated value, while  stands for 

actual age and  the true mean age. N denotes the total 

number of samples. RMSE and MAE are positive values, and 

these statistical criteria should be smaller. Values close to zero 

indicate that the forensic age range predictions are reasonably 

accurate. For the models to be successful, R2 should be close 

to 1.  

Fig. 6 illustrates the general deep learning architecture used 

for age determination from PDR images. Accordingly, 

following the loading procedure of the preprocessed DPR 

images in Fig. 6, the input feature is extracted in the CNN 

architecture. Finally, these features are integrated into the 

regression in the ML layer, and the model is trained for age 

estimation. 

 

 

301

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023                                               

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

Fig. 6 Feature Extraction and Regression from DPR Images Based on Deep 

Learning. 
 

 

IV. EXPERIMENTAL RESULTS 

This study utilized DPR images for a fully automated 

forensic age estimation. Deep learning models were used to 

perform experimental analyses on the provided data sets, and 

subsequently, the data augmentation technique was applied to 

increase the model success on images. The data augmentation 

technique acquires batch images and uses a series of random 

transformations to each image in the batch. The best values 

from DPR photographs were determined by analyzing how 

each function affected the photos in the data triangulation 

process. Only the noising (normalizing) method of the transfer 

learning model was applied to the images reserved for the 

validation and test data sets. For all models, DPR image sizes 

were scaled to 256 × 256, subjecting the epoch preference to 

500 for training. The Adam algorithm was used as the 

optimization function, taking the default values as reference. 

However, if the value for validation loss failed to reach the 

minimum level after every seven epochs, the step size was 

reduced by 0.8. Finally, the training process ended if the 

validation loss remained at epoch value 25 (validation loss). 

The models were not adjusted at all. We took a balanced 

approach to all models. Since the DPR images were untrained 

with ImageNet from extensive image databases, parameters 

were trained entirely for deep learning, and their weights were 

recalculated accordingly. Of the 1,332 DPR images in the 

dataset, 932 (70%), 200 (15%), and 200 (15%) were used for 

training of the selected models, validation, and testing 

processes, respectively. Table 1 lists the performance criteria 

for the test dataset of the deep learning models applied in the 

study. 

 
TABLE I 

RESULTS ACCORDING TO TRANSFER LEARNING MODELS 

 

Model 

 

Total Parameter MAE RMSE R2 

EfficientNetB4 19,5M 3.47 5.11 0.85 

ResNet50V2 25,6M 4.35 6.20 0.78 

DenseNet201 20,2M 4.22 5.99 0.80 

InceptionV3 23,9M 3.44 5.20 0.85 

MobileNetV2 3,5M 3.68 5.17 0.85 

VGG16 138,46M 10.46 12.60 0.11 

 

Analysis of Table 1 revealed that the InceptionV3 model 

generated the best performance values in the InceptionV3 

model. Parameter models with large quantities seemed to 

contribute less to the results in training the DPR images. Yet, 

it was also observed that the performance values of both 

InceptionV3 and MobileNetV2 models were comparable, as 

the MobileNetV2 model had the smallest parameter among the 

models selected. The InceptionV3 model was modified to 

acquire the most optimum values. As a result, several blocks 

were eliminated from the InceptionV3 model, resulting in the 

generation of new sub-patterns and analyzing their effects on 

the outcomes. Table 2 lists the performance criteria achieved 

by these processes. As deduced from Table 2, the 

InceptionV3Mixed_04 model produced the best performance 

values after modifying the InceptionV3 model. Additionally, 

the InceptionV3Mixed_06 and InceptionV3Mixed_07 models 

generated the most comparable values to these outcomes. The 

InceptionV3 model had about 24M trainable parameters, while 

the InceptionV3Mixed_04 model had 3,68M after the 

elimination procedure. As a result of our experimental study, 

faster and more successful results were obtained with 

approximately 6 times less parameters. 

 
TABLE II 

PERFORMANCE RESULTS OF MODIFIED INCEPTIONV3 

SUBMODELS 

 

Model 

 

Total Parameter MAE RMSE R2 

InceptionV3Mixed_03 2,38M 3.64 5.11 0.85 

InceptionV3Mixed_04 3,68M 3.13 4.77 0.87 

InceptionV3Mixed_05 5,37M 3.49 5.06 0.86 

InceptionV3Mixed_06 7,06M 3.15 4.77 0.87 

InceptionV3Mixed_07 9,20M 3.18 4.79 0.87 

InceptionV3Mixed_08 11,04M 3.55 5.08 0.85 

InceptionV3Mixed_09 16,29M 3.46 4.95 0.86 

 

Fig. 7 displays the MAE and loss plots during the training and 

validation processes of the InceptionV3Mixed_04 model. 

 

 
Fig. 7 MAE and loss graphs of InceptionV3Mixed_04 model. 

 

Fig. 8 displays the statistical distribution of the DPR image’s 

actual age values and the model’s predicted age values from 

testing with the InceptionV3Mixed_04 model. Fig. 8 

illustrates that the actual and estimated age values of the 

InceptionV3Mixed_04 model are reasonably similar to each 

other.  

However, the estimation rate was lower for individuals aged 

over 55. Consequently, the absence or limited image counts in 

the dataset for ages older than 55 years-old patients and the 

advanced age degradation in the maxilla and mandible areas 

could be two potential factors among the reasons. Therefore, it 

is conceivable to argue that the model’s learning capacity for 

images over 55 years and older was insufficient. 

 
Fig. 8 Statistical distribution of actual age values and estimated age values. 
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A heat map (Grad-CAM) was created to resolve which 

regions the InceptionV3Mixed_04 model concentrated. Grad-

CAM shows the distinctive are in the images that a trained 

model is more likely to detect [34]. Fig. 9, illustrates Grad-

CAM heatmaps for the compared female and male DPR tooth 

images. According to the heatmaps, the InceptionV3Mixed_04 

model focused on the teeth, gingival tissue, and upper jaw 

(maxilla). 

 

 
Fig. 9 Heatmaps of our proposed model on male and female DPR images. 

 

Fig. 10 displays the actual and estimated age values in the 

various DPR images of the InceptionV3Mixed_04 model. 

Table 3 summarizes the literature on Dental Age Estimation 

using DPR pictures. Since there was no code or DPR dataset 

for dental age estimation in the literature, we failed to make a 

rational comparison between our proposed study and the 

previous studies. Analysis of Table 3 revealed that studies in 

the literature typically focused on a limited age range. Kim et 

al. [22] demarcated the dental ages of individuals between the 

ages of 2 and 98 by dividing them into age categories. In their 

study, Asif et al. [23] reported (MAE=6.48 - 8.58 years) in the 

16-65 age range (a wide age range). This study, however, 

found the following metric values in the 8-68 age range: 

(MAE=3.13 years, RMSE=4.77 years, and R2=0.87). These 

findings proved that the current study is one of the attempts 

that has produced the best outcomes in a wide age range on 

age determination from dental images to date. In addition, age 

group analysis was performed from DPR images to compare 

MAE and RMSE estimation errors according to age ranges, 

and the test performance results are given in Table 4. 

 

 
Fig. 10 Age estimation detection of our proposed model on different DPR 

images. 

 
TABLE III 

PERFORMANCE RESULTS OF MODIFIED INCEPTIONV3 

SUBMODELS 

 

Model 

 

Province Age Range Dataset Performance 

[7] Croatia 10-25 283 MAE=2.3 - 2.5 

[9] Germany 5-24 10,257 

ACC (14) = 95.9% 

ACC (16) = 95.4% 

ACC (18) = 92.3% 

[19] Malaysian 4-18 426 

ACC=89% 

F1 SCORE=71% 

RECALL=92% 

[21] Germany 5-25 619 

MAE=2.34 - 4.61 

RMSE=5.58 - 7.49 

R2=0.92 - 0.96 

[22] Korea 2-98 9,485 

MAE (2-11) = 0.8 

MAE (12-18) = 1.2 

MAE (19-) =4.4 

[23] Malaysian 16-65 300 MAE=6.48 - 8.58 

[35] Poland 4-15 619 

MAE=2.34 - 4.61 

RMSE=5.58 - 7.49 

R2=0.92 - 0.96 

This 

Work 
Turkey 8-68 1,332 

MAE=3.13 

RMSE=4.77 

R2=0.87 

 

Since the tooth development stages of patients younger than 

30 years of age are different in age-range experiments, the 

estimation ability is expected to be high [36]. Also, for those 

older than 30, which is when the permanent teeth are 

completely formed, it is difficult to assess age accurately and 

it has been confirmed by clinical analysis [37].  

Low estimation errors of MAE and RMSE according to 

years were obtained in Table 4 for 10 - 19 and 20 - 29 age 

ranges. In addition, the age regression model performed 

poorly as it was unable to precisely determine the relevant age 

characteristics from images of older individuals. 
TABLE IV 

PERFORMANCE COMPARISON OF AGE ESTIMATION ERROR 

METRICS FOR AGE GROUPS 

Age Group 

(years) 
MAE RMSE #Images 

8 - 9 0 0 6 
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10 - 19 2.39 3.07 34 

20 - 29 2.41 3.53 50 

30 - 39 3.58 4.92 41 

40 - 49 4.33 5.50 30 

50 - 59 6.77 6.87 23 

60 - 68 13.75 14.09 16 

V. CONCLUSION 

Age determination of individuals is a critical and 

fundamental element in forensic identification and the work of 

physicians in administering medications. It is achievable to 

utilize the traditional age determination methods in forensic 

medicine after years of education and training procedure of the 

medical experts. Hitherto, age estimation studies have 

produced a sizable number of approaches and analyses, each 

of which touts a variety of uses, criteria for accuracy, and 

levels of reliability. Nonetheless, age estimations based on 

dental discoveries are regarded as a depiction of the closely 

estimated age compared to actual chronological age. 

Minimizing the average error rates in age estimation is also 

critical in making the most realistic age determination. This 

study proposed a deep transfer learning-based modified 

InceptionV3 model using DPR images. A total of 1,332 DPR 

images were used for experimental analyses among 

individuals whose ages ranged from 8 to 68. The 

modifications in the InceptionV3 model introduced the most 

optimum results with the InceptionV3Mixed_04 model. The 

metrics of the proposed model were (MAE = 3.13 years, 

RMSE = 4.77 years) error rates, and (R2 = 87.2) for accuracy. 

The current study emphasized the criticalness of modifying 

transfer learning models to minimize costs and save time 

rather than developing a new deep learning architecture. As a 

result, this study developed the InceptionV3Mixed_04 module 

with fewer parameters than the InceptionV3 model; 

consequently, it delivered results faster and estimated ages 

more precisely. This study also proved that even architectures 

with fewer parameters of DPR images absent in the ImageNet 

dataset could still outperform transfer learning models in 

terms of performance. Generating the heatmap of the 

InceptionV3Mixed_04 model uncovered that the right upper 

jaw (maxilla) and upper teeth (right) were the primary focus of 

the images. Therefore, we opine that the current study, which 

aimed to focus on one of the broad age ranges in age 

estimation, will yield promising outputs for future studies. 
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Research Article 

 

Abstract— The use of robots is on the rise, and this study focuses 

on developing manufacturing-assistant robot software for small 

production plants involved in non-mass production. The primary 

objective is to address the challenges of hiring expert robot 

operators by creating user-friendly software, thus enabling non-

experts to operate robots effectively. The software comprises three 

main modules: the convolutional neural network (CNN), process 

selection-trajectory generation, and trajectory regulation. To 

initiate operations within these modules, operators record the 

desired process and its trajectory through hand gestures and index 

finger movements, captured in a video. The recorded video is then 

separated into images. These images undergo classification by the 

CNN module, which also calculates the positions of landmarks, 

such as joints and index finger's fingernail. Out of eight different 

pre-trained CNN structures tested, the Xception structure yielded 

the best result, with a test loss of 0.0051. Using the CNN's output 

data, the desired process is determined, and its trajectory is 

generated. The trajectory regulation module identifies the 

connection points between the generated trajectory and the object, 

subsequently eliminating unnecessary trajectory segments. The 

regulated trajectory, along with desired tasks like welding or 

sealing, is simulated using an industrial robot within a simulation 

environment. In conclusion, the developed software empowers 

non-expert operators to program industrial robots, particularly 

beneficial for companies with non-standardized production lines, 

where hiring expert robot operators might be challenging. 

 
 

Index Terms—Classification and localization, Fingertip 

detection, Human-robot interaction, Welding process, Sealing 

process.  

I. INTRODUCTION 

OBOTS CAN be classified according to the location 

(mobile and fixed), power systems (pneumatic, hydraulic, 

and electric), locomotion methods (stable, wheeled, legged, and 

others), or application areas (industrial and non-industrial) [1]. 

An industrial robot, as defined by the Robotic Institute of 

America [2],  is a programmable mechanical device used to 

perform dangerous or repetitive tasks with high accuracy, 
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replacing human labour. Collaborative robots accounted for 

5.37%, 6.59%, and 7.54 % of the installed industrial robots 

between 2019 and 2021, respectively [3]. These installed 

industrial robots are used in various manufacturing processes 

such as machine tending, welding, and assembling, as shown in 

Figure 1. The aim of the current study is to transform a 

traditional industrial robot into a modern collaborative robot 

capable of performing welding and sealing processes. 

 

 
Fig. 1. Task distribution of industrial robots installed in 2022 [3] 

 

Human-robot interaction (HRI) plays a crucial role in 

enabling human-robot collaboration (HRC). At least one 

communication channel, such as vision or speech should be 

used in order to occur HRI. Vision involves the interpretation 

of images captured by sensors such as cameras. Numerous 

studies in the literature have utilized vision to establish HRI in 

literature [4]–[6]. For instance, Hamabe et al. trained a 

lightweight robot for the assembly process using vision 

communication channels [7]. In another work, Ding et al. 

developed robot software to ensure safe manufacturing using 

vision [8]. In the current study, vision-based HRI software was 

developed.  

Hand gestures recognition and fingertip position 

determination are commonly used methods for human-

computer interaction and HRI [9]–[12]. Raheja et al. calculated 

to fingertip position by using skin colour of hand [9].  In another 

study, sequential mathematical operations were employed to 

obtain the fingertip position after subtracting the color-based 

hand image from the main image [13]. Other studies have also 

explored similar approaches using colour-based method [11], 
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[12]. Another method employed for in hand gesture 

identification and fingertip position detection involves  

obtaining information from depth images captured by RGB-D 

sensors [14], [15]. Shin and Kim achieved an air writing process 

utilizing an RGB-D sensor and fingertip detection [16]. 

Similarly, another study successfully detected with successful 

by using RGB-D sensor [17]. Huang et al. has achieved 

fingertip detection by using a cascaded convolutional neural 

network (CNN) and RGB images, employing a different 

approach than the aforementioned studies [18]. In another 

study, air writing has been performed using color separation 

and faster R-CNN structures together [10]. In the robotic field, 

one notable example involves determining the orientation of the 

robot using an image from a sensor worn on the operator's wrist, 

along with hand gesture recognition and fingertip detection 

[19]. Many other studies have also utilized specialized sensors 

for detecting hand gestures or fingertips [20], [21]. In the 

current study, hand gestures and fingertip position were 

determined by processing the RGB images obtained from the 

environment using a single CNN. 

The designed CNN structure incorporates a pre-trained CNN, 

and a transfer learning method was employed to train this 

designed CNN. Transfer learning is a skill that people often 

unwittingly use to apply an acquired ability to another similar 

task. It has been widely used in various applications, ranging 

from fault detection [22]  to time series forecasting [23]. Li et 

al. used transfer learning to classify text data [24]. In another 

study, transfer learning has been utilized in order to process 

hyperspectral image [25]. Moreover, a robot has been 

successfully developed to detect damaged ropes on bridges 

using transfer learning [26]. Similarly, in another project, a 

robot employed transfer learning to distinguish objects from 

underground images [27]. In the current study, eight different 

pre-trained CNN architecture was trained for pre-defined task 

by using transfer learning and CNN structure that was obtained 

best result was chosen.  

In the current study, a robot software was developed to assist 

in welding and sealing processes based on HRI. The developed 

software intended for use in small scale plants with non-mass 

production lines.  Firstly, the desired task and a trajectory were 

defined according to the operator’s hand gestures and positions 

of the fingertip. Next, the relationship between the defined 

trajectory and the metal object was searched. Finally, we 

implemented the obtained trajectory onto the robot in the 

simulation environment. As a result, the user could command 

the robot to perform the desired task without the need for 

manual programming. This study offers a user-friendly 

approach, allowing the robot to perform similar tasks without 

requiring any specific knowledge of robotics. 

II. MATERIAL AND METHODS 

A. Structure of Developed Software 

Developed software consists of CNN, process selection-

trajectory generation, and trajectory regulation modules. The 

modules of developed software and data traffic between 

modules are given in Figure 2.

 

Developed Software

Process Selection and

Trajectory Generation

Video

Recording
Trajectory Regulation

Operator

Confirm ?

YesNo

Video
Processed 

Video

Trajectory

CNN

Regulated

Trajectory

Trajectory

Operator

Confirm ?

No Yes

Regulated

Trajectory

 
Fig. 2. Block diagram of developed software 

 

A camera was used to be the robot aware of its environment 

and perceive the desired process of the robot. The camera’s task 

was to record the hand movement of the operator in the robot's 

environment. The operator starts the video recording process 

before the operation, and the video recording is stopped by the 

operator when the defined process demonstration is finished. 

After the recorded video is separated into images, the images 

are sent to the CNN structure. CNN classifies the images 

according to hand gestures. If classifying result is calculated as 

index finger, middle joint, and fingernail positions of the index 

finger is produced by CNN. In the process selection and 

trajectory generation module, the type and start-end times of the 

operation such as welding or sealing are determined from hand 

motions. The index finger class between the start and end times 

determines the trajectory of the process. Then, the obtained 

process and trajectory are submitted for operator approval. If 

the operator does not confirm the process or trajectory, the 

program returns to the video recording stage. If the operator 

confirms the action and the trajectory, the trajectory regulation 

is applied to the trajectory. After the regulated trajectory is 

confirmed by the operator again, the determined process is 

carried out by the KUKA KR Agilus KR6 R900 sixx robot 

located in the simulation environment along the arranged 

trajectory. After the process is complete, the program returns to 

the first step. 

 

1) CNN Module 

Training of CNN, which is a part of developed software, 

consist of three steps as dataset forming, train dataset 

augmenting, and model training.  

Fifty-three videos with a total size of 1.54GB were recorded 

in the experimental environment in order to create a dataset. 

Forty-five of these videos were used for the training and 

validation dataset.  Rest of these videos were used for the test 
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dataset. Total 8000 images, that were 180×320px size, were 

obtained from training and validation videos. 512 images, that 

were according to homogeneous each class, were randomly 

separated from this dataset for the validation dataset. Rest of 

these images was used as training dataset. Total 128 images, 

that were 180×320px size, were obtained from test videos to 

generate test dataset. Formed datasets were contained of four 

class as Zero, One, Two, and Three. Each class label was 

typified finger count of hand gestures. The data contained in 

One labelled class has 4 location information (𝑥𝐽, 𝑦𝐽 and 𝑥𝑇 , 𝑦𝑇),  

as well as class labels. J and T letters were symbolized joint and 

fingernail of index finger, respectively. Class label and position 

data of datasets was given in Figure 3. 

Data augmentation is an operation that artificial images, 

which are generated from training dataset images, are 

incorporated into the training dataset to increase the 

performance of CNN. The images were rotated 180° and the 

brightness of the rotated images were modified ratio of ±25% 

in order to increase the variety of images in the training data set. 

After these processes, obtained artificial images was added in 

the training dataset. 

 

    
    

(a) (b) (c) (d) 

Fig. 3. Classes in the datasets; (a) Zero, (b) One, (c) Two, (d) Three 
 

After the data sets were created, CNN structure was trained 

using the block diagram in Figure 4.  

 

 
Fig. 4. Block diagram of CNN structure 

 

𝑦𝑆 and 𝑦𝐿  were shown class label and positions data of image 

in Figure 4, respectively. Eight different CNN model was tried 

as pre-trained CNN.  �̂�𝑠 and �̂�𝐿 were symbolized predicted class 

and position data of CNN structure, respectively. Total, 

classification, and localization loss functions were presented as 

𝐿, 𝐿𝑠, and 𝐿𝐿 symbols, respectively. Cross-Entropy loss function 

was used as classification loss function and squared error was 

utilized as localization loss function. If the class of the input 

image is One, the total loss function is calculated by using a 

formula that sums the mean of 𝐿𝑆  and 𝐿𝐿. Otherwise, the total 

loss function equals the mean of the classification loss function.  

The black dashed lines in Figure 4 show the blocks used only 

during the training of the CNN architecture. The dropout layer 

is also a structure consisting of dashed lines. The dropout layer 

ratio was chosen as 0.25. The black solid-lined blocks show the 

blocks used in both training and testing phases. In the fully 

connected layer, one of the black solid-lined blocks, there are 

128, 4, and 4 neurons, respectively. ReLU, Softmax, and 

Sigmoid are activation functions found in network outputs. 

Detailed information about the functions of the blocks was 

mentioned in [28]–[30]. Also, the CNN structure was trained 

during 10 epochs by using the Adam optimization algorithm. 

The learning rate was chosen as 10-3 in the first 5 epochs and 

the learning rate was adjusted as 10-4 for the rest of the training 

process. Mini-batch size was chosen as 32. Weights of the pre-

trained CNNs were set up as ImageNet and update of pre-

trained CNNs weights were continued during the training 
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process. The training process was shortened by using transfer 

learning. 

 

2) Process Selection and Trajectory Generation Module 

Process selection and trajectory generation were realized in 

this part of developed software by depending on class and 

position data obtained from CNN structure.  Process selection 

operation was performed before trajectory generation. Firstly, 

noised class labels need to remove from obtained class labels to 

choose the process. The noised labels are formed by blurred 

images that occur when the operator’s hand enters or quits on 

video. It is inspired by the exponential weight averages formula 

presented in Equation 1 to eliminate noised labels. 

 

𝑉𝑘 = 𝛽𝑉𝑘−1 + (1 − 𝛽)𝑄𝑘 , 𝑘 = 2,3, … , 𝑁 (1) 

 

In Equation 1, 𝑉, 𝛽, 𝑄, 𝑁, and 𝑘 refer to mean value, mean 

coefficient, current measure, total sample size, and discrete time 

index, respectively. How many samples will be averaged with 

𝛽 is determined by using as flows: 

 

𝑇𝑠 =
1

1 − 𝛽
 (2) 

 

Total sample size is shown as 𝑇𝑠 in Equation 2. Equation 1 

was not used because the class output of CNN wasn't numerical 

value. Also, bias coefficient was not used owing to the same 

reason. Equation 3 that formed by inspiring Equation 1 was 

used to filter class labels. 

 

𝑓𝐿𝑘 = {
𝑄𝑘 𝑘 ≤ 𝑇𝑠

𝑚𝑜𝑑(𝑓𝐿𝑘−𝑇𝑠
, 𝑓𝐿𝑘−𝑇𝑠+1, … , 𝑓𝐿𝑘−1, 𝑄𝑘 ) 𝑘 > 𝑇𝑠

 (3) 

 

𝑓𝐿 is typified filtered label data in Equation 3. Raw and 

filtered label data that belong to the sealing process were given 

in Figure 5. 

 

0 100 200 300 400 500 600 700

Sample

Zero

One

Two

Three

Raw Label

Filtered Label

C
la

ss

 
Fig. 5. Label data for sealing process 

 

The red arrows in Figure 5 were shown noised label data. The 

detected noised labels were eliminated by using Equation 3. In 

the current study, 𝛽 coefficient was chosen as 0.97. 𝛽 

coefficient is range of between 0 and 1 as can be understood 

from Equation 2. Also, while the noise increases as the 𝛽 

approaches 0, the inertia of the system increases as it 

approaches 1. 

After filtering the label data, the process is determined by 

using the flowchart presented in Figure 6.

 

Start
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tmpFL=2 &

FL=0 & P=0
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Yes
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Trajectory 

Generation

No

Yes

FL=3 & P 0

P=0

PA=0

No

Yes

tmpFL=FL

Stop

No

 
Fig. 6. Process determination flowchart 

 

Firstly, the process is determined in Figure 6. After the 

defined process is activated, the trajectory generation is started 

when the filtered label is One. The trajectory generation process 

is continued until the filtered label is Three. The position and 

orientation of the index finger are calculated by using Equation 

4-7 and the joint and fingernail position of the index finger. The 

reason for calculating the positions of the joint and fingernail of 

the index finger is that the operator can also determine the 
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orientation of the manipulator in orientation-dependent 

operations such as welding. 

 

𝛼 = 𝑡𝑎𝑛−1(
𝑦𝑇 − 𝑦𝐽

𝑥𝑇 − 𝑥𝐽

) (4) 

𝑑 = √(𝑥𝑇 − 𝑥𝐽)2 + (𝑦𝑇 − 𝑦𝐽)2 (5) 

𝑥𝐹 = 𝑥𝑇 +
𝑑

4
sin (𝛼) (6) 

𝑦𝐹 = 𝑦𝑇 +
𝑑

4
cos (𝛼) (7) 

 

𝛼 refers to the orientation angle of the index finger in 

Equation 4. 𝑑 represents the distance between the joint and 

fingernail of the index finger in Equation 5. (𝑥𝐹 , 𝑦𝐹) are typified 

fingertip positions of the index finger on X and Y axes, 

respectively. The hand quickly moves towards the metal object 

during the trajectory generation process. The distance between 

two points was calculated using Equation 5 with finger position 

information obtained from two sequential images in order not 

to create a trajectory during this orientation process. If the 

calculated distance is lower than 7px, obtained (𝑥𝐹 , 𝑦𝐹)  was 

included trajectory.  Otherwise, (𝑥𝐹 , 𝑦𝐹) was not incorporated 

trajectory. 

 

𝑡𝑥𝑘 = 𝛿𝑥𝐹 𝑘
+ ∅(𝑥𝐹 𝑘−1

, 𝑥𝐹 𝑘−2
, … , 𝑥𝐹 𝑘−𝑁

) (8) 

𝑡𝑦𝑘 = 𝛿𝑦𝐹 𝑘
+ ∅(𝑦𝐹 𝑘−1

, 𝑦𝐹 𝑘−2
, … , 𝑦𝐹 𝑘−𝑁

) (9) 

 

Trajectory of 𝑡𝑟𝑗2×𝑘 = [𝑡𝑥, 𝑡𝑦] was obtained utilizing 

Equation 8 and 9. 𝑡𝑥 and 𝑡𝑦 refer to trajectory position on X 

and Y axes, respectively. 𝛿, ∅, and 𝑁 represent last measure 

coefficient, mean coefficient, and count of elements to be 

averaged, respectively. These value of the coefficient were 

chosen as 0.5, 0.5, and 5, respectively. Noises on the trajectory 

were partially cleared by using Equations 8 and 9. 

 

3) Trajectory Regulation Module 

Trajectory regulation module was formed to establish 

relationship between generated trajectory and metal object and 

decrease noise on trajectory.  An image that is not consist 

operator’s hand was taken from the video to regulate trajectory. 

Initially, an image without operator's hand was taken from the 

video to regulate trajectory. The image was converted greyscale 

image and Sobel filter was applied to the greyscale image. 

Edges of object that is in the image was roughly calculated with 

the method as can be seen in Figure 7b.  After this step, section 

of object in image was cropped by help of object edges. The 

cropped image was converted to grayscale image and blurred, 

respectively.  Lastly, Sobel filter was applied on the blurred 

image and Figure 7d, that shows more clearly edges of object, 

was obtained. Blur filter was not used in first step because 

undesired edges were occurred in image. 

 

  

  

(a) (b) (c) (d) 

Fig. 7. Obtaining edge images process; (a) Original image, (b) Rough edge 

image, (c) Cropped image, (d) Edge image 
 

Distance between each of the edge points in the obtained 

edge image and each of the 𝑡𝑟𝑗 points was measured by using 

Equation 5. 𝑡𝑟𝑗 points that were 15px away from edge points 

were removed from the trajectory after the measured 

distances. 𝑚𝑡𝑟𝑗 trajectory that was not contained in the 15px 

away points was formed. Finally, the trajectory regulating 

process was carried out by applying a 20 × 1 dimensional 

median filter to the positions of the X and Y axis in 𝑚𝑡𝑟𝑗. 

Figures 11 and 12 can be examined for a better understanding 

of the trajectory and regulated trajectory difference. 

B. Simulation of Developed Software 

In this study, the KUKA KR Agilus KR6 R900 sixx robot 

with 6 axes and an Euler wrist was used in our laboratory. The 

maximum payload and reach of this robot are 6kg and 901mm 

respectively.  Also, the position repeatability of this robot is 

0.03mm.  Developed software was simulated on CoppeliaSim 

program that is a simulation environment. Before the simulation 

scene was not formed, a 3D solid model of the robot was drawn 

on the SolidWorks program. The formed 3D solid model was 

converted to URDF (Unified Robotic Description Format) with 

URFD exporter [31]. Then the URDF file was added to the 

designed scene as presented in Figure 8. 

 

1
2

4

3

5

7

6

8

9

10
 

Fig. 8. Simulation environment 

 

Manipulator (1) and robot PC (2) are components of the robot 

in Figure 9. Work plane, operator, and the PC that the software 

will run represents as (3), (4), and (5) respectively. Cameras (6-

7) were added to the simulation environment to watch to the 

work plane from different angles. Video streams from the 

cameras were shown (9-10) windows, respectively.  It is 

assumed that a camera is placed at the endpoint of the 

manipulator that records the hand movements of the operator 

and the video stream of this camera is presented on the screen 

(8). ManyCam program [32] was used to input video from 
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outside to the simulation environment while creating the screen. 

The manipulator in the simulation environment was moved 

using MATLAB package program and the inverse kinematic 

solution of the simulation program. The simulation program 

was run using the Newton dynamic engine with 50ms step size. 

III. RESULTS 

A part of the developed software is the CNN structure. The 

most important building block of this CNN architecture is pre-

trained CNN structures. In the current study, CNN structure that 

using 8 different pre-trained CNN was trained. After the 

training process, training, validation, and test performance were 

presented in Table 1. 

 
TABLE I 

LOSS FUNCTION VALUES 

Algorithms 
PS[33] 

(MB) 

TT       

(s) 
𝑳𝒕𝒓𝒂𝒊𝒏 𝑳𝒗𝒂𝒍𝒊𝒅 𝑳𝒕𝒆𝒔𝒕 

ResNet50[34] 98 1030 0.712 0.429 2.396 

VGG16[35] 528 2460 1.539 1.515 1.412 

DenseNET121[36] 33 2120 0.961 0.886 0.709 

InceptionResNetV2

[37] 
215 

3820 
0.016 0.003 0.533 

EfficientNetB0[38] 29 2570 0.031 0.092 0.407 

MobileNetV2[39] 14 1930 0.019 0.002 0.155 

InceptionV3[40] 92 1720 0.017 0.230 0.080 

Xception[41] 88 2200 0.011 0.003 0.005 

Bold numbers indicate the best results. 

 

Parameter size and training time were shown as PS and TT 

in Table 1, respectively. The CNN training process was 

performed on the Google Colab platform. PC components used 

on this platform; GPU: Nvidia P100-16GB, CPU: Intel Xeon-

2.30GHz, RAM: 25.51GB, Disk memory: 68.40GB. Since the 

best test result was obtained from the Xception algorithm, the 

loss values of Xception and other algorithms were compared by 

using multivariate Tukey comparison test and the Tukey test 

results are presented in Table 2. 

 
TABLE II 

XCEPTION AND OTHER METHODS COMPARISON 

Algorithms 𝑳 ± 𝑺𝑫 
p 

( According to Xception) 

ResNet50 1.1795±0.8683 <0.05* 

VGG16 1.4889±0.0552 <0.05* 

DenseNET121 0.8522±0.1057 0.238 

InceptionResNetV2 0.1846±0.2468 0.999 

EfficientNetB0 0.1771±0.1649 0.999 

MobileNetV2 0.0592±0.0685 1.000 

InceptionV3 0.1096±0.0894 1.000 

Xception 0.0067±0.0033 - 

* Statistically significant difference. 𝑳 ± 𝑺𝑫 represents the mean of loss and 

standard deviation. 

 

The Xception algorithm was found to have statistical 

differences with the ResNET50 and VGG16 algorithms as can 

be seen in Table 2. There is no statistical difference between 

other algorithms and the Xception algorithm. In addition, after 

the training process was completed, all data in the validation 

and test datasets were classified by the CNN architecture and 

the relevant classes were located. These classification and 

localization results are shown in Figure 9. 
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(b) 

Fig. 9. Classification and localization results; (a) Results of the validation 

dataset, (b) Results of the test dataset 
 

The Xception algorithm was used in the application as the 

best performance was obtained using the algorithm. Firstly, the 

operator recorded various sealing and welding process videos. 

These recorded videos were processed by CNN as seen in 

Appendix 1. Sealing process, welding process, and joint-

fingernail of index finger were shown with black, red, and blue 

colour, respectively in Appendix 1. Then, generated trajectories 

were regulated and regulated trajectories were given in Figure 

10 and 11. 

 

    
(a) (b) (c) (d) 
Fig. 10. Visual results of trajectory regulation; (a) Sealing process 

trajectory, (b) Regulated sealing process trajectory, (c) Welding process 

trajectory, (d) Regulated welding process trajectory 
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(b) 

Fig. 11. Graphical results of trajectory regulation; (a) Sealing process 
trajectory, (b) Welding process trajectory 

 

The regulated trajectories were sent to the robot that in the 

simulation environment. The desired tasks were simulated as 

seen in Figure 12. 

Axis angles, axis moments, tool centre point (TCP) position 

and trajectory tracking error occurring during the sealing and 

welding process are presented in Figures 13 and 14.  
 

 

  
(a) (b) 

Fig. 12. Simulated desired tasks; (a) Sealing process, (b) Welding process 
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(c) (d) 

Fig. 13. Values occurring during the sealing process; (a) Axis angles, (b) Axis Moments, (c) TCP trajectory, (d) Error values during trajectory tracking 
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(c) (d) 

Fig. 14. Values occurring during the welding process; (a) Axis angles, (b) Axis Moments, (c) TCP trajectory, (d) Error values during trajectory tracking 

 
 

After sealing and welding processes, metal object in work 

plane was given in Figure 15. 

 

 
(a) 

 
(b) 

Fig. 15. Processed metal object; (a) Sealing process, (b) Welding process 

 

The desired task by the operator was performed by the robot 

as it can be seen in Figure 15. The sealing process, welding 

process, and robot movements were given as videos in the [42] 

and [43], respectively. 

IV. DISCUSSION 

Fingertip location was calculated by using skin colour in 

some studies when studies in the literature that fingertips 

detection were examined [11]–[13]. Depth images that were 

obtained from RGB-D sensors were used to detect fingertip 

position in other fingertip detection studies [14]–[16]. Skin 

colour and depth images were not used in this study. Also, when 

fingertip detection studies that were based on CNN structures 

were investigated, using cascade CNN structure was seen [18]. 

A single CNN was used as different from the study. In addition, 

when fingertip detection studies that were in the robotic field 

were researched, special sensors were developed to perceive 

hand gestures [19], [20]. In the current study, a standard camera 

was used to sense hand gestures. 

In the current study, solving of classification and localization 

problem was implemented to hand gestures recognition and 

fingertip position detection. In this way, two different problems 

were solved with a single structure. This study has some 

limitations. In this study, the most important restriction of the 

current study is that the thicknesses of the parts to be machined 

were predefined and a standard depth was worked on. Another 

limitation is the CNN architectures used. Pre-trained CNN 

architectures were used to increase the accuracy performance 

by reducing the training time with the transfer learning method. 

V. CONCLUSION 

In this study, a robot software capable of performing 

processes such as sealing and welding was developed for small-

scale plants without mass production capabilities. Operators 

without any prior robot education/knowledge can program the 

robot using finger movements through the developed robot 

software. This programmability capability was achieved 

through the integration of the CNN, process selection-trajectory 

generation, and trajectory regulation modules. The CNN 

structure consisted of a pre-trained CNN, fully connected 

layers, and activation functions connected in series. Eight pre-

trained CNNs were trained on formed datasets and 

subsequently tested, with the Xception algorithm yielding the 

best result (Ltest=0.0051). The CNN structure was used to 
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classify image data and determine the positions of the robot's 

joints and the index finger's fingernail. With the classification 

data, the process selection and trajectory generation module 

detected the desired task, and the same module created the 

trajectory based on the positions data. Furthermore, a special 

algorithm was developed within the process selection and 

trajectory generation module to reduce any noise that may occur 

during video processing. The generated trajectory was then 

regulated by the trajectory regulation module to ensure proper 

alignment with the objects. Following this step, the robot 

performed the desired process within the simulation 

environment. In future work, an additional module will be 

developed to predict trajectories based on the objects and will 

be incorporated into the software. Subsequently, the software 

will undergo testing on a real robot. In addition, the developed 

software will become more improved by using other deep 

learning architectures such as LSTM. 
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Research Article 
  

 

Abstract— Portrait photo is one of the most crucial documents 

that many people need for official transactions in many public 

and private organizations. Despite the developing technologies 

and high resolution imaging devices, people need such 

photographer offices to fulfil their needs to take photos. In this 

study, a Photo Capturing System has been developed to provide 

infrastructure for web and mobile applications. After the system 

detects the person's face, facial orientation and facial expression, 

it automatically takes a photo and sends it to a graphical user 

interface developed for this purpose. Then, with the help of the 

user interface of the photo taken by the system, it is automatically 

printed out. The proposed study is a unique study that uses 

imaging technologies, deep learning and vision transformer 

algorithms, which are very popular image processing techniques 

in several years. Within the scope of the study, face detection and 

facial expression recognition are performed with a success rate of 

close to 100% and 95.52%, respectively. In the study, the 

performances of Vision Transformer algorithm is compared with 

the state of art algorithms in facial expression recognition. 

 
 

Index Terms— Deep learning, facial expression recognition, 

photo capturing system, single shot detection, vision transformer  

 

1. INTRODUCTION 

 

T THE present time, with the rapid development of 

mobile technologies, most of the persons have digital 

photo camera and can capture high-quality photos. However 

there is still a lack of applications that are useful for capturing 

portraits for passports and other legal documents. In this study, 

a sophisticated real time portrait capturing system that 

combines hand crafted image processing techniques with state 

of art deep learning approaches is proposed. 

The proposed system involves automatic detection of 

frontal face, determining the face orientation through detected 

landmark points and facial expression analysis.   

Face detection and determination of face orientation are two 

basic steps that should be performed for various computer 

vision applications. These tasks are also critical for the 

proposed portrait capturing system since they constitute a 

precondition for the subsequent facial expression analysis step.  
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In order to develop a robust face detection system, Single-

Shot-Multibox detector with ResNet-10 is used as a backbone 

architecture [1]. In the literature, face detection is generally 

focused on finding 68 points using the distinctive textural 

features of the face[2-3] Facial landmarks are found in order 

to localize eyes, nose, contour of the face and mouth. 

Landmark points are exploited for determining whether the 

eyes and mouth are open or closed. Histogram of Oriented G    

radients (HOG) and Support Vector Machine (SVM) are 

employed for selecting the images with opened eyes, while the 

proportion of the width and height of the mouth is calculated 

for determining weather the mouth is opened or closed. Frontal 

face images with open eyes and closed mouth are than 

processed for facial expression analysis. 

Facial expression is one of the most effective channels of 

human communication, and therefore, automatic facial 

expression analysis systems can take place in various 

applications related to human-computer interaction. The 

success of the deep learning methods in modeling complex 

systems lead researchers to apply various deep learning 

approaches in this challenging task. Convolutional Neural 

Networks (CNN) based systems have proven their success in 

facial expression recognition problem [4]. However, facial 

expressions have high variability due to the nature of the 

human. This reality has demanded improvements in CNN-

based systems, which require large amounts of training data to 

build a reliable model. Another drawback of the CNN based 

models is their relatively fragile structure against variant 

backgrounds and head poses [5]. Lozoya et.al aimed to 

improve generalization of their CNN based system by learning 

from mixed instances taken from different databases [6].  In 

[7], researchers employed CNN with Rectified Adam 

Optimizer in order to improve generalization. 

Success of the Transformers in natural language processing 

pave the way for attempts to adapt transformers to computer 

vision problems. One of the key ideas of Transformer models 

is being pre-trained on a large corpus and fine-tuning on the 

target task with a smaller dataset [8]. Naseer et.al. compared 

CNN and Vision Transformer networks and stated that Vision 

Transformers are robust to occlusion and pose variant [9]. For 

all that reasons, in this study, a Vision Transformer based 

system is used for facial expression recognition. Proposed 

automatic portrait capturing system selects the neutral faces 

for further processing.  

Selected proper portrait photographies (Frontal and neutral 

face images with opened eyes and closed mouth) are than post-

processed for cleaning small speckles on the face and then the 

photographies are sent to the printer according to the 

preferences of the users. 

Vision Transformer Based Photo Capturing 

System 

Abdulkadir Albayrak 

A 
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The main contributions of the proposed system are given 

below: 

- At the first time in the literature, a real time portrait 

capturing system that combines handcrafted image 

processing techniques with deep learning approaches 

is proposed. 

- Performance of Vision Transformers in facial 

expression recognition task is evaluated. 

- A comparison between the performance of Vision 

Transformer and state of art methods is done in facial 

expression recognition. 

 

The rest of the paper is structured as follows: The proposed 

system is presented in Section 2. The experimental results are 

discussed in Section 3. The performance of the algorithms 

presented in this study is discussed in Section 4. Finally, the 

paper is concluded with Section 5. 

 

 

2. MATERIALS AND METHODS 

 

2.1 Performing Face Detection and Finding Face Orientation 

 

First step of the this proposed system is to focus on face 

region in an image. Because one of the most basic conditions 

that must be met in passport photos or official documents is 

that the face should be detected and centered symmetrically. 

Most of the methods suggested in the literature try to find a 

total of 68 points belonging to the face including eyes, chin, 

nose and eyebrows. In this study, Single Shot Detection (SSD) 

method has been applied to detect face regions. The 

orientation of the face was tried to be calculated by using the 

positions of these points according to a line that passes through 

the points of nose vertically. Figure 1 shows a representation 

of the line dividing the face exactly in half from the vertical. 

The distance of this line to points 0 and 16 separately is 

calculated. The ratio of these distances to each other should be 

approximately 1. The acceptable range of face orientation is 

set to 0.9 and 1.1, but this range can be narrowed if this value 

is desired to be more precise. Equation 1 expresses the distance 

from point 0 to point 27 shown in Figure 1 at the nose level. 

 

Equation 2 expresses the distance from point 16 to point 27 

shown in Figure 1 at the nose level. 

 

𝑑𝑖𝑠𝑡_0_27 = √(𝑥0 − 𝑥27)2 + (𝑦0 − 𝑦27)2 (1) 

 

Here 𝑥0 and 𝑦0represent the x and y coordinates of the point 

0. 𝑥27 and 𝑦27 represent the x and y coordinate information of 

point 27. dist_0_27 shows the distance between these two 

points. 

 

Equation 2 expresses the distance between point 16 in 

Figure 1 and point 27 at nose level. 

  

𝑑𝑖𝑠𝑡_16_27 = √(𝑥16 − 𝑥27)2 + (𝑦16 − 𝑦27)2 (2) 

 

 
 

Figure 1. Sample image with 68 points used in face detection 

 

Here, 𝑥16 and 𝑦16 represent the x and y coordinates of the 

point 16 on the front. 𝑥27  and 𝑦27  represent the 𝑥  and 𝑦 

coordinates of the point 27 on the front. dist_16_27 shows the 

distance between these two points. 

 

𝑑𝑖𝑠𝑡 =
𝑑𝑖𝑠𝑡_0_27

𝑑𝑖𝑠𝑡_16_27
, 0.9 ≤ 𝑑𝑖𝑠𝑡 ≤ 1.1 (3) 

 

The ideal value of the dist value obtained in Equation 3 

should be 1. In this study, the value range was chosen between 

0.9 and 1.1. Thus, the system is able to take pictures in small 

value ranges without being bound by a very strict rule. Figure 

2 shows the whole flowchart of the proposed system from 

turning on the camera to getting output from the system. 

 

 
 

Figure 2. Process steps followed in the Photo Capturing 

System(PCS) developed within the scope of the study 

 

2.1.1 Single Shot Detection (SSD) Deep Learning Algorithm 

 

SSD is a feed-forward convolutional network-based deep 

learning method used to detect objects in images. The SSD 

approach makes a score estimation of the proportions of the 

boxes surrounding the objects that are intended to be detected. 
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This approach does not make an estimation about the whole 

image like the methods in the early studies of deep learning, 

but it is used to determine in which part of the image the object 

to be classified is located. SSD architecture consists of 3 parts 

(parts):  

 

Base Convolutions: Networks such as VGG, ResNet, which 

are suggested for image classification, are the name given to 

the part as the base.  

 

Auxiliary convolutions: It is the part that is placed as the 

backbone to obtain higher level features. 

 

Prediction Convolutions: The attributes of the object to be 

detected are classified in this section. It is the part that makes 

predictions about the location and score of the object in the 

image. 

 

The deep learning model applied for face detection within 

the scope of this study is the SSD model, which is trained with 

300x300 image sizes and 140000 iterations. This SSD model 

in OpenCV's DNN library uses ResNET-10 architecture as 

backbone. 

 

2.2 Detection of the Status of Eyes 

 

One of the conditions that must be met in passport photos 

(or passport photos) is to have eyes open. No matter how 

accurately the eye lines are determined with facial landmark 

detection, there is no control such as whether the eyes are open 

or not. In order to carry out this process, the Histogram of 

Oriented Gradients (HOG) algorithm, which is one of the 

traditional image processing methods, was used. A total of 200 

eye picture systems, 100 closed and 100 open, were trained 

with HOG. 

 

2.2.1 Histogram of Oriented Gradients (HOG) 

 

Histogram of Oriented Gradients was first proposed by 

Dalal and Triggs for pedestrian detection [10]. HOG is used to 

obtain shape-based features of the regions whose attributes are 

desired to be extracted. It has been applied in many different 

areas of computer vision, particularly pedestrian detection [11]. 

In the HOG algorithm, the orientation of all the pixels in the 

image is calculated and the focus is on determining the 

silhouette of the object (or region) that is desired to be 

distinguished. The basic processing steps applied in the HOG 

algorithm are as follows: 

First, edge information is obtained by applying a sobel filter 

on the horizontal and vertical axis of the image. For this, the 

following formula referred in Equation 4 is used: 

 

𝐼𝑥 = 𝐼 ∗  𝑆𝑥 ,              𝐼𝑦 = 𝐼 ∗ 𝑆𝑦  (4) 

 

Here, 𝐼  denotes the input image, 𝑆𝑥  the vertically applied 

sobel filter and Sy the horizontally applied sobel filter. 𝐼𝑥  and 

𝐼𝑦 show the output images obtained after applying sobel 

vertically and horizontally, respectively. The 𝐼𝑥  and 𝐼𝑦images 

are then used in the formula below to calculate the magnitude 

values. 

 

|𝐺| = √𝐼𝑥
2 + 𝐼𝑦

2 (5) 

 

Here |𝐺| value is expressed as a gradient and is calculated 

using the square root value of the sum of the squares of the 

𝐼𝑥  and 𝐼𝑦values specified in the previous formula. Finally, the 

magnitude value is |G| are obtained by calculating the arctan 

of the values. As a result of these operations, the orientation of 

the object or region is calculated and the process of 

distinguishing it from other objects or regions is performed. 

 

2.3 Facial Expression Recognition with Vision Transformer 

 

Neutral facial expression is one of the conditions that must 

be handled in portrait or passport photos. The vision 

transformer algorithm, which is inspired by the transformer 

algorithm, which has been very popular in the field of natural 

language processing in recent years, has been applied in 

automatic facial expression detection.  

 

2.3.1 Vision transformer (ViT) 

 

Transformer is a deep learning model that adopts self-

attention mechanism. It can be expressed as the calculation of 

the relationship of each word of the data given as input in the 

attention mechanism with all the other words. It is primarily 

used in the fields of natural language processing (NLP) tasks 

such as machine translation and text summarization which has 

sequential input data. However, Transformers do not 

necessarily process data sequentially like Long Short Term 

Memory(LSTM) and Recurrent Neural Network(RNN). 

Instead, the attention mechanism provides context for any 

position in the input data. Inspired by the Transformer scaling 

achievements in NLP, we attempted to apply a standard 

Transformer directly to images with the least possible 

modification. To do this, we split an image into patches and 

provide the linear embedding order of those patches as an 

input to a Transformer. Image patches are treated in the same 

way as tokens (words) in an NLP application. We train the 

model on image classification in a supervised manner. Figure 

3 shows the processing steps of the vision transformer method 

used in the proposed system for facial expression recognition. 
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Figure 3. Vision Transformer 

 

The classification header is implemented by an MLP with a 

hidden layer and a single linear layer of fine tuning at pre-

training time. The MLP consists of two fully connected layers 

with an occasional GeLU nonlinear activation. The most 

effective part to highlight in the Transformer model is the 

attention mechanism. The attention mechanism looks at the 

input sequence and selects parts of the sequence that remain 

important at each step, preserving knowledge of which parts 

of the sequence are important. The attention mechanism 

instantly takes into account several other input data and 

assigns different weights to these inputs, providing 

prioritization. All encoder layers use an attention mechanism 

for each input that measures the fitness of all other inputs and 

retrieves the appropriate information to produce the output. 

Then, as a result of the attention mechanism, it takes the 

weights sent as output and the encoded string as input. These 

networks consist of repeated multi-headed attention blocks 

and feedforward layers. Multi-headed attention runs the 

processes in the attention mechanism in parallel and combines 

the results. Thus, it is ensured that different relationships are 

learned. 

 

2.4 Graphical User Interface (GUI) 

 

After the image processing steps were completed, a design 

that could be output to the printer was realized with the help 

of the user interface developed for the users. Face detection, 

face orientation, eye and mouth opening, facial expression 

recognition operations are performed in "CaptureFace" option 

which located in the top menu in GUI. When all the 

determined rules are fulfilled, 10 pictures are saved to a folder 

named for a specific user/customer. One of the captured image 

is given as input to the system using the GUI. Then, possible 

noises are cleaned by applying 3x3 median filter. Finally, after 

the user is asked whether he wants a digital copy, the interface 

page where the information is entered comes. On this page, the 

images is sent to the printer after the user fills all the contact 

information. Photos are printed from the printer by clicking the 

Confirm button. Figure 4 shows the graphical user interface 

(GUI) developed to proceed further processes and to print out 

the final images after billing. 

 

 

Figure 4. Graphical user interface (GUI) developed to 

proceed further processes and to print out the final image. 

 

3. EXPERIMENTAL RESULTS 

 

In this part of the study, face detection, recognition of facial 

expression, openness of the eyes and openness of the mouth 

were analyzed. While the publicly available facial expression 

recognition data set available in the literature was used within 

the scope of the study, the system performance was tried to be 

increased with a data set created within the scope of the study 

for eye opening/closed status. 

 

CK+ data set for facial expression recognition: The 

CK+(Cohn and Kanade) is an publicly available data set for 

facial expression recognition [12]. There are 7 classes in total 

in the data set: neutral, happy, disgusted, surprised, sad, angry 

and afraid. The data set includes 593 sequences from 123 

individuals. These sequences begin with a neutral facial 

expression and end with the expression belonging to each class. 

Figure 5 shows sample facial expressions from the data set. 

 

 
Figure 5. Sample images obtained from the CK+ dataset 

used for facial expression recognition within the scope of the 

study. The system is required to take pictures with neutral 

facial expressions. 

 

Eye Status (ES) Data set: The points around the eyes 

obtained in the detection of facial regions are not sufficient to 

understand whether the eye is open or closed alone. In order to 

solve this problem, another data set was created within the 

scope of the study to evaluate the open/closed status of the 

eyes in the frames obtained from the camera (See Figure 6). A 

data set consisting of a total of 280 images, including 140 

open-eye image sections and 140 closed-eye image sections, 

was created. 
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Figure 6. (a), (b) represent the close eyes and (c), (d) 

represents the opened eye image crops obtained from the data 

sets. 

Evaluation: In order for the proposed system to be used 

successfully in real time, face detection must be performed 

with high success in the first stage. For this, the SSD network, 

which is frequently used in object detection in the literature, is 

used. At this stage of the study, the facial regions in all of the 

randomly shot sample videos were detected with SSD. Since 

the ambient lighting must be very good in passport photos, it 

is seen that the facial regions are easily detected. In all the 

trials conducted within the scope of the study, it was observed 

that face detection was detected in all images. However, face 

detection may not be performed when the face area is rotated 

up to a certain angle. This situation is not directly related to 

the ambient effect. 

 

After the face detection was performed, it was tried to 

decide whether the image to be obtained was appropriate by 

taking into account the orientation of the head. An image taken 

with a certain angle or tilt is not valid. Therefore, in the 

proposed system, it is necessary to guide the user in images 

that do not comply with Equations 1,2 and 3. Provided that the 

face area is at the level of the camera, the user needs to adjust 

the angle and tilt of the person. Otherwise, the system will not 

automatically take a picture. If the user abides by the 

determined rules, the orientation phase will be successfully 

passed for the system to take a picture along with other 

conditions. 

 

After the orientation phase is passed without any problems, 

the stage of determining the appropriate image according to 

the opening/closing status of the eyes and mouth is started. 140 

images belonging to each class in the dataset were separated 

as training and test sets with 5-fold cross-validation method. 

A total of 28 test images belonging to each class were 

classified with HOG method and SVM (rbf kernel) with a 

success of 93%. While the open eye success rate was 96%, the 

detection success of the closed eye was 85%. When the picture 

was taken, the condition of having an eye opening ratio above 

95% was accepted as successful. Since the success rate was 

high enough at this stage, it was not necessary to try alternative 

methods in order to determine the openness / closure of the eye. 

It has been seen that the HOG algorithm performs well in 

detecting the eye opening/closure state. A model was not 

trained for the aperture and closure of the mouth, but the points 

obtained by facial landmark detection were used. Since these 

points for the eyes did not show a significant difference, the 

data set was created, but the landmark points were sufficient 

within the scope of the study, since the points changed more 

significantly according to the shape of the mouth.  

 

Finally, the facial expression recognition phase was carried 

out. Since the image accepted by the official authorities must 

be neutral, if the facial expression is not neutral, the picture is 

not taken. The method used for facial expression detection is 

the ViT method. The achievements after applying the ViT 

model to the CK+ dataset are shown in TableXX. As seen in 

the table, the expression recognition success of the ViT 

network is 95.52%. In the literature, the successes obtained in 

the CK+ dataset using traditional image processing techniques 

are relatively low. It is seen that deep learning networks, which 

have been performing successfully in many fields recently, 

have carried this success over 90%. It has been observed that 

the ViT model applied within the scope of the study gives as 

successful results as other deep learning methods. When all  

 

Table 1. The classification success obtained with the ViT 

model applied to the CK dataset and its comparison with the 

results obtained in the literature 
Method Accuracy(%) 

3D SIFT [13] 81.35 
LBP-TOP [14] 88.99 

ITBN [15] 86.3 

CERT [16] 87.21 
MCF [17] 89.4 

MSR [18] 91.4 

TMS [19] 91.89 
STM [20] 91.13 

AUDN [21] 93.70 

BDBN [22] 96.7 

CNN [23] 92.73 

Proposed ViT 95.52 

 

these conditions are fulfilled, the system automatically takes 

10 images and these images are sent to the printer with the help 

of the user interface prepared within the scope of the study.  

4. DISCUSSION 

 

For the necessary processes in public or private institutions 

and organizations, taking a passport photo has an important 

place in real life. People often go to places specialized for this 

process and passport photos are taken with high resolution 

cameras. Today, many technological devices have cameras 

capable of taking high-resolution pictures. By processing the 

images obtained with these devices, it is possible to obtain 

passport images with the same quality and similar standards. 

In this study, an autonomous system that takes passport photos 

with people's own devices or systems that can be installed in 

public environments is designed. The system focuses on major 

aspects such as face detection, detection of facial regions, eye 

and mouth condition, and facial expression. Since deep 

learning methods perform quite successfully in face detection 

processes, they can be used in such systems. The process of 

finding the orientation of the face is similarly possible.It may 

not be possible to determine whether the eye is open or not by 

using the points located around the eye. By using the 

coordinates of the points around the eyes, the image sections 

with the eyes were cropped and the status of the eyes was 

determined more easily with the help of the model trained with 

shape based HOG algorithm. A similar situation could be 

considered for the mouth, but since it is not as solid as the eye, 
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the opening and closure of the mouth could be determined. 

Facial expression is very important in the process of taking 

passport photos. The CK+ dataset, which is one of the 

frequently used facial expression recognition datasets in the 

literature, was used for model training in this study. Since the 

expression recognition performance with traditional image 

processing methods is somewhat limited compared to deep 

learning methods, deep learning methods can be preferred. In 

this study, as an alternative to deep learning methods, the ViT 

model, which is inspired by the transformer method, which has 

been very successful in natural language processing, has been 

used. The use of the convolution layer in training the data in 

deep learning methods considerably extends the training time. 

The absence of a training phase in ViT models enables data to 

be modeled in a relatively faster training period. The biggest 

handicap of ViT models is that they need larger resources to 

achieve greater success. Since the GPU used in this study has 

8 GB of ram, the success is limited to 95.22%. It is thought 

that the success can be increased by increasing the RAM 

resource. Because after the image is divided into sections, the 

calculation of the relationship of each section with each other 

and with all other sections directly contributes to the success 

of classification.   

 

5. CONCLUSION 

 

In this study, a system that takes passport photos is proposed 

for use in official documents or in public and private 

institutions. The system is designed to combine traditional 

image processing methods and deep learning methods and 

have the capacity to perform real-time processing. In the study, 

the transformer method, which has recently shown a very high 

performance in natural language processing, has been applied 

for facial expression recognition. When the results obtained 

were evaluated, the success rates of facial detection, eye 

opening rate and facial expression recognition were obtained 

as 100%, 96% and 95.22%, respectively. The system works in 

real time and can take dozens of pictures depending on certain 

rules. Users can then select one of the saved images and take 

a printout with the help of a developed user interface. The 

system has a very important place in that it combines 

traditional image processing methods, deep learning methods 

and ViT models and works in real time. In future studies, it 

can be developed as a system where people can perform 

similar operations using their own mobile devices and the 

resulting image can be sent to users via mail. For this, 

designing it with a logic that will work on users' mobile 

devices will improve this system a little more. 
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for Vehicle Powertrain Systems 
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Abstract— The utilization of gears as intermediary components 

for power transmission in electric drive systems addresses the 

insufficiency of electric machines in handling torque loads 

effectively. Gears, commonly employed in the industry, can be 

either mechanical or magnetic, allowing for the balanced transfer 

of torque and speed at specified ratios. The mechanical and 

electrical actuation of in-vehicle accessories persists both in 

traditional and next-generation vehicles. Particularly concerning 

safety and the sustainability of spare part production and supply, 

various electrical accessories continue to operate at the 12 V. level 

in modern vehicles. In this context, the use of the Lundell 

alternator (claw pole) also continues in next-generation vehicles. 

While the mechanical accessories are driven by a belt-pulley 

system connected to an internal combustion engine in conventional 

vehicles, in next- generation vehicles, both belt-pulley systems and 

x-drive by wire are present. The low efficiency and operational 

costs of belt- pulley power transmission systems necessitate the 

adoption of more efficient transmission systems. This study 

focuses on the development of a soft magnetic composite (SMC) 

core magnetic gear power transmission system that can serve as 

an alternative to belt-pulley systems in both traditional and next-

generation vehicles. In the proposed system, mechanical power 

transfer to the Lundell alternator is realized through the intended 

magnetic gear. The gear ratio is determined to ensure a speed of 

1800 rpm at the input of the Lundell alternator while the drive 

system operates at 6000 rpm. To achieve low volume and high 

efficiency for the proposed magnetic gear, the SMC material is 

considered, and a comprehensive analysis using the Ansys 

Maxwell finite element software is conducted. As a result of the 

analyses, in the magnetic gear designed with a transmission ratio 

of 3:1, when a torque of 11.7547 Nm is applied to the input shaft, 

a torque transmission of 35.9806 Nm has been achieved with an 

efficiency of 84.73% through the output shaft. 

 

Index Terms— Magnetic gear, soft magnetic composite (SMC), 

power transmission systems, vehicle powertrain systems. 
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I. INTRODUCTION 

agnetic  gear  systems have emerged as a 

groundbreaking technological solution, harnessing the 

power of permanent magnets and magnetic forces to offer a 

distinct departure from conventional gear systems. These 

systems excel in transmitting torque between input and output 

shafts without the need for physical contact, thereby 

eliminating energy losses caused by friction and enabling 

high-efficiency operations. Unlike traditional gearboxes that 

are susceptible to friction-related heating issues due to gear 

contact, magnetic gear systems operate without encountering 

such challenges. This is due to their inherent ability to 

facilitate motion and torque transmission through magnetic 

fields, thus reducing maintenance costs and ensuring 

dependable power transmission [1]. 
 

In contemporary industrial applications, the demand for 

power transmission systems with high torque density has 

prompted extensive research. The conventional approach 

involves using mechanical gearboxes to enhance torque output 

from electric motors, obviating the need for larger motors and 

achieving high torque density [2-4]. The literature reflects a 

burgeoning interest in various aspects of magnetic gear 

technology [4,5-10]. Research endeavors span a spectrum of 

objectives, encompassing the reduction of magnetic gear costs, 

enhancement of torque density and efficiency, and exploration 

of diverse application domains including wind energy and 

automotive systems. One avenue of exploration delves into the 

distinctive structures of magnetic gears, such as radial-axial 

combinations and dual-stator designs [7]. Additionally, efforts  

are concentrated on increasing torque density and optimizing 

efficiency [2-3,11-13]. Magnetic gears are proposed as 

alternatives to mechanical gears in marine propulsion systems, 

addressing the need for compact, efficient torque solutions [14]. 

In the burgeoning wind turbine sector, magnetic gears are 

positioned to tackle challenges posed by mechanical gearboxes 

in direct drive systems, thereby contributing to enhanced 

efficiency and durability [15]. Specific studies target the 

fundamental elements of magnetic gear design. Analytical 

methods are devised to characterize the magnetic field 

distribution in axial magnetic gears, allowing for accurate 

predictions [5]. Novel topologies that incorporate modulation 

rings are explored to tailor torque characteristics for varying 

speed ranges, exemplifying the versatility of magnetic gear 

technology [7]. Linear magnetic gears, driven by rare-earth 

M 
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magnets, emerge as a potential solution for converting rotary 

motion into linear motion with high force density [3]. 

The optimization of magnetic gear designs is another active 

research strand. Studies delve into diverse aspects, from losses 

due to eddy currents and iron, to the selection of magnet 

materials for optimal performance [16]. Efforts are also directed 

towards improving efficiency and minimizing losses, with an 

emphasis on analyzing rotor losses and exploring innovative 

rotor designs [17,18]. These research directions collectively 

contribute to the holistic understanding and advancement of 

magnetic gear systems. 

In view of this dynamic landscape, this study aims to 

contribute to the field by proposing a novel magnetic gear 

system design that incorporates a soft magnetic composite 

(SMC) core. This system integrates a permanent magnet outer 

rotor, an inner rotor, and a modulating carrier to achieve 

efficient and compact torque transmission for vehicle 

propulsion systems. The absence of comprehensive studies on 

SMC core magnetic gear systems in vehicle propulsion 

applications underscores the novelty and significance of this 

research, addressing a critical research gap. The paper is 

structured as follows: Section 2 details the vehicle propulsion 

and accessory drive system. Section 3 presents the fundamental 

dimension configuration and the proposed magnetic gear 

design. Finally, Section 4 presents the analysis results of the 

created models. 

II. VEHICLE ACCESSORY DRIVE SYSTEMS 

 

The power requirement for mechanical loads within a vehicle 

(such as power steering pumps, air conditioning compressors, 

water pumps, air compressors, Lundell alternators) is 

approximately 6 kW, while electrical loads (such as heated 

steering systems, power windows, headlights, interior lighting, 

battery, etc.) require around 2-3 kW of power [19]. The drive 

block diagram of vehicle interior mechanical and electrical 

accessories, as depicted in Figure 1, remains applicable to both 

traditional and new-generation vehicles. Particularly for safety 

and sustainability in terms of spare part production and supply, 

various electrical accessories at the 12 V level continue to be 

used in new-generation vehicles. In this context, Low voltage 

battery and Lundell alternators (claw pole) are still employed in 

new-generation vehicles. The drive of mechanical accessories 

is achieved through a belt-pulley system via an internal 

combustion engine (ICE) in traditional vehicles, while new-

generation vehicles may feature both belt- pulley systems and 

x-drive by wire systems. The low efficiency and operating costs 

of belt-pulley power transmission systems necessitate the use 

of more efficient transmission systems. 

 

 

Fig.1. Vehicle accessory drive block diagram 

 

In this study, the development of a low-volume, high- 

efficiency magnetic gear power transmission system is 

addressed as an alternative to belt-pulley power transmission 

systems, applicable to both traditional and new-generation 

vehicles. In the proposed system, mechanical power transfer to 

the Lundell alternator is achieved through a magnetic gear. The 

gear ratio is determined such that the drive system speed is 

6000 rpm, while the input speed of the Lundell alternator is 

1800 rpm. To achieve a low-volume, lightweight, and high- 

efficiency magnetic gear, SMC materials are considered, and a 

detailed analysis is conducted. 

III. MAGNETIC GEAR DESIGN 

 

Magnetic power transmission devices have made significant 

progress with the advancement of technology. Magnetic gears 

have a similar structure to traditional mechanical gearboxes, but 

the transmission process occurs through magnetic forces 

instead  of mechanical contact. Figure 2 illustrates the 

representation of a magnetic gear and its mechanical 

counterpart, the straight-tooth gear. 

. 
Fig.2. Mechanical gear and magnetic gear structures 
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Axial magnetic gears are the most common type of magnetic 

gear, enabling power transmission at a specific gear ratio. An 

axial magnetic gear consists of three main parts: the outer rotor, 

inner rotor, and carrier. The inner and outer rotors feature 

magnet pairs based on specific calculations, while the carrier is 

a specially designed component made from ferromagnetic and 

non-magnetic materials. This design allows the outer rotor to 

remain fixed while permitting the rotational motion of the 

carrier and inner rotor. The power transmission can be 

configured as inner rotor input and carrier output, and in some 

cases, the carrier can be fixed to allow rotation of both the inner 

and outer rotors, facilitating power transmission. 

Additionally, the carrier can be made from SMC material to 

ensure magnetic flux transmission and high magnetic 

permeability. A special Hallbach array arrangement is utilized 

in the magnets to prevent magnetic flux leakage. In the design 

of magnetic gear systems, the gear ratio is determined by the 

number of fixed magnets. In traditional gear systems, the 

number of teeth and the gear ratio are interdependent, making 

modifications or adaptations challenging. However, in 

magnetic gear systems, the gear ratio can be easily adjusted. 

Thus, if a different gear ratio is needed, changing the number of 

fixed magnets is sufficient. The main components of an axial 

magnetic gear are shown in Figure 3, and its geometric model 

is presented in Figure 4. 
 

 
Fig.3. Axial magnetic gear model 

 

The axial magnetic gear shown in Figure 3 is created by 

combining a movable inner rotor with a low number of 

magnets, a fixed outer rotor with a high number of magnets, and 

a movable carrier made from non-ferromagnetic material. In the 

magnetic gear, the outer rotor remains stationary, the inner rotor 

serves as the high-speed input shaft with low torque, and the 

carrier acts as the low-speed output shaft with high torque. The 

number of fixed magnets on the inner rotor of the axial 

magnetic gear is defined by using equation 1 as 

𝑛(𝑃𝑀−in), while the number of magnets on the outer 

rotor is defined as 𝑛(𝑃𝑀−out). 

 

 

Fig.4. Geometric dimensions of the axial magnetic gear 

 

In the designed magnetic gear, 6 fixed magnets are used on 

the inner rotor and 14 fixed magnets are used on the outer rotor. 

The Halbach array structure is preferred for magnet 

arrangement. The sum of the pole pairs in the inner and outer 

rotors determines the number of carriers. With the 

developments in magnet technology, studies on magnetic gear 

and their use have increased [22]. 

 

 +  (1) 

 

The selection of the number of fixed magnets in magnetic 

gear design is also a significant aspect. In magnetic gears, the 

rotational ratio can be determined similarly to mechanical gear 

systems. In other words, gear ratios in this context are replaced 

by the ratio of magnet counts. In the magnetic gear depicted in 

Figure 3, the number of magnets on the outer rotor defines the 

stationary condition of the outer rotor, with the output shaft 

being driven by the poles in the carrier and the input shaft being 

driven by the poles in the inner rotor. For a magnetic gear where 

the outer rotor remains fixed, the gear ratio is provided by 

Equation 2. 

 

(2) 

 

Here, 𝑔𝑟 represents the gear ratio of the magnetic gear. When 

magnet counts are substituted into Equation 2, the gear ratio of 

the magnetic gear is obtained as 3.33:1. The nominal angular 

velocity relationship between the input shaft and the output 

shaft can be expressed using Equation 3.
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  (3) 
 

 
 

For this configuration, the nominal torque relationship can be 

calculated considering constant power with the assumption that 

the magnetic gear configuration operates at a constant angular 

velocity and there are no losses. The total mechanical power of 

the system should be equal to zero. This design presents a 

structure where there are no losses when the magnetic gear 

system operates, ensuring high energy efficiency. In the utilized 

topology, the outer rotor is fixed, resulting in zero angular 

velocity. With the angular velocities provided in Equation (3), 

the torque relationship can be formulated as follows: 

 

(4) 

(5) 

 

The dimensions of the used magnets and the geometric 

information of the magnetic gear are presented in Figure 4, 

while the dimensional parameters of the magnetic gear are 

summarized in Table 1. 

TABLE I 

BASIC MODEL PARAMETERS 

 
Components Parameters Values Unit 

 Inner radius 22 mm 

Inner Rotor 
Outer radius 29 mm 

Pole pairs 6 - 

 Angle, θ1, 180/(2p1) 15 degree 

 Inner radius 30 mm 

Carrier 
Outer radius 37 mm 

Number of poles, n2 10  

 Angle, θ2, 180/(n2) 18 degree 

 Inner radius 38 mm 

Outer Rotor 
Outer radius 47 mm 

Pole pairs 14  

 Angle 12.85 degree 

 Inner radius 18 mm 

Overall 
Outer radius 52 mm 

Air gap 1 mm 

 Axial length 40 mm 

 

III. PROPOSED MAGNETIC GEAR ANALYSIS AND 

SIMULATION RESULTS 

 

In this study, a magnetic gear system with a coaxial 

configuration was designed, and electromagnetic analysis was 

conducted. Electromagnetic analysis is crucial for determining 

factors that influence the performance and torque transmission 

of the magnetic gear system. Axial torque values at specific 

speeds were obtained for the input and output shafts, showing 

variations over time. These values are essential for 

understanding how the magnetic gear system would perform 

under different load and speed conditions. The obtained data 

indicates the potential wide-ranging applications of magnetic 

gear systems. 

 

For the analysis of a coaxial magnetic gear with SMC core, 

a 2-dimensional model was created using the Ansys Maxwell 

software. The magnetic gear was defined with the outer rotor 

fixed, and the carrier and inner rotor movable. SMC material, 

specifically SMC 130 1P, was chosen as the material for these 

three fundamental parts. Neodymium magnets with a Halbach 

arrangement were selected for the inner and outer rotors. Figure 

5 illustrates the B-H characteristic of the SMC material used in 

the core of the magnetic gear. 

 

 

 
Fig.5. B-H characteristic of the SMC material. 

 

 

As shown in Figure 5, the saturation point of the Somaloy 

series SMC material is higher compared to that of hardened 

steel materials. The physical, electrical, and thermal properties 

of SMC and hardened steel (Steel 1010) materials are provided 

in Table 2.  

When comparing the densities of SMC material and 

hardened steel, it can be observed that the lower density of SMC 

material will lead to lower volume and weight gains compared 

to a core made of hardened steel of the same dimensions. In an 

SMC core magnetic gear, due to the material's higher resistivity, 

lower eddy current losses will occur compared to silicon steel. 

SMC materials can provide low volume-high efficiency, 

especially at high speeds [20]. The preference for SMC-type 

materials has two main purposes. The first is the ability to 

achieve complex geometries due to production methods, and 

the second is enabling three-dimensional flux flow [21]. 

For the parts defining the moving input and output shafts of 

the magnetic gear, time-dependent analyses were conducted 

using a moving mesh structure. The meshing process involves 

dividing the model into element networks to achieve realistic 

results. During the meshing process, it is necessary to predefine 

how each edge or region can be subdivided. If the mesh is too 

dense, it can lead to excessive computational time for solving 

the model.

325

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023 
 

Copyright © BAJECE ISSN: 2147-284X http://dergipark.gov.tr/bajece 

 

 

 

TABLE II 

PARAMETERS OF SMC AND HARDENED STEEL MATERIALS 
 

Materials Density 

(kg/m3) 

Resistivity (µΩcm) Loss Power (50 

Hz-1 T.) W/kg 

Thermal Resistance 

(W/(m-K) 

Somoloy 130 1P 7350 8000 6 22 

Steel 1010 7872 5 0,5 49,8 

Conversely, if the mesh is too sparse, it can deviate from 

accurate results. Figure 6 illustrates the distribution of magnetic 

flux density for the magnetic gear. It is deemed more suitable 

to perform the analysis with meshes of 3 degrees angle and a 

spacing of 0.01 mm. Within the gap between the inner rotor and 

the carrier, 242 elements are created, while 377 elements 

constitute the mesh between the inner rotor and the iron, and 40 

elements form the mesh within the inner rotor's magnets. 

 

 
 

 

Fig.6. Mesh structure for the magnetic gear 

 

An important aspect here is to generate denser meshes in 

critical areas, especially within the air gap. To enable rotational 

movement of the magnetic gear's moving sections, a rotating 

rotor model was established. To create a sliding surface for the 

air gap, the air gap needs to be divided into at least two parts. 

In Maxwell software, a band was formed to define the rotating 

motion, with the parts inside the band considered as moving and 

the parts outside as stationary. It is the division of the model 

into the element mesh in order to obtain a true-to-life mesh 

operation. When meshing, it is necessary to determine in 

advance which edge or how much the region can be divided. If 

the pattern network is large, more time can be spent in analyzing 

the model. If it is less, it may be possible to get away from 

realistic results. Figure 7 shows the magnetic flux density 

distribution for the magnetic gear. It is considered more 

appropriate to process with meshes at an angle of 3 degrees and 

in the range of 0.01 mm. A network of elements 242 is made in 

the space between the inner rotor and the carrier, 377 between 

the inner rotor and the iron, and 40 in the magnets in the inner 

rotor. 

 

 
Fig.7. Distribution of magnetic flux density for the magnetic gear 

 

Considering the moving inner rotor representing the input 

shaft and the moving carrier representing the output shaft, 

torque values were calculated for these components. Figure 8 

presents the input and output torque curves of the magnetic gear 

model for 500 ms. The torque ripple in the input and output 

torques of the magnetic gear can be calculated using Equation 

(6): 

 
(6) 

 
In Equation (6), T min, T max, and T avg respectively denote 

the minimum, maximum, and average torque values. The 

torque ripple percentage is 17.52% for the input torque and 

approximately 5% for the output torque. 

As shown from Figure 8, when observing the torque 

values between the input and output shafts, the output 

torque is 35.98 Nm, while the input torque is 11.75 Nm, 

resulting in a transmission ratio of 3:1. To minimize 

fluctuations in torque profiles, the numbers of poles in the 

inner and outer rotors should be prime. Torque ripple in 

magnetic gears is a result of modulation between 

magnetic pole rotors, primarily originating from magnetic 

flux harmonics. It is largely dependent on the chosen pole 

numbers. Significant torque ripple could render the 

magnetic gear practically unusable.
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Fig.8. Torque variation for the magnetic gear inner rotor and carrier sections 

 

Hence, studies in the literature underscore that magnetic 

gears with whole-number pole pairs exhibit high torque ripple. 

 
Fig.9. Core and hysteresis-eddy losses for the magnetic gear 

 
Fig.10. Power values for the input and output shafts of the magnetic gear 

 

Magnetic gears are known to have high efficiencies due to 

limited mechanical losses, primarily attributed to bearing 

friction. However, apart from mechanical losses, there will be 

additional losses induced by the time-varying magnetic field. 

These additional losses encompass iron losses, hysteresis, and 

eddy current losses. Figure 9 shows the losses related to the core 

and hysteresis-eddy effects in the magnetic gear. When the eddy 

current losses are analyzed, it becomes evident that the SMC 

material contributes to a relatively low value, around 31.4 mW. 

Additionally, the solid loss, which signifies the resistive loss in 

solid conductors, accounts for 615.817 W. 

Using the axial torque values and angular velocities of the 

magnetic gear, the power values for the input and output shafts 

were plotted in Figure 10. Analyzing these power values reveals 

that torque transmission occurs with an efficiency of 84.71%, 

as demonstrated in Figure 11. 

Fig.11. Efficiency of the magnetic gear 

 

IV. CONCLUSION 

 

Within the scope of this study, the development of a low- 

volume, high-efficiency magnetic gear power transmission 

system has been addressed as an alternative to the traditional 

belt and pulley power transmission system for both 

conventional and next-generation vehicles. In the proposed 

magnetic gear structure, the outer rotor remains fixed, while the 

carrier and inner rotor are designated as the output and input 

shafts, respectively. By constructing the magnetic gear core 

with SMC material, three-dimensional flux flow has been 

enabled, thus ensuring low eddy current losses. As a result of 

the analyses, power transmission has been achieved between 

the drive system and the Lundell alternator with a power value 

of 6.7 kW, at a ratio of 3:1, and with an efficiency of 84.73%. 

In conclusion, magnetic gear systems offer a valuable solution 

for increasing transmission efficiency, eliminating mechanical 

contact, and minimizing energy losses in torque transmission. 

With the advancement of technologies, the utilization of 

magnetic gear systems is becoming more widespread in 

various industrial applications, and it is anticipated to play an 

even more significant role in the future. 

 

REFERENCES 

[1] K. Atallah, D. Howe. “A novel high performance magnetic gear.” K. 

Atallah, D. Howe. "A novel high performance magnetic gear." IEEE 
transactions on magnetics, vol.37. 4, 2001, pp 2844-2846. 

[2] P. O. Rasmussen, T. O. Andersen, F. T. Jorgensen, O. Nielsen, 

"Development of a high-performance magnetic gear," IEEE 
Transactions on Industry Applications, vol. 41. 3, 2005, pp. 764-770. 

[3] J. W. K. Atallah, D. Howe, "A high-performance linear magnetic gear," 

Journal of applied physics 97, vol. 10. 516, 2005. 
[4] S. Nielsen, R. K. Holm, N. Berg, P. O. Rasmussen, "Magnetically 

geared conveyor drive unit - an updated version," IEEE Energy 

327

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023 
 

Copyright © BAJECE ISSN: 2147-284X http://dergipark.gov.tr/bajece 

 

 

Conversion Congress and Exposition (ECCE), 2020. 

[5] L. Jian, K. T. Chau, "Analytical calculation of magnetic field 
distribution in coaxial magnetic gears," Progress in Electromagnetics 

Research, vol. 92, 2009, pp. 1-16. 

[6] A. B. W. Hafla, W. Rucker, "Efficient design analysis of a novel 
magnetic gear on a high performance computer," The International 

Journal for Computation and Mathematics in Electrical and Electronic 

Engineering, vol. 26. 3, 2007, pp. 712-726. 
[7] K. T. Chau, Z. Zhang, "Novel design of double-stator single-rotor 

magnetic-geared machines," IEEE Transactions on Magnetics, vol. 48. 

11, 2012, pp. 4180-4183. 
[8] P. Alotto, E. Armando, "Design, Analysis and Realisation of a Magnetic 

Gear Prototype with Experimental Validation," 23rd International 

Conference on the Computation of Electromagnetic Fields, 2022. 
[9] L. Dimauroa, E. Bonisolia, M. Velardocchiaa, M. Repettob, P. Alottoc, 

M. Filippinic, R. Torchioc "Magnetic gearbox for automotive power 

transmissions: an innovative industrial technology," Engineering 
Science and Technology an International Journal, 2023. 

[10] D. Wong, H. Baninajar, B. Dechant, J. Bird, "Designing a Magnetic 

Gear for an Electric Aircraft Drivetrain," IEEE Energy Conversion 
Congress & Expo, 2020. 

[11] S. C. K. Atallah and D. Howe, "High-performance magnetic gears," 

Journal of Magnetism and Magnetic Materials, 2004, pp. 272-276. 
[12] G. Duan, T. Gupta, E. Sutton, M. Wang; M. C. Gardner, "Cycloidal 

Magnetic Gear Combining Axial and Radial Topologies," IEEE 

Transactions on Energy Conversion Vol.37, 3, 2022, pp.1-1. 
[13] M. Filippini, P. Alotto, V. Cirimele, M. Repetto, C. Ragusa, L. Dimauro, 

E. Bonisoli, "Magnetic Loss Analysis in Coaxial Magnetic Gears," Journals 
Electronics Vol. 8, 11, 2019. 

[14] N. Frank, H. Toliyat, "Gearing ratios of a magnetic gear for marine 

applications," in IEEE Electric Ship Technologies Symposium, ESTS., 
2009. 

[15] N. Frank, H. Toliyat, "Gearing ratios of a magnetic gear for wind 

turbines," in IEEE International Electrical Machines and Drives 
Conference, IEMDC'09., 2009. 

[16] M. F. A. Halim, E. Sulaiman, M. Jenal, R. N. F. K. R. Othman, S. M. N. 

S. Othman, "Preliminary analysis of eddy current and iron loss in magnetic 
gear in electric vehicle," International Journal of Electrical and 

Computer Engineering (IJECE) 12(2):1161, 2022. 

[17] Y. Tian, G Liu, W. Zhao, J. Ji, "Design and Analysis of Coaxial 
Magnetic Gear Considering Rotor Losses," IEEE Transactions on 

Magnetics 51(11):1-1, 2015. 

[18] E.J. Park, S.Y. Jung, Y.J. Kim, "Comparison of Magnetic Gear 
Characteristics Using Different Permanent Magnet Materials," IEEE 

Transactions on Applied Superconductivity Vol. 30, 4, 2020. 

[19] E. Mese, M. Ayaz, M. Tezcan, K. Yilmaz, "Design of dual winding 
permanent magnet synchronous machines for hybrid electric vehicle 

accessory drives." International Journal of Vehicle Design, 69(1-4), 185- 

207, 2015. 
[20] Y. Öner, "Rüzgar türbinleri icin; düşük hızlı, sürekli mıknatıslı, 

yumuşak manyetik kompozit malzemeli, senkron generator tasarımı, 

optimizasyonu ve üretimi," Doktora Tez, 2013. 
[21] O. Ocak, "Sürekli mıknatıslı senkron motorlarda moment kalitesini 

artırmaya yönelik melez mıknatıs yerleşimli yeni bir rotor yapısı 

tasarımı ve deneysel doğrulaması," Doktora Tez, 2021. 
[22] Kocaer, T. & Öner, Y. (2022). Axial Flux Motor Design for Ventilation 

Fans Used in The Automotive Industry . Balkan Journal of Electrical and 

Computer Engineering , 10 (3) , 295-299. 
 

 

BIOGRAPHIES 

KADİR YILMAZ received the B.S. and 

M.S. degrees from the Department of 

Electrical Education, Gazi University, 

Ankara, Turkey, in 1996, 1999. He 

received PhD degree in 2004 from the 

Department of Electrical Education, 

Kocaeli University. Since 1999, he has 

been working with the Energy Systems 

Engineering   Department,   Kocaeli 

University. His research interests include design of electrical 

machine, electromechanical nergy conversion, simulation and 

modeling of electrical machine. 

 

TANER DİNDAR received the B.S. and M.S. 

degrees from the Department of Electrical 

Education, Marmara University, Istanbul, 

Turkey, in 2009, 2012. Since 2012, he has 

been working with the Department of 

Electronic and Automation, Ankara 

University. His research interests include 

design of electrical machine, magnetic gear 

and energy systems. 

 

MURAT AYAZ received the B.S., M.S., and 

Ph.D. degrees from the Department of 

Electrical Education, Kocaeli University, 

Kocaeli, Turkey, in 2005, 2008, and 2015, 

respectively. From 2009 to 2015, he was 

worked as a Research Assistant with the 

Electrical Education Department, Kocaeli 

University,  where he is currently an 

Associate Professor with the Electric and Energy 

Department. He has several studies on electric machine 

design and industrial automation system design. His 

research interests include electric machines, 

electromechanical systems, hybrid electric vehicles, and 

industrial automation systems. 
 

SERKAN AKTAŞ received his M.Sc. and 

Ph.D. degrees in the Department of 

Machinery Technology and Biomedical 

Engineering, in 2009 and 2021, respectively, 

at Kocaeli University, Kocaeli, Turkey. He 

has been working as an Assistant Professor 

at the Uzunciftlik Nuh Cimento Vocational 

High School at Kocaeli University. His research fields are 

CAD-CAM-CNC technologies, manufacturing technologies, 

machine design, biomechanics. 

 

SERKAN SEZEN received the B.S. , M.Sc. 

and Ph.D. degrees in Electrical Education 

from Kocaeli University, Kocaeli, Turkey, 

in 2003, 2006 and 2015 respectively. He 

worked at the Department of Electronics &  

Automation,  Edremit  Vocational 

School, Balikesir University, Balikesir, 

Turkey, between 2007-2019. He is currently Assistant 

Professor at Department of Electric&Energy, Uzunçiftlik Nuh 

Çimento Vocational School, Kocaeli University. His research 

interests are renewable energy, power electronics, control 

theories and electrical machines. 

 

328

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023 

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

Research Article 

 

Abstract—In recent years, multilevel inverters have gained 

significant attention due to their advantages, such as improved 

output waveform quality and reduced harmonic distortion. 

However, harmonics in multilevel inverter systems continue to be 

a persistent issue. Researchers have addressed this problem using 

the Selective Harmonic Elimination-Pulse Width Modulation 

(SHE-PWM) technique. However, the SHE equations formulated 

for eliminating or reducing the selected harmonics involve 

complex and computationally intensive calculations, 

encompassing nonlinear and transcendental equations. Various 

optimization techniques have been developed to tackle these 

intricate and demanding calculations. This article presents a new 

approach that utilizes the relatively newly developed African 

Vultures Optimization (AVO) algorithm to solve the SHE 

equations in multilevel inverters. The AVO-based SHE-PWM 

technique is tested on a three-phase cascaded multilevel inverter 

(CHB-MLI) with 7, and 11 levels. The proposed algorithm 

demonstrates the ability to locate adequate solutions within the 

modulation index range of 0.1 to 1.0. It is shown that the 

modulation index range of 0.5 to 1.0 allows for the successful 

elimination of the selected harmonics and precise control of the 

fundamental voltage with an error of less than 0.5%. 

 
 

Index Terms—African Vultures Optimization Algorithm, Multi-

level inverter, Selective Harmonic Elimination, Optimization.  

 

I. INTRODUCTION 

ULTILEVEL INVERTERS find applications in various 

fields, including renewable energy systems (such as solar 

and wind energy integration), electric vehicles, high-voltage 

direct current (HVDC) transmission systems, and medium-

voltage motor drives [1-6]. Their ability to generate high-

quality output waveforms makes them suitable for applications 

that require solid power quality. Alongside the circuit structures 

of multilevel inverters, control techniques play a crucial role. 

Among the most popular modulation techniques used for 

multilevel inverters are pulse width modulation (PWM),  
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selective Harmonic elimination (SHE-PWM), and space vector 

PWM (SV-PWM) [7-9]. These techniques enhance the 

efficiency of the inverter while also lowering the amount of 

harmonic distortion that is present in the waveform that is 

produced. SHE-PWM stands out as the most effective due to its 

direct harmonic elimination capability. SHE-PWM is a 

modulation technique that selectively eliminates or reduces 

lower-order harmonics in the output waveform. When SHE-

PWM is used, the output waveform is improved with smoother 

characteristics, and the total harmonic distortion (THD) value 

is reduced. This minimizes the effect of unwanted harmonic 

components and yields a cleaner output waveform. 

Various optimization methods have been developed to 

address the computational complexity of SHE. These 

optimization techniques aim to find optimum switching angles 

that satisfy the desired harmonic elimination conditions while 

minimizing the computational effort. Genetic Algorithms (GA) 

[10], Particle Swarm Optimization (PSO) [11], Differential 

Evolution (DE) [12], Artificial Bee Colony (ABC) [13], Red 

Deer Algorithm (RDA) [14], and other metaheuristic 

algorithms have been applied in SHE optimization. These 

algorithms explore the solution space to find the best solutions, 

considering factors such as convergence speed, computational 

efficiency, robustness, and the ability to handle different 

modulation indices. Utilizing optimization methods in selective 

harmonic elimination enables the efficient implementation of 

multilevel inverters, achieves high-quality output waveforms, 

and reduces harmonic distortion. Researchers and engineers can 

adapt the performance of multilevel inverters to meet specific 

application requirements, optimize power conversion 

efficiency, and adhere to power quality standards by selecting 

an appropriate optimization algorithm. Ongoing research in this 

field aims to enhance the efficiency and accuracy of 

optimization algorithms and their application in real-time 

control systems, thus paving the way for the widespread 

adoption of multilevel inverters in various power electronics 

applications. 

This study presents a new approach that utilizes the African 

Vultures Optimization (AVO) algorithm [15] to solve the SHE 

equations in multilevel inverters. The results show that the 

proposed algorithm works well at finding reasonable solutions 

within a specific range of modulation indices, allowing the 

elimination of certain harmonics and precise control of the 

fundamental voltage. This research contributes to the 
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Inverter 
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advancement of optimization techniques in multilevel inverters 

and offers promising possibilities for improving power quality 

in various applications. 

II. MATERIAL AND METHOD 

A.  Cascaded Multilevel Inverters 

 

Multilevel inverters come in three main topologies: diode-

clamped, capacitor-clamped, and cascaded. Among these 

structures, cascade multi-level inverter has different advantages 

compared to other inverter types. The cascaded H-bridge 

inverter (CHB) structure with distinct DC sources is the 

topology that needs the fewest number of components overall. 

Because of its modular design and flexible circuit 

configuration, it is well suited for use in applications requiring 

high voltage and high power. A cascaded H-bridge multilevel 

inverter, also known as a CHB-MLI, is created by joining a 

number of single-phase H-bridge inverters in a series 

configuration, as seen in Fig. 1(a) for an N-level inverter. 

N=2m+1 describes how many different levels of output phase 

voltage the CHB-MLI can produce, where m refers to the 

number of H-bridges used in each phase. Each H-bridge is fed 

by its own individual DC source. The three distinct voltage 

levels of +VDC, 0 VDC, and -VDC may be achieved by choosing 

various combinations of the switches labelled S1, S2, S3, and S4 

located inside each H-bridge. In order to make the synthesized 

AC voltage waveform identical to the sum of all the voltages 

produced by the cascaded H-bridge cells, the outputs of the H-

bridge switches are connected in series with one another.   

Depending on the application, a three-phase circuit structure 

is obtained by either star or delta connection. This study uses 

three-phase circuit structures with 7, and 11 levels. For seven 

levels, three H-bridge structures are required for each phase, 

while four H-bridge structures are needed for nine levels, and 

five H-bridge structures are required for eleven levels. 

B. Mathematical Model of SHE-PWM Technique  

Selective Harmonic Elimination (SHE) is a PWM (pulse 

width modulation) technique commonly used at low 

frequencies. Its purpose is to control the output voltage while 

adjusting the fundamental harmonic to the desired value and 

eliminating selected harmonics to achieve a sinusoidal AC 

output voltage waveform. After applying SHE-PWM, the 

remaining insignificant higher-order harmonics can be 

eliminated using a small passive filter. In the SHE-PWM 

technique, a set of nonlinear equations, usually denoted by m, 

is solved to find the optimum switching angles for different 

modulation indices. 

One of the equations equals the fundamental harmonic value, 

while the others are set to zero to eliminate the selected 

harmonics. Subsequently, the switching angles that satisfy these 

equations are calculated using appropriate methods. The 

nonlinear harmonic equations required to obtain the optimal 

switching angles can be expressed using the Fourier series 

expansion of the output voltage. The expression for the output 

voltage, which includes all harmonic components, can be 

defined as shown in Eq. (1). 

 

 

 
 

Fig.1. Single-phase N-level CHB-MLI (a) circuit structure (b) output voltage waveform 
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where, VDC is the input voltage for each H-bridge inverter. θ1, 

θ2, ..., and θk are the switching angles, and due to quarter-wave 

symmetry, the switching angles should satisfy the condition in 

Eq.(2). 

 

1 120 ...  
2

k k


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k represents the number of switching angles, and n represents 

the degree of the harmonic. For the 7-level, and 11-level 

inverters, the required number of discrete DC sources is three, 

four, and five, respectively. In a balanced three-phase system, 

there are no harmonics that are multiples of three, so the 

harmonics that are multiples of three are not considered. 

Typically, in the context of k switching angles, a single 

switching angle is employed to regulate the intended 

fundamental output voltage V1, while the remaining (k-1) 

switching angles are utilised to elimination or diminish the low-

order harmonics (k-1). The Eq.(1) provides the formula for the 

fundamental output voltage V1, expressed in relation to the 

switching angles. 
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The modulation index controls the fundamental voltage in the 

SHE technique. M, can be defined as the ratio of the peak value 

(V1p) of the desired base voltage given in (4) to the total DC 

input voltage [16]. 

1p

DA

V
M

kV
  (4) 

 

The determination of the modulation index and switching 

angles that result in the generation of an AC waveform with 

minimal total harmonic distortion (THD) necessitates the 

resolution of k transcendental nonlinear equations, commonly 

referred to as SHE equations, that describe the chosen 

harmonics. 

The seven-level inverter utilizes three h-bridge structures. 

The SHE equations for the 7-level inverter are as follows: 
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The eleven-level inverter utilizes five h-bridge structures. The 

SHE equations for the 11-level inverter are as follows: 
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     

1 1 2 5
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7 1 2 5

11 1 2 5

13 1 2 5

V  cos + cos ... cos 4

V  cos 5 + cos 5 ... cos 5 0

V  cos 7 + cos 7 ... cos 7 0

V  cos 11 + cos 11 ... cos 11 0

V  cos 13 + cos 13 ... cos 13 0

Mk   

  

  

  

  

   

   

   

   

   

 

(6) 

 

For the correct solution, the switching angles for all inverter 

states must satisfy the condition 0 ≤ θ1 < θ2 < … ≤ θk. In this 

study, two different total harmonic distortion values will be 

calculated. The first is %THD, and the other is % THDe. The 

%THD limit value is usually infinite but will be considered up 

to the 50th harmonic. THDe represents the total value of the 

harmonics to be eliminated. When calculating the THDe [16] 

value, the maximum harmonic value to be eliminated is 

considered. The maximum harmonic value for the seven-level 

is 7th, 11th , and 13thfor the eleven-level. 

 

2 2 2 2

5 7 11 49

1

%
V V V V

THD
V

  
  (7) 

 

2 2

5 7

1

...
% e

V V
THD

V

 
  (8) 

C. African Vultures Optimization Algorithm 

African Vulture Optimization (AVO) is an optimization 

algorithm developed by drawing inspiration from the feeding 

behavior of vultures in natural habitats. Vultures efficiently 

locate their prey over a wide area through their social 

interactions and observational abilities. Mimicking these 

natural strategies, the AVO algorithm is used to solve complex 

optimization problems. It employs a population-based approach 

and utilizes a set of candidate solutions (individuals) to solve 

the problem. The algorithm moves each individual through 

steps that imitate the vultures' prey-finding behavior. 

Individuals search to explore the potential solution space and 

move towards better solutions. This process is combined with a 

competitive selection mechanism to determine the best 

solutions among individuals. 

The AVO algorithm has demonstrated its effectiveness in 

solving various optimization problems, as evidenced by several 

studies [15], [17-25]. It has been successfully applied to 

complex real-world problems inspired by nature, as well as 

function optimization, data mining, machine learning, artificial 

neural networks, and other domains [15]. AVO offers several 

key advantages, including computational efficiency, the ability 

to perform global searches, scalability, and high solution 

accuracy. This section provides a summary of the general steps 

of the African Vultures Optimization (AVO) algorithm. For 

more comprehensive details and in-depth explanations, readers 

are encouraged to refer to [15]. This optimization is capable of 

resolving major optimization issues and has a low 

computational complexity of O(P X (M + Mb). Here, 'P' stands 
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for population size, 'M' for the maximum number of iterations, 

and 'b' for the dimensions of the problem. 

The behavior of vultures in nature while foraging is depicted 

in Fig. 2. When many vultures congregate around one food 

source, it can cause severe conflicts over food acquisition. At 

such times, physically powerful vultures prefer not to share 

food with other vultures, as shown in Fig. 2(a). Vulture 

rotational motion is modeled using spiral motion in Fig. 2(b). 

The distance between the vulture and one of the two best 

vultures is first calculated in this method. Moreover, a spiral 

between the vulture and one of the best vultures is created. As 

seen in Fig. 2(c), when vultures are hungry and have low 

energy, vulture gathers together in search of food. Vultures 

compete in this pursuit. Vultures are aggressive in this search. 

 

In general, the steps of the algorithm are as follows. 

Step 1.  

Create the initial population by considering the fitness 

function. 

Step 2.  

Choose the two best solutions as the best vultures of the first 

group and the second-best solution as the best vultures of the 

second group.  

Step 3.  

Move the other vultures to the best vultures using equations 9 

and 10. 

 

1 1

2 2

 Vulture    
( )

 Vulture    

Best i

Best i

if k
E i

if k






 


 (9) 

 

In Eq. (9), VultureBest1 represents the position vector of the best 

vulture in the first group in the current iteration, and VultureBest2 

represents the position vector of the best vulture in the second 

group. One of the top vultures in the current iteration is 

represented by the position vector E(i). This vector is selected 

based on the given selection operator in Eq. (10). β1 and β2 are 

parameters measured before the search process. The values of 

these parameters range between zero and one, and the sum of 

both parameters is equal to one. 

 

1

i
i n

i
i

k
F

F






 
(10) 

Step 4.  

Use equations (11) and (12) to search for food. 
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2 1 1
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    
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Fig.2. Natural behavior of vultures while foraging a) competition for food, b) rotating flight of vultures, c) aggressive competition for Food.
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The F value given in Eq. (11) shows the saturation rate of 

vultures. iti represents the valid number of iterations, maxit 

represents the maximum number of iterations. The rand1, m1, 

m2 parameters take random values in the ranges [0,1], [-1,1] and 

[2,-2], respectively. The m3 parameter is a constant number. 

Increasing this value increases the probability of entering the 

exploration phase towards the maximum iteration. 

|F| If the value is greater than or equal to 1, the exploration phase 

begins, and the vultures forage for the best vulture location at 

random locations. In order to benefit from different exploration 

strategies, the k1, and randk1 parameters, which take random 

values in the [0,1] range, are compared. Eqs. 13 and 14 are used 

if k1 is greater than or equal to randk1. If k1 is less than randk1, 

Eq.15 is used. 

 

( 1) ( ) ( )K i E i D i F     (13) 

 

2( ) | 2 ( ) ( ) |D i rand E i K i     (14) 

 

 3 2 1 1( 1) ( ) ( ) dK i E i F rand s s rand s         (15) 

 

In equation, K(i) refers to the vulture's current position vector, 

and K(i+1) is the position vector in the following iteration. The 

lower and upper limits of the search space are represented by s1 

and s2, respectively. The parameters rand2, rand3, and rand4 are 

assigned a random value between 0 and 1. 

 

 4( 1) ( ) ( )K i D i F rand m t      (16) 

 

( ) ( ) ( )m t E i K i   (17) 

 

 1 2( 1) ( )K i E i S S     (18) 
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 

 
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 (19) 

 

|F| when the value is less than 0.5, the k3 and randk3 parameters 

are compared. If k3 is equal to or greater than randk3, when using 

Eq.20 and Eq.21; If k3 is less than randk3, 21 and 22 are used in 

the equation. Thus, the accumulation and aggressive bickering 

of vultures around the food source is modeled. 
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In Eq. (23) λ is a constant number, parameters m4 and m5 take 

random values between 0 and 1. Γ( ) ( 1)!z z  . The flow chart 

of AVOA is given in Fig.  3. 

 

D. Application of AVO Algorithm to SHE-PMW equations  

 

The AVO algorithm implemented in MATLAB was utilized 

to solve the SHE equations (5), and (6) for the targeted 

harmonics in the 7, and 11-level inverters, respectively. Three 

scenarios were considered, with a population size of 100 and 

100 iterations. The solutions were obtained by incrementing the 

modulation index M from 0 to 1 in steps of 0.01. The 

calculations were performed on a personal computer equipped 

with an Intel(R) Core (TM) i7-10870H CPU @ 2.20GHz, 16.0 

GB RAM, and a GeForce RTX 2060 NVIDIA graphics card. 

At each step, the obtained solution was evaluated using a fitness 

function. The objective was to determine the switching angles 

that either eliminate or reduce the selected low-order harmonics 

to an acceptable level while achieving the desired voltage value. 

Eq. (24) defines the fitness function used for each set of 

solutions. The goal of this optimization process was to find the 

optimal set of switching angles that minimizes the distortion 

caused by the harmonics, ensuring the output voltage closely 

matches the desired waveform. The AVO algorithm, with its 

population-based approach and imitation of vulture behavior, 

efficiently searched the solution space to find the best 

configuration of switching angles for each modulation index. 

 
2

1

2

4
min . cos( ) 0

i

k
DA

ref p i

i

V
f V V n

n


 

    
      

    
  (24) 

 

In Eq. (24) Vref represents the maximum value of the desired 

base voltage, while V1p represents the maximum value of the 

base voltage obtained at the inverter output applying the 

calculated switching angles to the inverter. The fundamental 

frequency of the fundamental voltage is 50Hz. Total source 

voltage values are selected to be a maximum of 311 volts. For 

the seven-level inverter, all sources are 311/3 volts, and all 

sources for the eleven-level inverter are 311/5 volts. An RL load 

was used as the load for both seven-level, and eleven-level 

CHB-MLI. The value of the resistance R is 10 ohms, and the 

value of the inductance L is 5 mH. The load connected to the 

inverter output affects the harmonic formation [26]. Here, 

harmonic analysis has been made only for RL load. The 

simulation results are explained in the next section. 
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Fig.3. AVOA [15] 

 

III. RESULTS AND DISCUSSION 

To assess the effectiveness of the AVOA optimization in 

solving the SHE-PWM equations, the results obtained from 

applying the AVOA algorithm in the MATLAB Simulink 

environment for the 7-, and 11-level inverters are discussed 

below. 

 
TABLE I 

PARAMETER SETTING OF AVOA 
 

 

 

 

 

 

 

 

 

Table I displays the parameters utilized for AVOA at levels 7 

and 11. The w operator mentioned in Table II is a parameter 

that influences the extent of disruption during the exploration 

and exploitation phases. 

 

A. Simulation results for seven-level MLI 

The graph in Fig. 4(a) depicts the fitness function values for 

each set of switching angles across the range of modulation 

index values Fig. 4(b) displays the switching angles determined 

for the corresponding modulation index values, providing 

insight into the optimal configuration for the 7-level MLI. In 

Fig. 4(c), the plots showcase the THD, THDe, and magnitudes 

of the 5th and 7th harmonics. These metrics are evaluated for 

modulation index values, highlighting the system's harmonic 

performance. Notably, the graph indicates that solutions within 

the M range of 0.1 to 0.4 fail to meet the IEEE-519 standard 

[27], while acceptable solutions are found in the M range of 0.5 

to 1.0. 

Parameter Value 

β1 0.8 

β2 0.2 

w 2.5 

k1 0.6 

k2 0.4 

k3 0.6 
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The switching angles calculated by AVO versus different 

modulation indices for 7-level MLI are shown in Table II. The 

switching angles calculated in Table II were applied to the 7-

level inverter in the Matlab environment, and the simulation 

output values are shown in Table III. 

As shown in Table III, the AVO algorithm has successfully 

found suitable solutions for the 7-level inverter within the 

modulation index range of 0.1 to 1.0. The desired fundamental 

voltage is controlled with an error of less than 0.5% compared 

to the reference value. The 0.5 to 1.0 index values modulation 

range effectively suppresses the selected harmonics. Examining 

this range, both the THDe value and the magnitudes of the 5th 

and 7th harmonics are below 0.09%.  Figure 5 illustrates the 

load voltage waveforms for modulation indices of 0.4, 0.6, and 

1.0. The THD and THDe analysis of these waveforms is 

presented in Figure 6 and Figure 7, respectively. 

For a modulation index of M=0.4, the voltage waveform of 

the load exhibits a THD value of 16.94%. The maximum value 

of the fundamental voltage, Van(max), is measured as 124.2V, 

and the rms value, Van(rms), is calculated as 87.83V (Figure 

6(a)). For a modulation index of M=0.6, the THD of the load 

voltage waveform is determined as 12.41%. The maximum 

value of the fundamental voltage, Van(max), is found to be 

186.2V, and the rms value, Van(rms), is calculated as 131.7V 

(Figure 6(b)). Finally, for a modulation index of M=1.0, the 

THD of the load voltage waveform is reduced to 7.83%. The 

maximum value of the fundamental voltage, Van(max), is 

measured as 311.1V, and the rms value, Van(rms), is 

determined as 220.1V (Figure 6(c)). 

Figure 7 illustrates the extent to which the selected harmonics 

are eliminated. For M=0.4 modulation index, the calculated 

values are THDe=%6.35, h5=%3.99 (V5=4.95V), and 

h7=%3.99 (V7=6.14V). For M=0.6 modulation index, the 

calculated values are THDe=%0.09, h5=%0.02 (V5=0.03V), 

and h7=%0.15 (V7=0.08V). Lastly, for M=1.0 modulation 

index, the calculated values are THDe=%0.04, h5=%0.03 

(V5=0.01V), and h7=%0.01 (V7=0.03V). 

The analysis indicates that the AVO algorithm precisely 

controls the fundamental voltage and effectively suppresses the 

selected harmonics within the modulation index range of 0.5 to 

1.0. The obtained results demonstrate the capability of the AVO 

algorithm to achieve desired voltage control and harmonic 

suppression for the 7-level inverter. 

 

B. Simulation results for eleven-level MLI 

The graph in Fig. 8(a) depicts the fitness function values for 

each set of switching angles across the range of modulation 

index values Fig. 8(b) displays the switching angles determined 

for the corresponding modulation index values, providing 

insight into the optimal configuration for the 11-level MLI. In 

Fig. 8(c), the plots showcase the THD, THDe, and magnitudes 

of the 5th, 7th,11th and 13th harmonics. These metrics are 

evaluated for modulation index values, highlighting the 

system's harmonic performance. Notably, the graph indicates 

that solutions within the M range of 0.1 to 0.4 fail to meet the 

IEEE-519 standard, while acceptable solutions are found in the 

M range of 0.5 to 1.0. 

The switching angles calculated by AVO versus different 

modulation indices for 11-level MLI are shown in Table IV. 

The switching angles calculated in Table IV were applied to the 

11-level inverter in the Matlab environment, and the simulation 

output values are shown in Table V. 

 
TABLE II 

SWITCHING ANGLES CALCULATED WITH AVO (FOR 7 LEVELS) 

 

 

 

 
TABLE III 

SIMULATION RESULTS (FOR 7 LEVELS) 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

Modulation Index Switching Angles (Radians) 

M θ1 θ2 θ3 

0.1 1.3329 1.5708 1.5708 

0.2 1.0801 1.5708 1.5708 

0.3 0.8907 1.4928 1.5708 

0.4 0.7787 1.3380 1.5708 

0.5 0.7115 1.1488 1.5597 

0.6 0.6882 1.0224 1.4504 

0.7 0.6691 0.9414 1.2908 

0.8 0.5102 0.9503 1.1254 

0.9 0.3056 0.7512 1.1196 

1.0 0.2029 0.5370 1.0181 

M Vref(peak) Vref(rms) V(rms) Error (%) THD (%) THDe (%) h5 h7 

0.10 31.1 22 21.96 0.18 109.14 99.42 79.03 60.32 

0.20 62.2 44 43.95 0.11 37.77 28.44 27.09 8.68 

0.30 93.3 66 65.83 0.26 32.95 10.37 3.65 9.71 

0.40 124.4 88 87.83 0.19 16.94 6.35 3.95 4.95 

0.50 155.5 110 109.8 0.18 17.44 0.06 0.01 0.06 

0.60 186.6 132 131.7 0.23 12.41 0.09 0.02 0.08 

0.70 217.7 154 153.6 0.26 12.26 0.07 0.02 0.06 

0.80 248.8 176 175.6 0.23 10.72 0.04 0.01 0.00 

0.90 279.9 198 197.4 0.30 11.81 0.03 0.00 0.01 

1.00 311.0 220 220.1 0.05 7.84 0.04 0.01 0.03 

335

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023 

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 
 

Fig.4. Analysis of the 7-level MLI inverter in terms of (a) fitness function, (b) switching angles, and (c) THD, THDe, 5th , and 7th  harmonic characteristics as a 

function of M. 
 

 
Fig.5. Load voltage waveforms for different modulation indices (7-level): (a) M=0.4, (b) M=0.6, (c) M=1.0 

 

 

 
 

Fig.6. THD values for different modulation indices (7-level) (a) M=0.4, (b) M=0.6, (c) M=1.0 

 

 
 

Fig.7. THDe values for different modulation indices (7-level) (a) M=0.4, (b) M=0.6, (c) M=1.0 
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As shown in Table V, the AVO algorithm has successfully 

found suitable solutions for the 11-level inverter within the M 

range of 0.1 to 1.0. It is observed that the desired fundamental 

voltage is controlled with an error of less than 0.5% compared 

to the reference value. M range of 0.6 to 1.0 is identified as the 

effective range for suppressing selected harmonics. Within this 

range, both the THDe load value and the magnitudes of the 5th, 

7th, 11th, and 13th harmonics are below 0.09%. 
 

TABLE IV 

SWITCHING ANGLES CALCULATED WITH AVO (FOR 11 LEVELS) 

 

In Fig. 9, the voltage waveforms of the load are shown for 

modulation indices of 0.4, 0.6, and 1.0. The THD and THDe 

analyses of the waveforms are presented in Figures 10 and 11, 

respectively. For a modulation index of 0.4, the THD of the load 

voltage is calculated to be 12.27%, with a maximum value of 

Van(max) = 124V and an RMS value of Van(rms) = 87.71V 

(Fig. 10(a)). For a modulation index of 0.6, the THD of the load 

voltage is calculated to be 6.84%, with a maximum value of 

Van(max) = 185.9V and an RMS value of Van(rms) = 131.5V 

(Fig. 10(b)). Finally, for a modulation index of 1.0, the THD of 

the load voltage is determined to be 4.48%, with a maximum 

value of Van(max) = 310.8V and an RMS value of Van(rms) = 

219.8V (Fig. 10(c)). 

The degree of suppression of the selected harmonics is shown 

in Fig. 11. For a modulation index of 0.4, the THDe is 

calculated to be 3.10%, with harmonic magnitudes of h5 = 2.32 

(V5 = 2.88V), h7 = 0.71 (V7 = 0.89V), h11 = 1.89 (V11 = 2.34V), 

and h13 = 1.89 (V13 = 2.34V). For a modulation index of 0.6, the 

THDe is determined to be 0.09%, with harmonic magnitudes of 

h5 = 0.05 (V5 = 0.08V), h7 = 0.04 (V7 = 0.07V), h11 = 0.02 (V11 

= 0.04V), and h13 = 0.02 (V13 = 0.03V). Finally, for a 

modulation index of 1.0, the THDe is found to be 0.04%, with 

harmonic magnitudes of h5 = 0.02 (V5 = 0.05V), h7 = 0.01 (V7 

= 0.03V), h11 = 0.01 (V11 = 0.02V), and h13 = 0.01 (V13 = 

0.04V). 
 

 
TABLE V 

SIMULATION RESULTS (FOR 11 LEVELS) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.8. Analysis of the 11-level MLI inverter in terms of (a) fitness function, (b) switching angles, and (c) THD, THDe, 5th , 7th, 11th  and 13th  harmonic 

characteristics as a function of M. 

Modulation Index Switching Angles (Radians) 

M θ1 θ2 θ3 θ4 θ5 

0.1 1.1672 1.5708 1.5708 1.5708 1.5708 

0.2 0.7575 1.5119 1.5708 1.5708 1.5708 

0.3 0.7706 1.1356 1.5317 1.5708 1.5708 

0.4 0.6859 0.9827 1.3266 1.5704 1.5708 

0.5 0.6409 0.8684 1.1454 1.4738 1.5708 

0.6 0.6168 0.8196 1.0224 1.2672 1.5331 

0.7 0.3426 0.6797 0.9852 1.1093 1.5395 

0.8 0.3898 0.6855 0.9197 1.0352 1.2386 

0.9 0.1334 0.4805 0.7115 0.9169 1.2745 

1.0 0.1332 0.3363 0.5102 0.8244 1.1008 

M Vref(peak) Vref(rms) V(rms) Error (%) THD (%) THDe (%) h5 h7 h11 h13 

0.10 31.1 22 21.91 0.41 59.35 55.17 46.09 11.48 0.31 17.01 

0.20 62.2 44 43.84 0.36 27.64 18.27 12.34 2.88 12.38 2.19 

0.30 93.3 66 65.74 0.39 19.34 8.12 4.32 3.26 0.01 6.06 

0.40 124.4 88 87.66 0.39 12.77 3.10 2.32 0.71 1.89 0.39 

0.50 155.5 110 109.2 0.73 9.05 0.95 0.47 0.25 0.70 0.34 

0.60 186.6 132 131.5 0.38 6.48 0.09 0.05 0.04 0.02 0.02 

0.70 217.7 154 153.3 0.45 8.10 0.05 0.02 0.02 0.03 0.01 

0.80 248.8 176 175.2 0.45 6.72 0.03 0.01 0.00 0.02 0.01 

0.90 279.9 198 197.2 0.40 6.31 0.05 0.02 0.00 0.01 0.02 

1.00 311.0 220 219.8 0.09 4.49 0.03 0.02 0.01 0.01 0.01 
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Fig.9. Load voltage waveforms for different modulation indices (11-level)  (a) M=0.4, (b) M=0.6, (c) M=1.0 

 

 
 

Fig.10. THD values for different modulation indices (11-level) (a) M=0.4, (b) M=0.6, (c) M=1.0 

 

 
 

Fig.11. THDe values for different modulation indices (11-level) (a) M=0.4, (b) M=0.6, (c) M=1.0 

 

IV. CONCLUSION 

This study utilized the recently developed AVOA (Artificial 

Virus Optimization Algorithm) to tackle the SHE-PWM 

(Selective Harmonic Elimination Pulse Width Modulation) 

issue in multilevel inverters. The effectiveness of AVOA in 

resolving SHE-PWM was showcased through MATLAB 

simulations conducted on 7 and 11 level cascade H-bridge 

inverters. The algorithm has demonstrated its capability to find 

suitable solutions within the M range of 0.1 to 1.0. The desired 

reference voltage has been effectively controlled with an error 

of less than 0.5%. Furthermore, the selected harmonics have 

been efficiently suppressed within the modulation range of 0.6 

to 1.0, as indicated by the THDe values and the magnitudes of 

the 5th, 7th , 11th ,  and 13th  harmonics, all of which are below 

0.09%.  

The waveform analysis of the output voltage for different 

modulation indices (0.4, 0.6, and 1.0) has shown that the THD 

values decrease as the modulation index increases. The 

maximum values of the fundamental voltage and its RMS value 

have also been determined for each modulation index, 

providing important insights into the performance of the 

system. Overall, the AVO algorithm has proven its 

effectiveness in achieving accurate voltage control and 

harmonic suppression in multilevel inverters, thereby 

contributing to the improvement of power quality and efficient 

operation of the system. 
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Research Article 

 

Abstract— Creating an optimal model for a specific dataset can 

be challenging and time-consuming. This article presents an 

innovative approach to model creation by leveraging transfer 

learning models and employing the interlayer visualization 

method. The study aims to overcome the complexities of designing 

a new model specifically for the COVID-19 dataset. Transfer 

learning models, which are pre-trained models, offer a practical 

solution due to their adaptability. However, not all layers in these 

models may be suitable for a given dataset, emphasizing the 

importance of identifying and removing unnecessary layers for 

successful model performance.  

Experimental studies were conducted using transfer learning 

models, including Densenet201 and InceptionV3, on the COVID-

19 dataset. The interlayer visualization method was utilized to 

identify irrelevant layers, resulting in the creation of new models. 

The evaluation metrics demonstrated that the derived models 

outperformed the original transfer learning models. The Mixed3 

model derived from InceptionV3 achieved a higher accuracy of 

98.6%, compared to the original model's accuracy of 98.3%. 

Similarly, the Pool4 model derived from DenseNet201 achieved an 

accuracy of 98.8%, surpassing the original model's accuracy of 

98.19%. Moreover, the sensitivity for detecting images belonging 

to the Covid-19 class reached 98.9% and 99.7% for the Mixed3 

and Pool4 models, respectively. 

The new models obtained through the interlayer visualization 

method offer several advantages, including lightweight design, 

faster training processes, and improved performance. This study 

highlights the effectiveness of leveraging transfer learning models 

with the interlayer visualization method for creating robust 

models tailored to specific datasets. The proposed approach serves 

as a valuable solution to the challenges associated with model 

creation, particularly in the context of COVID-19 diagnosis using 

medical imaging data. 

 

Index Terms—Covid-19, DenseNet201, InceptionV3, Interlayer 

visualization, Model pruning, Transfer learning models 

I. INTRODUCTION 

RANSFER LEARNING is a method in machine learning, 

utilizes pre-trained models to perform new tasks. When 

designing a new deep neural network architecture, transfer 

learning models are commonly employed [1]. This approach  
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allows the adaptation of a pre-trained model's general features 

to a new task, proving particularly useful when data scarcity or 

large datasets hinder training a model from scratch. Transfer 

learning leverages features learned from one dataset for 

another, leading to superior results with reduced training data 

[2]. 

Transfer learning finds extensive applications in various 

domains, including agriculture, healthcare, image processing, 

natural language processing, and speech recognition [3-7]. 

However, not all transfer learning models are suitable for every 

dataset, and some models may contain unnecessary layers. 

Therefore, selecting the most appropriate transfer learning 

model for a specific dataset and identifying the optimal layers 

within that model are crucial for achieving successful 

outcomes. 

The size and characteristics of the dataset influence the 

selection of an appropriate model. Larger datasets benefit from 

complex and deep models, while smaller datasets are better 

suited for simpler models. Hence, the choice of transfer learning 

models should align with the specific characteristics of the 

dataset. 

Despite the advantages of transfer learning, there are certain 

drawbacks to consider. Firstly, not all layers in a pre-trained 

model are necessary for a new task, and some layers may 

introduce redundancy or contribute to overfitting depending on 

the dataset's characteristics [8]. Therefore, it is essential to 

remove or modify unnecessary layers to enhance the 

performance of the pre-trained model. Adapting pre-trained 

models to match the size and complexity of the dataset is 

crucial, and having a clear understanding of which layers to 

modify or remove is essential for optimizing model 

performance. 

In some cases, employing all layers of a pre-trained model can 

result in longer training times or reduced model efficiency. 

Thus, pre-trained models should be adaptable to the dataset's 

size and complexity. Nevertheless, transfer learning models 

require less time and computational power compared to training 

a model from scratch for a new task. Moreover, pre-trained 

models typically capture more general features due to their 

training on larger datasets. These features can be fine-tuned for 

the new task, resulting in a more accurate and efficient model. 

To address unnecessary or redundant information in transfer 

learning models, the inter-layer visualization technique, known 

as model pruning, is employed. Model pruning aims to 

eliminate unnecessary parameters or layers from a model. It 

Designing Effective Models for COVID-19 

Diagnosis through Transfer Learning and 

Interlayer Visualization 

Cuneyt Ozdemir  

T 
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identifies redundant layers by analyzing the model's layers or 

filters, eliminating similar or weak activations. Model pruning 

reduces the model's size, shortens training time, and improves 

its generalization ability. 

Zeiler et al. [9] utilized the AlexNet deep learning model to 

visualize how each layer learns its features and represents each 

feature map. This visualization process aimed to comprehend 

the combination of lower-level features learned by certain 

layers in higher-level layers, leading to the production of the 

final output. The study investigated the impact of removing 

specific layers on the model's performance, revealing a 

significant drop in performance when the first two layers were 

removed. This result demonstrated that the initial layers of the 

model learn lower-level features, while higher-level layers 

learn higher-level features through their integration. 

Urban et al. [10] investigated the effect of removing layers in 

deep learning models on the model's performance. The study 

showed that, in certain cases, the number of layers in deep 

learning models could be reduced, and some models achieved 

high performance even with a few layers. 

Bau et al. [11] introduced an approach to comprehend the 

features of layers within deep learning models. This approach 

introduced the concept of "neuron activation" to quantify the 

relevance of each feature to a specific object or concept. 

Li et al. [12] developed a method for visualizing the loss 

landscape of various deep learning models. This method 

enables an understanding of the impact of removing or 

modifying layers on model performance by visually 

demonstrating the effects of different layers in the model. 

This study aims to create new models and enhance their 

performance by conducting inter-layer visualization on transfer 

learning models. The inter-layer visualization method can 

identify layers that carry less information by visualizing the 

outputs of each layer in the model. When a model is provided 

with input, inter-layer visualization visualizes the activations 

generated by each layer of the model. These visualizations 

assist in determining the importance of each layer and which 

layers contribute more significantly to the model's performance. 

COVID-19 X-ray images were employed to examine the 

performance of model pruning operations on transfer learning 

models. COVID-19, a viral disease caused by SARS-CoV-2, 

was initially identified in Wuhan, China. While the initial cases 

were reported in Wuhan, the precise origins and transmission 

of the virus remain subjects of ongoing scientific research and 

investigation. 

COVID-19 primarily affects the respiratory system and 

belongs to the coronavirus family. It is a novel virus for 

humans, posing a significant risk, particularly to elderly 

individuals and those with chronic illnesses. COVID-19 can 

induce various symptoms, including fever, cough, fatigue, 

shortness of breath, muscle aches, headaches, and loss of taste 

or smell, among others. The outbreak of this disease rapidly 

escalated into a major worldwide health crisis, profoundly 

impacting healthcare systems and economies of numerous 

countries. Consequently, COVID-19 continues to be a globally-

relevant research topic [13-14]. 

The health effects of COVID-19 are not limited to the 

respiratory system. The virus can cause brain inflammation, 

psychological disorders, cardiovascular diseases, kidney 

failure, and damage to other organs. PCR or antigen tests are 

commonly employed for COVID-19 diagnosis. With the 

COVID-19 pandemic becoming a global health issue, artificial 

intelligence techniques, such as deep learning, have started to 

play a crucial role in addressing this problem [15,16]. 

Ertugrul et al. [17] proposed a machine learning-based 

automatic diagnosis system that utilizes X-ray images to detect 

COVID-19-related diseases. The system employed robust 

texture features, such as Histogram of Oriented Gradients, 

Law's Tissue Energy Measure, Gabor Wavelet Transform, Gray 

Level Co-occurrence Matrix, and Local Binary Pattern, to train 

a random neural network. This approach facilitated a rapid and 

robust diagnostic process for COVID-19 by extracting 

identifying indicators from the two-dimensional space of X-ray 

images from virus patients. 

Kaya et al. [18] presented a novel approach for COVID-19 

detection using X-ray images. They introduced the Angle 

Transform (AT) method, which captures the angle information 

between pixels in the images. The AT method generated eight 

different images per dataset image, which were then used to 

train a hybrid deep learning model combining GoogleNet and 

LSTM. The proposed approach achieved a high classification 

accuracy of 98.97% and demonstrated success in COVID-19 

detection using chest X-ray images. 

This study involves the creation of new models through 

model pruning operations on transfer learning models using the 

COVID-19 dataset. Experimental studies have been conducted 

using these newly obtained models, and the performance of 

transfer learning models and the new models derived from them 

through model pruning methods has been observed. 

II. DATASET AND PREPROCESSING 

A. Dataset 

A group of researchers from Doha, Qatar and Dhaka 

University, Bangladesh have shared a dataset that contains 

images. These images consist of chest X-rays for COVID-19 

positive cases, Normal images, and Viral Pneumonia images. 

Table I provides further details regarding the dataset [19]. 

 
TABLE I 

Distribution of images according to classes 

 
Image Class Number 

COVID 19 3616 

Normal 10192 

Viral Pneumonia 1345 

 

The distribution of visual data among different classes 

exhibits an imbalance, as illustrated in Table I. This imbalance 

can lead to incorrect learning by the model and subsequently 

generate inaccurate results. In an effort to mitigate this issue, 

only 3500 normal images from the dataset were utilized. The 

distribution of the dataset is depicted in Figure 1, encompassing 

a total of 8461 images. 
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Fig.1. Dataset distribution 

 

Figure 2 displays image examples from three distinct 

classification clusters within the dataset. These image samples 

were obtained following the application of data augmentation 

techniques on the images. 

 
Fig 2. Examples of 3 different image classes 

 

Several studies have been conducted in the literature using 

this dataset: 

Aslan et al. [20] conducted a study where they utilized 

features extracted from various well-known Convolutional 

Neural Network (CNN) models, such as AlexNet, 

Inceptionresnetv2, ResNet18, Inceptionv3, ResNet50, 

MobileNetv2, Densenet201, and GoogleNet. These extracted 

features were then used for classification using different 

machine learning algorithms, including SVM, k-NN, Naive 

Bayes, and Decision Tree. The DenseNet + SVM method 

achieved a classification accuracy of 96.29%. 

Sohan et al. [21] employed ResNet-18 and VGG16 transfer 

learning models on the same dataset, achieving an accuracy of 

97% in their study. 

Sahlol et al. [22] proposed a hybrid classification approach 

that utilized the Marine Predators algorithm to select a swarm-

based feature from the InceptionV3 transfer learning model. In 

their study, they achieved an accuracy of 98.7% and an F-score 

of 98.2%. 

Abdollahi et al. [23] achieved an accuracy of 97.99% in their 

study using the VGG16 transfer learning model. 

Abdrakhmanov et al. [24] employed few-shot learning 

techniques to classify images with a small amount of training 

data and achieved a classification accuracy of 97.7%. 

 

These studies demonstrate the effectiveness of various 

transfer learning models and approaches in achieving high 

accuracies on the dataset. 

 

B. Pre Processing 

Before being inputted into the model, the images underwent 

pre-processing steps. During this stage, the image dimensions 

were resized to 224x224 pixels. To prevent overfitting and 

enhance the diversity of the dataset for improved model 

performance, data augmentation techniques were employed. 

The data augmentation process included applying a 15% 

rotation, 10% shifting to the right and left, horizontal flipping, 

and a 20% zoom in and out of the images. 

Following the pre-processing and data augmentation steps, 

the images were split into three distinct sets: training, 

validation, and testing. Specifically, 15% of the images were 

allocated for testing, while the remaining 85% were assigned to 

the training set. Within the training set, an additional 15% of 

the images were set aside for validation purposes. 

III. METHODOLOGY 

In order to address the challenges and time constraints 

associated with building a model from scratch for our specific 

dataset, we turned to the powerful technique of transfer 

learning. Transfer learning involves utilizing the knowledge 

and features learned by a pre-trained model on a different task 

or dataset and applying it to a new task or dataset, aiming to 

achieve improved performance. 

Transfer learning brings several advantages to the table, as it 

allows us to leverage the wealth of information captured by pre-

trained models and adapt them to our specific task. By 

employing transfer learning, we aimed to overcome the 

difficulties inherent in starting from scratch and enhance the 

performance of our model on our dataset. 

In our experimental studies, the primary objective was to 

identify the models that exhibited the best performance on our 

dataset. To this end, we employed transfer learning models, and 

the performance metrics of these models when applied to our 

dataset can be found in Table II. To optimize the training 

process, we utilized the Adam optimization function with a 

fixed learning rate of 0.0003. Furthermore, we implemented the 

ReduceLROnPlateau and EarlyStopping methods, which 

dynamically reduce the learning rate and automatically halt the 

training of the model when the accuracy fails to improve over a 

certain number of epochs. 

The utilization of transfer learning, along with the 

aforementioned optimization techniques, enabled us to 

effectively leverage pre-existing knowledge and adapt it to our 

specific task. This approach not only accelerated the training 

process but also allowed us to achieve superior results on our 

dataset. The detailed performance metrics of the transfer 

learning models applied in our experimental studies are 

presented in Table II, providing insights into the effectiveness 

of our approach. 

 
TABLE II 

PERFORMANCE OF TRANSFER LEARNING MODELS 

 Accuracy Precision Recal F1-Score 

Xception 0.9779 0.9784 0.9779 0.9779 

InceptionV3 0.9832 0.9832 0.9832 0.9832 

ResNet50V2 0.9799 0.9799 0.9799 0.9799 

DenseNet201 0.9819 0.9819 0.9819 0.9819 
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According to Table II, the InceptionV3 and DenseNet201 

transfer learning models achieved the best results for the 

dataset. After identifying these models through initial 

experimental studies, model pruning was conducted on them. 

Model pruning involves removing unnecessary layers from 

transfer learning models that are not essential for the dataset. 

Various methods can be employed for model pruning. In this 

study, the inter-layer visualization or data visualization method 

was utilized. The inter-layer visualization method generates 

visual representations of the output produced by each layer 

involved in processing the input image of an image 

classification model. By analyzing the output of each layer, we 

gain insights into the features learned by the model at each stage 

and how these features are propagated to subsequent layers. For 

example, it helps us understand that the initial layers generally 

learn object contours or colors, while deeper layers focus on 

more specific object features. This information assists in 

identifying the layers where learning occurs and those where it 

does not. 

In the inter-layer visualization method, the appearance of an 

image in all layers of the DenseNet201 and InceptionV3 models 

trained on the dataset was examined. Through this examination, 

the layers in which learning occurred were determined in these 

two models, and the layers where learning did not occur were 

removed from the models. Figure 3 illustrates the image 

appearance at different layers of the InceptionV3 model for the 

dataset. As depicted in Figure 3, learning did not occur after the 

mixed3 layer. 
 

 
Fig 3. Examples of 3 different image classes 

 

As a result of the process, it was observed that learning 

occurred up to the mixed3 layer in the InceptionV3 model and 

up to the pool4 layer in the DenseNet201 model. Based on this 

observation, new and modified models were created from the 

transfer learning models. 

In the Mixed3 model, only the layers up to the mixed3 layer 

of the InceptionV3 model were utilized, and the remaining 

layers were discarded. Similarly, in the Pool4 model, only the 

layers up to the pool4 layer from the DenseNet201 model were 

retained, and the rest were removed to obtain a new model. 

Figure 4 illustrates the structure of the new Convolutional 

Neural Network (CNN) model obtained through inter-layer 

image visualization from the InceptionV3 transfer learning 

model. The mixed3 model was used for feature extraction in the 

new model, which were subsequently fed into an artificial 

neural network. The neural network consists of two layers with 

256 and 128 neurons, respectively. The output layer of the 

artificial neural network consists of three classes, and the 

Softmax activation function was employed. 

 

 
 

Fig 4. Mixed3 CNN model 

 

After the new models were obtained, experimental studies 

were performed. The results of the experimental studies with 

Mixed3 and Pool4 models are shown in Table III. The train and 

validation, loss and accuracy graphs of the Mixed3 model are 

shown in Figure 5. The confusion matrix of the Mixed3 model 

is shown in Figure 6 and the classification report is shown in 

Table IV. 

 
TABLE III 

ACCURACY RESULTS OF NEW MODELS 

 Train Acc Val Acc Test Acc 

Mixed3 0.998 0.979 0.986 

Pool4 0.999 0.988 0.988 
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TABLE IV 

MIXED3 CLASSIFICATION REPORT 

  Precision Recall F1-score 

Normal 0.98 0.986 0.983 

Viral 
Pneumonia 

0.99 0.985 0.988 

Covid 0.989 0.986 0.989 

accuracy     0.986 

macro avg 0.987 0.986 0.986 

weighted avg 0.986 0.986 0.986 

 

 
Fig 5. Loss and accuracy graph for Mixed3 model 

 

The evaluation of classification performance was conducted 

using various metrics, including accuracy, precision, recall, and 

F1 score for each class. Additionally, the classification report 

provides average precision, recall, and F1 score, offering an 

overall assessment of the model's performance across all 

classes. Table IV demonstrates that the Mixed3 model derived 

from the InceptionV3 model achieved superior results. While 

the InceptionV3 model attained an accuracy rate of 98.3% on 

the same dataset, the Mixed3 model achieved a success rate of 

98.6%. Notably, images belonging to the Covid-19 class were 

detected with a sensitivity of 98.9%. The classification report 

for the Pool4 model derived from the DenseNet201 model is 

displayed in Table V. The DenseNet201 model achieved an 

accuracy rate of 98.19%, while the Pool4 model achieved 

98.8% accuracy. Remarkably, images belonging to the Covid-

19 class were detected with 99.7% accuracy. 

Figure 7 illustrates the train and validation loss and accuracy 

graph of the Pool4 model, providing insights into the model's 

performance during the training process. Furthermore, Figure 8 

presents the confusion matrix for the Pool4 model, allowing for 

a visualization of the model's performance in terms of correct 

and incorrect predictions for each class. 
 

TABLE V 

POOL4 CLASSIFICATION REPORT 

  Precision Recall F1-score 

Normal 0.975 0.997 0.986 

Viral 
Pneumonia 

1 0.963 0.981 

Covid 0.997 0.989 0.993 

accuracy     0.988 

macro avg 0.991 0.983 0.987 

weighted avg 0.988 0.988 0.988 

 

 

 
Fig 6. Confusion matrix of the Mixed3 model 

 

 
Fig 7. Loss and accuracy graph for Pool4 model 

 

 

The experimental studies demonstrated that the new models 

derived from transfer learning models yielded more successful 

results. The InceptionV3 model achieved an accuracy of 

98.32%, while the Mixed3 model achieved an even higher 

accuracy of 98.6%. Similarly, the DenseNet201 model 

achieved an accuracy of 98.19%, while its derived Pool4 model 

achieved a higher success rate of 98.8%. These results indicate 

that lightweight and fast models obtained through the interlayer 

image visualization method can yield more successful 

outcomes. 

IV. CONCLUSIONS 

This study proposes an approach that utilizes the interlayer 

visualization method from model pruning techniques to derive 

new models from transfer learning models, instead of designing 

a new model specifically for the COVID-19 dataset. The aim is 

to address the challenges associated with creating a new model, 

which is often time-consuming and laborious. By leveraging 

transfer learning models, the focus is on adapting them to the 

dataset and creating a new model. It is crucial to identify the 

layers in transfer learning models that may not extract relevant 

features from the dataset, as this significantly impacts the 

model's success and complexity. 

To evaluate the performance, transfer learning models were 

employed on the COVID-19 dataset, rather than building a 
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model from scratch. In these experimental studies, the 

Densenet201 and InceptionV3 transfer learning models 

achieved the highest scores. The interlayer visualization 

method was utilized to identify unnecessary layers in the 

transfer learning models. The experimental studies conducted 

with the derived new models demonstrated more successful 

results. 

The new models created using the interlayer visualization 

method are lightweight, fast, and have fewer parameters. They 

facilitate faster training processes and yield improved 

performance in terms of model accuracy. The InceptionV3 

model achieved an accuracy rate of 98.3%, while the Mixed3 

model derived from it achieved a higher accuracy of 98.6%. 

Moreover, images belonging to the Covid-19 class were 

detected with a sensitivity of 98.9%. Similarly, the 

DenseNet201 model achieved an accuracy rate of 98.19%, and 

the Pool4 model derived using the interlayer visualization 

method achieved an even higher accuracy of 98.8%. Images 

belonging to the Covid-19 class were detected with a sensitivity 

of 99.7%. 

This study demonstrates that the interlayer visualization 

method can effectively design the most suitable CNN model for 

a given dataset by creating new models from transfer learning 

models. Leveraging the interlayer visualization method 

provides an effective approach to overcome the challenges 

associated with creating a new model. 
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Abstract— Insecurity remains a major challenge in our society. 

Government, private organizations, and individuals strive to 

ensure their possessions are kept safe from intruders. Automated 

surveillance system plays a key role to ensure that the environment 

is safe with little human intervention. Therefore, object detection, 

classification, and tracking are vital in building a robust and 

remote intelligent video surveillance system to aid security in 

physical environments. Previous studies used enhanced 

background subtraction techniques for object detection which 

recorded notable achievements but performance issues in 

distinguishing humans, pets and vehicles. For insecurity to be 

solved more intelligently, deep neural network techniques are 

employed. In this paper, an intelligent video surveillance system 

that detects only human intrusion and sends an SMS notification 

to the user with the registered mobile number was developed. The 

results of the system performance evaluation recorded an 

accuracy of 96%, a precision of 94%, and a recall of 98%. The 

experimental results showed that the intelligent system was 

suitable for detecting human intrusion, thereby contributing to the 

safety of physical environments. 

 

Index Terms— CNN, Deep learning, Detection, Surveillance  

 Video. 

I. INTRODUCTION 

HE NEED for day-to-day security of immediate 

environment cannot be over-emphasized. For a long time 

now, video surveillance has been an important aspect of 

securitysystem that plays a vital role in ensuring that lives and 

properties are kept safe. The early implementation of this 

system relied on humans for its operations [1]. Thus, 

surveillance systems have increased in number as the demand 

for this system increases over the years. With the advent of 

development in video surveillance systems, governments, 

individuals, and various organizations across society use the  

systems to keep track of various activities for the sole aim of 

security and safety [2]. In today's smart cities, video  
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surveillance is used for inventory control in retail outlets, home 

monitoring (neighbourhood watch), security on corporate and 

educational campuses.  

Video surveillance systems by human operators to detect an 

intrusion is an inefficient or even impractical solution because 

human resources are expensive and have limited capabilities 

[3]. Intelligent video surveillance systems are integrated 

systems that include electronic (sensing devices), pattern 

recognition, and computer vision, networking, artificial 

intelligence, and communication [2]. Therefore, the goal of an 

intelligent video surveillance system is to automatically 

monitor people, property, and the environment without the need 

for human intervention. As a result, this monitoring task entails 

automatically detecting and classifying objects (either humans 

or household pets), as well as performing additional analysis 

and taking actions. Especially, image processing and artificial 

intelligence (deep learning) techniques are important in the 

development of intelligent video systems [4]. 

With advancements in deep learning, particularly 

convolutional neural network (CNN), in computer vision 

applications, the accuracy of object detection and classification 

has improved dramatically for intelligent video surveillance [5]. 

Neural network algorithms offer state-of-the-art performance in 

classification and object detection widely used in intelligent 

video surveillance for intrusion detection in restricted 

environments. The specific contribution of this paper is to 

evolve an algorithm that supports the design and development 

of an intelligent surveillance system, which is based on Faster 

R-CNN for human and non-human detections for accurate 

intrusion detection while reducing false (increase precision) 

alarm rate as anticipated in [3]. 

 
 

I. RELATED WORKS 

Several researchers have worked on intelligent video 

surveillance and object detection, classification, and tracking. 

An object detector using multi-detector regional convolutional 

neural networks (RCNN) was developed in [6]. Object 

detection and tracking play a very important role in surveillance 

for traffic control, object counting, and physical aspect of 

security. The system adopted a multi-detector model based on 

faster RCNN, a combination of CNN and Amulet is use to 

extract the raw feature from the image, region proposal network 

(RPN) is used to predict the expected region of interest (RoI). 

Thus, multiple detections are used to detect the image. 

Similarly, An intelligent smartphone-enabled  surveillance 

system was  designed and implemented in [7]. The system uses 

a passive infrared (PIR) sensor and a microcontroller (MCU) 

attached to a smartphone through the MCU for motion 

detection. When a motion is detected, video is captured and the 

Intelligent Video Surveillance System Using 

Faster Regional Convolutional Neural Networks 
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footage is sent to the user via short message service (SMS). The 

surveillance record is stored in a cloud and the link to the record 

is also sent to the user via email. The developed system ensures 

efficient use of memory by storing the record in a cloud. It is 

cost-effective and also offers efficient energy use as the camera 

is only activated when motion is detected by the PIR sensor. 

However, the developed system cannot efficiently differentiate 

radiation changes between humans, household pets, or other 

animals. 

Also, an intelligent surveillance system for a low-cost CNN 

design was developed in [8] . The developed system makes use 

of a hardware accelerator known as Neural Compute Stick 

(NCS) with ROCK64 for high-speed calculation of images. A 

lightweight MobileNet network is used to extract the features 

and classify the image. Authors in [8] used the NCS to load a 

single shot multibox detector (SSD) network for human 

detection. Also, the Darknet architecture of You Only Look 

Once (YOLO) is used for extraction and classification of 

images and combine with SSD to create a bounding box for the 

region of interest of the detected images. A simple mail transfer 

protocol was used to send email to deliver the detected object.  

Furthermore, an enhanced background subtraction algorithm 

for a smart surveillance system using adaptive gaussian mixture 

technique was developed in [9]. The smart system can 

efficiently detect motion and detect an object by means of 

background subtraction with illumination change. However, the 

developed system cannot differentiate between humans and 

home pets. In addition authors in [10] developed a real-time 

Action Detection in Video Surveillance using Sub-Action 

Descriptor with Multi-CNN. The system presented a novel real-

world surveillance video dataset and a new approach to real-

time action detection in video surveillance system. The joint 

space of the sub-action descriptor was not considered. Also, 

more powerful temporal feature methods, such as skin-color 

MHI or optical flow, and other deep architectures of CNNs are 

not considered. 

 

Similarly, [11] developed an activity recognition using 

temporal optical flow convolutional features and multi 

multiplayer LSTM. The activity recognition framework for 

industrial systems proposed with a trained map CNN model 

help to select only the salient region that are activated for 

persons in the video frame which reduce verboseness and 

ambiguity of information in video frame. Surveillance video 

analysis for store-base using deep learning techniques proposed 

was by [12]. A skeleton recognition algorithm is adopted in 

place of object detection algorithm to conquer occlusion 

problem for gathering sufficient customer information and 

realizing crowd counting and density map drawing.   For human 

tracking and counting, multiple human tracking algorithm and 

human re-identification (ReID) technology are adopted. 

 

Also, [4] developed a people tracking system by Detection 

Using CNN features. They represented each person with 4096 

Faster-RCNN feature vectors, and the Euclidean distance 

method was used to calculate the distance between two feature 

vectors of each input pair. A pair is considered the same person 

if their Euclidean distance is a minimum. This is due to the 

assumption that convolutional features of similar objects 

generated by Faster-RCNN should be quite similar compared to 

features of dissimilar objects. Furthermore, [13] suggested a 

General Purpose Intelligent Surveillance System for Mobile 

Devices using deep learning. The developed system module 

was divided into two: a detection and a classification module. 

The detection module combined background subtraction 

techniques, optical flow and recursively estimated density. The 

classification module is based on a CNN used to classify objects 

into one of the seven predefined categories using a pre-trained 

CNN. 

In addition, [14] designed and developed an Edge Intelligence-

Assisted Smoke Detection in Foggy Surveillance 

Environments. The system was developed using the 

architecture of CNN for detecting smoke in video streams. Pre-

trained MobileNet model was trained on ImageNet dataset 

which focus on trying to achieve accuracy and eliminating rate 

of false alarm in Foggy Surveillance Environments. Also, [15] 

implemented an Intelligent Surveillance System Using 

Background Subtraction Technique for unattended or 

abandoned object detection. In the developed system, threshold 

is applied to separate red, green and blue then the use of blob-

based algorithm for detecting the change in video scene, the 

technique detects, analyze and track object motion.  

 

Similarly, [16] presented the use of Adaboost and CNN in 

crowded surveillance environment for people counting based 

on head detection. In this system three modules were used to 

achieve people counting. The module includes: Two off-line 

training and one online detection stage. The first off-line 

training, Adaboost algorithm is adopted to learn a fast-cascaded 

head detector with Histogram of Oriented Gradients (HOG) 

feature.  In addition, [17] developed a Smart Surveillance as an 

Edge Network Service: from Harr-Cascade, Support vector 

Machine (SVM) to a Lightweight CNN. The system used 

histogram Oriented Gradient (HOG) and SVM algorithm for 

fast and accurate human detection. The system also used Harr 

cascade, Harr-like feature made up of three shapes: two 

rectangular features, three rectangular features and four 

rectangular features alongside Lightweight CNN as the 

classifier trained with keras dataset. Authors in [18] 

implemented a video structured description technology-based 

intelligence analysis of surveillance videos for public security 

applications. A pre-trained CNN architecture was adapted for 

tracking and re-identification of people and analysed the 

architecture with CUHK03 dataset. The researchers provided 

both manually cropped images and automatically detected 

bounding boxes with DPM detector, which respectively 

contains 13,164 images of 1360 pedestrians captured by six 

surveillance cameras. 

 

Also, an efficient CNN based summarization of surveillance 

videos for resource-constrained devices was presented in  [19] 

. The study investigated deep features for shot segmentation and 

intelligently divided the video stream into meaningful shots. 

The deep features were extracted from two consecutive frames 

to determine whether the underlying frames belong to the same 

or different shot.  The Features were extracted from the fully 

connected layer (FC7) of CNN model which is trained using 

MobileNet architecture (version 2) on ImageNet dataset. 

 

In addition, a Kernel ELM and CNN based Facial Age 

Estimation was developed in [20]. A two-level system for 

apparent age estimation from facial images. Then first classify 
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samples into overlapping age groups. Within each group, the 

apparent age is estimated with local repressors, whose outputs 

are then fused for the final estimate. We use a deformable parts 

model-based face detector, and features from a pre-trained deep 

convolutional network. Kernel extreme learning machines are 

used for classification. 

 

Also, a Surveillance System Using CNN for Face Recognition 

with Object, Human and Face Detection  was developed in [21]  

.The region of object they considered in an entire image was 

picked by object detection and discriminate whether the area is 

human or Otherwise and the movement of  the detected object 

was analyzed .Similarly, [22] implemented a vegetable 

Category Recognition System Using Deep Neural Network. 

They implemented a Caffe framework based on CNN for the 

system classification and used Deep Neural Network (DNN) for 

the vegetable category recognition.  

 

Also, [23] presented an adaptive Feature Learning CNN for 

Behavior Recognition in Crowd Scene. A 3D scale 

convolutional neural network (3DSCNN) was implemented on 

crowd video scene, the 3D-CNN was used in a large-scale 

supervised crowd dataset which optimized convolutional 

architectures settings. The outcomes from 3DS-CNN captured 

information related to objects, scenes, and actions in a video, 

making them useful for different applications that do not fine 

tune the architectural setup. In addition, [24] designed HOG-

CNN Based Real Time Face Recognition to recognize faces. 

Histogram of Oriented Gradient (HOG) was used as the feature 

extractor, also for detecting all the faces in the image and the 

CNN was used as the training algorithm for classifying the 

images. 

 

Furthermore, an Engineering Vehicles Detection Based on 

Modified Faster R-CNN for Power Grid Surveillance was 

developed in [25]. CNN methods were divided into two 

categories, one is the two-stage methods based on region 

proposal and the other is the one-stage methods based on 

regression. The feature extraction part of these methods was 

implemented by the CNN. Some methods based on region 

proposal such as R-CNN, Fast R-CNN and SPPnet, which 

adopted selective search algorithm to generate candidate boxes 

were utilised. Also, YOLO was used as the topmost feature map 

to predict confidences and bounding boxes for all categories 

over a fixed grid. SSD detects multiple categories by a single 

evaluation of the input image. 

 

Machine Learning for Gender Detection using CNN on 

Raspberry Pi Platform was presented by [26]. The 

implementation of the system is based on the architecture of 

CNN and the solution permits users to extract some relevant 

information from the visual data containing image labelling, 

face and landmarks detection, optical character recognition 

(OCR). REST API was used to interact with Google’s cloud 

vision platform. The real-time implementation of the hardware 

as well as software solution were implemented and executed on 

a Raspberry Pi 3 model B+ board with Pi Camera module.This 

paper tries to tackle such limitations presented by [27-32], [2], 

[10] by making use of raspberry pi and faster object detection 

and classification technique to improve video surveillance 

system 

III   PROPOSED DESIGN AND METHODOLOGY 

This section describes in detail, the methodological steps 

employed in the design and implementation of the proposed 

intelligent surveillance system. Hence, the proposed system 

utilized flow design tool, flowchart, block diagram and circuit 

diagram for the implementation to describe the technical phase 

of the methodology. The system uses a trained faster regional 

convolutional neural network classifier for its object detection. 

It also makes use of Twilio API for SMS notification. With the 

above techniques the system was able to solve the problem of 

detecting home pet and humans as intruder. All these 

techniques were used to improve the efficiency, performance 

and intelligence of the proposed surveillance system. 

A. Methodology 

The implementation of the proposed system for intelligent 

video surveillance is guided by the block diagram in Figure 1. 

Foremost, Faster R-CNN architecture is considered because it 

is fast, accurate and suitable for detecting and classifying 

human [31] objects and home pets [4]. The Faster R-CNN 

architecture as shown in Figure 9 is divided into two modules: 

The Region Proposal Network (RPN) and a Fast R-CNN 

Detector. The RPN and the Fast R-CNN detector share the same 

convolutional layers. Faster R-CNN, by consequence, could be 

considered as a single and a unified network for object 

detection. To generate high quality object proposal, a highly 

descriptive feature extractor in the convolutional layers can be 

used. The Fast R-CNN detector uses many regions of interest 

(ROIs) as input. Then, the ROI pooling layer extracts a feature 

vector for each ROI. This feature vector will constitute the input 

for a classifier formed by a series of fully connected (FC) layers. 

 
Fig. 1. Proposed system block diagram 

 

The embedded system of the proposed system, include 

Raspberry Pi 3B 8MP camera module, Raspberry Pi 3B as the 

main controller for all the object detection and programming for 

the whole system, SMS notification, buzzer (Alarm 

notification) and power supply. 

The system comprises of five basic components 

• Raspberry Pi 3 

• Raspberry Pi 3 8MP Camera module 

• SMS notification 

• Power supply  

• Raspberry microSD card. 

The Raspberry Pi 3B is a basic module for processing 

images/videos, executing object detection on acquired video 

frames to detect objects. The board has ARM cortex A53 

clocked at 1.2GHz, 4000MHz Video Core IV multimedia GPU, 

348

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

1Gb memory, power supply, HDMI, USB ports and other 

features. 

The camera module takes in video stream then the Raspberry Pi 

3B module implement the object detection on the captured 

frames. Figure 2 shows the flow diagram of the proposed 

system; 

 
Fig. 2. Flow diagram of the proposed system 

 

The electronic components to be used are; Raspberry pi 3B, 

PiCamera module SMS notification and power supply. The 

camera and the power supply all the required inputs to the 

Raspberry Pi 3B, while the SMS notification act as the output 

for the system. Once frames/video are acquired from the camera 

and fed into the Raspberry Pi 3B controller, the image is being 

processed using the faster regional convolutional neural 

network as stored within the programmed Raspberry pi 3B. 

B. Mathematical Modelling of Faster Regional 

Convolutional Neural Network for Intelligent Video 

Surveillance 

Regional convolutional neural network remains the first notable 

CNN-based object detection techniques which was found to 

outperformed traditional object detection algorithm with 30% 

improvement over the years. It relies on two separate CNN to 

perform its object detection. CNN computation is based on the 

basic computation performed by an artificial neuron which is 

the sum of products between weights and values of a layer. 

Furthermore, the computation operates in two modes - single 

input image and multiple input images. 

 

1. Single input image 

If (l_(x,y)) denote image or pooled feature values, depending 

on the layer, then the convolution value at any point (x, y) for a 

single network in the input is given by: 
𝑤 ∗ 𝑙𝑥,𝑦 = ∑ ∑ 𝑤𝑖𝑘𝑙𝑥−𝑖,𝑦−𝑘𝑘𝑖                       (1) 

Where w is the weight, l is the feature value, i and k are the 

dimensions of the kernel. For a 3 x 3 weight (w) equation (1) 

becomes, 
𝑤 ∗ 𝑙𝑥,𝑦 = ∑ ∑ 𝑤𝑖𝑘𝑙𝑥−𝑖,𝑦−𝑘𝑘𝑖  = 𝑤1,1𝑙𝑥−1,𝑦−1 + 𝑤1,2𝑙𝑥−1,𝑦−2 +

⋯ + 𝑤3,3𝑙𝑥−3,𝑦−3  (2) 

Labelling the subscript on w and l, 

𝑤 ∗ 𝑙𝑥,𝑦 = 𝑤1𝑙1 + 𝑤2𝑙2 + ⋯ + 𝑤9𝑙9  = ∑ 𝑤𝑖𝑙𝑖
9
𝑖=1                (3) 

Since equation (2) and (3) are identical, if bias is added to the 

equation and the result is equated to T, 

𝑇 = ∑ 𝑤𝑗𝑙𝑗
9
𝑗=1 + 𝑏 = 𝑤 ∗ 𝑙𝑥,𝑦 + 𝑏                   (4) 

2. Multiple input images 

The equation forward pass-through CNN, 

𝑇𝑥𝑦(𝜗) = ∑ ∑ 𝑤𝑖,𝑘(𝜗)𝑙𝑥−𝑖,𝑦−𝑘(𝜗 − 1) + 𝑏(𝜗) 

𝑘𝑖

 

= 𝑤(𝜗) ∗ 𝑙𝑥,𝑦(𝜗 − 1) + 𝑏(𝜗)                  (5) 

And 

𝑙𝑥𝑦(𝜗) = ℎ (𝑙𝑥𝑦(𝜗))                         (6) 

 

Where ϑ = 1, 2, …, Lc, and Lc is the number of convolutional 

layers, and denotes the values of pooled features in 

convolutional layer ϑ, where h is the activation function. 

When ϑ=1, l_xy (0) = (values of pixels in the input image(s)) 

When ϑ=Lc, then: 

l_xy (Lc) = (values of pooled features in the last layer of the 

CNN) 

The Equations of Backpropagation Used to Train CNNs: 

𝛿𝑥,𝑦(𝜗) = ℎ′ (𝑇𝑥,𝑦(𝜗)) [𝛿𝑥,𝑦(𝜗 + 1) ∗ √180(𝑤(𝜗 + 1))]        (7) 

𝜗 = 𝐿𝑐 − 1, 𝐿𝑐 − 2, … ,1                    (8) 

Finally, the update parameter updates the weights and bias for 

each feature map using, 

wi,k(ϑ) = wi,k(ϑ) − lδi,k(ϑ) ∗ √180(l(ϑ − 1))             (9) 

And 
b(ϑ) = b(ϑ) − l ∑ ∑ ∂x,y(ϑ)yx ; (ϑ = 1,2, … , Lc)                         (10) 

3. Faster Regional Convolutional Neural Network 

Faster R-CNN belongs to the family of Regional convolutional 

neural network and it is becoming a replacement for fast R-

CNN.  The evolution within the different versions of R-CNN 

was usually in terms of computational efficiency (integrating 

the different training stages), reduction in test time, and 

improvement in performance (mAP). These networks usually 

consist of   

1) A region proposal algorithm to generate “bounding boxes” 

or locations of possible objects in the image;  

2) A feature generation stage to obtain features of these objects, 

usually using a CNN;  

3) A classification layer to predict which class this object 

belongs to; and  

4) A regression layer to make the coordinates of the object 

bounding box more precise. 

 
Fig. 3. Architecture of Faster R-CNN [38] 
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The Faster R-CNN architecture is illustrated in Figure 3. It has 

commonly used two-step approach to object detection. The first 

stage generates a set of class agnostic region of interest (RoI) or 

regional proposal network, where each RoI is defined by a 

bounding box location and an abjectness score. The second step 

then classifies each RoI and predicts a refined limit box 

position. From a general point of view, Faster R-CNN is 

composed of two subnetworks: 

• Regional proposal Network (RPN) 

• Region of interest box network (RoI) 

The algorithm for simulating a multi-human object detection is 

presented in Figure 4. 

 

 
 

Fig. 4. Simulation on multi human object 

4. Regional Proposal Network 

The region proposal network (RPN) starts with the input image 

being fed into the backbone CNN. The input image is first 

resized such that its shortest side is 600px with the longer side 

not exceeding 1000px. It takes an image (of any size) as input 

and outputs a set of rectangular object proposals, each with an 

objective score. To generate region proposals, we slide a small 

network over the convolutional feature map output by the last 

shared convolutional layer. This small network takes as input 

an n × n spatial window of the input convolutional feature map 

as shown in Figure 5. 

 
 

Fig. 5. Regional proposal network [39] 

 

 
Fig. 6. Algorithm for the proposed video surveillance system 

 

Each sliding window is mapped to a lower-dimensional feature 

(256-d for ZF and 512-d for VGG, with ReLU following). This 

feature is fed into two sibling fully connected layers—a box-

regression layer (reg) and a box-classification layer (cls). We 

use n = 3 in this research, noting that the effective receptive 

field on the input image is large (171 and 228 pixels for ZF and 

VGG, respectively). The algorithm that explains the flow 

diagram of the overall system is shown in Figure 6. 
 

 

5. System Implementation 

The system simulation was executed on a personal computer 

having TensorFlow installed in a virtual environment of an 

Anaconda programming environment. All the codings were 

done using Python. The system webcam was used to capture 

images which were later transformed into frames for 

processing. Also, the same computer was used to process the 

frames, results of the implemented Faster R_CNN and the 

results from the integration of the software and hardware part 

of the developed system. Also, the performance and accuracy 

of the system using precision and recall for faster R-CNN in 

intelligent surveillance were conducted as part system 

evaluation. Thus, the overall system algorithm was 

implemented using python programming language, 

TensorFlow and OpenCV APIs to detect different object of 

humans, cat and dog (i.e., dog and cat as home pet). The training 

of the model was done using TensorFlow API and faster R-

CNN algorithm. 

A working prototype of the developed system is shown in 

Figure 7. Also, a sample screenshot of the system’s user 

interface that showed an alert message when intruder was 

detected is presented in Figure 8. 
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Fig. 7. Prototype of intelligent surveillance system using Faster RCNN 

 

 
Fig. 8. User interface showing intrusion message 

 

 
Fig. 9. Simulation on multi-human objects 

IV. RESULTS AND DISCUSSION 

The trained model was tested with images that produced outputs 

that contained the classes ID number, the detection confidence 

and the anchor boxes. This is used to identify and classify the 

object and determine the location of the object using ymax, 

xmax and ymin, xmin coordinates. Using the input frames, the 

model locates and recognizes the category in which the object 

belongs, i.e., human, cat or dog.  The tasks of locating and 

categorizing objects is achieved with principles of detection, 

localization and classification. The model was also tested on 

multi-human objects as presented in Figure 9, as well as cat and 

dog as home pet as shown in Figure 10. 

 

 
Fig. 10.  Simulation on home pet 

 

The result of the performance evaluation conducted on the 

implemented system is shown in Table 1. The system achieved 

highest precision ratio and recall ratio of 94% and 98% 

respectively. These results demonstrated the appropriateness of 

the image characteristics such as quality, type and size for 

study. Furthermore, the results revealed the suitability of the 

algorithms and APIs utilized for the system implementation. 

  
TABLE I 

DETECTION RESULT FOR INTELLIGENT VIDEO SURVEILLANCE 

SYSTEM 
S/N Precision (%) Recall (%) 

1 90 98 
2 88 96 

3 91 97 

4 92 94 
5 89 95 

6 93 97 

7 94 96 
8 90 98 

9 94 97 

10 89 91 

V. CONCLUSION 

Security remains a major concern to everyone. Everybody 

wants to be protected from being attacked, and the means to 

prevent this has been a challenge over the years. A lot of 

solution has already been put in place to tackle insecurity. Thus, 

this study provided an additional approach to already existing 

motion and object detection techniques. The was implemented 

with Faster-RCNN and it intelligently detected people, dogs, 

and cats in a bid to raise intrusion alerts via SMS when human 

intrusion is detected within an environment. Faster R-CNN was 

adopted as an object detection model because it utilizes a 

regional proposal network (RPN) for faster and more accurate 

detection. Also, the intelligent surveillance system is portable 

and requires minimum expertise to operate. Overall, it provides 

another opportunity to enhance physical security at home and 

place of work against human intruders with a good 

performance. 
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Automated Detection of Collagen Bundles in
Second Harmonic Generation Microscopy Images

Cihan Bilge Kayasandik

Abstract—— Collagen is one of the most abundant proteins
in the body. It is essential for the structure, functionality, and
strength of the connective tissue such as skin, bone, tendon,
and cornea. It is known that a change in the arrangement
or morphology of these fibrillar structures relates to multiple
dysfunctions including corneal diseases and various cancer types.
Due to their critical roles in wide-range abnormalities, there
is an increasing interest in the pattern analysis of collagen
arrangements. In recent years, Second Harmonic Generation
(SHG) microscopy is proven to be an efficient imaging modality
for visualizing unstained collagen fibrils. There are plenty of
studies in the literature on the analysis of collagen distribution
in SHG images. However, the majority of these methods are
limited to detecting simple, statistical and non-local properties
such as pixel intensity and orientation variance. There is a
need for a method to detect the local structural properties of
collagen bundles. This paper is to introduce an automated method
to detect collagen bundles in 3-dimensional SHG microscopy
images. The origin of the proposed method is based on multiscale
directional representation systems. The proposed method detects
the collagen bundles by measuring the dominant orientation
of local regions and an orientation-based connected component
analysis. Through more local analysis and the detection of
collagen bundles separately, the proposed method would lead to
the extraction of more detailed structural information on collagen
bundle distribution.

Index Terms—collagen detection, cornea analysis, image anal-
ysis, machine learning, SHG.

I. INTRODUCTION

CORNEA is the transplant front region of the outer casing
of the eye [1]. Although one of the main functions as

protecting the interior content, the cornea has multiple roles
in maintaining the human vision system properly. The highly
complex and organized structure of the cornea is critically im-
portant for satisfying transparency and refraction [2]. Cornea
is dominantly formed by structures called collagen. Collagen
gives the cornea the ability to be strength required to fulfill its
role of producing a tough container for the inner contents of
the eye with precise curvature and a high level of transparency
to visible wavelengths. The collagen fibers are arranged in
parallel bundles called fibrils. These fibrils are packed in layers
or lamellae. The stroma of the human eye contains 200–250
distinct lamellae, each layer arranged at right angles relative
to fibers in adjacent lamella [3]. It is known that a change in
the arrangement or morphological properties of these fibrils
relates to dysfunction in the vision system [4]. Since collagen
is one of the main structural proteins found in connective

tissues, besides the vision system, collagen structures are
known to be related to various abnormalities such as breast and
ovarian cancer [5], [6]. Due to this critical relationship between
collagen structures and wide-range abnormalities, there is an
increasing interest in the pattern analysis of images of collagen
arrangements [4], [5], [6].

Multiphoton microscopy is recently recognized as a power-
ful imaging technique to visualize unstained samples. With
no need for staining and advantages for diagnostic proce-
dures, Multiphoton microscopy and its variants have been
used increasingly in biomedical imaging [7]. Multiphoton
microscopy includes Second Harmonic Generation (SHG)
microscopy which is based on an absorption-free process [8].
In recent years, SHG microscopy is proven to be an efficient
imaging modality for visualizing unstained collagen fibrils.
The Type I collagen which is found on tendons, skin, and
cornea is visualized bright in SHG images without any staining
[9]. Besides, it produces a better visualization of collagen
structures than fluorescent imaging of stained samples [10],
[11]. As a result of these advantages, SHG microscopy has
become the most preferred imaging modality for the analysis
of collagen structures.

There are plenty of studies in the literature on the analysis
of collagen distribution in SHG images. When we focus on
the computational method papers, majority of these methods
work in 2-dimensional space and their abilities are limited
to detect basic properties such as pixel value or non-local
statistical properties. Some of these studies focus on global or
windowed texture analysis like directional variance [12], [13],
[14], Fourier Transform and grey level co-occurrence matrix
(GLCM) [15]. However, these methods are unable to detect
the significant morphological features like fiber size or number
[16]. Ogura et al. [17] used Fourier transform to quantify 2-
dimensional SHG corneal collagen images. Fourier transform
is widely used in texture analysis and gives successful results
[18]. However, due to the nature of this method, local in-
formation about the morphology of collagen fibers cannot be
detected. Therefore, such a technique will not be sufficient to
characterize the detailed structure of collagen fibrils. In another
study, Hu et al. [19] used the co-occurrence matrix method
to distinguish different collagen tissues from each other. The
co-occurrence matrix is a statistical method to measure the
texture complexity of the given image [20]. This method,
which does not give detailed information about individual
collagen fibers and only looks at the general image texture, will
not be sufficient to measure the features of collagen bundles
individually. Besides these non-local analysis studies, there is
a limited number of attempts conducted to detect collagen
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fibers and extract more local properties. Yong Park et al. [21]
used an automatic thresholding method to detect individual
collagen fibers. Although this method aims to collect local
information despite the previous ones, the thresholding method
fails in many object segmentation tasks and does not give an
efficient result in complex and low-contrasted images such as
an SHG image of collagen. After separating the fibers from
the background with thresholding, the authors applied texture
analysis to several predetermined patches. However, the failure
of the segmentation obtained by thresholding, as well as the
analysis of small patches instead of the whole image, makes
this method unreliable. Besides, this analysis was applied in 2-
dimensional images instead of 3-dimensional images, so, there
is a loss of information.

Liu et al. [13] aimed to detect the 3-dimensional structure
of collagen bundles. However, since 3-dimensional analysis is
computationally expensive, they applied the method referred
to as 2.5 convolutions in the literature to reduce the computa-
tional load. This method aims to calculate the 2-dimensional
projections of 3-dimensional images on three perpendicular
planes, and then work with these three 2-dimensional images.
Although this technique is suitable for plain images (for
example, a single neuron cell image, a single isotropic object
image, etc.), it can cause significant information to be lost in
the collagen image by detecting separate bundles as a whole.
This causes miscalculation of quantification, and creates a
possible bias between images and misleads the data analysis.

In a recent study [22] SHG quantitative properties are used
to distinguish morphological changes in collagen distribution
in different basal cell carcinoma sub-types. For the Quan-
titative analysis the study focuses on the texture and the
directional distribution of collagen bundles. For that purpose,
beside the non-local frequency-based analysis, CurveAlign and
CT-FIRE methods were used [23], [24]. Curve Align aims to
quantify all fiber angles within a specified region [25]. On
the other hand, CT-Fire performs a local directional analysis.
CT-Fire aims to determine vessel-like structures in the input.
As a result, CT-Fire is theoretically applicable for the current
collagen bundle detection purpose, and this method forms a
comparable alternative for the presented method. However CT-
Fire is very sensitive to the contrast in the images. As a

result of that, objects can be detected in several disconnected
components and due to that it may result with high number
of false positive detection.

Some other methods from the literature are out of focus of
this paper since the tasks and/or data acquisition methods are
not comparable [26], [27], [28], [29], [30], [31], [32], [33],
[34], [35], [36].

In brief, despite the significance of automated quantification
of collagen bundles, current methods in the literature are
insufficient to detect local properties of 3-dimensional of these
structures. This paper aims to introduce a directional analysis-
based quantification method to detect collagen bundles in the
3-dimensional SHG microscopy images. Through that, the 3-
dimensional structure of collagen bundles will be preserved,
and local geometrical properties of bundles will be possible to
be collected.

II. METHOD

All numerical analysis was performed in MATLAB 2023a.
The proposed method is specified for the analysis of 3-
dimensional SHG images of collagen distribution. All pre-
sented numerical results are for healthy data. However, the
proposed method can be applied for diseased samples as well
through optimizing the parameters accordingly.

The analysis steps and associated sub-steps can be seen in
Fig. 1. The proposed method can be grouped into two main
steps:
A. Preprocessing.
B. Collagen bundle detection.

A. Preprocessing step

Preprocessing is designed to take full advantage of the
capabilities of instrumentation by reducing sources of image
degradation such as blurring and noise. However, SHG
images of collagen bundles require more than that. The
collagen bundles in SHG images seem like a cluster of noise,
and even by eye, it is very difficult to determine the exact
boundaries of bundle regions. Hence, before the application of

Fig. 1. The framework of the proposed method: The 3-dimensional input is firstly pre-processed by Windowed Maximum intensity projection (MIP), denoising
and pixel intensity normalization. Then the pre-processed image is proceed to next step for collagen bundle detection. The output of this step is segmented
regions which correspond to a part of collagen bundle. These segmentation are not guaranteed to be an accurate segmentation of bundles. However, they can
be safely used for detection purpose. Hence, for next step, to form a better visualization of detected bundles, new output image is generated where detected
bundles are represented with rectangular markers.
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Fig. 2. The partition of a 3-dimensional bundle structure in the subsequent
slices. As it is seen the bundle (marked with a yellow arrow) is oriented in
the X-Z direction, as a result, it is not possible to detect the bundle in any
2-dimensional slice. However, by maximum filtering, it is possible to increase
the visibility of bundles in individual slices (see Fig.3).

Fig. 3. After pre-processing of the slices in Fig. 2. As a result of maximum
filtering on a certain window size, it is possible to visualize the 3-dimensional
structure of collagen bundles more clearly in 2-dimensional slices. The bundle
is marked with the yellow arrow as in Fig. 2.

noise reduction, an additional step to strengthen the pixel
intensities on bundle regions is necessary. The 3-dimensional
structure of collagen bundles helps to distinguish bundle
regions from artifacts. Through that lead, as the first step of
preprocessing, a maximum filter is applied in the X-Z-direction
of input volume with a scale depending on the X-Z-direction
resolution of the input. This process can be considered as a
windowed maximum projection of the input volume. Through
this strategy, the pixel brightness in bundle regions increases,
and as a result, noise and blurring artifacts get fader. Besides,
images are compressed in the X-Z-direction which benefits
reducing the cost of the remaining computational analysis (see
Fig. 2&3).

Through increased contrast of bundle regions, artifacts can
be distinguished from collagen bundles. Thus, pre-processing
continues with a denoising step. One of the most common
denoising routines is Gaussian smoothing [37], which is based
on convolving the input image with a Gaussian function. While

Fig. 4. Pixel normalization for each slice individually affects the visual quality
significantly. The top images (a-b) are from the deeper, and the bottom images
(c-d) are from surface regions. The first column (a-c) shows the volume-
based normalization results, while the second column (b-d) shows slice-
based normalization results. As seen slice-based normalization is significantly
improving the contrast for deeper regions, while it has minimal effect on
surface slices.

Gaussian smoothing is computationally highly efficient, it also
has disadvantages such as edge surpassing due to the nature
of the Gaussian function. However, since the SHG images of
collagen bundles have weak edge information, and edges are
not critical for the proposed method, that disadvantage is not
a significant issue for the current task. Besides, due to the
large image size, the low computational expense is a critical
advantage. Hence 3-dimensional small-scale Gaussian filtering
is used to smooth and denoise the images. As the last step of
the pre-processing, the pixel intensity normalization is applied
on each slice of the input volume, individually. Intensity
normalization is significantly important when a threshold-
based analysis or data clustering is included. In our analysis,
besides its necessity for further steps, normalization is used
to increase the contrast and have a more obvious view of
bundles. The whole volume normalization is not efficient in
SHG images since the pixel intensity constantly decreases
while going deeper slices (while Z values are increasing).
As a result, in the deeper regions, the detection of bundles
is difficult even by eye (see Fig. 10). In order to handle that
drawback and extract all possible information from each depth,
the introduced method applies pixel-normalization for each 2-
dimensional slice separately.

B. Collagen bundle detection

The proposed method is designed to detect and quantify
the bundles only in a certain shape and visual condition.
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Fig. 5. The oriented rectangular filters evenly distributed into the X-Y plane.

In the SHG images, the collagen bundles are supposed to
be in an anisotropic shape due to their structural nature.
Hence, the proposed method ignores the isotropic high pixel
intensity regions by accepting them as an artifact. Hence,
the pixel intensity is not enough to detect bundles, but the
intensity properties must be supported by geometric features.
Since the images are noisy, and not all bundle regions are
distinguishable, individual detection of each bundle is a
challenging task. The proposed method is based on measuring
the similarity of pixels based on their spatial and direction
features. For that purpose, orientable unit filters are used to
extract those geometrics features. Orientable unit filters are
rectangular in shape and rotated in multiple orientations (see
Fig. 5); thus, they can determine the dominant orientation of
a close neighborhood of a point. Collagen bundle detection
will be done in three steps:

B1. Determination of dominant orientation for pixels in bun-
dle region

B2. Orientation similarity based Connected Component Anal-
ysis

B3. Shape-constrained Pruning
Now, these three main steps will be explained in detail.

B.1. Dominant orientation determination of pixels in the
bundle region: For that purpose, the input image is firstly con-
volved with the 3-dimensional rectangular prism directional
filters. These filters are rotated in X-Y and X-Z plane with user
determined angles (see Fig. 5 for rectangular filters rotated in
X-Y plane.). The filter has size a x b x c, where a is the length,
b is the height and c is the width. The filter size must be
optimized according to the input image. After convolving the
input image with filters in different orientations, the method
determines the dominant orientation of the local neighborhood
of each pixel by determining the direction of the maximum
filtering response. As seen in Fig. 6, points have the maximum
filtering response while the filter direction is close to the
dominant orientation of the close neighborhood of the point.
As a result, the orientation of a region can be determined by
finding the general maxima of the filtering response. This idea
is successfully used before for neurite orientation detection
[38]. However, due to the high level of noise and complexity
of the collagen images, further steps will be needed to use a
similar idea for the current task. There are two major problems
1) intersecting bundle regions, and 2) large bundle regions
which would give maximum filtering response at consecutive

Fig. 6. The bundle orientation detection method on a synthetic image. (Top) A
synthetic image where the collagen bundle is shown as the yellow anisotropic
region on black background. Orange rectangular regions are the unit filters
in four different orientations. (Bottom) The filtering response for each of the
four filtering by (orange) oriented filters. The maximum filtering response is
measured at the angle which is closest to the bundle direction (pi/4). That
angle gives the dominant orientation of the close neighborhood (circle with
white dashed boundary) of the pixel in the center.

directions.
In the case of intersecting bundles, which is a common

situation for SHG images of collagen structures, the pixels
in the overlapping region have multiple dominant orientations
(see Fig. 7). Subsequently, determining the general maxima of
the filtering response would be misleading for such cases. By
considering these problems, the proposed method is designed
to detect at most up to two intersecting bundles. For that
purpose, instead of detecting one direction as a dominant
orientation, the method collects two directions with the largest
filtering responses. If the angle between two dominant direc-
tions is larger than a certain threshold value, then that pixel is
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Fig. 7. The bundle orientation detection method on a synthetic image in the
case of intersecting bundles or large bundle regions. (Top) A synthetic image
where the collagen bundles are shown as the yellow anisotropic region on
black background. Orange rectangular regions are the unit filters in different
orientations. (Bottom) The filtering response of the centroid of the intersection
of the bundles for ten oriented filters. As it is seen, the intersection point
has two dominant orientations through two bundles at the angles 2pi/10 and
7pi/10. Besides the filtering response at angle 3pi/10 is close to the maximum
although it is misleading due to the wide bundle region.

recorded with two dominant orientations. Otherwise, only one
direction with the largest response is kept as the orientation
of the neighborhood of the pixel. By examining the images in
the dataset, more crowded intersection scenarios are neglected.
The aim of using a lower threshold for the angle distance
is to distinguish intersecting bundles from the single extra
wide bundles. The extra wide bundles might have maximum
filtering response in two consecutive angles even though they
have a single dominant orientation (see Fig. 7). To avoid such
problems, the algorithm assigns multiple dominant orientations
to a pixel only if these orientations are distant from each other.

Fig. 8. Detection and segmentation of collagen bundles on a 2-dimensional
synthetic image. Heat maps are showing the directions which yield maximum
(a) and second maximum (b) filtering responses. These values show the
dominant orientation of points in their local neighborhood. Due to the
intersection of two bundles, there is a problem with assigning dominant
orientations in their intersecting region. However, by considering these two
filtering responses together and getting the connected components merged,
both bundles are segmented with minimum error on boundaries (c-d).

B.2. Connected Component Analysis based on dominant
orientation similarity: After the dominant orientation of each
pixel is determined, pixels with the same dominant orientation
are connected as being part of a collagen bundle. Through
this process, the points with multiple dominant orientations
are preserved in their nature and all possible connection paths
are examined. As a result of this process, even the intersecting
bundles are segmented separately by the proposed algorithm
(Fig. 8).

B.3. Pruning: Since the nature of the collagen bundles is
anisotropic, the post-processing step starts with determining
the anisotropy level of segmented bundle regions through the
Directional Ratio (DR). DR is a multiscale geometric descrip-
tor to measure the isotropy level of the close neighborhood
of a pixel. DR is calculated as the proportion of minimum
to maximum filtering responses of a pixel over filters in
multiple orientations [39]. DR approaches 1 while regions get
more isotropic, and it approaches 0 while regions get more
anisotropic [40], [41], [42]. It is used in previous studies
to distinguish blob-like objects from vessel-like objects [40],
[38], [39], [41]. For pruning, the algorithm calculates the DR
of each connected component as the average DR of each pixel
contained in the inner part of the region. For any region, even
if the region is perfectly isotropic, the DR values of pixels will
approach 0 while getting closer to the boundary [42]. Hence,
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Fig. 9. Sample outputs of the intermediate steps in collagen bundle detection:
a) Preprocessed image, b) Output of step B1. Dominant orientation determi-
nation of pixels in the bundle region. Since the orientations are enumarated
as 1-32, this image has pixel intensities between 1-32. c) Output of step B2.
Connected Component Analysis based on dominant orientation similarity. d)
output of step B3. Pruning: Components in c) are eliminated if detections
are isotropic and smaller than a certain volume threshold. Please note that
these outputs are actually 3-dimensional images, however for visualization
2dimensional projections are given.

pixels close to the boundary are misleading to calculate the
isotropy level of a region. Therefore, these misleading pixels
are eliminated through removing the close-boundary parts of
regions by morphological erosion. The remaining pixels’ DR
values are averaged to assign a DR value for each connected
component. This DR value shows the anisotropy level of the
whole region. To eliminate the isotropic regions a lower DR
value threshold is applied. If the DR value is larger than the
threshold that means the component is more isotropic than a
usual collagen bundle. Hence, it will be accepted as an artifact
and eliminated. As a result, the output image contains the
segmented anisotropic collagen bundles. The computational
cost of this part is neglectable since the filtering responses
were already calculated in part B.1. for Dominant orientation
determination of pixels.

III. RESULTS

The performance of the proposed method is measured on a
publicly available dataset of SHG volume collected from three
healthy rats [43]. The dataset contains around 4000 scans, but
some of these images do not show the orientated nature of
collagen bundles. Such images are eliminated and as a result,
four volumes are selected to measure the performance of the
method. A few slices of the samples which are ignored for
the analysis can be seen in Fig. 10. As it is seen in the figure,
these slices do not have oriented anisotropic patterns. Hence,
such images are out of the scope of the presented method.

Fig. 10. Example images from the dataset that cannot be processed by the
proposed method. These images do not have orientation information, bundles
are not detectable by the eye and there are artifacts. Such images are ignored
for sample selection for analysis.

The ground truth of the dataset was for semantic segmen-
tation of similarly oriented regions. The pixels in the ground-
truth images are in three categories as similar orientation,
dissimilar orientation, and not interest. There was no label for
direction or bundle detection. The presented method generates
more local information as the pattern and orientation detection.
Hence, the given ground truth was not useful for measuring
the performance of the method. For that purpose, the detection
and orientation labels are determined by the experts at Istanbul
Medipol University, and the performance of the method is
measured according to that.

The method has several parameters to be tuned for the given
input. For the presented results, those parameters are optimized
through the whole dataset, and these values are set as Default
in the method. Filter size is set as 40x4x4 (with respect to
x,y,z coordinates) pixels to catch the large anisotropic bundles
efficiently. The analysis is performed in 8 directions in the
X-Y-plane and 4 directions in the X-Z-plane, a total of 32
orientations. Since the images are so crowded and the same
collagen bundle is visible in multiple slices, ground truth was
collected for random 80 slices from samples by considering
their 3-dimensional environment. The connected components
whose volume is smaller than 3000 pixels are accepted as
artifacts and eliminated. For each of the remaining connected
components, the DR value is calculated, as explained in the
Method section. The components with DR larger than 0.9
are eliminated since they are more isotropic than an accepted
bundle. Then, the centroid of each connected component is
calculated and detection results are demonstrated with a line
that is oriented with the same angle of the bundle and centered
at the centroid of the segmented region. As a result, large and
vessel-like detections are collected as collagen bundles. The
results of a few slices can be seen in Fig. 11, 14 and 15.

To measure the performance of the method Recall, Preci-
sion, and F1 score are used. Recall shows the performance of
avoiding False negative detections, Precision shows the perfor-
mance of avoiding False positive detections; while the F1 score
shows the overall performance considering False Positives and
Negatives. All these measurements range between 0 and 1,
where 1 is the perfect score for each [44].

The method correctly detected 42 collagen bundles, out of
51 (Table I). The Recall score of the method is measured as
0.82. The Precision rate is measured low due to high False
Positive detections. However, about half of the False detections
were due to multiple detections of wide bundles. If such
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Fig. 11. Results of proposed method for collagen bundle detection. The raw
image slices are shown in the right column (a, c, e), and associated detection
results are given on the left (b, d, f) as an overlay on the original slices.
Detected bundles are visualized with blue lines. The orientation of these lines
indicates the dominant orientation of the detected collagen region.

TP FP FN
multiple detections are included 42 19 9
multiple detections are excluded 42 11 9

TABLE I
DETECTION RESULTS OF THE METHOD WITH AND WITHOUT THE

ELIMINATION OF FALSE POSITIVES DUE TO MULTIPLE DETECTIONS OF
WIDE BUNDLES. TP STANDS FOR TRUE POSITIVE, FP STANDS FOR FALSE

POSITIVE, AND FN STANDS FOR FALSE NEGATIVE DETECTIONS.

false detections were eliminated the Precision rate increased
to 0.79 from 0.69 (Table II). Since orientation is the core of
the proposed detection method, the accuracy of orientation
detection for detected bundles was 100%.

IV. DISCUSSION

The SHG images of collagen bundles are highly complex
and low-contrasted. Since the edge information is almost

P R F1
multiple detections are included 0.69 0.82 0.75
multiple detections are excluded 0.79 0.82 0.81

TABLE II
PERFORMANCE RESULTS OF THE METHOD WITH AND WITHOUT

ELIMINATION OF FALSE POSITIVES DUE TO MULTIPLE DETECTIONS OF
WIDE BUNDLES. P STANDS FOR PRECISION, R STANDS FOR RECALL, AND

F1 STANDS FOR F1 SCORE.

missing, collagen bundles seem like regions with uncertain
boundaries. As a result, most detection methods fail for such
cases. However, the presented method gives promising results
through its advantage of using a connected component analysis
through orientation similarity. This idea skips the edge or
boundary information and focuses on local texture, which
results in successful detection performance for the current
task. As it is seen in Table II, the method has a high
Recall score. False Positive detections are high despite low
False Negative detections, which results in a lower Precision
score (Table I & II). It is observed that some of the False
Positives are due to multiple detections of one wide collagen
bundle region. For example, in Fig. 11 (b), the rightmost two
vertical detections are indicating the same region. Although
this is not a significant error of the method, it could cause
a problem if the detected bundle number is in focus since it
will be overcalculated. In order to handle that an additional
post-processing step can be included. When these multiple
detections of wide bundles are ignored, the False Positive
count reduces by almost 50% (Table I) and the F1 score
increases from 0.75 to 0.81 (Table II).

On the other hand, False Positive detections are higher
for the images where bundles are crossing each other wildly
(Fig. 14). In such images, patterns are formed by short
anisotropic regions, and large-scale filters cause the mixing
of the information of multiple bundles. As a result, high False
Positive detections occur. In order to handle that, a small-scale
filter or multi-scale analysis could be used. By using multi-
scale filters, short patterns can be detected as well as longer
patterns.

The collagen bundles close to each other may have different
orientations. As a result, in the SHG images, multiple collagen
bundles crossing each other can be seen. Since this is a
common issue, the proposed method is specifically designed
to handle such cases. For that purpose, the method always
examines if the points have two dominant orientations, as
explained in detail in Section II. However, this may be
misleading in some cases. For example, when the contrast is
critically low, the method can be faulted to see noisy regions
as if they are intersection regions of multiple bundles. This
causes False Positive detections (Fig. 14 (d)). In order to
handle that, a lower threshold for pixel intensity can be used.
If the determined bundle region has an average pixel intensity
lower than the threshold, it can be considered a noisy region
instead of a bundle.

Another important aspect of the method is that not all bundle
regions are targeted by the presented method. The bundles
with certain shape and intensity properties can be detected.
However, the method gives a consistent highly local texture
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measurement. As a result, the number of detections as well
as the orientation of detections can be significant indicators of
multiple disorders.

The proposed method has multiple steps and for each step
there are parameters to be adjusted for the input. Throughout
the analysis it is observed the method’s sensitivity to the
selection of these parameters are different (see Table III).
In the pre-processing step the method is sensitive to one
parameter which is ”Maximum filtering projection (MIP)
window scale”. That parameter must be adjusted according
to the X-Z direction resolution of the input image. If the
resolution is high default value can be increased to optimize
the computational cost. But, the detection result is not highly
sensitive to that parameter. Similarly, method is sensitive or
highly sensitive to the several threshold values. When the input
image has wildly crossing and thin bundle regions, ”Threshold
to determine intersecting bundles” in step B1 can be reduced.
Otherwise multiple distinct bundles in close orientation can
be detected as a whole (This would be a risk as well if
the number of orientations is increased. So this threshold
parameter is closely related with the user-determined number
of orientation.). ”The threshold to eliminate small regions” in
step B2 can be decreased if the input image is highly noisy.
”Threshold to eliminate isotropic regions” must be adjusted
by observing the results. The complete list of these parameters
and their default values are given in Table III.

During the analysis, it is observed that the method is highly
sensitive to the number of orientations of the analysis and the
scale of the filters. This is due to high noise and uncertain
boundaries of collagen bundles. It is observed that when the
number of orientations are increased the method tends to
detect the same bundle multiple times with slightly different
orientations. As a result of that, False Positives increase
and the Precision rate decreases; or bundles are detected
with incorrect orientation (see Fig. 12 (a)). On the other
hand, when the number of orientations is increased a highly
sensitive analysis results with one bundle region detected in
several disconnected and differently oriented partitions. These
partitions with different orientations can not be attached to
each other by the connected component analysis (step B2). As
a result of that, some large bundle regions can not be detected.
As it is seen in (Fig. 12 (c) two bundle regions are skipped
by the method when the number of X-Y plane orientation is
set to 20. For the current dataset, 8-10 orientations in the X-Y
plane and 4 orientation on the X-Z plane was optimal.

Similarly, it was observed that method is sensitive to the
selection of filter scale. When the filter scale is small the case
of multiple detection of the same bundle is more probable. As
a result of that, the number of False Positives increase and the
Precision rate decreases. However, when the bundles are cross-
ing with each other widely smaller-scale filters would work
better. In order to measure the proposed method’s sensitivity
to the filter scale selection, 40 slices from two volumes are
selected to reduce the computational burdan. These samples
were chosen carefully to cover all different situations to be fair
on the sensitivity analysis. These two volumes were analysed
with varying filter scales and the performance metrics are
compared with each other. As it is seen in Fig. 13, for any

Fig. 12. Detected collagen bundles outputs when the proposed method is
performed with different number of orientations. A) X-Y plane orientation is
4, B) X-Y plane orientation is 8 and C) X-Y plane orientation is 20. For all
cases X-Z plane orientation number was fixed to 4. Since the resolution of
volumes in X-Z plane is smaller than X-Y, the parameter sensitivity analysis
on X-Z plane is ignored. Errors are shown by yellow ellipses.

Method Step Parameter Sensitivity of method
to the selection Default

Preprocessing MIP window size Sensitive 3 pixels in
XZ direction

Denoising filter scale Low sensitivity 1
Collagen Bundle

Detection B1
Threshold to determine

intersecting bundles Highly sensitive Pi/8

Filter scale Highly sensitive 40 x 4 x 4
Orientation number Sensitive 8 x 4

Connected Component
Analysis B2

Threshold to eliminate
small regions Sensitive 5000 pixels

Collagen Bundle
Detection B3

Threshold to eliminate
isotropic regions Sensitive 0.93

Erosion filter scale Low sensitivity 4 pixels

TABLE III
LIST OF PARAMETERS TO BE ADJUSTED FOR INPUT

Fig. 13. The change in F1 score with the analysis with different filter scales.
X-Z plane analysis is ignored since the resolution in X-Z direction is small.
Given filter scales are for the length and width respectively. For each case
height was set as same with width. As it is seen the average F1 score is
maximized when 40x4 scale filters are used. However, for volume 1 the
performance is maximized with the smallest scale 20x2.

filter scale the variation of F1 scores between the analysis
of different volumes were critically high. Besides, the results
show that the accuracy of the method is highly sensitive to
the selection of filter scale. As it is seen in Fig. 13, in Volume
1 the maximum performance is obtained with smallest scale
filter, while that scale yielded the worst performance result
in the Volume 2. As a result, in order to show the overall
performance of the method with optimal effort, parameters are
numerically optimized and set to a one value for the whole
dataset. Hence, the reported numerical results can be improved
by optimizing parameters individually for each input volume.
For the further studies, an automated parameter optimization
step could be included.

The dataset originally had ground-truth labels for semantic
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Fig. 14. Some examples for False Positive detection: Raw images are given in
(a), (b), and the corresponding detection are given (c), (d). True Positives are
represented with blue lines while False Positives are represented with yellow.

segmentation. Since the proposed method has no application
for pixel segmentation, the given labels could not be used.
However, they can still be used to show the consistency of
the presented method. As it is seen in Fig. 15 (e-f), the
correctly detected bundles in the green region, which indicates
the ground-truth label for similarly oriented regions, are in
highly close orientations.

In order to compare the performance of the proposed
method with the state of the art methods, CT-FIRE is selected
as a reference. CT-FIRE is the best candidate since it has
the similar objectives with the presented method. Besides CT-
FIRE has applications in the literature of collagen bundle
analysis [22]. Since the CT-FIRE is analyzing volumes slice by
slice the 3-dimensional analysis was computationally highly
expensive. As a result, instead of analyzing the whole dataset,
the performance comparison is done only on the half of the
dataset. For that purpose, 40 slices from each volume is
collected instead of 80. By observing the results, it can be
said that comparison is fair due to the consistent behavior
of CT-FIRE based on errors and successes. To have a fair
comparison, parameters of CT-FIRE are optimized numerically
for the all test samples. When we compared the performance
of CT-FIRE with the proposed method, it is observed that
CT-FIRE tends to have high False Positive detections (see
Table IV). One major reason is that CT-FIRE fails to detect
regions close to the image boundaries as a bundle due to high
contrast change (Fig. 16 (a), (c)). As a result, for all test
images, CT-FIRE yield a very large False Positive detection
value when it is compared with the proposed method. Besides,
CT-FIRE detected some bundle regions with wrong angle.

Fig. 15. Comparison of detection results with the ground-truth pixel-wise
orientation similarity labels. a-b) original raw images, c-d) overlay of the
presented method’s detections in blue with the raw images. There is only 1
False Positive detection, which is represented with the orange line. e-f) overlay
of ground-truth labels for similarly oriented regions in the green channel,
detected bundles in blue, and bundle regions in red.

These detections were counted as False Positive again, since
the bundle orientation is a significant morphological feature.
As it is seen in the Table IV the proposed method has F1
score 94 % while CT-FIRE reaches 44 %. Although CT-FIRE
is successful to detect vessel-like structures, this method is so
sensitive to contrast change. As a result, in the noisy images
such as SHG images of collagen bundles, it could not reach
the performance of proposed method.

The performance analysis of the method is done on samples
from healthy rats. This could be a limitation since the method
has not been applied to any sample with an abnormality. The
structural properties of fibrilar collagen bundles tend to vary
due to countless diseases and abnormalities. One of these
properties is known as the curvature of the bundle both on
small and large scales [45], [46]. Although the presented
method is designed only to detect linear bundles, it is observed
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Filter scale TP FN FP P R F1
CT-FIRE 11 11 17 0.39 0.5 0.44

Presented Method 21 2 1 0.96 0.91 0.94
TABLE IV

COMPARISON OF PERFORMANCE METRICS RESULT FOR CT-FIRE AND
PRESENTED METHOD.

Fig. 16. Comparison of outputs of CT-FIRE and presented algorithm:a-
b outputs of CT-FIRE and presented method respectively; c-d a better
visualization of detections results with representative rectangular markers.
Correct detections are represented with blue and wrong detections represented
with orange rectangular marker.

that the method can also detect curvatures on a large scale (Fig.
17). This leads to the idea that by adjusting the filter scale the
presented method would be able to determine curvy collagen
bundles which are seen as a sign of multiple abnormalities
[45], [46]. Hence, even if the method is only validated with
healthy collagen bundles, it still has the ability to detect abnor-
malities in morphology by tuning the parameters. As a result,
the presented method can be used for classification purposes
to distinguish healthy samples from diseased samples.

V. CONCLUSION

Due to the advantages of SHG and the critical importance of
collagen bundles, several studies in the literature focus on SHG
images of collagen bundles. However, most of these studies
are designed to detect non-local statistical properties of col-
lagen distribution. This led to the loss of local morphological
information collagen bundles which are known to be highly
significant indicators of multiple abnormalities. The introduced
method uses the orientation information to detect individual
collagen bundles in 3-dimensional SHG images even if they
intersect each other. Hence, the presented method gives deeper

Fig. 17. Curvature detection: (a) raw image, (b) corresponding detected
bundles given in white lines, (c) curvy regions path is shown with red arrow.
As it is seen through multiple detections of bundles the large curvatures can
be determined by the method. This led to the idea that by using small-scale
filters it would be possible to detect curvy collagen bundles’ structures.

and more detailed information about the distribution and
structure of collagen bundles in SHG images. That would lead
to more accurate data analysis methods for collagen analysis,
which finally lead to better diagnosis methods for collagen-
related abnormalities such as cornea diseases and some cancer
types.
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Aydın, and Olgu Enis Tok for their expertise and valuable
assistance for validating the proposed method.

Copyright © BAJECE ISSN: 2147-284X https://dergipark.org.tr/bajece

361

https://dergipark.org.tr/bajece
user
Typewritten text
BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023



REFERENCES

[1] K. M. Meek and C. Knupp, “Corneal structure and transparency,”
Progress in retinal and eye research, vol. 49, pp. 1–16, 2015.

[2] C. Raoux, M. Schmeltz, M. Bied, M. Alnawaiseh, U. Hansen, G. Latour,
and M.-C. Schanne-Klein, “Quantitative structural imaging of kerato-
conic corneas using polarization-resolved shg microscopy,” Biomedical
optics express, vol. 12, no. 7, pp. 4163–4178, 2021.

[3] M. S. Sridhar, “Anatomy of cornea and ocular surface,” Indian journal
of ophthalmology, vol. 66, no. 2, p. 190, 2018.

[4] H.-Y. Zhou, Y. Cao, J. Wu, and W.-S. Zhang, “Role of corneal col-
lagen fibrils in corneal disorders and related pathological conditions,”
International journal of ophthalmology, vol. 10, no. 5, p. 803, 2017.

[5] G. A. Di Lullo, S. M. Sweeney, J. Korkko, L. Ala-Kokko, and J. D.
San Antonio, “Mapping the ligand-binding sites and disease-associated
mutations on the most abundant protein in the human, type i collagen,”
Journal of Biological Chemistry, vol. 277, no. 6, pp. 4223–4231, 2002.

[6] S. Xu, H. Xu, W. Wang, S. Li, H. Li, T. Li, W. Zhang, X. Yu, and
L. Liu, “The role of collagen in cancer: from bench to bedside,” Journal
of translational medicine, vol. 17, pp. 1–22, 2019.

[7] R. M. Martı́nez-Ojeda, M. D. Pérez-Cárceles, L. C. Ardelean, S. G.
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Research Article 

 

Abstract— Geo-location services are widely used by a large 

number of applications and devices. E-scooters are one of the 

recent prevalent devices that use these services. Geo-location 

services are highly vulnerable to spoofing attacks due to their 

open communication. Spoofing detection and prevention 

techniques have been researched for a long time. Most of the 

research has focused on smart devices such as smartphones, 

unmanned aerial vehicles, or other vehicles. Due to intrinsic 

application limitations, these threats need to be addressed on a 

per-environment basis. Geo-location spoofing also poses 

significant threats to e-scooters in terms of user security, costs, 

and reliability. In this study, we analyze location spoofing threats 

in an e-scooter-sharing environment and propose a spoofing 

prevention framework. The proposed framework monitors the e-

scooter’s location and tracks significant changes, and its service-

based structure provides differentiated levels of awareness and 

capability. 

 

Index Terms—E-Scooter, Geo-location Spoofing, GPS, 

Location Security, Wi-Fi Positioning 

 

I. INTRODUCTION 

EO-LOCATION SERVICES are widely used by a large 

number of applications (i.e. navigation, delivery systems, 

tracking systems, etc.) and devices such as smartphones, smart 

home devices, and unmanned aerial vehicles (UAV). 

Recently, electric scooters (e-scooters) have joined the family 

of geo-location-enabled devices, where e-scooters are made 

available for short-term rentals.  

  Geo-location services employ different methods to calculate 

relative positions, namely Global Navigation Satellite Systems 

(GNSS), Wi-Fi, and network-based geo-location services.  
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GNSS is a term that refers to the International Multi- 

Constellation Satellite System, and one broad implementation 

of GNSS is Global Positioning (GPS) (these terms are used 

interchangeably). Receivers (i.e. e-scooter) continuously listen 

to the signals from multiple GPS satellites and calculate their 

position. When GPS signals are weakened or are even blocked 

by solid structures, a Wi-Fi positioning system (WPS) steps in 

to find the signals of nearby Wi-Fi hotspots and wireless 

access points, thus its own location. Devices also exchange 

Received Signal Strength (RSS) information to calculate how 

far away the Wi-Fi access point is from the device. RSS is also 

attenuated while passing through solid objects, such as walls. 

Geo-location services use trilateration to compute positions. 

The other geo-location services (s.a. Bluetooth low energy, 

network-based, RFID based geo-location) services are 

dependent on the provider and additional hardware. Thus, 

these types of services are not considered in this study. In a 3D 

space, the intersection of 3 spheres gives the point of interest. 

An e-scooter continuously listens to the GPS signals and 

measures distance to several Wi-Fi access points, then 

combines this information with a propagation model to 

determine its position. 

A spoofing attack is a malicious activity in which a program 

is successfully identified as someone else by forging the actual 

data [1], or creating fake ones. Location spoofing is a serious 

threat to geo-location enabled devices. An adversary can make 

the victim appear in a place irrelevant to the original location. 

The primary reason for being a serious threat is the ease of 

method. This threat does not require physical interference or 

jailbreak-root. More advanced devices (e.g. Smartphones) use 

various technologies together for security, with predefined 

priority order [2], [3] or encrypted communication [4]. 

Relatively easier spoofing techniques pose significant risks on 

e-scooters. Neither these devices are equipped with encrypted 

communication capability nor they employ advanced 

techniques to prevent geo-location spoofing attacks. 

In this paper, we analyze location spoofing threats in e-

scooter sharing systems and propose a spoofing prevention 

framework. It takes predefined prevention steps by monitoring 

the network properties of devices and checking if any 

significant changes have been made. We analyze different 

spoofing threats and their applicability in the e-scooter sharing 

environment. Although geo-location spoofing attacks on smart 

devices (e.g. UAVs, smartphones) have been studied in detail, 

this distinctive e-scooter sharing system has not been studied 

in detail yet. In [5], location spoofing threats against e-

scooters are mentioned as a subsection, but no detailed threat 

analysis or a detection framework is presented. In [6], authors 
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analyze the threats of location spoofing in e-scooter sharing 

environments by examining various scenarios and the 

principles of GPS and Wi-Fi location systems. Authors point 

out possible negative user experiences, compromised security, 

maintenance delays, and reputational damages to companies 

but no spoofing prevention mechanism is proposed. 

Spoofing detection and prevention have been studied by 

many researchers, and various solutions have been proposed to 

disentangle the legitimate signals from spoofed ones. 

Jovanovic [7] detects spoofing by observing changes in the 

clock offset of the GNSS receiver. The authors in [8] use the 

data from the GNSS technologies to cross-check the data from 

the base station of the neighboring cell of the mobile cellular 

network. In [9], an algorithm is proposed for detecting Wi-Fi 

signal spoofing attacks using RSS. E-scooter systems are 

different from the other geo-location enabled devices in that 

they are always on-site and are not equipped with advanced 

computing power. Thus, e-scooter systems require their own 

solutions. While previous research has examined spoofing 

detection and prevention techniques for the devices such as 

smartphones, unmanned aerial vehicles or other vehicles, this 

study addresses the unique challenges of the e-scooter sharing 

environment. This focused analysis study on e-scooter sharing 

systems and the proposed prevention framework makes this 

study different from the ones in the literature.  

In the rest of this study, we first explain the working 

principles of location services: GPS and WPS. Section 4 

explains how geo-location spoofing attacks are carried out. In 

Section 5, location spoofing threats against e-scooter systems 

are presented and analyzed. Section 6 evaluates the 

applicability of these threats. Section 7 presents the proposed 

spoofing prevention framework, and Section 8 concludes the 

study. 

II. GLOBAL POSITIONING SYSTEM 

Global Positioning System (GPS) is a service given by 

dedicated satellites, which provides location, velocity, and 

time synchronization. Devices receive GPS signals from 

satellites to calculate their location, speed, and elevation. The 

technique used by GPS is called trilateration.  

The GPS has 3 parts: satellites, ground stations, and 

receivers. Ground stations make sure the satellite is in the 

correct position. Receivers (e.g. e-scooters) constantly listen to 

the signals from satellites and calculate the position. 

 

Fig. 1 Basic Concept Representation of GPS. 

In Fig. 1, ground stations serve as command and control 

services for satellites to make sure that they are in the correct 

position and the receiver collects the signals coming from 

satellites. GPS satellites broadcast radio signals to enable GPS 

receivers to calculate position according to the generated 

signals. GPS receivers do not work well indoors or in crowded 

environments such as city centers, due to weakened or blocked 

signals. This situation makes receivers extremely vulnerable to 

spoofing attacks.  

There are different types of GPS services for different 

purposes. Publicly available GPS Service provides 4.9 meters 

of accuracy with low cost but it does not provide high 

accuracy or encrypted signals. Military GPS services and 

Galileo provide encrypted satellite signals, but e-scooters are 

not equipped to receive these signals.  

 

A. How does it work 

GPS satellites use the L-band to transmit their signal, and the 

time information it uses is coordinated with the atomic clock 

located inside the satellite. GPS’ signal structure is publicly 

accessible, making attacks easier to execute. The signal 

generated by a GPS satellite travels by line of sight. They are 

able to travel through water and clouds, but not solid objects 

such as walls, tunnels, or mountains. A GPS signal consists 3 

different types of information; 

● Pseudorandom code; this code holds information about 

the GPS itself, it tells from which satellite the signal 

is generated. It is the Identification Code of the GPS.  

● Ephemeris data; Holds information about position and 

speed of the GPS. Also holds information about the 

satellite’s health situation.  

● Almanac data; Gives orbital information about GPS 

and tells where GPS would be located at any time of 

the day. 

At the receiver, the user receives the GPS signal using an 

antenna with an RF front-end GPS receiver. After the signal is 

received, it goes through a number of steps such as filtering, 

amplification, and digitizing. Then, the received signal is 

converted into a baseband signal. This trimmed GPS signal is 

then processed to make a position computation. Its 

pseudorandom code is used to get information for all satellites 

in view, and the position is calculated based on Ephemeris and 

Almanac data. To calculate its position, the receiver requires 3 

basic pieces of information: The location of the satellite, 

receiving time of each signal, transmission time of each 

satellite signal, this information is included in the Ephemeris 

and Almanac data of the GPS signal. The receiver requires 4 

satellite signals to ensure accuracy.  

   Time of arrival (TOA) is the absolute time that a signal is 

received by the receiver. Position information is calculated by 

using differences in TOAs which is called Time Difference of 

Arrival (TDOA). The mathematical form is:  

 

 
(1) 
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● Where, n is the satellite id (e.g. if there are 4 satellites, 

it goes as 1,2,3,4) 

● Variable c is the speed of light which is 3x108 m/s 

●  is the time GPS satellites transmit their signal. e.g. 

the signal time transmitted from GPS satellite number 

1 is  

● is the time the GPS receiver segment receives the 

signal coming from a specific satellite 

●   is receiver clock error 

●  are the respective coordinates of the satellite.  

Since the equation has 3 unknown variables and an 

additional time variable, the receiver requires at least 4 GPS 

signals to solve the equation. 

 

III. WI-FI POSITIONING SYSTEM 

Wi-Fi is a set of network protocols (IEEE 802.11 family), it 

allows digital devices to exchange data using radio waves. 

There are estimated to be around 14 billion devices having 

Wi-Fi capabilities [10]. 

   The Wi-Fi positioning system receives location data from 

nearby Wi-Fi hotspots and wireless access points to discover 

the location of a device. It is especially useful in calculating 

locations when a device is located indoors, or at locations 

where the satellite signals are weak. To calculate the position, 

the device needs to listen to signals coming from Wi-Fi access 

points and analyze them to decide of the position.  

   The exchanged data between devices includes Received 

Signal Strength (RSS). It provides information about how far 

the Wi-Fi access point is relative to the device. While strong 

RSS shows the Wi-Fi access point is close to the device, weak 

RSS shows that device is further away. RSS weakens while 

passing through solid objects such as walls and windows. So, 

having weak RSS sometimes may not mean that the Wi-Fi 

access point is further away.  

A. How it works 

The strength of RSS can be modeled as shown in Equation 2; 

 
(2) 

   In this equation, is the received power in dB, where, d 

is the distance and  is the received power in dB at a short 

reference distance . Fingerprinting is an indoor positioning 

technology to determine a user’s position. Fingerprinting 

approach uses RSS to make a position computation.  

Position computation in Wi-Fi positioning systems is based 

on measuring distance to several Wi-Fi access points then 

combining this information with a propagation model to 

determine the position of the device. Trilateration is being 

used to make a computation. The disadvantage of this 

technique is that it provides an accuracy around 10 meters.  

   The trilateration algorithm corresponds to sphere centers. In 

a 3D world, the intersection of 3 spheres gives our point of 

interest. In order to calculate it we make use of the following 

equation: 

  (3) 

Let one sphere as an origin point which is A1 in this 

example and simplify the equations. After radiuses of the 

spheres become  ,  and  the simplified equations 

become: 

 
(4) 

 
(5) 

 
(6) 

In short, trilateration is used to obtain a 2D point and make 

a position computation with a low accuracy. 

 

Fig. 2 Trilateration. 

As shown in Fig. 2, the circle with radius r3 taken as origin 

point and trilateration is used accordingly. Intersection point 

of 3 circles represents the location. 

IV. GEO-LOCATION SPOOFING 

A.  GPS Signal Spoofing 

   In GPS spoofing, the malicious user uses a radio transmitter 

to send counterfeit GPS signals to a receiver antenna to 

interfere with legitimate GPS satellite signals. Most of the 

location systems are designed to use the strongest GPS 

signals, and the strong fake signals are able to override the 

weaker legitimate signals. In [11], authors launched GPS 

spoofing attacks on various devices and successfully falsified 

the location of the device. In [12], the authors successfully 

execute a spoofing attack to the navigation system using a 

satellite simulator and manage to navigate a victim to 

locations 1 kilometer away from the original destination. 

Aside from the navigation system, authors have also 

successfully spoofed devices (i.e. iPhone 6, Samsung S7) 

using Hack-RF based spoofers.  
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The GPS spoofing techniques can be classified into two: 

1)  Spoofing with GPS Signal Simulator:  In this type of 

attack, Software-Defined Radio (SDR) is needed to generate 

baseband signals and then transmit them to the receiver using 

an antenna. Time synchronization is not necessary with the 

real GPS signals. The important thing is that the generated 

GPS Signal strength must be stronger than authentic signal. 

The attack model using GPS Signal Simulators is as follows: 

First step is to choose an SDR platform to generate baseband 

signals. There are couple of options (i.e. BladerRF, RTL-SDR, 

LimeSDR, SDRplay, USRP, YARD stick etc.). HackRF is an 

open source SDR platform operating on frequency bands 

between 10MHz and 6GHz. After selecting the proper SDR, 

signals are generated, then it comes to a point where the 

generated signals are transmitted using an antenna. 

2) Spoofing with Receiver-Based Spoofers: Receiver Based 

Spoofers synchronizes the signals with target GPS signals. It 

extracts time, velocity and position information in order to 

have a 3D vector of the transmit antenna. Unlike GPS Signal 

Simulators, the generated signal is authentic and synchronized 

to the real GPS signals. 

When the adversary has complete knowledge of the location 

of the GPS receiver, the adversary can potentially place 

multiple RF based antennas to generate GPS signals. Let’s call 

authentic satellite  as the satellite that an adversary wants to 

impersonate and use  to represent the satellite that is 

emulated. Let  be the entire set of emulated satellites 

making each fake GPS signal coming from satellite . Now 

the adversary needs to assign values to these variables in order 

to execute a GPS spoofing attack. 

   The next step is to summarize the adversary’s variables for 

each emulated satellite  in order to generate fake GPS 

signals to falsify the GPS receiver’s position. Let  be the 

falsified location and  is falsified time. First the adversary 

needs to announce its orbital information and claim to be at  

at  second. Let  be the true location and  be the true 

time on the instant of reception, the adversary sets the true 

location for the antenna as  and true time as  to represent 

when the signal is sent.  is associated with  by clock 

delay making the equation  . Finally, local 

timestamp becomes . The claimed time of 

arrival equation of the adversary can be derived as 

. 

This represents the adversary’s intended time that is 

generated from Receiver-Based Spoofer.  is calculated 

location of the receiver when the message is received from 

. The same equation for the authenticated GPS signal can 

be shown as . 

The left-hand side of this equation represents the range 

between satellite and GPS receiver which is called 

Pseudorange. 

   The adversary connects with its fake satellite data with the 

intended locations and time offsets for which a receiver would 

be spoofed to solve for the variable. All variables can be 

related by taking the difference of 2 equations. 

 

 (7) 

The adversary’s goal is to solve for the variable sets that 

satisfy the following equation. Once all variables are solved, 

the adversary can successfully falsify the GPS receiver’s 

location in a synchronized way using receiver based spoofer.  

B.  Wi-Fi Signal Spoofing 

Fabricating APs from another location, the WPS on a 

smartphone can be fooled into thinking that the device is 

currently in that specified location. As discussed in the earlier 

sections, WPS infers the location based on Basic Service Set 

Identifiers (BSSIDs) or MAC addresses of nearby APs. It is 

possible to generate BSSIDs and falsify the Wi-Fi positioning 

system. Those generated APs are called fake Wi-Fi access 

points which are set up by configuring a wireless card to act as 

an access point [13]. 

V. PROBLEM STATEMENT AND ANALYSIS 

E-scooter systems let users unlock and book through mobile 

applications. Locations of the nearby e-scooters are shown in 

the app to assist users find available e-scooters. Companies 

running these systems (i.e Lime, Voi scooters, Link and 

Martı), plan their maintenance and logistic activities according 

to the location of the devices. Safety regulations are applied 

for user safety, and precautions are applied against theft or 

sabotage risks. For instance, an e-scooter company may 

restrict the scooter’s speed on specific roads or prohibit riding 

a scooter on sidewalks to ensure pedestrian safety. In this 

paper, we based our analysis on common terms of use of 

major companies to meet on a common ground. Geofencing 

technology is being widely used by e-scooter sharing 

companies.  

   Geo-fencing is a location-based service for setting up a 

virtual boundary where the user is allowed to ride. When it is 

crossed, actions are taken by the companies such as warning 

the user or stopping the e-scooter for pedestrian safety. 

Adversaries may attack the e-scooter environment to harm 

user experience and e-scooter companies. 

 

Fig. 3 Exploiting the Pre-Book Feature & Misleading the 

User. 

A. Threats 

1) Exploiting the pre-book feature & misleading the user: E-

scooter companies allow users to pre-book e-scooters and 
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unlock them, preventing others from booking the same e-

scooter. Each minute the e-scooter is pre-booked, the user is 

charged respectively. An adversary may spoof the location of 

the e-scooter and mislead the user. Both time and money 

would be wasted until the user figures out the e-scooter is not 

in the supposed location.  

   As shown in Fig. 3, the adversary exploits the pre-book 

feature using location spoofing procedures in section 4 to fool 

the user and rent an e-scooter irrelevant to position showing in 

the app.  

 

Fig. 4 Exploiting the Pre-Book Feature-Sequence. 

 

Fig. 5 Prevent User from Ending the Ride. 

   In Fig. 5, the adversary uses spoofing location methods to 

falsify e-scooter’s location and show up in an area where the 

user is not allowed to ride.   

In Fig. 4, let  be the true location of the e-scooter and  be 

the real time. Adversary uses location spoofing procedures in 

section 4 to falsify the location of the e-scooter and show up in 

another location which is real location  plus the adversary’s 

spoofed location . This would mislead the user to go the 

wrong direction. The time  and money would be wasted until 

the user figures out the e-scooter is not located in the supposed 

location which shows up in the app.  

2) Prevent User from Ending the Ride: There is a virtual 

boundary where the user is able to ride the e-scooter. When 

the user wants to end the ride out of those allowed areas, a 

message is prompted by the app telling “return the area to end 

the ride”. Adversaries may spoof the location of the e-scooter, 

making it show up in the unallowed area and prevent the user 

from ending the ride.    

 

Fig. 6 Prevent User from Ending the Ride-Sequence. 

In Fig. 6, user wants to end the ride by locking e-scooter at 

location . Adversary uses location spoofing to make the e-

scooter show at which is not an allowed zone for users to 

end the ride. The user won’t be able to end the ride until the e-

scooter is at a position with allowed boundaries.  

3) Limiting the Scooter’s Top Speed on the Ride: There are 

specific places where e-scooter companies limit the speed of 

e-scooter to protect pedestrians and users. Adversary may 

falsify the location so that the device is supposedly in the areas 

with speed limits constantly limiting the speed of the e-scooter 

vice versa. 

 

Fig. 7 Limiting the Scooter’s Top Speed on the Ride. 

In Fig. 7, the adversary uses spoofing location methods to 

falsify e-scooter’s location and show up in an area with low 

speed rules making it slow down.  

In Fig. 8, user rides e-scooter at location . Adversary uses 

location spoofing to make the e-scooter show at which is 
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a low speed zone. By this way the adversary makes the e-

scooter slow down and harm user experience. 

 

Fig. 8 Limiting the Scooter’s Top Speed on the Ride-

Sequence. 

4) Preventing companies from making e-scooters 

maintenance: E-scooter companies need to constantly charge 

the scooters and make maintenance. A typical e-scooter 

battery lasts around hours of driving. This requires companies 

charging them on a daily basis. Adversaries could potentially 

use both GPS and WPS spoofing depending on the situation of 

the e-scooters and prevent companies seeing the e-scooters at 

a falsified position.  

 

Fig. 9 Preventing Companies from Making E-scooters 

Maintenance. 

In Fig. 9, the adversary uses location spoofing to prevent 

maintenance crew to find the e-scooter so that they could not 

be charged nor taken to service.  

In Fig. 10, maintenance crew checks the e-scooter’s 

position and goes location  to repair and charge the 

device. But the location crew is going is the spoofed location 

of the adversary, the true location of e-scooter is location . 

5) Theft or sabotage on e-scooters: Adversary may spoof 

location of the e-scooters to show them up in irrelevant places. 

So, the adversary could physically steal or sabotage the e-

scooter without being noticed.  

 

Fig. 10 Preventing Companies from Making E-scooters 

Maintenance-Sequence. 

VI. APPLICABILITY OF THREATS 

Adversaries can use different location spoofing techniques for 

different scenarios depending on the circumstances. For 

instance, in WPS spoofing techniques fake access points 

cannot be dynamically created in the direction of movement of 

the device hence this kind of spoofing technique will fail 

against non-stationary e-scooters. Applicability of spoofing 

techniques could be analyzed based on 2 scenarios which are 

stationary and non-stationary e-scooters.  

A. Spoofing the location of a stationary e-scooter 

When the goal is to harm the user and the company by 

falsifying the location information, as in threats 1,4 and 5, 

adversaries could use both WPS and GPS location spoofing 

techniques. 

● Step 1 (Choosing the ideal target location): Most of the 

time geo-location capable devices use GPS based 

location calculation prior to Wi-Fi Positioning 

System. Having a healthy signal coming from various 

GPS signals makes Wi-Fi spoofing almost 

impossible. In order to have a successful spoofing 

attack, the target location must be somewhere 

surrounded by buildings having low GPS signals. 

● Step 2 (Collecting falsified position information): 

Then, the adversary needs to generate Wi-Fi Hotspot 

Tags. To do that adversary may use Wigle.net or 

Skyhook to collect Wi-Fi Hotspot tags in use around 

the world. 

● Step 3 (Broadcasting Wi-Fi Access Points): After fake 

BSSIDs are generated having target position, beacons 

are generated and broadcasted. The SkyLift project 

can be used for this purpose. SkyLift is an open 

source tool for broadcasting Wi-Fi beacon frames 

with a low cost Wi-Fi microcontroller. 
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Fig. 11 Wi-Fi Spoofing Attack. 

In Fig. 11, an adversary generates fake Wi-Fi access points 

to falsify the victim’s position making it appear at ”Location 

B” instead of ”Location A”.  

To spoof GPS, an adversary needs to transmit GPS signals 

via antenna to falsify the target e-scooter’s position. GPS 

Signal Simulator or Receiver Based Spoofers can be used as 

explained in section 4.  

There are various GPS Signal Simulators available on the 

market, such as Hack-RF, bladeRF, NESDR Nano 2+, USRP 

or NESDR SMArt HF Bundle. They all serve the same 

purpose, with different capabilities. For instance, USRP has 

the greatest bandwidth and speed amongst all. NESDR Nano 

2+ is the smallest SDR which is even smaller than a usb flash 

drive, if the adversary’s priority is portability then it is the 

right choice. Hack-RF is an open source and cost friendly 

SDR platform. Here is a sample command line argument to 

transmit generated signals using HackRF:  

hackrf_transfer -t gpssim.bin -f 1575420000 -s 2600000 -a 1 -

x 0 -R 

To execute the command successfully, -t file name, -f 

frequency, -s sample rate and -a amp enable (1 or 0) needs to 

be given as an input. After the command, HackRF transmits 

those signals using an antenna. The target device calculates its 

position based on the falsified GPS signals and GPS position 

spoofing occurs.  

When an adversary wants to spoof an e-scooter that is 

checking time synchronization of GPS signals as a security 

mechanism then Receiver Based GPS Spoofer could be used. 

Adversary needs to place the spoofer close to the e-scooter 

where it could gather GPS signals and puzzle out the time 

information of authentic GPS signals. After this step, time 

synchronized GPS signals could be transmitted to the e-

scooter.  

In addition to spoofing, jamming attacks also pose a 

significant threat against WPS and GPS. Jammer could 

possibly block Wi-Fi enabled devices from successfully 

getting signals to calculate the position. On the other hand, it 

can also hide or change GPS signals before it is being received 

by the device. In [14], authors successfully execute a GPS 

jamming attack using Software Defined Radio and prevent 

devices from receiving GPS signals. 

B. Spoofing the location of a non-stationary e-scooter 

 When the adversary’s goal is to falsify the location of a 

nonstationary e-scooter as in threats 2 and 3, the GPS location 

spoofing techniques can be used. In WPS spoofing technique, 

fake access points cannot be dynamically created in the 

direction of movement of the device hence this kind of 

spoofing technique will fail. In addition, if an e-scooter starts 

to get healthy GPS signals while moving from one location to 

another, WPS spoofing would not work properly. On the other 

hand, GPS spoofing techniques could be used against a non-

stationary e-scooter. 

 

Fig. 12 Mobile Wi-Fi spoofing attack. 

Both Receiver Based Spoofer and GPS Signal Simulator 

should be attached to a mobile vehicle and follow the e-

scooter. In Fig. 12, the vehicle carries a spoofer and location 

spoofs the target device. For the sake of portability, 

adversaries may use NESDR Nano 2+ as an SDR. 

 

Fig. 13 Conceptual Model of SPFES. 

VII. SPOOFING PREVENTION FRAMEWORK FOR E-SCOOTERS 

(SPFES) 

E-scooter geo-location spoofing poses significant threats to 

user security, regulations and e-scooter sharing companies’ 

costs and prestige. Spoofing Prevention Framework for E-

Scooters (SPFES) is a framework designed to detect the 

location of spoofing attacks on e-scooters, thus enabling 

taking preventive measures. A properly configured framework 

can prevent e-scooters from misleading both users and 

companies.  

The proposed framework has a service-based architecture. It 

relies on GPS and WPS receivers in e-scooters. E-scooter 

having both capabilities are able to employ more services. The 

framework collects and processes rich information in GPS 

signals.  

The proposed location spoofing detection and prevention 

framework provides four different services. (i) Discovering 

the drastic differences in the location, (ii) checking the new 

number of Wireless Access Points that have appeared, (iii) 

analyzing GPS signals timestamps, and (iv) analyzing the 

370

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

names of the Wireless Access Points. The working logic of the 

services is explained below, and the conceptual model of the 

SPFES framework is given at 13. Each service can be 

configured to work as a standalone service or a part of a 

multiple-service combination. Advanced prevention system 

module implements recent prevention techniques at the edge.  

Using edge computing, the detected spoofing attacks are 

prevented at the vicinity without latency.      

A. Service 1: Drastic Location Change Discovery Service 

The first service compares perceived location shift and error 

threshold to detect a location spoofing between two 

consecutive timestamps. Perceived location shift is calculated 

by using the latitude and longitude data taken from both GPS 

and Wi-Fi sensors. Most of the e-scooters of the e-scooter 

sharing companies have a very limited top speed which is 

around 20 kilometers per hour due to safety concerns [15]. 

Hence, they are not able to make drastic-location changes. 

Service 1 focuses on drastic location change in a limited time 

span. The applied speed limitation and e-scooters’ physical 

speed limits are the rationale of this service. It checks whether 

or not there is a drastic difference between two consecutive 

timestamps by comparing error threshold and perceived 

location shift. It is considered to be a spoofing attack, if this 

service notices such a shift. 

B. Service 2: GPS Signals Timestamp Analyzing Service 

As stated in section 4, GPS Signal Simulator attack could 

be used to spoof GPS signals. It generates strong GPS signals 

to override the genuine ones. This type of attack is easy and 

effective but does not synchronizes the timestamp. Because it 

is easy and low-cost, usually spoofing attacks take place by 

using GPS Signal Simulator. Service 2 focuses on the 

weakness of this type of attack by analyzing GPS signals 

timestamps. If the timestamps are not coherent with the latest 

stored timestamps, then it is considered to be a spoofing 

attack.  

This service would fail if the adversary uses receiver-based 

spoofers, which synchronize the signals with target GPS 

signals. Although this type of attack is complex and expensive 

to execute, and it is not expected to be used too often, the 

SPFES relies on more than one service to overcome this 

threat. 

C. Service 3: Emerging Wireless APs Monitoring Service 

Service 3 monitors emerging Wireless Access Points. In 

WPS spoofing attack, the adversary creates fake Wi-Fi Access 

Points to falsify the Wi-Fi Positioning system. While doing so, 

the adversary needs to create necessary fake access points to 

successfully spoof the location. The number of signals coming 

from fake access points would be strong enough to have an 

effect on the trilateration method. This situation requires a 

significant increase in the number of Wi-Fi Access Points. 

Service 3 checks the newly emerged access points to 

determinate location spoofing attacks. 

D. Service 4: Wireless AP Name Analyzing Service 

Service 4 focuses on analyzing the names of the Wireless 

Access Points. The fake access points created by spoofing 

tools (i.e. “SkyLift”) has similar names by default. Most of the 

time, attackers do not pay attention to changing names of the 

access points. Too much similarity between the names of 

surrounding access points is considered to be a possible 

spoofing attack. Service 4 analyzes the names of surrounding 

Wi-Fi Access Points and detects location spoofing attacks.  

These services can be configured to run per se or 

collectively in different combinations, according to the 

requirements of the provider. E-scooter systems are different 

from other smart systems (i.e. smartphones, automobiles) in 

that they do not have immense computation capability, and 

implementing more complex detection systems are not always 

cost efficient in terms of running hardware and computation. 

E. Orchestrator 

The Orchestrator is the entity that runs on top of all 

services. The Orchestrator has multiple tasks: (i) It enables the 

dynamical configuration of effective services. The service 

provider can access devices, on-premise or online, to 

configure the services properly. (ii) It coordinates the smooth 

running of services together. It checks the running services, 

ensures the elimination of deadlocks, and keeps a log of the 

service activities. (iii) When the services detect any malicious 

activity, the orchestrator either communicates with the edge 

computing device for advanced prevention, or takes 

predefined prevention steps to keep services running. 

Necessary computation is done at the edge and rapid decision 

and reaction are taken without latency. Advanced prevention 

capability using edge computing is not planned as a mandatory 

service.  

F. Limitations & Discussion 

Since SPFES is a service-based framework, it is able to 

accommodate state of the art spoofing detection techniques. It 

is also able to cooperate with advanced prevention systems, or 

advanced analyzing systems. SPFES enhances the security and 

reliability of the e-scooter system. On the other hand, this 

framework brings power consumption cost to the e-scooter 

system.    

SPFES is devised to prevent the advanced spoofing attacks, 

but it also employs basic defense steps such as discarding the 

possible spoofing threat signals. It is a simple but effective 

solution to implement. These predefined steps can be adjusted 

to implement a certain amount of time and then the advanced 

system can be called.  These adjustments affect the 

performance of the SPFES.  

Another limitation of the framework is that SPFES assumes 

that the legitimate geo-location signals are available prior to 

location spoofing attacks. SPFES will not detect spoofing 

attacks if the spoofing attack starts from the beginning of the 

journey and keeps going along. 

VIII. CONCLUSION 

Geo-location services become more popular because of the 

expanding scale of location-based applications. Global 

Positioning System and Wi-Fi Positioning System are most 

commonly used techniques for positioning. E-Scooters have 

joined geo-location enabled devices with the growing industry 

of e-scooter sharing. An adversary could use location spoofing 
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techniques to prevent users and maintenance crew from 

finding an e-scooter, lower the quality of the ride, prevent 

users from ending the ride or limit the e-scooters speed, and 

show them in unallowed areas. There could be serious harm 

done to E-Scooter Companies and users in terms of time, 

money and prestige. In this study, we explained working 

principles of positioning systems, analyzed the location 

spoofing threats on e-scooter sharing environments, and 

demonstrated unique implementations of different spoofing 

attacks. We also proposed a spoofing attack prevention 

framework for e-scooters (SPFES) that is able to detect any 

malicious activity via monitoring location information and 

tracking significant changes around. The proposed service-

based framework is able to provide different levels of 

awareness, and enabled capabilities.  

Implementation of the SPFES framework will be the next 

phase of our studies. In future, SPFES implementation can be 

improved using artificial intelligence (AI) and machine 

learning algorithms. AI enabled edge computing will also help 

to detect anomalies with better accuracy.  
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Research Article 

 

Abstract—In this work, a modular multilevel converter-based 

pulsed electric field generator design is presented. In the 

proposed design, operation frequency is selected higher level 

compared to the similar works to provide new possibilities for 

better and healthy life. The pulse generation (PG) and the 

adapted modular multilevel converter (MMC) topology that is to 

be covered are introduced including the operating principles and 

very basic analysis. Finally, performance of the proposed MMC 

with four half bridge submodules is tested on a prototype built in 

laboratory. A bidirectional voltage is produced with 80 V 

amplitude pulsating at 100 kHz operation frequency. 

 
Index Terms— Electroporation (EP), Modular multilevel 

converter (MMC), Pulsed Electric Fields (PEFs), pulse 

generation (PG).  

 

I. INTRODUCTION 

ROM ELECTRIC fish to Lichtenberg figures the concept 

of electricity and life sciences had a certain space in the 

lives of humanity throughout history yet the knowledge of 

electricity and its interaction with tissues and cells was rather 

limited [1] [2]. The use of different kinds of electric fish, for 

instance, electric eel, catfish, and electric rays as therapeutic 

agents were reported in many historical records from different 

parts of the world from ancient Greece or Ancient Egypt to 

South American Indians [2]. For facial palsy and ptosis, a 

traditional Chinese prescription is stated in [2] suggesting an 

electric catfish tail is applied on the spot. According to [2], a 

torpedo, which is most probably prescribed by Hippocrates to 

Gallen, can deliver shocks of 45 volts of electricity whereas an 

electric eel from Amazon, the application of which is reported 

to treat gout by native South Americans by early explorers, 
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can deliver up to 600 volts.  

However, during those long centuries and broad application 

all around the world throughout a vast number of cultures 

from Islamic tradition to Roman medicine in the western part 

and China to South America to Eastern, our understanding of 

the concept is almost metaphysical and far from today’s 

theories and thereby the control of the electricity is out of 

scope [1] [2] [3]. 

In the mid-18th century, the invention of the Leyden jar by 

Musschenbroek can be considered a turning point from this 

stagnant state to a fast transition of electricity to settle every 

aspect of our daily life, especially the controlled usage of 

electricity to live tissue [1] [2] [3]. However, the curious 

beginning of these applications, one of the first attempts 

includes some “party tricks” like Nollet’s made of King’s 

guards to leap simultaneously [3], with the observation of red 

spots by the application of discharge on the skin [3], this path 

leads to the way to Galvani’s animal electricity [1] and finally 

the modern theories. In 1898, it is reported the application of 

electric fields as bactericidal to process water by G.W. Fuller 

[1]. At that point, neither the term electroporation nor the 

reversible and irreversible impacts resulting from the 

application of exogenous pulsed electric fields (PEFs) had 

been coined yet, this had to wait until the mid of the next 

century [1]. In 1948, Tiselius won Nobel Prize in chemistry 

due to his work on electrophoresis, the phenomenon, first 

described in 1807, basically points out that particles can be 

moved with the application of an external electric field [4]. 

Currently, there many techniques and modalities can be seen 

in different industries such as the food industry, environmental 

processes, as well as biotechnological and clinical applications 

like electrochemotherapy (ECT), gene electro transfer (GET), 

and nonthermal irreversible electroporation (NTIRE) for 

ablation of solid tumors [5].  

Although there are some modalities like TTF (tumor 

treating fields) in which bio electrorheological models are 

applied to explain [6] [7], usually electro permeabilization, 

reversible electroporation (RE) and irreversible 

electroporation (IRE) are three key terms used to describe the 

main mechanisms practically employed [8]. Although there 

are still gaps in our understanding of the phenomena, there are 

major approaches that will be explained in a more detailed 

manner in this paper. In addition to theoretical explanations 

and mathematical models, there are different approaches to 

A Modular Multilevel Converter-Based Pulsed 

Electric Field Generator Design for 

Electroporation Applications 

Ovul Eski, Kemal Sahin and Sevilay Cetin  

F 

373

http://dergipark.gov.tr/bajece
mailto:ovuleski@gmail.com
mailto:sahinkemal.tech@gmail.com
mailto:bajece@hotmail.com


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

simulating the mechanism, like molecular dynamics. 

From the electrogenesis process of electric fish to the static 

electricity of Leyden Jar there had not been much progress for 

long centuries on the other hand since the 18th century there is 

a progressive pace in the technical aspects of pulse generation. 

Conventional approaches like Marx or Blumlein generators [9] 

are still being applied in accord with the technological 

progress in power electronics as well as the manufacturing 

process in solid-state switches. In order to provide flexible and 

controllable pulse generation, modular multilevel converter 

(MMC) based power electronics is a good option to meet 

different application requirements. Each application can 

require different voltage level. Therefore, this work is focused 

on MMC based pulse generation. 

In this paper, the first section shortly describes the basic 

electroporation mechanism. Later, pulse generation and pulse 

generators (PGs) are briefly explained. Finally, a prototype is 

built to validate the performance of the proposed MMC with 

four half bridge submodules adapted from [9] and [20]. In [9], 

pulse width modulation carrier repetition time is only 40 µs in 

the experimental pulse generator setup with three modules. 

Increasing operating frequency opens a new gate to answer the 

question of vitality as well as new possibilities for a better and 

healthy life yet. Therefore, in this work, the operation 

frequency is selected as 100 kHz. According to the measured 

results, bidirectional output voltage pulsating at 100 kHz is 

validated on the built prototype. 

 
Fig. 1. Electric field applied on a single cell, Basic parameters, and Schwann equation. 

 

 

II. BASIC ELECTROPORATION MECHANISM 

As it is mentioned in the previous section there are vast 

numbers of applications covering life sciences and growing at 

a rapid rate since the second half of the 20th century. 

However, although it is widely applied there are still 

unknowns about the mechanism that explains how the 

phenomenon does work. Fortunately, the basic models are 

mostly able to describe the fundamental behavior. Certainly, it 

is not yet easy to observe the changes in and next to the cell 

membrane directly, the developments in new techniques and 

utilizing computational modeling applications we, humanity, 

understand the process better every day, with every new 

question that is raised due to new experiments there is a new 

answer is waiting for us to open a new window to comprehend 

the behavior of the cell, as well as the vitality as a concept. 

Before diving into the mechanisms behind the pore 

formation on the plasma membrane of the cell, a quick review 

of a single cell would be a good starting point. Essentially, 

there are two distinct types of cells, eukaryotic and 

prokaryotic due to the organelles they own. Eukaryotic cells as 

in the case of human beings or plants, have organelles having 

their own membranes inside the cell whereas inside 

prokaryotic cells there are no membrane-bound organelles, 

like in bacteria. There can also be a cell wall in some bacteria 

species and plant cells but for simplicity, this would be out of 

our scope in this study. The plasma membrane is consisting of 

a phospholipid bilayer with hydrophilic polar heads pointing 

interior side of the cell (cytoplasm) and extracellular 

environment (suspension fluid, intracellular fluid, etc.) and 

hydrophobic tails between the polar heads as it is shown in 

Figure 1 [10]. There are protein-based structures forming 
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channels, pumps, and gates as well as some other molecules 

like cholesterol or glycocalyces with various functions [10]. In 

this study, the model that would be studied assumes only the 

sandwich-like phospholipid bilayer with hydrocarbon tails 

between the polar heads [10] [11]. In essence, commonly 

accepted models defining the cell membrane behavior under 

an external electric field define a critical voltage over which 

pore formation models refer formation of water fingers 

through this bilayer first in hydrophobic character like a hole 

then transforming into hydrophilic character by changing 

electroporation or electro permeabilization as it is represented 

in [8]. The shift in the membrane potential difference exceeds 

the critical value in a very short time, in a range changing 

from nanoseconds to microseconds, before permeability is 

increased to a detectable level and during the pulse width, if 

the amplitude of the pulse remains above the critical value up 

to milliseconds permeability remains even intensify. After 

those initiation and expansion stages partial recovery (micro to 

milliseconds) and resealing (seconds to minutes) stages occur, 

and memory may hold for hours before the membrane turns to 

its normal state. Along with the mathematical models describe 

mainly the induced transmembrane voltage. However, other 

studies are taking into consideration the other kind of effects 

regarding the signal molecules, voltage sensors of membrane 

[12], mechanical effects [13], and remodeling the cytoskeleton 

[14] can be found throughout the literature on pulsed electrical 

field studies. 

Fig. 1 visually summarizes this section as well as the 

common notion of the use of external electrical fields on 

living tissues and cells. In the top and the middle part, some 

basic factors that affect the procedure are reviewed quickly. 

There are mainly three elements describing the application: 

Electric fields, medium, and cell. Certainly, those can be 

extended considering the nature of the application. For 

example, as an applicator, a PEF (pulsed electric field) 

chamber can be used or electrodes with different structures 

that are made up of different materials, or the suspension 

medium for in vitro applications may change and affects the 

results. For in vivo tumor ablation, the target area would be 

much larger compared with a microfluidic or single-cell 

experiment, and so does the requirements. Depending on the 

frequency and the strength of the pulses applied, the target 

may change from cell membrane to cell organelles, or bio 

electrorheological effects on the cytoskeleton would become 

assertive. On the bottom left is a stylized single cell with its 

nucleus and some organelles, the electrical field is 

symbolically shown from the positive to the negative direction 

between the two electrodes, and the lipid bilayer with 

embedded molecules like proteins depicting cell membrane 

can be seen. On the right-hand side, one can see basic voltage 

applications on the electrodes that are affecting the nature of 

electrical fields formed between and sometimes among the 

electrodes. DC or AC form can be applied, and pulse shapes, 

widths, strength, polarity even pulse intervals between two 

successive pulses are reported to have resulted in significant 

differences depending on the application. 

III. PULSED ELECTRIC FIELD (PEF) GENERATORS 

In [15], pulse generation stages are listed under the name of 

pulsed power train diagram as follows: high voltage supply, 

energy storage, pulse compression stages, impedance 

matching, switch, and load. Although the fundamental 

mechanism, that is the application of the stored energy in a 

short time is the same, different approaches had been 

developed since the Leyden Jars of the 18th century. Marx 

generators, similar to Leyden Jars, were using capacitive 

storage and spark gaps when they are first invented [9][15]. 

Whereas transmission lines or Blumlein generators, although 

they are also among the conventional types, they take the 

advantage of inductive storage [15]. Today, soft switching 

techniques and/or resonant generators [16], solid-state pulsers 

[17], and wide bandgap-based designs [18][19] are joined in 

the methods and components. Moreover, different topologies 

originally designed for different purposes like modular 

multilevel converters used in high voltage direct current 

transmission lines have been able to be adapted to generate 

pulses [9]. 

A. Modular multilevel converter topology with half bridge 

submodules for bipolar pulse generation 

In a typical half-bridge submodule (HB-SM), there are two 

switches and one capacitor as shown in Fig.2. Four HB-SMs 

has been interconnected to obtain bipolar waveforms in this 

study and that is adapted from [9], [20]. 

 

 

Fig. 2. Pulse generator with MMC topology in bipolar configuration with HB-

SMs. 

B. Operating principles and brief analysis 

As mentioned before, each module is essentially composed of 

two switches ,  and a capacitor, CM, that is pre-charged with 

voltage, VCM, that is equal to the input voltage Vin. As it is 

shown in Fig. 2, employing interconnected four HB-SMs 
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rectangular narrow pulses with amplitudes up to 2*VCM to 

obtain bipolar outputs.  

Pulse widths, and frequencies as well as the pulse shapes can 

be altered using different switching schemes. That is the 

reason the speed of the components and the technological 

advancements regarding those are critical to obtaining faster 

circuits and consequently narrower pulses. 

  

 

 

Fig. 3 The picture of the built MMC prototype with four submodules. 

 

For each submodule, a diode is used to prevent the current 

flow back from the capacitors, these diodes are also known as 

directing/blocking diodes according to [9]. Using different 

switching schemes controlling and , submodules can be 

activated or bypassed to obtain different voltage levels at the 

output. Activation is accomplished by the conduction of  

while  is at the off state while for bypass of the submodule 

is off and  is on. It is important to control the switches of the 

submodules that can be off at the same time but should not be 

on simultaneously to avoid short-circuiting the capacitor. 

In order to produce positive pulse voltage at the load, 

switches of HB-SM1 and HB-SM2 are on and their  

switches are off condition while switches are off and  

switches are on in HB-SM3 and HB-SM4. Inversely,  

switches in HB-SM1 and HB-SM2 are on while  switches are 

off in HB-SM3 and HB-SM4 to produce negative pulse 

voltage at the load. However, it offers great flexibility the time 

constant of the circuit can become an issue, especially for fast-

switching circuits for both charging and discharging cases.  

The equivalent capacitor, Ceq-ch, for the general circuit in case 

of charging, can be approximated, considering the ideal 

conditions, as follows: 

                                     Ceq-ch = (2CM) (1) 

The equivalent capacitor, Ceq-dis for the positive or negative 

peak voltage case, i.e, for the discharge of all submodules 

simultaneously case, is: 

                                   Ceq-dis = CM/2 (2) 

For a resistive load, an RC circuit would be formed and the 

capacitor voltage can be defined, having a well-known 

mathematical model with a time constant of tau(τ) equal to 

RCeq.  

IV. EXPERIMENTAL RESULTS 

The proposed MMC which has four half bridge modules and 

produces bidirectional voltage at the output is validated by a 

prototype built in the laboratory. A load resistance with 330 Ω 

is implemented at the output of the MMC prototype. 

STF19NF20 power MOSFETs are used for switching process 

and STPS30SM100S diodes are used to prevent reverse 

current from the capacitors. The operation frequency is 

selected high enough as 100 kHz. The input voltage is selected 

as 40 V, as scaled-down compared to real application 

requiring kVs, to provide safe operation in laboratory. The 

value of the capacitor used in each sub module is 1µF. 

In the control circuit design, STM32F407VET6 

microcontroller is used to produce required switching control 

signals. The control signals are isolated with optocoupler to 

prevent short-circuit of the capacitors. UCC27200 gate drivers 

are used to drive power MOSFETs. The picture of the built 

MMC prototype with four submodules is shown in Figure 3. 

Fig. 4 shows gate driver signals, vS, vS’ applying to the S and 

S’ in a half bridge module of built MMC. Fig. 5 is shows gate 

driver signals of three HB-SMs. vS-HB-SM1 and vS’-HB-SM2 are the 

control signals of HB-SM1. Each signal of HB-SMs is 

separately isolated from each other. The input signals of the 

drivers are isolated by optocouplers while the outputs are 

isolated by the using of a separate power supply for each 

driver. Fig. 6 shows the output voltage measured across the 

load. Bidirectional voltage at the output with 80 V magnitude 

is obtained. The capacitor voltage waveforms of four HB-SMs 

are given in Fig. 7. The charge and discharge of the capacitor 

are achieved for the required output voltage. Thus, 

bidirectional output voltage is produced with 80 V amplitude 

pulsating at 100 kHz operation frequency.
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Fig. 4 The gate driver signals applying S and S’ MOSFETs in a HB-SM. 

 

 

 

Fig. 5 The gate driver signals applying S and S’ MOSFETs of three HB-SMs. 

 

 

 

Fig. 6 Bidirectional output voltage measured across the load of proposed MMC with four HB-SMs. 
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(a) 

 

(b) 

Fig. 7. The capacitor and load voltage waveforms of the built MMC: (a) The load and capacitor voltage of HB-SM1 and HB-SM2, vCM-HB-SM1 and vCM-HB-SM2 (b) 

The load and capacitor voltage of HB-SM3 and HB-SM4, vCM-HB-SM3 and vCM-HB-SM4. 

 

V. CONCLUSION 

After a short opening about the use of electric fields 

throughout history and all around the cultures on the earth a 

brief introduction on the mechanism of cell membrane 

manipulation with exogenous electric fields. Later, the 

concepts about pulse generation and the topology to be 

discussed were quickly explained. Finally, a scaled-down 

prototype was built to validate the operation of the MMC with 

four half modules. According to obtained results, designed 

MMC provides bidirectional output voltage with 80 V 

magnitude, pulsating at 100 kHz operation frequency. Thus, 

scaled-down bidirectional pulse waveforms required for 

electroporation application was experimentally produced. 

When the proposed design is used in electroporation 

applications, it is expected that the operation at high frequency 

will provide new possibilities for better and healthy life. With 

the modular structure, MMC has flexible design advantages in 

case of any requirement in electroporation applications. The 

voltage sharing, scale and control of the proposed MMC can 

be easily modified with the modular structure. 

Every discrepancy with models and practical experiments 

and every new question that arises from this work opens a new 

window even a gate deep inside the very foundation of our 

lives. The cell and organelles membranes play a key role to 

understand the whole features of the phenomena related to 

electrical fields and cell interaction. It is expected that the 

proposed MMC will be potential source for the future works 

of the electroporation pulse generator designers. 
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Research Article 

 

Abstract—Induction motors (IM) are widely used in industry. 

Failures in asynchronous motors cause disruptions and 

interruptions in production processes. Due to this situation, 

economic losses are experienced. Monitoring the induction motor 

status and monitoring the symptoms before the failure occurs is a 

matter of great importance in the industry. In this study, 8 

different situations that may occur in the motor were monitored 

through the acceleration and sound data obtained from the 

induction motor. The feature vector was created with the Short-

Term Fourier Transform (STFT) method on the acceleration and 

sound data obtained from the engine.  The feature vectors were 

classified using the Random Forest (RF) method. The feature 

vectors created from the acceleration and sound data were also 

analyzed separately and the classification performance was 

examined. In addition, a new RF algorithm based on weight 

values using the Gini algorithm has been proposed. With this 

algorithm, the traditional RF algorithm has been developed and 

the success rates have been increased. In classical RF 

classification based on acceleration and sound data, 89.9% 

accuracy was achieved. The success rate of the proposed model 

was 95.7%. This shows that the proposed model successfully 

detects all types of faults in asynchronous motors. In addition, 

when we compared in terms of time, it was observed that the 

proposed model produced faster and more accurate results both 

in fault detection and in the production maintenance phase. 

 
Index Terms—Random Forest, the Short-Term Fourier 

Transform, Induction motors, feature vector,  

 

I. INTRODUCTION 

synchronous motors are more widely used among electric 

motors, especially in industry. Simple working 

principles, low production costs, maintenance and repair 

conveniences of induction motors increase their preference. At 

the same time, the ease of speed control provides an advantage 

for different production process needs. 

Asynchronous motors basically consist of 4 components. 

These are the stator, rotor and shaft components. The general 

structure of the induction motor is given in our study. In these 

motors, the stator copper cable windings work on the principle  
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that the rotor placed in the stator rotates and the shaft 

connected to the rotor rotates by creating a magnetic field at 

AC voltage. 

In asynchronous motors, different malfunctions may occur 

due to working principles, usage conditions, electrical network 

conditions and environmental conditions. When the causes of 

these failures were examined by conducting a research on 

7500 engines by IEEE and EPRI, it was seen that they were 

gathered under 4 main headings. The proportional 

distributions of failure types are shown in Figure 1 [1]. The 

schematic variety of faults is shown in Figure 2. 

Various data obtained from the engine are used to detect 

faults [2]. These are basically voltage, current, acceleration, 

vibration, temperature, sound, air flow and thermal image 

data. The electrical faults that occur can cause significant 

changes in the mechanical behavior and warming up due to 

the working principle of the asynchronous motor, especially in 

the current. Similarly, changes in current values may occur in 

mechanical faults. 

 

 
 

Fig.1. Proportional distribution of asynchronous motor failures 
 

    An AC powered induction motor with a single phase AC 

voltage of 230 V 50 Hz is generated by obtaining 

measurements to start and run the motor using a motor 

capacitor on a condition monitor screen. The motor has a 

removable fan guard. The original fan is replaced with 

modified 3D printed fans that look like the original fan but 

have missing fan blades. The motor is connected to the air 
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compressor using a metal shaft with an attached 3D-printed 

apparatus that allows a screw to be tightened to create a state 

of unbalance. The aluminum profiles holding the motor and 

compressor are separated from each other and the main body 

by polymer springs. An LSM9DS1 sensor is mounted in the 

motor profile. The sensor is used to measure 3-axis 

accelerations with 400 Hz sampling. The sensor is connected 

to an ESP32 microcontroller that reads measurements at a 

sampling time of <= 3 ms. 

   8 different conditions monitored for the engine are given in 

Table 1. Each condition is labeled with an ID and an 

abbreviated tag and a short description is given. Acceleration 

data were collected in 10 seconds with the LSM9DS1 sensor 

for each condition. The data is presented as raw data in the 

form of 'time series data'. Acceleration values are represented 

in mg (=10^(-3) g). In addition to the acceleration data, audio 

data can be obtained with the microphone.  Microphone data 

can be generated at 48000 Hz and 16-bit resolution [3]. 

 

 
Fig.2. Types of asynchronous motor faults 

 
TABLE I 

CONDITIONS OF THE ENGINE 

 

ID Label Explanation 

1 off The engine will not start. 

2 on The engine is running. 

3 cap Motor capacitor is disabled. 

4 out Compressor outlet valve is compressed. 

5 unb A grub screw is placed on one side of the shaft to 

create unbalance. 

6 c25 By attaching a cover to the fan housing, the air 

passage is reduced by 25%. 

7 c75 By attaching a cover to the fan housing, the air 

passage is reduced by 75%. 

8 vnt The fan was replaced with a defective fan with 3 

fan blades missing. 
 

   It is recommended to use the frequency attributes in the 

'Frequency Attributes' folder to train a condition monitoring 

classifier. These features are obtained by Short-Time Fourier 

Transform using a 200 ms rectangular window on both the 

acceleration and sound data. The windows were overlapped by 

80% to obtain more observations. Acceleration data is 

converted to frequency amplitude values of 10, 15, …, 120 Hz 

(23 units) and audio data to 25, 50, …, 2500 Hz (100 units). 

These values are the amplitude values corresponding to the 

relevant frequency band [4]. 

   In this way, a total of 169 frequency attributes are obtained, 

each of which is 3 x 23 = 69 acceleration and 100 sound 

sources. For a recording time of 10 seconds, 250 observations 

are formed with a 200 ms window and 80% overlap. The 

resulting attribute dataset, consisting of 8 x 250 = 2000 

observations with 250 observations per condition, is labeled 

with corresponding IDs and tags. In addition, the timestamp 

when the STFT window started is also given in the data set. 

While creating the attribute names, the first character axis 

(x,y,z), the next 3 characters are the data type (Acc, snd), the 

next 4 characters are the STFT frequency (Acc 10-120, snd 

25-2500), and the last two characters are fixed " It means 

“Hz”. Examples are xAcc0085Hz, zAcc0015Hz, snd0075Hz, 

snd1225Hz. All attributes are of floating point data type. 

    WEKA software was used to classify the feature vector with 

RF method based on machine learning. WEKA is the 

abbreviated name of the software platform developed at the 

University of Waikato for use in machine learning processes 

and formed from the initials of the words "Waikato 

Environment for Knowledge Analysis". It offers many 

currently widely used machine learning algorithms and 

methods to users [5]. 

  One of the research subjects studied is the classification of 

faults through engine data, which contains important clues 

about faults. Measurement instruments, microphones and 

thermal cameras are used together with sensors to collect data. 

Working on raw data is both difficult and requires high 

microprocessor power. Therefore, size reduction is preferred 

by processing with signal processing methods rather than 

using raw data directly. Signal processing methods are 

effective in obtaining meaningful results by transforming the 

data obtained in the time-amplitude axis into different planes. 

This process is commonly referred to as feature extraction. 

Among the signal processing methods, Fourier Transform and 

Wavelet Transform are frequently preferred methods [6]. 

  The feature vector obtained by feature extraction is classified 

using machine learning methods. Machine learning methods 

are evaluated in two groups as supervised and unsupervised. 

While class value is assigned to feature vector columns in 

supervised learning, class value is not assigned in 

unsupervised learning. Among the frequently preferred 

methods in machine learning and classification applications 

are decision tree, support vector machine, artificial neural 

networks, random forest method. 

II. RELATED WORKS 

 

     Some of the previous studies on the classification of 

asynchronous motor failures are given below. 
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    In the study, asynchronous motor condition monitoring data 

set, which was collected and presented by the data collection 

mechanism created by Matzka et al., was tried to be classified 

by random forest method [7].  

   Yang et al., proposed a hybrid method combined with 

genetic algorithm to explore the possibilities of applying RF 

method in machine fault diagnosis and to improve 

classification accuracy [8]. The proposed method is illustrated 

by a case study on diagnosing asynchronous motor failures. 

Experimental results show that RF method has higher overall 

performance than ART-KNN, SVM and CART methods. In 

addition, it is seen that the proposed hybrid method (RFOGA) 

reaches 98.89% success. 

   Dos Santos et al., proposed an approach based on Random 

Forest and Park Vector to detect stator winding short-circuit 

faults in squirrel cage induction motors [9]. It is accomplished 

by scoring the Park Vector for both current and voltage as well 

as imbalance in current and voltage waveforms. The proposed 

strategy was tested experimentally on a custom 400-V, 50-Hz, 

4-pole, 2.2-kW asynchronous motor and it was possible to 

simulate reconfigurable stator windings with different types of 

inter-turn short circuits. Even when only 1 kHz sampling 

frequency is used to obtain current and voltage waveforms in 

three phases and the use of Fast Fourier Transform is avoided, 

the results are quite promising. The developed solution can be 

used to monitor engine condition and implement advanced 

predictive maintenance strategies. 

   Vamsi et al., used an RF classifier to perform real-time fault 

monitoring for a squirrel cage induction motor [10]. The 

advantage of the proposed method is shown in the fact that it 

has a graphical user interface with all its functions running in 

the background to ultimately display the accuracy of the 

estimation and the status of the machine. 

   Sonje et al., proposed a newly developed classification 

model for multi-class diagnostics in an induction motor [11]. 

The basis of this model is RF. The stator currents were 

obtained using different criteria from the induction motor. 

Fourteen time features were determined for each current signal 

within the preprocessing steps on the dataset they used. These 

current signals form the input of the model. In addition, rotor, 

stator and different faults form the classes of the dataset. The 

obtained results were compared with the Multilayer Perceptual 

Neural Network (MLPNN) with various performance 

measures. The results are more successful than the MLPNN 

classification. 

  Saberi et al., presented a diagnostic scheme for asynchronous 

motors using SVM and RF [12]. First, a set of time-domain 

and frequency-domain characteristics are extracted from 

vibration and current signals under different operating 

conditions of the motor. Then, these features are combined 

and accepted as the input of the SVM-based classification 

model. To avoid overfitting, RF was used to identify the most 

dominant features that contributed to correct classification. It 

has been proven that the proposed method can obtain highly 

accurate diagnostic results for broken rotor bar and 

eccentricity faults and can properly handle high 

dimensionality of aggregated data. 

  Quiroz et al., proposed a new analysis-based approach for 

broken rotor bar failure in the engine starting state [13]. For 

the detection of engine failure, data were obtained using intact 

and broken engines. 13 different time features were created 

from the current signals and the dataset was trained with RF. 

In addition, the 2 most important features were determined by 

feature selection. 98.8% success was achieved with the 

proposed model. The results were compared with different 

classification algorithms such as regression and SVM. 

Harach et al., proposed a model for the EU25 inspection 

station to detect emission measurements [14]. In this model, 

different vehicle samples were tried to be determined with 9 

static test points, constant engine load and engine speed using 

machine learning algorithms. In addition, a different platform 

was used for the engine condition coefficient and function 

coefficient. Detection of motor defects was calculated by 

regression method.   

   Elhaija et al., tried to detect broken motor rods failure and 

correct functioning of induction motor in asynchronous motors 

with optimizable neural networks [15]. Different approaches 

have been developed to improve existing signals. The 

simulation-based approach has achieved considerable success 

in detecting broken engine failure. In addition, they made error 

detection with the developed method. With the error detection 

based on the deep learning approach, both the error rate was 

tried to be reduced and the time for error detection was 

determined in time. 

  Reyes-Malanche et al., performed electric current phasor 

analysis for short-circuit fault diagnosis in asynchronous 

motors [16]. By using fuzzy logic, they tried to detect faults in 

asynchronous motors during the production process and to 

prevent possible interruptions. Online monitoring of induction 

motors is very important nowadays. They have developed new 

different approaches for this online monitoring in 

asynchronous motors. They have developed a non-invasive 

method that will reduce the timeout of induction motors and 

detect short-circuit faults in the stator windings of the 

induction motor. This method relies on phasor analysis and 

RMS values of line currents, followed by a small simple if-

then rule to perform diagnosis and identification of stator 

winding faults. Results from different experimental tests on a 

rewound induction motor stator to induce short-circuit faults 

show that the proposed approach is capable of detecting and 

finding with high efficiency the initial and forward 

deficiencies in the insulation of the windings. 

III. PROPOSED RF MODEL 

   The Random Forest method is an ensemble learning method 

built on decision trees (DT). Community learning methods are 

popular in the field of machine learning. It can be used for 

classification and regression operations. As a basic principle, 

ensemble learning methods decide on the solution of a 

classification problem depending on the decisions of more 

than one classifier. In decision making, the highest vote 

(majority) or the lowest error (minimized error) approaches 

can be preferred. 

   In the RF method, there is a forest structure consisting of 

individual decision trees for the same problem [17]. The 

decision of each tree in the forest is independent of the 

decisions of other trees. The randomness in the method is due 

to the selection of variables in the creation of a decision tree. 
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The traditional decision tree consists of root, twig (brunch) 

and leaves (leaf). While the root and branch structures are 

determined according to the variables that will determine the 

classification result, the leaves show the class decisions. The 

information gain of the variable is calculated in the selection 

of the variable for the roots and branches in the traditional 

decision tree. One of the most used calculation methods is the 

GINI index. Information gain is the effect of the variable on 

the class decision. The higher this effect, the higher the effect 

of the variable on the outcome. The root of the decision tree is 

established with the variable with the highest information gain 

and the branches are completed according to the gain order of 

the variables. In the RF method, variable selections are made 

randomly while creating each tree. This randomness is useful 

in preventing overfitting. At the same time, the samples to be 

selected for each tree created are selected as a subset of the 

whole sample with the bootstrap technique with a random 

approach. 

    The RF method was developed by Breiman [18]. Breiman, 

who previously developed the CART (Classification and 

Regression Trees) method, developed the RF technique by 

first developing Bagging- Bootstrap Aggregating and then 

Random Subspace methods and combining these methods 

because the CART method, which has a very good learning 

ability, is prone to excessive learning. 

 
Fig.3. Proposed RF flow chart  

   In the RF method, 2/3 of the data set is used as training data 

and 1/3 is used as test data. The bagging method can be 

applied to many different tree methods. In a data set 

containing m samples, n samples (n<m) are selected with the 

bootstrap sampling method, and new models are created with 

K trees. K prediction values produced by K decision tree 

models are combined. 

In the Random Subspace method, if there are P variables in 

the data set, less than P random variables are selected. For 

each tree created in the Bagging method, it is ensured that the 

branches are made over these selected random variables. As a 

result, randomness is obtained through the variables. 

 

 
Fig.4. Graphical view of the traditional RF classification model 

 

 
Fig.5. Graphical view of the proposed RF classification model 

     

   In the proposed RF method, the Gini algorithm is used to 

obtain the weights of the features and the value of the smallest 

Gini coefficient corresponding to the feature is taken and all 

the resulting values are added. The optimum weight value is 

calculated by constantly changing the weighted total with the 

original weight value. Thus, a new decision tree is created 

with the CART node split criterion. All weight values are 

normalized. The normalized value is constantly replaced by 

the original weight value. The flow chart of the proposed RF 

method is given in Figure 3 [19].  

   In our proposed model, unlike the traditional RF 

classification model, CART (trees with a weight determination 
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algorithm based on decision making, trial and evaluation) is 

used to obtain the weights of the features based on regression. 

The gain value of the Gini coefficient is calculated with the 

Gini algorithm, which determines the feature weight. The gain 

value of the smallest Gini coefficient is weighted by the same 

attribute and summed. The weighted sum is then used to 

replace the original gain value. This value rule is used as a 

new CART node split criterion to create a new decision tree, 

thus creating a new random forest, C-RF. 

IV. EXPERIMENTAL STUDY 

   The performance criteria reached as a result of the 

traditional RF classification process by using all the features 

created from the acceleration and sound data are given in 

Table-2. Table 3 shows the confusion matrix. Figure 4 shows 

the graphical view of correct and incorrect classifications. 

When the results are examined, it is seen that an accuracy of 

89.9% was obtained for all classes. 

    The performance criteria reached as a result of the 

traditional RF classification process by using all the features 

created from the acceleration and sound data are given in 

Table-4. Table 5 shows the confusion matrix. Figure 5 gives a 

graphical view of the correct and incorrect classifications. 

When the results are examined, it is seen that 95.7% accuracy 

was obtained for all classes. 

   When the classification results are evaluated in general, it is 

concluded that when the features obtained from the 

acceleration and sound data are used together, a higher 

accuracy classification performance is achieved when they are 

used separately. It is seen that class 1 of the classes is 

classified exactly correctly in each approach. It is seen that 

classes 6 and 7 are classified correctly with the lowest 

accuracy in each approach. In addition, it has been observed 

that the proposed model gives more successful results in all 

types of failures compared to the traditional RF model. 

    For the induction motor monitoring system, it is considered 

that the features extracted from the acceleration and sound 

data with STFT and the classification performed using the RF 

classifier have achieved acceptable results, but it would be 

appropriate to obtain the features with different methods and 

to conduct a comparative study with different machine 

learning algorithms. In addition, it should be taken into 

account that there is a need for closer studies to real-world 

applications where engine failures can coexist in different 

combinations. 

 
TABLE II 

TRADITIONAL RF RESULTS USING ALL DATA FEATURE 

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area 

1 1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 

2 0.992 0.006 0.958 0.992 0.974 0.971 1.000 0.998 

3 0.952 0.002 0.983 0.952 0.967 0.963 1.000 0.998 

4 0.972 0.003 0.980 0.972 0.976 0.972 0.999 0.996 

5 0.928 0.021 0.862 0.928 0.894 0.879 0.994 0.949 

6 0.664 0.046 0.672 0.664 0.668 0.621 0.954 0.723 

7 0.684 0.037 0.728 0.684 0.705 0.665 0.965 0.732 

8 1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 

Weighted Avg. 0.899 0.014 0.898 0.899 0.898 0.884 0.989 0.925 

 

TABLE III 
CONFUSION MATRIX RESULTS FOR TRADITIONAL RF  

classified as -->  a b c d E f g h 

a = 1 250 0 0 0 0 0 0 0 

b = 2 0 248 2 0 0 0 0 0 

c = 3 0 9 238 3 0 0 0 0 

d = 4 0 2 2 243 2 1 0 0 

e = 5 0 0 0 0 232 13 5 0 

f = 6 0 0 0 2 23 166 59 0 

g = 7 0 0 0 0 12 67 171 0 

h = 8 0 0 0 0 0 0 0 250 

 
TABLE IV 

PROPOSED RF RESULTS USING ALL DATA FEATURE 

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area 

1 1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 

2 0.996 0.000 1.000 0.996 0.998 0.998 1.000 1.000 

3 1.000 0.001 0.996 1.000 0.998 0.998 1.000 1.000 

4 1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 

5 0.972 0.010 0.935 0.972 0.953 0.946 0.998 0.985 

6 0.812 0.020 0.853 0.812 0.832 0.809 0.982 0.895 

7 0.872 0.019 0.865 0.872 0.869 0.850 0.987 0.912 

8 1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000 

Weighted Avg. 0.957 0.006 0.956 0.957 0.956 0.950 0.996 0.974 
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TABLE V 

CONFUSION MATRIX RESULTS FOR PROPOSED RF  

 

classified as -->  a b c d e f g h 

a = 1 250 0 0 0 0 0 0 0 

b = 2 0 249 1 0 0 0 0 0 

c = 3 0 0 250 0 0 0 0 0 

d = 4 0 0 0 250 0 0 0 0 

e = 5 0 0 0 0 243 5 2 0 

f = 6 0 0 0 0 15 203 32 0 

g = 7 0 0 0 0 2 30 218 0 

h = 8 0 0 0 0 0 0 0 250 

V. CONCLUSION 

     Asynchronous motors have a very important place in 

industry and industry. However, the use of asynchronous 

motors brings with it many risks in daily life. At the beginning 

of these risks, many failures such as broken motor and 

bearing, maintenance of asynchronous motors, and short-

circuit isolation are the most common types. In order to solve 

these problems, it is necessary to determine the malfunctions 

and other problems that may occur at the beginning. In our 

study, a classification method has been developed that can 

detect these problems in the first place and automatically 

detect the faults. With this model, it has given very successful 

results in detecting all the errors that may occur in 

asynchronous motors. In addition, our work is important in 

terms of determining the industrial maintenance phase and the 

detection of errors in the shortest possible time in terms of 

time. In this way, all major industrial failures can be detected 

without creating future problems and financial losses that may 

occur are tried to be prevented. Errors are minimized by 

automatic diagnosis. Our work may be a step forward for 

industrial applications in the future. 

   Our proposed RF model offers the advantages of the 

integrated learning method in the processing and classification 

of unbalanced data. Also, performing the features with CART 

to find the feature weight helps to include subjectivity and 

other qualitative assessment information to those performing 

fault detection in asynchronous motors. The feature weight 

and the gain value of the smallest Gini coefficient 

corresponding to the same attribute can now be weighted and 

summed proportionally, and the weighted sum is used to 

replace the original gain value as the new CART node split 

criterion to create the new RF. With this model, it alleviates 

the shortcomings of the traditional RF model's original 

division criterion of classification and reduces the preference 

for multi-valued features. Thus, the traditional RF model was 

developed. 

   Although the RF model we propose successfully detects the 

faults of all asynchronous motors, there are also some 

shortcomings. In the future, the study will be expanded by 

considering some deficiencies such as data instability, scarcity 

or unknown malfunctions. 
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Abdulmelik Bekmez, Kadir Aram, Burhanettin Can

Abstract—Today, the use of small unmanned aerial vehicles
(UAVs) has increased due to technological advances. There has
been an interest in using multiple UAVs instead of a single UAV
to accomplish a given mission. This is because there are many
scenarios where the capabilities of a single UAV are inadequate
due to certain constraints (battery capacity, time in the air). For
this reason, swarm UAV studies have increased. A swarm UAV
consists of a large number of UAVs cooperating to accomplish a
specific mission.

This study shows three-dimensional formation control of a
swarm UAV system in an obstacle environment. A centralized
control architecture is used in this process. All task assignments
are made from a centralized system. The Artificial potential fields
method creates the formation at the target point by avoiding
obstacles. The study was carried out using the Robot Operating
System (ROS). The methods were tested in Webots simulation
environment. Crazyflie robots were used in the experiments.

In the simulation environment, square, star and v formations
were first tested in two dimensions. Then, as an example of three-
dimensional formation, the cubic and pyramid formations were
created and observed.

Index Terms—Robotics, Swarm, UAV, Formation.

I. INTRODUCTION

ROBOTS are used for many different purposes in daily
life. Some of these needs are in the terrestrial environ-

ment, but some are also required in aerial operations. Ground
or aerial robots can be used depending on the need for use.
While a single robot can be used while performing these tasks,
it may be more advantageous to use multi-robot systems in
some cases.

Swarm robotics constitutes an area of scholarly investigation
that examines the utilization of multiple autonomous agents
(robots) within a system to achieve collective tasks. These
tasks are typically beyond the capability of individual robots
in isolation, or they are executed with greater efficiency when
performed collaboratively as a cohesive group [1].

Swarm structures are inspired by observations of social
insects, which show that large numbers of individuals can
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interact to form intelligent systems. Swarm structures in nature
do not have a centralized coordination system, but their
functioning at the system level is robust, flexible and scalable.
These characteristics have also been a motivation for swarm
robots[2].

Unmanned aerial vehicles (UAV) are used in both civilian
and military fields. These areas include fire detection and
response applications [3][4] , search and rescue operations [5]
and road construction works [6]. In the contemporary era, a
plethora of missions demands UAVs to navigate over expan-
sive regions or accomplish tasks within tight time constraints.
However, relying on a single UAV might not suffice to meet
the performance criteria due to its constrained dimensions and
limited battery capacity [7].

The use of multiple UAVs has many advantages. These
advantages are time efficiency, cost, simultaneous actions,
complementarity, fault tolerance and flexibility [8] . Therefore,
it is used in many fields, such as Video surveillance [9] ,
traffic monitoring [10], search and rescue [11], Simultaneous
Localization and Mapping [12]. UAVs frequently engage in
formation flight, where the relative distances between each pair
of UAVs remain constant, leading to the cohesive movement
of the entire formation. To preserve the shape of the formation,
it suffices to maintain the distances between a specific number
of agent pairs, effectively ensuring a constant distance between
all pairs in the formation [13].

Brandao and Filho used a centralized approach for forma-
tion control in their study. These layers are responsible for
creating the desired path for the formation, ensuring the robot’s
desired posture and generating the control signal for each
robot to reach its desired position [14]. Kim et al., designed
a framework for swarm systems that uses a decentralized
control approach. Each agent uses artificial potential functions
to form swarms and control their formation [15]. Li et al.
created a game model for UAVs to ensure flight safety by
avoiding obstacles in a given formation [16]. Yavuz et al.,
developed a method for task assignment to multiple UAV
systems. First, target locations are clustered according to the
number of UAVs. Then, appropriate target assignment was
made with the Hungarian algorithm. Finally, the optimal path
for the mission location was calculated with the ant colony
algorithm [17].

This study provides formation control of a system consisting
of swarm UAVs. A centralized system calculates formation
points, and proportional control is used for position control.
Hungarian algorithm was used to assign the formation points
to the robots in the swarm. The experiments tested star, cres-
cent, cube, and v-formation shapes. The artificial potential field
method is used for obstacle avoidance during the formation
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process. In the study’s second part,materials and methods are
shown; in the third part,the system’s structure explained, in
fourth part the results of the tests are shown. In the last section,
the results obtained are interpreted.

II. MATERIALS AND METHODS

Utilizing multiple robots enhances the system’s robustness
compared to a single robot. A multi-robot system exhibits
unparalleled superiority, particularly in scenarios involving
environmental detection, survivor search, and other intricate
tasks. The critical issue is ensuring that multiple robots can be
organized effectively. This requires communication and control
according to the desired situation [18].

A. Formation Control Methods

Some of the main elements that need to be considered when
controlling the formation are sharing information within the
swarm agents and assigning tasks to these agents. Here the
decision maker has to take into account issues such as fault
tolerance and careful use of energy. There are two main control
schemes in formation control: centralized and distributed con-
trol methods. In a centralized control framework, a collective
of cooperative robots receives control directives from a potent
central unit, a robot within the formation equipped with robust
computational capabilities or a control station. The core unit
establishes communication with all team members, assimilates
information from each individual, optimizes vehicle coordina-
tion, monitors mission progress, and handles any individual
faults that may arise[19]. The distributed formation control
approach operates independently of a central control center,
granting equal status to all UAVs within the formation. Within
the distributed control structure, the global control challenge
is decomposed into several sub problems, each independently
tackled by the controller within individual UAVs. Through
distributed cooperative control, the formation of the UAV
swarm can be successfully achieved[20].

B. Formation Control Strategies

Three main problems must be considered when performing
formation control of multiple UAVs. The first one is the
task of directing the agents to form the desired formation
structure. The second one is the preservation of the created
formation. For this, a control strategy should be created. The
third is the reconstruction of the formation. When performing
operations in the environment, the formation must be preserved
in case the formation encounters obstacles or other disturbing
factors. Different control strategies have been proposed for
such problems. [7].

1) Virtual structure: Within the virtual structure approach,
the entirety of the formation is regarded as a unified entity
capable of coordinated movement akin to a rigid body in a
specified direction and orientation. Moreover, this approach
ensures the preservation of the geometric arrangement among
multiple vehicles based on a reference point within the virtual
structure.[21].

2) Leader-Follower: The leader-follower technique in-
volves designating a specific robot as the leader, with the re-
maining robots acting as followers. The leader communicates
with all other UAVs within the group and determines the path
for the entire UAV formation. The follower UAVs track the
leader’s reference state and carefully maintain a prescribed
distance and angle to avert collisions and disarray, achieving
overall consistency in the formation. [22].

3) Behavior-based: The behavior-based UAV formation
control strategy represents a distributed approach that governs
UAVs based on fundamental behavior rules. A robot’s overall
behavior results from a fusion of various sub behaviors,
such as encompassing going to the goal, obstacle avoidance,
speed matching,wall-following and formation maintenance. In
practical scenarios, each robot’s behavior is expressed as a
vector comprising magnitude and direction, with the vec-
tor’s weight modifiable through parameter adjustments. The
robot selects appropriate behaviors to generate a movement
command by assimilating information from the surrounding
environment. The robot’s collective behavior vector emerges
as the summation of all individual sub behavior vectors [23].

4) Artificial Potential Field: Artificial Potential Field (APF)
is a method that emulates repulsion and attraction forces akin
to those in a gravitational field. The fundamental concept
revolves around utilizing attractive and repulsive forces to gen-
erate control actions. These forces correspond to the negative
gradients of the attractive and repulsive potential fields, respec-
tively. The attractive force facilitates formation convergence,
while the repulsive force ensures collision avoidance within
the formation[7].

C. Robot Operating System (ROS)

ROS (Robot Operating System) is an open-source and freely
available robotics software framework suitable for deployment
in diverse research and commercial applications [24]. It is
a software platform that enables the development of robot
applications with the libraries and packages it contains [25].
ROS provides many conveniences to users. Some of them are
the support of multiple programming languages, the ability to
communicate between processes and the use of the developed
program code in other projects. It also includes visualization
tools[26]. Communication in ROS is done through messages.
These messages are transmitted through topics. The nodes
in ROS communicate over these topics. The ROS Master,
launched at the start of the ROS server, manages the communi-
cation between all nodes. The node sends all its information to
the ROS master, including the type of data it sends or receives.
Nodes that send data are called publisher nodes, and nodes
that receive data are called subscriber nodes. The ROS Master
has all the publisher and subscriber information running on
computers [24].

D. Simulation

Webots is an open-source and multi-platform desktop ap-
plication for simulating robots. It provides a development en-
vironment for modeling, programming and simulating robots.
Webots was chosen because of its rich documentation, ROS2
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integration is effortless to set up and configurable, and it has
a ready-made crazyflie model.

E. Quadrotor Robot

The Crazyflie 2.0 nano quadrotor helicopter, functioning
as an open-source experimental platform, holds significance
for research and educational endeavors in robotics. Weighing
a mere 27g and fitting comfortably within one’s hand, this
quadcopter boasts a diminutive stature. This compact size
renders it amenable to indoor flights conducted in closely
packed formations. Additionally, owing to its limited inertia,
the Crazyflie can endure high-velocity impacts, minimizing
potential hazards to humans [27] [28].

III. IMPLEMENTATION

The first step is to select a suitable software architecture for
the implementation of the application. In order to create the
desired formation for the swarm, the locations where the robots
should go were determined. Then the most suitable robot is
selected for the determined formation points. A user interface
was designed to observe all these processes.

A. Software Architecture

The application was developed on a docker image with
Ubuntu 22.04 operating system.ROS2 Humble version was
used. This version provides tier 1 support on Ubuntu 22.04.
All the requirements for the project to be installed and run
are created as a Docker image. In this way, users can control
both the physical robots and the simulation environment with
a container created using the relevant docker image. There
is a position controller node for each agent in the swarm.
These position controller nodes were developed using the Rust
programming language. A user interface has been developed
for the control of the swarm system. While developing the
interface, the egui library in the Rust language was used.
The egui library uses immediate mode architecture while
developing the interface. The whole interface is redrawn in
each iteration. This allows the system to be developed more
dynamically. The user interface is shown in Figure 1.

The following commands can be given to swarm agents
through the interface.
- Departure
- Landing
- Navigation
- Formation

B. Calculation of Formation Points

Formation points are calculated using a circle formation al-
gorithm. All formations are formed by circles, and these circles
are calculated and combined one by one. Most regular polygon
geometries can be created using circles. When creating any
circle formation, a generic algorithm is generated by taking
parameters such as circle center, radius and distance between
points.

=

Fig. 1. User Interface

Three-dimensional formations are a combination of two-
dimensional ones. Separate two-dimensional formations are
created for the desired three-dimensional formation shape.
These formations may vary according to the desired shape.
For example, two squares are created for a cube formation.
For a square pyramid, one is sufficient.

Before calculating the formation points, the radius of the
circle is calculated. This is because the radius of the circle
will change depending on the distance between the formation
points. The radius of the circle is calculated according to
Equation 1.

r =
d/2

sin(θ/2)
(1)

Here : d=distance between formation positions, θ = angle
between formation positions.

A formation shape using a circle is shown in Figure 2.
Theta value in Figure 2 indicates the angle between the

formation points. This value is calculated in Equation 2.

θ = 2
π

n
(2)

ni indicates the number of position in the formation. θ
indicates the angle difference between formation points.
Using these equation, the angles of all points are calculated.

(0 θ 2θ ... 2π − θ )

Once all angles are calculated, the required positions are
calculated using these angles.
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Fig. 2. Formation Circle Points


rcos(0) + x0 rsin(0) + y0 z0
rcos(θ) + x0 rsin(θ) + y0 z0

rcos(2θ) + x0 rsin(2θ) + y0 z0
... ... ...

rcos(2π − θ) + x0 rsin(2π − θ) + y0 z0


1) Star Formation: Two five-element circles are used to cal-

culate the star formation points. The initial angles and radius
of these circles are determined to obtain the star formation.It
is sufficient that the difference between the starting angles of
the circles is 36°. This value is equal to the length of one side
of a regular polygon which has 10 points. To calculate their
radius, the ratio between the radius of the inner circle and the
radius of the outer circle must be known.The circles used for
the star formation are shown in Figure 3.

Fig. 3. Circles in Star Formation

In order to find the ratio between rout and rin, a corner of the
star in Figure 4 is considered. Using the angles and lengths at
this corner, the ratio between rout and rin is calculated.

Fig. 4. Star Formation Points

In Figure 4, the value a indicates the height of the triangle
formed inside the inner circle. b is the height of the triangle
formed by the corner of the star. d is the distance between the
points in the inner circle. These values are calculated according
to equations 3-8.

α =
360

5 ∗ 2
= 36 (3)

β =
180− 36

2
= 72 (4)

a =
d

2
cot(36) (5)

b =
d

2
cot(72) (6)

rout = a+ b (7)

rin =
d

2sin(36)
(8)

After calculating the values of rin and rout, the ratio between
the radius is obtained according to equation 9.

ratio =
rout
rin

= 2.618 (9)

After the ratio between the radiuses is calculated, two circle
formations are created. The radius of the circle to be formed
on the outer side is calculated as 2.618 times bigger, and
the starting angle is calculated as 36° bigger. After the circle
points are calculated, the star formation points are calculated
by combining them.
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2) V Formation: In order to calculate the points required
for the V formation, first, a circle is created that encompasses
the V shape to be formed. Then the intervals of these three
points are filled with points according to the desired distance
parameter between the agents.V formation points are shown
in Figure 5.

Fig. 5. V Formation Points

θ denotes the angle of the triangle forming the V-shape, d
is the distance between the formation points denotes r is the
radius of the circle enclosing the triangle formed as a result
of the formation.

r = d
intervalCount

2cos( θ2 )
(10)

To calculate the points in a circle, it is enough to calculate
three angles.

diff = 180− θ (11)

And the angles are:

(90 90+diff 90-diff)

The positions are formed as follows after the angle and
difference values are found. rcos(90)+x0 rsin(90)+y0 z0

rcos(90+diff)+x0 rsin(90+diff)+y0 z0
rcos(90-diff)+x0 rsin(90-diff)+y0 z0


C. Assigning Formation Points

After the formation points are calculated, they need to be
assigned to the robots in the swarm. Hungarian Algorithm,
a simultaneous assignment algorithm, was used for this as-
signment process. In order to minimize the path taken by the

robots in the swarm and reduce the probability of collision, the
formation points should be assigned to the most suitable robot.
For this reason, the cost for each robot to go to each formation
point is calculated, and these values are collected in a matrix.
The values in this cost matrix are calculated according to
equations 12-13.

dist =
√

(x1 − x0)2 + (y1 − y0)2 (12)

Costij = dist2 (13)

After the cost matrix is calculated, this matrix is given as input
to the Hungarian algorithm. The algorithm returns the required
row and column indexes for the scenario with the least cost.
By using these indexes, formation points are assigned to the
relevant swarm robots.

D. Avoiding Obstacles

An artificial potential field strategy is used for robots to
avoid obstacles while reaching the desired goal. According to
the basic principle of this strategy, the workspace is under
the influence of artificial potential forces. The positions of
the obstacles and the positions of the agents have a repulsive
effect, pushing the robot away from the obstacles, while the
destination point, where the robot needs to go, has an attractive
effect, pulling the robot towards the destination. Robot control
is achieved by finding the sum of the repulsive and attractive
forces (net force) at any point [29].

The total force is calculated as in Equation 14-16 [29].

Fnet = Frep(XR) + Fatt(XR) (14)

where Fnet is net force,Frep is repulsive force,Fatt is
attractive and XR is robots’ position. The repulsive force can
be defined as,

Frep(XR) =

{
d ≤ dm, Kr × ( 1

(d(XR−Xo)−d0)2
− 1

(dm−d0)2
),

d > dm, 0
(15)

where d(XR, Xo) is distance between robot and obtacle,dm
is distance treshold,d0 is minimum safety distance from ob-
stacles, Kr is repulsive potential field constant. The attractive
force can be defined as,

Fatt(XR) = Ka × d(XR −XG) (16)

where d(XR − XG) is distance from robot to goal point,
Ka is attractive potential field constant. Figure 6 shows the
robots moving towards the obstacle. Figure 7 shows the robots
avoiding the obstacle.
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Fig. 6. Robots with Obstacles

Fig. 7. Robots Avoiding Obstacles

IV. SIMULATION AND TEST

Webots simulation environment was used to test the swarm
system. Crazyflie quadcopters were selected for swarm robots.
The crazyflie firmware was used in the simulation to ensure
that the crazyflie robots produce the most realistic output.
Webots allows the development of separate plugins to use any
robot with ROS2. The developed plugins work as a separate
process by running each robot. The firmware for Crazyflie
was developed using C programming language. However, the
developers have provided the relevant links to use these codes
in Python programming language. These links were used in the
Webots plugin to generate the motor control outputs required
for simulation.

Various test environments have been created in order to
test the robots in the swarm according to different algorithms
during the simulation process. Since the formation types are
dependent on the number of robots in the swarm, environments
with different numbers of robots were created. For testing the
obstacle avoidance of the swarm, some static obstacles with
known positions were added to some environments.

A. 2D Simulation Results

Three different formations were tested for the two-
dimensional simulation test.

1) Square Formation: The simulation result is in Figure 8.

Fig. 8. Square Formation

2) Star Formation: The simulation result is in Figure 9.

Fig. 9. Star Formation

3) V Formation: The simulation result is in Figure 10.

Fig. 10. V Formation
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B. 3D Simulation Results

Three different formations were tested for the three-
dimensional simulation test.

1) Cube Formation: The simulation result is in Figure 11.

Fig. 11. Cube Formation

2) Pyramid Formation: The simulation result is in Figure
12.

Fig. 12. Pyramid Formation

3) Hexagonal Prism Formation: The simulation result is in
Figure 13.

V. CONCLUSION

In this study, formation control of UAV swarm was realized.
Formations are both two-dimensional and three-dimensional.
All control commands of the robots come from a single
location. In this respect, it has a centralized control method.
The study was implemented in the ROS environment. Webots

Fig. 13. Hexagonal Prism Formation

simulation environment was used to test the methods. Crazyflie
robots were selected to create a swarm robot. There are static
obstacles in the simulation environment where the experiments
are performed. The artificial potential field method was used
for obstacle avoidance. Two-dimensional formation shapes
such as square, star and v formation were tested. Cube
and pyramid formations were created as three-dimensional
formations. When the simulation results were analyzed, it was
observed that success was achieved. As an extension of this
study, it is considered to manage robots not from a single
center but with a distributed control method.
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Abstract— Brain tumors, capable of yielding fatal outcomes, 

can now be identified through MRI images. However, their 

heterogeneous nature introduces challenges and time-consuming 

aspects to manual detection. This study aims to design the optimal 

architecture, leveraging Convolutional Neural Networks (CNNs), 

for the automated categorization of brain tumor types within 

medical images. CNN architectures frequently face challenges of 

overfitting during the training phase, mainly attributed to the dual 

complexities of limited labeled datasets and complex models within 

the medical domain. The depth and width hyperparameters in 

these architectures perform a vital role, in determining the extent 

of learning parameters engaged in the learning process. These 

parameters, encompassing filter weights, fundamentally shape the 

performance of the model. In this context, it is quite difficult to 

manually determine the optimum depth and width 

hyperparameters due to many combinations. With Bayesian 

optimization and Gaussian process, we identified models with 

optimum architecture from hyperparameter combinations. We 

performed the training process with two different datasets. With 

the test data of dataset 1, we reached 98.01% accuracy and 98% 

F1 score values. With the test data of dataset 2, which has more 

data, 99.62% accuracy and F1 score values were obtained. The 

models we have derived will prove valuable to clinicians for the 

purpose of brain tumor detection. 

 

Index Terms— Deep learning, CNN, Bayesian optimization, 

Brain tumor.  

I. INTRODUCTION 

RAIN TUMORS are fatal, and life span of patients can be 

quite short [1]. Magnetic resonance imaging (MRI) is the 

most well-known and successful tool for detecting and 

classifying brain tumors due to its aptitude for distinguishing 

between structure and tissue depending on contrast levels [2]. 

The detection and classification of brain tumor is often 

determined manually by the clinician; the duration of this 

process is quite long and sometimes can lead to erroneous 

results [3]. Early detection of such tumors can improve the 

effectiveness of the therapeutic process and increases the 

likelihood of long-term survival [4]. The inherent heterogeneity 

within brain tumor cells poses a hurdle in precisely classifying 

the tumor type, consequently hindering treatment planning.  
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The principal objective of this study is to correctly identify 

brain tumor types, thereby facilitating informed decisions 

regarding suitable treatment approaches.  

Artificial intelligence applications are used in many areas 

such as cloud computing [5, 6] and computer-assisted disease 

diagnosis [7].  Convolutional Neural Networks (CNNs), which 

are a part of deep learning, demonstrate exceptional 

performance in end-to-end learning. During the training phase, 

they autonomously generate feature maps from input images 

and subsequently execute classification in the network's final 

stages. The network's parameters undergo updates based on 

error rates during the concluding phase [8]. One of the 

important contrasts between machine learning and deep 

learning models hinges upon the choice of features employed 

for classification. While traditional machine learning relies on 

manually crafted features, deep learning directly uncovers 

features from data, eliminating the need for external 

intervention [9, 10]. As a result, CNN models require an ample 

supply of images to achieve successful training outcomes. 

However, within the domain of healthcare, there's generally a 

shortage of labeled data. This shortage, combined with the 

intricate nature of CNN models, often leads to the occurrence 

of memorization issues during the training phase [11]. 

Identifying the optimal architecture (comprising depth and 

width) along with a suitable hyperparameter combination is a 

crucial challenge when aiming for successful learning within 

CNN models constrained by a limited dataset. 

CNN architectures are typically composed of sequential 

convolutional, max-pooling, and fully connected layers. In the 

Convolution layer, feature maps are generated by applying 

various filters to the raw image. This process is iterated across 

subsequent convolutional layers. In later layers, a higher 

number of filters is commonly employed to yield more intricate 

feature maps. The max-pooling layer reduces the feature map 

dimensions. These two layers collaboratively conduct the 

essential task of feature extraction from raw images within 

CNN architectures [12]. During the training phase, the filter 

weights—located where the learning process occurs—are 

updated using the backpropagation algorithm at the outcome 

layer, based on the error rate [8]. These filter weights are 

initially set randomly. The fully connected layer is often 

designated as the classification layer. Depending on the class 

count, the last layer incorporates either sigmoid or softmax 

functions. Of paramount importance is the determination of the 

optimal count of convolutional layers, along with the quantity 
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and size of filters within each convolutional layer, to foster 

successful learning in CNN architectures. 

Increasing the model's depth and width typically leads to two 

prevalent challenges. One of these issues pertains to the 

vanishing gradient problem, while the other revolves around the 

risk of overfitting the training dataset. The vanishing gradient 

problem can be mitigated through the integration of residual 

connections. Nonetheless, even when employing generalization 

techniques such as batch normalization, data augmentation, and 

dropout, identifying the point at which excessive learning 

initiates remains crucial. This can be discerned by monitoring 

loss/accuracy graphs during the training phase. In shallower 

models with reduced model depth and width, learning is 

hindered, resulting in underfitting and lower performance. A 

major concern to tackle is the process of identifying the most 

suitable depth and width hyperparameters within CNN models. 

Given the often extensive training period these models require, 

attempting all conceivable combinations to obtain results can 

be a time-intensive process. Addressing this, Bayesian 

optimization in conjunction with Gaussian processes offers an 

effective means to efficiently pinpoint the optimal 

hyperparameter combinations. Within this study, we identified 

the optimal CNN architecture to achieve accurate brain tumor 

type detection using two distinct datasets. Employing Bayesian 

optimization, we systematically arrived at optimal 

hyperparameter values by iteratively combining them with 

model accuracy data. The resulting models hold promise in 

aiding clinicians with brain tumor type detection. 

 

The contributions of this study can be listed as follows: 

 A novel and effective CNN model has been developed 

to detect brain tumor types. 

 This study presents an analysis of the efficacy of 

different CNN architectures, encompassing a range of 

widths and depths, in the context of brain tumor type 

detection. 

 The optimal hyperparameter combinations were 

identified using Bayesian optimization in conjunction 

with Gaussian processes. 

 In the context of two separate datasets, it's notable that 

the models' performance sees improvements in 

instances characterized by a larger data volume. 

 

The structure of this work is as follows: In the Related Works 

section, we provide a summary of previous research on brain 

tumor detection and classification. Section 3 delves into the 

specifics of the dataset features, the Bayesian optimization 

method, and the overall structure of the CNN model. Section 4 

presents the outcomes of our proposed models and compares 

them with findings from other research. In the conclusion, we 

underscore the significance of this study, its broader 

contributions, and potential paths for future research. 

II. RELATED WORKS 

Brain MR images are frequently used in research in a variety 

of fields, including tumor segmentation and tumor type 

classification. The research on brain tumor classification can be 

divided into three categories: tumor detection, tumor type 

classification, and tumor detection and classification. 

The first of these is the studies carried out to detect the 

presence of tumor in brain MR images. The datasets contain 

two classes, tumor and normal. Toğaçar et al. [13] proposed a 

model for identifying brain tumors and the study used a dataset 

of 253 MRI images. The proposed model employs the attention 

module as well as the hypercolumn technique. The attention 

module is used to detect important areas of the image, and the 

hypercolumn technique provides more effective feature 

selection by allowing data from each layer to be used in the final 

layer, according to the study. The proposed model reached a 

96.05 percent accuracy in brain tumor detection.  Using the data 

augmentation technique, the authors [14] augmented the 

unbalanced dataset (155 tumor, 98 normal) to include an equal 

number of data for the tumor (155) and normal (155) classes. In 

the study, features obtained by hypercolumn technique using 

pre-trained AlexNet and VGG16 architectures were reduced by 

the recursive feature elimination (RFE) method and classified 

by SVM. The models that were classified using 200 and 300 

features yielded the best accuracy values in the study, 96.77%. 

Balamurugan and Gnanamanoharan [15] proposed a hybrid 

CNN model for the detection of brain tumors. The dataset used 

in the study comprises 271 tumor images and 98 non-tumor 

images. There are 173 images set aside for training, 50 for 

validation, and 30 for testing. A Laplacian Gaussian filter 

(LOG) was used for data preprocessing in the study, and a 

Fuzzy C Means with Gaussian mixture model (FCM-GMM) 

algorithm was used for brain tumor segmentation. 13 features 

were determined using the VGG-16 architecture as a feature 

extractor, and classification was performed using the proposed 

enhanced LuNET algorithm. The proposed model's 

performance metrics are as follows: accuracy (99.7%), 

sensitivity (98.2%), specificity (98.6%), precision (99.4), F-

Score (98.2), and recall (99.8%). 

The second category includes studies on brain tumor 

classification. The researcher employs various datasets 

containing three or four types of brain tumors. Deepak and 

Ameer [16] undertook a study with the objective of classifying 

three different brain tumor varieties. In the study, GoogleNet 

architecture was used with transfer learning method for the 

purpose of feature extraction from brain MRIs. In addition to 

softmax as a classifier, SVM and KNN algorithms have also 

been tried. In the study, the best accuracy rate of 98% was 

obtained with the KNN algorithm and 80% of the dataset was 

used as the training set. The model was trained using 70%, 50% 

and 25% of the dataset, and classifications were performed with 

SVM. It has been reported that shrinking the training dataset 

does not significantly affect performance. To classify brain 

tumors, Başaran [17] proposed a hybrid model. Gray level co-

occurrence matrix (GLCM) and Local Binary Pattern (LBP) 

algorithms, as well as four CNN models: AlexNet, VGG16, 

EfficientNetB0, and ResNet50, were used to obtain the features. 

Artificial Bee Colony (ABC), Particle Swarm Optimization 

(PSO), and Genetic algorithms (GA) were implemented to 

reduce these properties, and SVM was used to classify them. 
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The highest accuracy obtained in the study was 98.22% with 5-

fold cross validation and an 86%/14% training/test ratio. Ayadi 

et al. [18] presented a model designed for brain tumor 

classification and this model was tested using three datasets. 

The proposed CNN model comprises of 10 convolutional 

layers, a dense layer, and a classifier based on softmax. The 

study's best performance was obtained with the Adagrad 

optimization algorithm and 0.003 learning rate, training for 20 

epochs, and batch size 16. The model was trained and tested 

using the Figshare dataset in the study. The tests were then 

repeated with two different datasets (Radiopaedia and 

REMBRANDT) to provide additional validation. The dataset 

accuracy values are as follows: dataset1 (94.74%), dataset2 

(93.71%), and dataset3 (five sub-datasets: 100%, 97.22%, 

97.02%, 88.86%, and 95.72%). Ait-Amou et al. [19] use 

Bayesian optimization to determine the proposed CNN model’s 

hyperparameters. The study involved an examination of the 

classification of three brain tumor types, namely glioma, 

meningioma, and pituitary. Their base model includes 5 

convolutional blocks, a dense block, and a classification block.  

The input size is 64*64 pixels and softmax activation function 

was used for classification. Bayesian optimization was 

employed to identify the optimal dropout rate, number of dense 

nodes, activation function, batch size, and optimization 

algorithm that yielded the best results in the study. The best 

performance, according to the results, was 98.70%. Alhassan 

and Zainon [20] explored the effect of the activation function 

on brain tumor classification. Feature extraction from brain 

images was accomplished using the Histogram of Oriented 

Gradients (HOG) technique, and a classification model 

employing the Hard Swish-based ReLU activation function was 

introduced for brain tumor classification. Assessment of the 

suggested model's effectiveness was conducted using two 

different architectures (CNN and RNN), a selection of three 

activation functions (sigmoid, tanh, and Hard Swish-based 

ReLU), and four varied training and testing ratios (20:80, 40:60, 

60:40, 80:20). The top accuracy score was obtained by the CNN 

model that utilized the Hard Swish-based ReLU activation 

function, in conjunction with an 80:20 ratio. The approach 

presented by Aurna et al. [21] involves a two-stage process for 

feature selection in brain tumor classification. A total of four 

datasets were used in the study, including three individual 

datasets and one obtained by combining them. The best feature 

extractors were identified among the set of five pre-trained 

models and a new model (Scratched CNN). In the first stage, 

the three best models (EfficientNet-B0, ResNet-50, and 

Scratched CNN) were combined in pairs, and the model pairs 

with the highest accuracy value were determined. In the second 

stage, features were acquired using these pairs of models. 

During the feature reduction phase, Principal Component 

Analysis was used. For the classification process, the 

performance of Softmax, SVM, RF, KNN, and AdaBoost 

algorithms was compared, and Softmax produced the best 

results. The proposed model for the combined dataset produced 

the best accuracy performance of 98.96%. Accuracy values for 

other data sets are 99.67 for dataset1, 98.16 for dataset2, and 

99.76 for dataset3, respectively. Mehnatkesh et al. [10] 

conducted a hyperparameter optimization study to classify 

brain tumors. First, the images' empty space was cropped, and 

data augmentation was implemented. The performance of seven 

different state-of-the-art models was then analyzed on the 

dataset, and the ResNet model with the best result was chosen. 

The optimization study yielded 99.02% classification success 

with the ResNet model and the Improved Ant Colony 

Optimization algorithm. Kazemi et al. [22] used the Figshare 

and TCIA datasets in their research to determine the 

classification of brain tumors in MRI scans. In the proposed 

model, AlexNet and VGG16 architectures are trained 

concurrently. SVM, KNN, and Decision Tree methods were 

used to choose the most essential characteristics derived from 

the two architectures. The Softmax classifier was used to 

predict the tumor class. They investigated the suggested 

model's performance in binary and multiclass classification. 

The best accuracy result with Figshare dataset is 99.14% in 

binary class and 98.78% in multi-class. Gomez-Guzman et al. 

[23] compared the performance of seven different CNN models 

for brain tumor classification. A 17-layer CNN model with four 

convolutional layers was proposed. In addition, six pre-trained 

architectures: ResNet50, MobileNetV2, Xception, 

InceptionV3, InceptonRes-NetV3, and EfficientNetB0 were 

used in the study. A dataset of 7023 MRI images with four 

classes: no-tumor, glioma, meningioma, and pituitary was used 

in the study. The best accuracy was 97.12% with the 

InceptionV3 model. Türkoğlu[24] proposed a four-stage hybrid 

system for brain tumor diagnosis. The images are enhanced by 

preprocessing first. Transfer learning method was then applied 

to DenseNet and AlexNet architectures and 4096 and 1000 deep 

features were obtained respectively. The most significant 

features were determined in the third stage through feature 

reduction using the MrMr algorithm on the combined features. 

The SVM algorithm was employed in the final stage to 

ascertain the class to which the tumors belong. The Bayesian 

Optimization Algorithm was implemented to optimize the SVM 

classifier's hyperparameters. The author used the figshare 

dataset, which included 3064 brain MRI images and three 

classes of brain tumors. The proposed model was tested by 

selecting eight different numbers (from 500 to 5000) of 

combined deep features and the best accuracy performance was 

98.04% using 2500 features. In addition, the author conducted 

an extensive experimental study on feature extraction from 

CNN models, feature selection (MrMr), and the optimization of 

SVM hyperparameters using Bayesian optimization for 

classification. The features obtained from the CNN models are 

reduced by the MrMr method and then used as input for the 

machine learning model. The difference in our work is that with 

the Gaussian process-based Bayesian optimization algorithm, 

many hyperparameters in the CNN architecture such as the 

number of convolution layers, number and size of filters, 

learning rate, dropout rate, and optimizer were optimized. We 

optimized directly on the CNN architecture without the need for 

features extracted from CNN models and a two-stage training 

process. 

In the final category, there are studies that both detect and 

classify brain tumors. Mondal and Shrivastava [25] conducted 
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a study involving two separate datasets to identify and 

categorize brain tumors. They introduced a novel activation 

function named Parametric Flatten-p Mish (PFpM) alongside 

the BMRI-Net model. The model accomplished an accuracy of 

99.00% in the detection of brain tumors and 99.57% in the 

classification of tumor type.  Saurav et al. [26] devised a CNN 

model that employs channel-attention blocks to concentrate on 

pertinent areas within the image when classifying tumors. The 

selection of the pertinent feature maps is carried out via 

channel-attention blocks. The suggested model's performance 

was evaluated using four different datasets. The BT-small-2c 

and BT-large-2c datasets were utilized for tumor detection, and 

the other two were used for tumor categorization (BT-large-3c 

and BT-large-4c). According to the datasets, the following 

accuracy values were obtained: BTsmall-2c (96.08%), BT-

large-2c (99.83%), BT-large-3c (97.23%), and BT-large-4c 

(95.71%). Turk et al. [27] proposed a system that detects and 

classifies brain tumors. The study was performed in three 

stages. First, brain tumor detection was performed with 2 

classes (tumor and normal), then brain tumor classification was 

performed with 4 classes (glioma, meningioma, pituitary and 

normal) and finally Class Activation Maps were created. In the 

study, 3441 MR images for the first stage and 3362 MR images 

for the second stage from two different datasets were used. The 

transfer learning method was performed with the ensemble DL 

approach using ResNet50, VGG19, InceptionV3 and 

MobileNet architectures. The highest accuracy rate was 100% 

for brain tumor detection (with InceptionV3, MobileNet and 

ResNet50 architectures) and 96.45% for tumor classification 

(with ResNet50 architecture). Alanazi et al. [28] designed three 

scratch CNN models with 19, 22 and 25 layers to detect brain 

tumor and compared their performance. They obtained the best 

accuracy of 92.67% with the 22-layer CNN model. Then, they 

trained a model that detects the type of brain tumor using the 

22-layer CNN model with a fine-tunning approach using the 

transfer learning. The test accuracy of this model is 95.75%. 

Kang et al. [29] proposed a feature ensemble-based model for 

brain tumor classification and investigated the performance of 

nine different ML classifiers. They used 13 different CNN 

architectures to extract features to be used in classification. The 

three models that provided the best features were determined 

using ML classifiers. DenseNet-169, ShuffleNet V2, and 

MnasNet provided the best features for four-class (glioma, 

meningioma, pituitary and normal) classification. The features 

from these three models were combined and fed into ML 

classifiers to identify brain tumor classes. The best accuracy for 

brain tumor diagnosis was 93.72% with SVM (RBF) for four-

class classification and 98.83% for two-class classification. 

Numerous studies in the literature have explored brain tumor 

detection. Transfer learning methods have been employed, 

typically yielding successful results in scenarios with limited 

datasets. However, current state-of-the-art CNN models tend to 

be intricate, as they are primarily tailored to vast datasets like 

ImageNet. In the context of medical images with limited 

labeled data [30], these models often grapple with issues such 

as overfitting or memorization during training. Despite the 

application of techniques like batch normalization, data 

augmentation, L2 regularization, and dropout to mitigate these 

challenges, they often fall short of being entirely effective. 

While the approach of utilizing CNN models for feature 

extraction followed by machine learning classification has 

become prevalent, it necessitates a two-stage training process 

Glioma 

     

Meningioma 

     

No-tumor 

     

Pituitary 

     

Fig. 1. Examples of three types of tumors and normal brain MR images 
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and can be demanding to implement more complexity. The key 

to success often lies in a well-designed CNN architecture, 

particularly in optimizing hyperparameters such as depth and 

width to suit the specific dataset. In this study, we addressed 

this challenge by determining the optimal depth and width 

hyperparameters for CNN architectures using Bayesian 

optimization. 

III. MATERIALS AND METHOD 

A. Dataset 

Two datasets were used in this study. Dataset-1 [31], a 

publicly accessible brain tumor dataset, has a total of 3264 brain 

MRIs. The dataset-1 has four classes: glioma, meningioma, 

pituitary and healthy (no tumor). This dataset contains 926 

gliomas, 937 meningiomas, 901 pituitary, and 500 healthy 

images. Dataset-2 [32] represents a publicly available dataset 

containing brain tumors and has a total of 7023 brain MRIs. 

This dataset was created by merging three separate datasets 

(Figshare, SARTAJ, and Br35H). The dataset consists of four 

distinct classes. These are MR images of healthy, meningioma, 

pituitary, and glioma patients' brains. There are 2000 images of 

healthy people, 1621 gliomas, 1645 meningiomas, and 1757 

pituitary tumors. The dataset divisions for training, validation, 

and testing are presented in Table 1. Fig. 1 shows examples of 

three types of tumors and normal brain MRI images from 

dataset 2. 

 
TABLE I 

TRAIN, VALIDATION AND TEST PART OF DATASETS 
 Train Validation Test 

Dataset 11 2351 261 652 

Dataset 22 5141 571 1311 

1Sartaj dataset https://www.kaggle.com/sartajbhuvaji/brain-tumor-classifcation-mri 
2Massoud dataset https://www.kaggle.com/datasets/masoudnickparvar/brain-tumor-mri-

dataset?select=Training 

B. Bayesian optimization 

The optimization approach involves iteratively generating 

neural networks with defined hyperparameters, executing the 

training process, and determining the optimum hyperparameter 

set among these constructed networks. The Sequential model-

based optimization (SMBO) approach, that is Bayesian 

optimization, was utilized in this study to estimate 

hyperparameters and network design [33, 34]. 

Bayesian optimization is a technique based on probabilistic 

modeling, used to find the peaks or lowest points of objective 

functions that are costly to assess. It can be used when the goal 

function has no closed-form expression but observations of this 

function can be acquired at sampling values [35, 36]. An 

acquisition function is used within the context of Bayesian 

optimization to effectively select the next sampling location. It 

automates the balance between exploration and exploitation. 

Exploration takes place when there's uncertainty in the 

objective function, whereas exploitation centers on utilizing x 

values where the objective function is anticipated to be at its 

peak [35]. The primary goal of this optimization method is to 

reduce the count of evaluations for the objective function, 

making it advantageous. The Bayes theorem is employed to 

compute the posterior probability of an event, taking into 

account both the prior probability and the likelihood probability 

of the event. In cases where the objective function is uncertain, 

the Bayesian model provides an elegant approach to defining 

attributes of the objective function with the aid of informative 

priors, such as approximate locations of the maximum or its 

smoothness [33, 36]. 

In this research, we utilized the Gaussian Process (GP) 

method and gathered the initial Di(xi, yi) data. Through the 

input X, we conducted training on the dataset to acquire the 

function output y. At any given point x, the value of fx is treated 

as a stochastic variable. The random variables fxi and fxj, 

corresponding to distinct xi and xj points, exhibit correlation. 

To represent these random variables, we employed a Gaussian  

distribution (f(x) ~ N(μ(x), σ²)). Given that we conducted 

optimization for several hyperparameters, we employed the 

Gaussian Process (GP) as presented in Equation 1. The 

fundamental aspect of a GP is its function distribution, and this 

is completely characterized by the mean and covariance 

functions.  The kernel function in Equation 2 was applied to a 

Fig. 2. Bayesian optimization-based proposed model structure 

398

http://dergipark.gov.tr/bajece
https://www.kaggle.com/sartajbhuvaji/brain-tumor-classifcation-mri
https://www.kaggle.com/datasets/masoudnickparvar/brain-tumor-mri-dataset?select=Training
https://www.kaggle.com/datasets/masoudnickparvar/brain-tumor-mri-dataset?select=Training


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 11, No. 4, October 2023  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

set of hyperparameters with m dimensions. It quantifies the 

similarity between two distinct predictions. We employed the 

maximum likelihood estimate (MLE) approach, as described in 

Equation 3 [37], for hyperparameter selection. In this method, 

we evaluate the likelihood of the observations f(x1:n) with 

respect to the prior distribution, P(f(x1:n)| 𝜑), which follows a 

multivariate normal density. Here, 𝜑 represents the 

hyperparameter vector. Afterward, we estimate 𝜑 using the 

maximum a posteriori (MAP) estimation, which corresponds to 

the value of 𝜑 that maximizes the posterior distribution [37]. 

𝑓𝑥 ~ 𝐺𝑃(𝑚(𝑥), 𝑘(𝑥, 𝑥′)) (1) 

𝑘(𝑥𝑖 , 𝑥𝑗) = exp (−
1

2
 ‖𝑥𝑖 − 𝑥𝑗‖

2
) (2) 

𝜑∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜑𝑃(𝜑|𝑓(𝑥1:𝑛))  

=  𝑎𝑟𝑔𝑚𝑎𝑥𝜑 𝑃(𝑓(𝑥1:𝑛)|𝜑)𝑃(𝜑) 

(3) 

𝐸𝐼(𝑥)

=  {
(𝜇(𝑥) − 𝑓(𝑥+))Φ(𝑍) + 𝜎(𝑥)𝜙(𝑍)  𝑖𝑓 𝜎(𝑥) > 0 

0                                                              𝑖𝑓  𝜎(𝑥) = 0
 

                                       𝑍 =  
𝜇(𝑥)−𝑓(𝑥+)

𝜎(𝑥)
 

(4) 

 

Within Bayesian optimization, a critical step revolves around 

the criteria used to determine the upcoming collection of 

hyperparameters derived from the surrogate function. The 

Expected Improvement, provided in Equation 4, stands out as 

the most commonly adopted criterion [35]. By considering the 

expected value of the improvement function concerning the 

Gaussian process's predictive distribution, we achieve a 

harmonious equilibrium between exploration and exploitation. 

During exploration, our emphasis is on pinpointing locations 

characterized by substantial surrogate variance. Conversely, 

during exploitation, we direct our attention to points with 

elevated surrogate means [37]. 

C. Proposed Method 

In this study, we initially identified a fundamental block 

comprising convolutional, batch normalization, and max 

pooling layers. Following this foundational block, we 

introduced a max pooling layer after every 2 convolutional and 

batch normalization layers and elucidated the growth block 

structure for each model proposal. Fig. 2 shows the general 

structure of the proposed method. 

Following activation functions in the convolutional layers, 

the batch normalization layer aids in achieving quicker 

convergence towards optimal values for the models, while also 

preventing overfitting during the training phase. In deep 

learning models, as the number of convolutional layers 

increases—leading to greater depth—it is anticipated that more 

intricate feature maps will be acquired. In light of this, we 

devised a block structure that incorporates max pooling after 

every two successive convolutional layers. By amplifying the 

count of these blocks, we effectively enhance the depth within 

the models. Increasing the depth of a model often gives rise to 

two primary challenges. The first involves the vanishing 

gradient, while the second pertains to the potential overfitting 

of the training dataset. The vanishing gradient dilemma can be 

alleviated via the use of residual connections. However, even 

with generalization techniques like batch normalization in 

place, recognizing the juncture at which undue learning takes 

hold remains pivotal. This can be deduced by closely observing 

the loss/accuracy graphs during the training phase. In this study, 

we employ Bayesian optimization to identify the most suitable 

model depth-width and optimal hyperparameters from a range 

of possibilities. 

IV. EXPERIMENT AND RESULTS 

CNN architectures automate the extraction and classification 

of features directly from input images, bypassing the need for 

manual feature extraction as required by traditional machine 

learning algorithms. Within CNN architectures, the training 

process involves the movement of each image through the 

network, and learning takes place as filter weights are updated 

using the backpropagation algorithm based on error rates at the 

output layer. Alongside this, various hyperparameters are 

defined for each training stage.  

The determination of optimal hyperparameters, which 

maximize classification performance, stands as a significant 

concern. Hyperparameter value ranges are presented in Table 2. 

These ranges were established for the brain tumors dataset 

following numerous trial-and-error iterations. 

 
TABLE II 

 HYPERPARAMETERS AND VALUES 

Hyperparameters  Values 

Convolutional layer size 5, 7, 9, 11 

Kernel size 3x3, 5x5 

Filters size min value :=16, max value :=256, 

step :=16 

Dropout-rate 0.0, 0.2, 0.3, 0.4, 0.5, 0.6 

Optimizer Adam, SGD with Nesterov 

Learning rate 0.001, 0.0001 

 

CNN architectures commonly achieve favorable outcomes 

through the implementation of deep networks, allowing for 

detailed feature extraction. Nevertheless, in cases where the 

available labeled data is scarce, the training phase frequently 

encounters challenges related to memorization, thereby 

detrimentally impacting overall performance. Consequently, 

despite the models exhibiting high training success, their 

performance on unseen test datasets remains notably 

suboptimal. 

As can be seen in Table 3, models with four different depths 

and filter numbers are reported on dataset 1. Out of the various 

configurations, the 9-conv-layer CNN architecture coupled 

with the hyperparameter settings in Model 3, determined 

through Bayesian optimization, yielded the most optimal results 

for dataset 1. When working with a constrained dataset size, 

elevating the model's depth can result in reduced performance 

on the test dataset, primarily due to the risk of memorization 

during the training phase. In Dataset 1, Model 3 exhibited the 
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most impressive performance, achieving a test accuracy of 

98.01%. 
TABLE III 

 MODEL STRUCTURES BASED ON BAYESIAN OPTIMIZATION FOR 

DATASET 1 

 

The optimal model configuration for dataset 2 is illustrated 

in Fig. 3. In this dataset, the 9-conv-layer convolutional 

architecture demonstrated exceptional performance, achieving 

a test accuracy of 99.62%. Beyond Bayesian optimization, the 

notable success of this architecture can be attributed to the 

substantial increase in the volume of data. In CNN 

architectures, it's generally expected that the number of filters 

will be higher in the later layers to facilitate more intricate 

feature extraction. An intriguing observation we made using 

Bayesian optimization in both datasets is the decline in filter 

counts in the last layers. This reduction can be attributed to 

Bayesian optimization addressing instances of overfitting 

during the training phase, often associated with excessive filter 

numbers. 

 

 
Fig. 3. Optimum model structure for dataset 2 

 

 
(a) 

 
(b) 

Fig. 4. Training and Validation accuracy/loss values for (a) dataset 1   (b) 

dataset 2 

 

Fig. 4 depicts the training and validation loss/accuracy plots 

for both dataset 1 and dataset 2. From these graphs, it's evident 

that the models achieving optimal outcomes do not exhibit signs 

of memorization during the training phase. In cases of 

memorization, the training accuracy consistently improves 

while the validation accuracy tends to decline after reaching a 

certain epoch value. Similarly, during memorization, the 

training loss demonstrates a continuous decline in the loss 

graph, while the validation loss tends to rise after a specific 

epoch value. Across both graphs, a consistent trend of 

increase/decrease is observed in the training and loss graphs, 

Layers CNN 

Model 1 

CNN 

Model 2 

CNN 

Model 3 

CNN 

Model 4 

Conv-1 3x3, 16  3x3, 48 3x3, 112 3x3, 112 

Conv-2 5x5, 16 3x3, 48 5x5, 112  3x3, 112 

Conv-3 3x3, 176 5x5, 128 3x3, 112 3x3, 112 

Conv-4 5x5, 256 3x3, 80 5x5, 112 5x5, 112 

Conv-5 5x5, 208 3x3, 128 3x3, 240 3x3, 240 

Conv-6 - 5x5, 256 3x3, 240 5x5, 240 

Conv-7 - 5x5, 48 5x5, 240 3x3, 16 

Conv-8 - - 5x5, 144 5x5, 16 

Conv-9 - - 5x5, 48 5x5, 112 

Conv-10 - - - 5x5, 48 

Conv-11 - - - 3x3, 16 

Dropout-
rate-1 

0,6 0,6 0,4 0 

Dense-1 256 256 208 64 

Dropout-
rate-2 

0 0 0 0 

Dense-2 256 256 64 256 

Optimizer SGD with 
Nesterov 

SGD with 
Nesterov 

SGD with 
Nesterov 

SGD with 
Nesterov 

Learning-

rate 

0.001 0.0001 0.0001 0.001 

Accuracy 

Score (%) 

95.40 96.47 98.01 96.78 

axa,b  :  a stands for kernel size and b stands for filter size in convolutional 

layers 
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with instances of overlap at various points. Upon examining 

Fig. 4b, it becomes evident that due to the increased volume of 

data in dataset 2, the training and validation curves exhibit a 

noticeable overlap during the training phase. 
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 (b) 
Fig. 5. Confusion matrix of  (a) dataset 1 and (b) dataset 2 

 

Fig. 5 presents the confusion matrix results generated by the 

best models on dataset 1 and dataset 2.  Upon inspection of 

Figure 5a, it becomes evident that out of the total 185 glioma 

disease images, 177 were accurately predicted. Consequently, 

the True Positive count stands at 177. Furthermore, there were 

instances where 4 images, originally categorized as gliomas, 

were wrongly identified as meningiomas, while another 4 were 

classified as No tumor. These misclassifications amount to a 

total of 8 images, which constitute the False Negative instances. 

Moreover, examining the column corresponding to glioma, we 

find that 2 meningioma images were erroneously labeled as 

gliomas. These 2 instances contribute to the False Positive 

values within the column. Upon reviewing Fig. 5b, it's evident 

that all glioma images were accurately classified. Furthermore, 

upon closer inspection of the Meningioma category, it was 

revealed that 2 images that were supposed to be classified as 

meningioma were instead wrongly predicted as No tumor. 

Additionally, within the Meningioma column, 2 Pituitary 

images were erroneously labeled as Meningioma. 

 
TABLE IV  

PERFORMANCE METRICS OF PROPOSED MODEL FOR DATASET 1 

Classes Precision Recall F1-Score ICSI Support 

Glioma 0.9888 0.9568 0.9725 0.9456 185 

Meningioma 0.9684 0.9840 0.9761 0.9524 187 

No-tumor 0.9612 0.99 0.9754 0.9512 100 

Pituitary 0.9944 0.9944 0.9944 0.9888 180 

 

Accuracy 0.9801  652 

Macro avg 0.9782 0.9813 0.9796 652 

Weighted 

avg 
0.9803 0.9801 0.98 652 

 
TABLE V  

PERFORMANCE METRICS OF PROPOSED MODEL FOR DATASET 2 

Classes Precision Recall F1-Score ICSI Support 

Glioma 0.9967 1.00 0.9983 0.9967 300 

Meningioma 0.9935 0.9935 0.9935 0.987 306 

No-tumor 0.9951 1.00 0.9975 0.9951 405 

Pituitary 1.00 0.99 0.995 0.99 300 

 

Accuracy 0.9962  1311 

Macro avg 0.9963 0.9959 0.9961 1311 

Weighted 

avg 
0.9962 0.9962 0.9962 1311 

 
TABLE VI  

PERFORMANCE METRICS OF PROPOSED MODELS FOR DATASET 1 

AND DATASET 2 
 MCC Kappa CSI 

Proposed Model 

(Dataset 1) 
0.9731 0.9730 0.9595 

Proposed Model 

(Dataset 2) 
0.9949 0.9949 0.9922 

 

Performance metric results, derived from the confusion 

matrix data, are presented in Table 4, Table 5 and Table 6. 

Within medical image-based diagnostic systems, the 

computation of precision and recall values holds paramount 

importance. Precision denotes the proportion of True Positives 

to all Positives (TP/(TP+FP)), whereas recall measures the 

model's accurate recognition of True Positives (TP /(TP+FN)). 

The F1 score, representing the harmonic average of precision 

and recall, offers a comprehensive evaluation. It's worth noting 

that precision and recall values can exhibit disparities, 

particularly in scenarios of class imbalances within the dataset. 
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The performance metrics for each class in dataset 1 and dataset 

2 are given in Table 4 and Table 5. The precision, recall, and 

F1-score values in Table 4 and Table 5 were calculated as 

described in the reference [38]. In addition, it was also verified 

with the scikit-learn library. Machine learning makes use of the 

Matthews Correlation Coefficient (MCC) as a statistical gauge 

to assess the accuracy of binary and multiclass classifications. 

The MCC assesses the model's overall performance by taking 

into account not just the accuracy of predictions but also the 

possibility of random agreement, which is particularly relevant 

in scenarios involving multiple classes. A higher MCC score 

signifies superior model performance across all classes, 

whereas a lower score indicates a weaker alignment between 

predictions and actual labels. When it comes to multiclass 

classification, the Kappa score enhances the evaluation of 

classification performance by taking chance agreement into 

consideration, making it especially advantageous in scenarios 

where classification models need assessment and there are 

multiple classes or imbalances in the dataset. In the context of 

classification assessment, the Individual Classification Success 

Index (ICSI) serves as a class-specific symmetric metric. 

Averaging the Individual Classification Success Index (ICSI) 

scores for all individual classes yields the Classification 

Success Index (CSI), offering a holistic assessment of the 

classification performance. A CSI value close to 1 indicates that 

the classification performance is very good [39]. MCC, Kappa, 

and Classification Success Index values for Dataset 1 and 

Dataset 2 are given in Table 6. In our study, the performance 

metrics showcased successful outcomes. 

 
TABLE VII  

COMPARISON OF THE RECOMMENDED MODEL WITH EXISTING 

STUDIES 

Study Year Accuracy 

(%) 

F1-Score 

(%) 

Mehnatkesh et al. [10]3 2023 98.69 98.46 

Deepak&Ameer [16]3 2019 97.17 97.2 

Turkoglu [24]3 2021 98.04 97.95* 

Alanazi et al. [28]1 2022 95.75 95.72* 

Saurav et al. [26]1 2022 95.71 95.98 

Kang et al.[29]1 2021 93.72 - 

Ayadi et al. [18]2 2021 98.49 98.3* 

Aurna et al. [21]2 2022 98.96 99 

Gomez-Guzman et al. [23]2 2023 97.12 97.28* 

Proposed Model Dataset-11 98.01 98 

 Dataset-22 99.62 99.62 

1Sartaj dataset https://www.kaggle.com/sartajbhuvaji/brain-tumor-classifcation-mri 
2Massoud dataset https://www.kaggle.com/datasets/masoudnickparvar/brain-tumor-mri-

dataset?select=Training 
3Figshare dataset https://figshare.com/articles/dataset/brain_tumor_dataset/1512427 

* F1-score is calculated from the confusion matrix or precision-recall values. 

In Table 7, you can find a comparison between our model 

and prior studies.  Some studies [10, 16 and 24] used the 

Figshare dataset in their study, which involved a three-class 

classification task (Glioma, Meningioma, and Pituitary). In 

contrast, other studies used datasets that incorporated normal 

brain MRI images (four-class classification). When we 

compare our proposed model with other studies, it becomes 

evident that our model performs better. Transfer learning and 

ensemble learning methods have been widely used in existing 

studies. In addition, CNN models are used for feature 

extraction, and the resulting feature dataset is trained on a 

machine-learning algorithm for classification. Aurna et al. [21] 

used the two-stage method of feature extraction.  They obtained 

an accuracy of 98.96% on Dataset 2. Apart from these, there are 

studies that propose modified CNN models. Ayadi et al. [18] 

proposed a customized CNN model with 10 convolutional 

layers. They tried to find the best optimizer and learning rate 

manually. Gomez-Guzman et al. [23] proposed a 17-layer CNN 

model with four convolution layers. However, they found the 

best result using the InceptionV3 model with transfer learning. 

Their accuracy on Dataset 2 is 97.12%. In Table 7, our proposed 

model also gives better results when compared with the studies 

in Dataset 1. In our proposed CNN model, we directly optimize 

the depth, width, and other hyperparameters in the CNN 

architecture using Gaussian process-based Bayesian 

optimization. 

V. CONCLUSION 

Brain tumors, a deadly type of cancer impacting both 

genders, have historically been diagnosed through risky biopsy 

procedures. Yet, the safer alternative of magnetic resonance 

imaging (MRI) has become more common in recent times. The 

main objective of this study is to differentiate brain tumor types 

from the MRI image, thereby guiding suitable treatment 

approaches. CNNs excel in autonomously extracting and 

classifying features from medical images, yielding favorable 

outcomes. Nevertheless, to ensure proficient learning within 

CNN architectures, a generous dataset is imperative. The focal 

issue revolves around pinpointing the most suitable depth and 

width hyperparameters that can facilitate optimal learning with 

the available limited data. Given the extended duration of the 

training phase and the considerable time investment required to 

explore all possible combinations, we adopted the Bayesian 

Optimization technique. This approach streamlined the process 

of identifying the optimal hyperparameter combinations. This 

study's focus was on determining the ideal hyperparameter 

configurations across two separate datasets. In Dataset 1, we 

reached an accuracy of 98.01% and an F1 score of 98%. In 

Dataset 2, our endeavors led to an impressive accuracy of 

99.62%, also reflected in the F1 score. The model we have 

developed presents a valuable tool for clinicians, aiding in the 

precise identification of brain tumor types. As we look ahead, 

upcoming studies will explore diverse sets of hyperparameters 

and alternate datasets. 
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