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ETHICAL PRINCIPLES AND PUBLICATION POLICY 

All articles submitted for publication in the journal must conform to the ethical rules of scientific 
research. The authors of each article are required to sign the Copyright Form confirming that they have 
granted permission for their work to be published in Natural and Applied Science Journal. Publication 
will not take place, even if the manuscript is accepted without this form. Authors are solely responsible 
for the content of their articles and any responsibilities they may incur regarding copyrights. The work 
submitted to the journal should not have been published in any language, in any journal, or in the 
process of being evaluated in any other publication.  

Articles should be prepared in accordance with the general ethical rules specified by DOI and 
DOAJ. Plagiarism Control All articles submitted to Natural and Applied Science Journal are checked using 
the iThenticate plagiarism detection software. Based on the similarity report generated by the software, 
the editorial board determines whether the article should be submitted to peer review or rejected.  

PRICE POLICY 

No fee is charged from the author or institution under any name. 

INTERNATIONAL STANDARDS FOR AUTHORS 

RESPONSIBLE RESEARCH PUBLICATION 

A position statement developed at the 2nd World Conference on Research Integrity, 
Singapore, July 22-24, 2010. 

Elizabeth Wager & Sabine Kleinert 

Contact details: liz@sideview.demon.co.uk 
sabine.kleinert@lancet.com 
 
SUMMARY 

• The research being reported should have been conducted in an ethical and responsible 
manner and should comply with all relevant legislation. 

• Researchers should present their results clearly, honestly, and without fabrication, 
falsification, or inappropriate data manipulation. 

• Researchers should strive to describe their methods clearly and unambiguously so that 
their findings can be confirmed by others. 

• Researchers should adhere to publication requirements that submitted work is original, is 
not plagiarized, and has not been published elsewhere. 

• Authors should take collective responsibility for submitted and published work. 

• The authorship of research publications should accurately reflect individuals’ 
contributions to the work and its reporting. 

mailto:sabine.kleinert@lancet.com
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• Funding sources and relevant conflicts of interest should be disclosed. 

Cite this as: Wager E & Kleinert S (2011) Responsible research publication: international 
standards for authors. A position statement developed at the 2nd World Conference on Research 
Integrity, Singapore, July 22-24, 2010. Chapter 50 in: Mayer T & Steneck N (eds) Promoting 
Research Integrity in a Global Environment. Imperial College Press / World Scientific Publishing, 
Singapore (pp 309-16). (ISBN 978-981-4340-97-7) 

INTRODUCTION 

Publication is the final stage of research and therefore a responsibility for all researchers. 
Scholarly publications are expected to provide a detailed and permanent record of research. 
Because publications form the basis for both new research and the application of findings, they can 
affect not only the research community but also, indirectly, society at large. Researchers therefore 
have a responsibility to ensure that their publications are honest, clear, accurate, complete and 
balanced, and should avoid misleading, selective or ambiguous reporting. Journal editors also have 
responsibilities for ensuring the integrity of the research literature and these are set out in 
companion guidelines. 

This document aims to establish international standards for authors of scholarly research 
publications and to describe responsible research reporting practice. We hope these standards will 
be endorsed by research institutions, funders, and professional societies; promoted by editors and 
publishers; and will aid in research integrity training. 

Responsible research publication 

1 Soundness and reliability 

1.1 The research being reported should have been conducted in an ethical and responsible 
manner and follow all relevant legislation. [See also the Singapore Statement on Research Integrity, 
www.singaporestatement.org] 

1.2 The research being reported should be sound and carefully executed. 

1.3 Researchers should use appropriate methods of data analysis and display (and, if 
needed, seek, and follow specialist advice on this). 

1.4 Authors should take collective responsibility for their work and for the content of their 
publications. Researchers should check their publications carefully at all stages to ensure methods 
and findings are reported accurately. Authors should carefully check calculations, data 
presentations, typescripts/submissions, and proofs. 

2 Honesty 

2.1 Researchers should present their results honestly and without fabrication, falsification, 
or inappropriate data manipulation. Research images (e.g. micrographs, X-rays, pictures of 
electrophoresis gels) should not be modified in a misleading way. 
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2.2 Researchers should strive to describe their methods and to present their findings clearly 
and unambiguously. Researchers should follow applicable reporting guidelines. Publications should 
provide sufficient detail to permit experiments to be repeated by other researchers. 

2.3 Reports of research should be complete. They should not omit inconvenient, 
inconsistent, or inexplicable findings or results that do not support the authors’ or sponsors’ 
hypothesis or interpretation. 

2.4 Research funders and sponsors should not be able to veto publication of findings that do 
not favor their product or position. Researchers should not enter agreements that permit the 
research sponsor to veto or control the publication of the findings (unless there are exceptional 
circumstances, such as research classified by governments because of security implications). 

2.5 Authors should alert the editor promptly if they discover an error in any submitted, 
accepted or published work. Authors should cooperate with editors in issuing corrections or 
retractions when required. 

2.6 Authors should represent the work of others accurately in citations and quotations. 

2.7 Authors should not copy references from other publications if they have not read the 
cited work. 

3 Originality 

3.1 Authors should adhere to publication requirements that submitted work is original and 
has not been published elsewhere in any language. Work should not be submitted concurrently to 
more than one publication unless the editors have agreed to co-publication. If articles are co-
published this fact should be made clear to readers. 

3.2 Applicable copyright laws and conventions should be followed. Copyright material (e.g. 
tables, figures, or extensive quotations) should be reproduced only with appropriate permission 
and acknowledgement. 

3.3 Relevant previous work and publications, both by other researchers and the authors’ 
own, should be properly acknowledged, and referenced. The primary literature should be cited 
where possible. 

3.4 Data, text, figures, or ideas originated by other researchers should be properly 
acknowledged and should not be presented as if they were the authors’ own. Original wording taken 
directly from publications by other researchers should appear in quotation marks with the 
appropriate citations. 

3.5 Authors should inform editors if findings have been published previously or if multiple 
reports or multiple analyses of a single data set are under consideration for publication elsewhere. 
Authors should provide copies of related publications or work submitted to other journals. 

3.6 Multiple publications arising from a single research project should be clearly identified 
as such and the primary publication should be referenced. Translations and adaptations for 
different audiences should be clearly identified as such, should acknowledge the original source, and 
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should respect relevant copyright conventions and permission requirements. If in doubt, authors 
should seek permission from the original publisher before republishing any work. 

4 Appropriate authorship and acknowledgement 

4.1 The research literature serves as a record not only of what has been discovered but also 
of who made the discovery. The authorship of research publications should therefore accurately 
reflect individuals’ contributions to the work and its reporting. 

4.2 In cases where major contributors are listed as authors while those who made less 
substantial, or purely technical, contributions to the research or to the publication are listed in an 
acknowledgement section, the criteria for authorship and acknowledgement should be agreed at the 
start of the project. Ideally, authorship criteria within a particular field should be agreed, published 
and consistently applied by research institutions, professional and academic societies, and funders. 
While journal editors should publish and promote accepted authorship criteria appropriate to their 
field, they cannot be expected to adjudicate in authorship disputes. Responsibility for the correct 
attribution of authorship lies with authors themselves working under the guidance of their 
institution. Research institutions should promote and uphold fair and accepted standards of 
authorship and acknowledgement. When required, institutions should adjudicate in authorship 
disputes and should ensure that due process is followed. 

4.3 Researchers should ensure that only those individuals who meet authorship criteria (i.e. 
made a substantial contribution to the work) are rewarded with authorship and that deserving 
authors are not omitted. Institutions and journal editors should encourage practices that prevent 
guest, gift, and ghost authorship. 

Note: 

• Guest authors are those who do not 

• Gift authors are those who do meet accepted authorship criteria but are listed because of 
their seniority, reputation or supposed influence not 

• Ghost authors are those who meet authorship criteria but are not listed meet accepted 
authorship criteria but are listed as a personal favor or in return for payment 

4.4 All authors should agree to be listed and should approve the submitted and accepted 
versions of the publication. Any change to the author list should be approved by all authors 
including any who have been removed from the list. The corresponding author should act as a point 
of contact between the editor and the other authors and should keep co-authors informed and 
involve them in major decisions about the publication (e.g. responding to reviewers’ comments). 

4.5 Authors should not use acknowledgements misleadingly to imply a contribution or 
endorsement by individuals who have not, in fact, been involved with the work or given an 
endorsement. 
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5 Accountability and responsibility 

5.1 All authors should have read and be familiar with the reported work and should ensure 
that publications follow the principles set out in these guidelines. In most cases, authors will be 
expected to take joint responsibility for the integrity of the research and its reporting. However, if 
authors take responsibility only for certain aspects of the research and its reporting, this should be 
specified in the publication. 

5.2 Authors should work with the editor or publisher to correct their work promptly if 
errors or omissions are discovered after publication. 

5.3 Authors should abide by relevant conventions, requirements, and regulations to make 
materials, reagents, software, or datasets available to other researchers who request them. 
Researchers, institutions, and funders should have clear policies for handling such requests. Authors 
must also follow relevant journal standards. While proper acknowledgement is expected, 
researchers should not demand authorship as a condition for sharing materials. 

5.4 Authors should respond appropriately to post-publication comments and published 
correspondence. They should attempt to answer correspondents’ questions and supply clarification, 
or additional details where needed. 

6 Adherence to peer review and publication conventions 

6.1 Authors should follow publishers’ requirements that work is not submitted to more than 
one publication for consideration at the same time. 

6.2 Authors should inform the editor if they withdraw their work from review or choose not 
to respond to reviewer comments after receiving a conditional acceptance. 

6.3 Authors should respond to reviewers’ comments in a professional and timely manner. 

6.4 Authors should respect publishers’ requests for press embargos and should not 
generally allow their findings to be reported in the press if they have been accepted for publication 
(but not yet published) in a scholarly publication. Authors and their institutions should liaise and 
cooperate with publishers to coordinate media activity (e.g. press releases and press conferences) 
around publication. Press releases should accurately reflect the work and should not include 
statements that go further than the research findings. 

7 Responsible reporting of research involving humans or animals 

7.1 Appropriate approval, licensing or registration should be obtained before the research 
begins and details should be provided in the report (e.g. Institutional Review Board, Research Ethics 
Committee approval, national licensing authorities for the use of animals). 

7.2 If requested by editors, authors should supply evidence that reported research received 
the appropriate approval and was carried out ethically (e.g. copies of approvals, licenses, participant 
consent forms). 
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7.3 Researchers should not generally publish or share identifiable individual data collected 
in the course of research without specific consent from the individual (or their representative). 
Researchers should remember that many scholarly journals are now freely available on the internet 
and should therefore be mindful of the risk of causing danger or upset to unintended readers (e.g. 
research participants or their families who recognize themselves from case studies, descriptions, 
images, or pedigrees). 

7.4 The appropriate statistical analyses should be determined at the start of the study and a 
data analysis plan for the prespecified outcomes should be prepared and followed. Secondary or 
post hoc analyses should be distinguished from primary analyses and those set out in the data 
analysis plan. 

7.5 Researchers should publish all meaningful research results that might contribute to 
understanding. In particular, there is an ethical responsibility to publish the findings of all clinical 
trials. The publication of unsuccessful studies or experiments that reject a hypothesis may help 
prevent others from wasting time and resources on similar projects. If findings from small studies 
and those that fail to reach statistically significant results can be combined to produce more useful 
information (e.g. by meta-analysis) then such findings should be published. 

7.6 Authors should supply research protocols to journal editors if requested (e.g. for clinical 
trials) so that reviewers and editors can compare the research report to the protocol to check that it 
was carried out as planned and that no relevant details have been omitted. Researchers should 
follow relevant requirements for clinical trial registration and should include the trial registration 
number in all publications arising from the trial. 

INTERNATIONAL STANDARDS FOR EDITORS 

RESPONSIBLE RESEARCH PUBLICATION 

A position statement developed at the 2nd World Conference on Research Integrity, 
Singapore, July 22-24, 2010. 

Sabine Kleinert & Elizabeth Wager 

Contact details: sabine.kleinert@lancet.com 

liz@sideview.demon.co.uk 

Cite this as: Kleinert S & Wager E (2011) Responsible research publication: international 
standards for editors. A position statement developed at the 2nd World Conference on Research 
Integrity, Singapore, July 22-24, 2010. Chapter 51 in: Mayer T & Steneck N (eds) Promoting 
Research Integrity in a Global Environment. Imperial College Press / World Scientific Publishing, 
Singapore (pp 317-28). (ISBN 978-981-4340-97-7) 

Summary 

• Editors are accountable and should take responsibility for everything they publish 

mailto:sabine.kleinert@lancet.com
mailto:liz@sideview.demon.co.uk
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• Editors should make fair and unbiased decisions independent from commercial 
consideration and ensure a fair and appropriate peer review process 

• Editors should adopt editorial policies that encourage maximum transparency and 
complete, honest reporting 

• Editors should guard the integrity of the published record by issuing corrections and 
retractions when needed and pursuing suspected or alleged research and publication misconduct 

• Editors should pursue reviewer and editorial misconduct 

• Editors should critically assess the ethical conduct of studies in humans and animals 

• Peer reviewers and authors should be told what is expected of them 

• Editors should have appropriate policies in place for handling editorial conflicts of interest 

Introduction 

As guardians and stewards of the research record, editors should encourage authors to 
strive for, and adhere themselves to, the highest standards of publication ethics. Furthermore, 
editors are in a unique position to indirectly foster responsible conduct of research through their 
policies and processes. To achieve the maximum effect within the research community, ideally all 
editors should adhere to universal standards and good practices. While there are important 
differences between different fields and not all areas covered are relevant to each research 
community, there are important common editorial policies, processes, and principles that editors 
should follow to ensure the integrity of the research record. 

These guidelines are a starting point and are aimed at journal editors in particular. While 
books and monographs are important and relevant research records in many fields, guidelines for 
book editors are beyond the scope of these recommendations. It is hoped that in due course such 
guidelines can be added to this document. 

Editors should regard themselves as part of the wider professional editorial community, 
keep themselves abreast of relevant policies and developments, and ensure their editorial staff is 
trained and kept informed of relevant issues. 

To be a good editor requires many more principles than are covered here. These suggested 
principles, policies, and processes are particularly aimed at fostering research and publication 
integrity. 
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Editorial Principles 

1. Accountability and responsibility for journal content 

Editors have to take responsibility for everything they publish and should have procedures 
and policies in place to ensure the quality of the material they publish and maintain the integrity of 
the published record (see paragraphs 4-8). 

2. Editorial independence and integrity 

An important part of the responsibility to make fair and unbiased decisions is the upholding 
of the principle of editorial independence and integrity. 

2.1 Separating decision-making from commercial considerations 

Editors should make decisions on academic merit alone and take full responsibility for their 
decisions. Processes must be in place to separate commercial activities within a journal from 
editorial processes and decisions. Editors should take an active interest in the publisher’s pricing 
policies and strive for wide and affordable accessibility of the material they publish. 

Sponsored supplements must undergo the same rigorous quality control and peer review as 
any other content for the journal. Decisions on such material must be made in the same way as any 
other journal content. The sponsorship and role of the sponsor must be clearly declared to readers. 

Advertisements need to be checked so that they follow journal guidelines, should be clearly 
distinguishable from other content, and should not in any way be linked to scholarly content. 

2.2 Editors’ relationship to the journal publisher or owner 

Editors should ideally have a written contract setting out the terms and conditions of their 
appointment with the journal publisher or owner. The principle of editorial independence should be 
clearly stated in this contract. Journal publishers and owners should not have any role in decisions 
on content for commercial or political reasons. Publishers should not dismiss an editor because of 
any journal content unless there was gross editorial misconduct, or an independent investigation 
has concluded that the editor’s decision to publish was against the journal’s scholarly mission. 

2.3 Journal metrics and decision-making 

Editors should not attempt to inappropriately influence their journal’s ranking by artificially 
increasing any journal metric. For example, it is inappropriate to demand that references to that 
journal’s articles are included except for genuine scholarly reasons. In general, editors should 
ensure that papers are reviewed on purely scholarly grounds and that authors are not pressured to 
cite specific publications for non- scholarly reasons. 
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3. Editorial confidentiality 

3.1 Authors’ material 

If a journal operates a system where peer reviewers are chosen by editors (rather than 
posting papers for all to comment as a pre-print version), editors must protect the confidentiality of 
authors’ material and remind reviewers to do so as well. In general, editors should not share 
submitted papers with editors of other journals, unless with the authors’ agreement or in cases of 
alleged misconduct (see below). Editors are generally under no obligation to provide material to 
lawyers for court cases. Editors should not give any indication of a paper’s status with the journal to 
anyone other than the authors. Web-based submission systems must be run in a way that prevents 
unauthorized access. 

In the case of a misconduct investigation, it may be necessary to disclose material to third 
parties (e.g., an institutional investigation committee or other editors). 

3.2 Reviewers 

Editors should protect reviewers’ identities unless operating an open peer review system. 
However, if reviewers wish to disclose their names, this should be permitted. 

If there is alleged or suspected reviewer misconduct it may be necessary to disclose a 
reviewer’s name to a third party. 

General editorial policies 

4. Encourage maximum transparency and complete and honest reporting 

To advance knowledge in scholarly fields, it is important to understand why particular work 
was done, how it was planned and conducted and by whom, and what it adds to current knowledge. 
To achieve this understanding, maximum transparency and complete and honest reporting are 
crucial. 

4.1 Authorship and responsibility 

Journals should have a clear policy on authorship that follows the standards within the 
relevant field. They should give guidance in their information for authors on what is expected of an 
author and, if there are different authorship conventions within a field, they should state which they 
adhere to. 

For multidisciplinary and collaborative research, it should be apparent to readers who has 
done what and who takes responsibility for the conduct and validity of which aspect of the research. 
Each part of the work should have at least one author who takes responsibility for its validity. For 
example, individual contributions and responsibilities could be stated in a contributor section. All 
authors are expected to have contributed significantly to the paper and to be familiar with its entire 
content and ideally, this should be declared in an authorship statement submitted to the journal. 

When there are undisputed changes in authorship for appropriate reasons, editors should 
require that all authors (including any whose names are being removed from an author list) agree 
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these in writing. Authorship disputes (i.e., disagreements on who should or should not be an author 
before or after publication) cannot be adjudicated by editors and should be resolved at institutional 
level or through other appropriate independent bodies for both published and unpublished papers. 
Editors should then act on the findings, for example by correcting authorship in published papers. 

Journals should have a publicly declared policy on how papers submitted by editors or 
editorial board members are handled (see paragraph on editorial conflicts of interest: 8.2). 

4.2 Conflicts of interest and role of the funding source 

Editors should have policies that require all authors to declare any relevant financial and 
non-financial conflicts of interest and publish at least those that might influence a reader’s 
perception of a paper, alongside the paper. The funding source of the research should be declared 
and published, and the role of the funding source in the conception, conduct, analysis, and reporting 
of the research should be stated and published. 

Editors should make it clear in their information for authors if in certain sections of the 
journal (e.g., commissioned commentaries or review articles) certain conflicts of interest preclude 
authorship. 

4.3 Full and honest reporting and adherence to reporting guidelines 

Among the most important responsibilities of editors is to maintain a high standard in the 
scholarly literature. Although standards differ among journals, editors should work to ensure that 
all published papers make a substantial new contribution to their field. Editors should discourage 
so-called ‘salami publications’ (i.e., publication of the minimum publishable unit of research), avoid 
duplicate or redundant publication unless it is fully declared and acceptable to all (e.g., publication 
in a different language with cross-referencing), and encourage authors to place their work in the 
context of previous work (i.e., to state why this work was necessary/done, what this work adds or 
why a replication of previous work was required, and what readers should take away from it). 

Journals should adopt policies that encourage full and honest reporting, for example, by 
requiring authors in fields where it is standard to submit protocols or study plans, and, where they 
exist, to provide evidence of adherence to relevant reporting guidelines. Although devised to 
improve reporting, adherence to reporting guidelines also makes it easier for editors, reviewers, 
and readers to judge the actual conduct of the research. 

Digital image files, figures, and tables should adhere to the appropriate standards in the 
field. Images should not be inappropriately altered from the original or present findings in a 
misleading way. 

Editors might also consider screening for plagiarism, duplicate or redundant publication by 
using anti-plagiarism software, or for image manipulation. If plagiarism or fraudulent image 
manipulation is detected, this should be pursued with the authors and relevant institutions (see 
paragraph on how to handle misconduct: 5.2) 
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5. Responding to criticisms and concerns 

Reaction and response to published research by other researchers is an important part of 
scholarly debate in most fields and should generally be encouraged. In some fields, journals can 
facilitate this debate by publishing readers’ responses. Criticisms may be part of a general scholarly 
debate but can also highlight transgressions of research or publication integrity. 

5.1 Ensuring integrity of the published record - corrections 

When genuine errors in published work are pointed out by readers, authors, or editors, 
which do not render the work invalid, a correction (or erratum) should be published as soon as 
possible. The online version of the paper may be corrected with a date of correction and a link to the 
printed erratum. If the error renders the work or substantial parts of it invalid, the paper should be 
retracted with an explanation as to the reason for retraction (i.e., honest error). 

5.2 Ensuring the integrity of the published record – suspected research or publication 
misconduct 

If serious concerns are raised by readers, reviewers, or others, about the conduct, validity, or 
reporting of academic work, editors should initially contact the authors (ideally all authors) and 
allow them to respond to the concerns. If that response is unsatisfactory, editors should take this to 
the institutional level (see below). In rare cases, mostly in the biomedical field, when concerns are 
very serious and the published work is likely to influence clinical practice or public health, editors 
should consider informing readers about these concerns, for example by issuing an ‘expression of 
concern’, while the investigation is ongoing. Once an investigation is concluded, the appropriate 
action needs to be taken by editors with an accompanying comment that explains the findings of the 
investigation. Editors should also respond to findings from national research integrity organisations 
that indicate misconduct relating to a paper published in their journal. Editors can themselves 
decide to retract a paper if they are convinced that serious misconduct has happened even if an 
investigation by an institution or national body does not recommend it. 

Editors should respond to all allegations or suspicions of research or publication misconduct 
raised by readers, reviewers, or other editors. Editors are often the first recipients of information 
about such concerns and should act, even in the case of a paper that has not been accepted or has 
already been rejected. Beyond the specific responsibility for their journal’s publications, editors 
have a collective responsibility for the research record and should act whenever they become aware 
of potential misconduct if at all possible. Cases of possible plagiarism or duplicate/redundant 
publication can be assessed by editors themselves. However, in most other cases, editors should 
request an investigation by the institution or other appropriate bodies (after seeking an explanation 
from the authors first and if that explanation is unsatisfactory). 

Retracted papers should be retained online, and they should be prominently marked as a 
retraction in all online versions, including the PDF, for the benefit of future readers. 

For further guidance on specific allegations and suggested actions, such as retractions, see 
the COPE flowcharts and retraction guidelines (http://publicationethics.org/flowcharts; 
http://publicationethics.org/files/u661/Retractions_COPE_gline_final_3_Sept_09__2_.pdf). 
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5.3 Encourage scholarly debate 

All journals should consider the best mechanism by which readers can discuss papers, voice 
criticisms, and add to the debate (in many fields this is done via a print or on-line correspondence 
section). Authors may contribute to the debate by being allowed to respond to comments and 
criticisms where relevant. Such scholarly debate about published work should happen in a timely 
manner. Editors should clearly distinguish between criticisms of the limitations of a study and 
criticisms that raise the possibility of research misconduct. Any criticisms that raise the possibility 
of misconduct should not just be published but should be further investigated even if they are 
received a long time after publication. Editorial policies relevant only to journals that publish 
research in humans or animals. 

6. Critically assess and require a high standard of ethical conduct of research 

Especially in biomedical research but also in social sciences and humanities, ethical conduct 
of research is paramount in the protection of humans and animals. Ethical oversight, appropriate 
consent procedures, and adherence to relevant laws are required from authors. Editors need to be 
vigilant to concerns in this area. 

6.1 Ethics approval and ethical conduct 

Editors should generally require approval of a study by an ethics committee (or institutional 
review board) and the assurance that it was conducted according to the Declaration of Helsinki for 
medical research in humans but, in addition, should be alert to areas of concern in the ethical 
conduct of research. This may mean that a paper is sent to peer reviewers with particular expertise 
in this area, to the journal’s ethics committee if there is one, or that editors require further 
reassurances or evidence from authors or their institutions. 

Papers may be rejected on ethical grounds even if the research had ethics committee 
approval. 

6.2 Consent (to take part in research) 

If research is done in humans, editors should ensure that a statement on the consent 
procedure is included in the paper. In most cases, written informed consent is the required norm. If 
there is any concern about the consent procedure, if the research is done in vulnerable groups, or if 
there are doubts about the ethical conduct, editors should ask to see the consent form and enquire 
further from authors, exactly how consent was obtained. 

6.3 Consent (for publication) 

For all case reports, small case series, and images of people, editors should require the 
authors to have obtained explicit consent for publication (which is different from consent to take 
part in research). This consent should inform participants which journal the work will be published 
in, make it clear that, although all efforts will be made to remove unnecessary identifiers, complete 
anonymity is not possible, and ideally state that the person described has seen and agreed with the 
submitted paper. 
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The signed consent form should be kept with the patient file rather than sent to the journal 
(to maximize data protection and confidentiality, see paragraph 6.4). There may be exceptions 
where it is not possible to obtain consent, for example when the person has died. In such cases, a 
careful consideration about possible harm is needed and out of courtesy attempts should be made 
to obtain assent from relatives. In very rare cases, an important public health message may justify 
publication without consent if it is not possible despite all efforts to obtain consent and the benefit 
of publication outweighs the possible harm. 

6.4 Data protection and confidentiality 

Editors should critically assess any potential breaches of data protection and patient 
confidentiality. This includes requiring properly informed consent for the actual research presented 
consent for publication where applicable (see paragraph 6.3) and having editorial policies that 
comply with guidelines on patient confidentiality. 

6.5 Adherence to relevant laws and best practice guidelines for ethical conduct 

Editors should require authors to adhere to relevant national and international laws and 
best practice guidelines where applicable, for example when undertaking animal research. Editors 
should encourage registration of clinical trials. 

Editorial Processes 

7. Ensuring a fair and appropriate peer review process 

One of the most important responsibilities of editors is organizing and using peer review 
fairly and wisely. Editors should explain their peer review processes in the information for authors 
and also indicate which parts of the journal are peer reviewed. 

7.1 Decision whether to review 

Editors may reject a paper without peer review when it is deemed unsuitable for the 
journal’s readers or is of poor quality. This decision should be made in a fair and unbiased way. The 
criteria used to make this decision should be made explicit. The decision not to send a paper for 
peer review should only be based on the academic content of the paper and should not be 
influenced by the nature of the authors or the host institution. 

7.2 Interaction with peer reviewers 

Editors should use appropriate peer reviewers for papers that are considered for 
publication by selecting people with sufficient expertise and avoiding those with conflicts of 
interest. Editors should ensure that reviews are received in a timely manner. 

Peer reviewers should be told what is expected of them and should be informed about any 
changes in editorial policies. In particular, peer reviewers should be asked to assess research and 
publication ethics issues (i.e., whether they think the research was done and reported ethically, or if 
they have any suspicions of plagiarism, fabrication, falsification, or redundant publication). Editors 
should have a policy to request a formal conflict of interest declaration from peer reviewers and 
should ask peer reviewers to inform them about any such conflict of interest at the earliest 
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opportunity so that they can make a decision on whether an unbiased review is possible. Certain 
conflicts of interest may disqualify a peer reviewer. Editors should stress confidentiality of the 
material to peer reviewers and should require peer reviewers to inform them when they ask a 
colleague for help with a review or if they mentor a more junior colleague in conducting peer 
review. Editors should ideally have a mechanism to monitor the quality and timeliness of peer 
review and to provide feedback to reviewers. 

7.3 Reviewer misconduct 

Editors must take reviewer misconduct seriously and pursue any allegation of breach of 
confidentiality, non-declaration of conflicts of interest (financial or non-financial), inappropriate use 
of confidential material, or delay of peer review for competitive advantage. Allegations of serious 
reviewer misconduct, such as plagiarism, should be taken to the institutional level (for further 
guidance see: http://publicationethics.org/files/u2/07_Reviewer_misconduct.pdf). 

7.4 Interaction with authors 

Editors should make it clear to authors what the role of the peer reviewer is because this 
may vary from journal to journal. Some editors regard peer reviewers as advisors and may not 
necessarily follow (or even ask for) reviewers’ recommendations on acceptance or rejection. 
Correspondence from editors is usually with the corresponding author, who should guarantee to 
involve co-authors at all stages. Communicating with all authors at first submission and at final 
acceptance stage can be helpful to ensure all authors are aware of the submission and have 
approved the publication. Normally, editors should pass on all peer reviewers’ comments in their 
entirety. However, in exceptional cases, it may be necessary to exclude parts of a review, if it, for 
example, contains libelous or offensive remarks. It is important, however, that such editorial 
discretion is not inappropriately used to suppress inconvenient comments. 

There should always be good reasons, which are clearly communicated to authors, if 
additional reviewers are sought at a late stage in the process. 

The final editorial decision and reasons for this should be clearly communicated to authors 
and reviewers. If a paper is rejected, editors should ideally have an appeals process. Editors, 
however, are not obliged to overturn their decision. 

8. Editorial decision-making 

Editors are in a powerful position by making decisions on publications, which makes it very 
important that this process is as fair and unbiased as possible,  and is in accordance with the 
academic vision of the particular journal. 

8.1 Editorial and journal processes 

All editorial processes should be made clear in the information for authors. In particular, it 
should be stated what is expected of authors, which types of papers are published, and how papers 
are handled by the journal. All editors should be fully familiar with the journal policies, vision, and 
scope. The final responsibility for all decisions rests with the editor-in-chief. 
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8.2 Editorial conflicts of interest  

Editors should not be involved in decisions about papers in which they have a conflict of 
interest, for example if they work or have worked in the same institution and collaborated with the 
authors, if they own stock in a particular company, or if they have a personal relationship with the 
authors. Journals should have a defined process for handling such papers. Journals should also have 
a process in place to handle papers submitted by editors or editorial board members to ensure 
unbiased and independent handling of such papers. This process should be stated in the information 
for authors. Editorial conflicts of interests should be declared, ideally publicly. 
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The research investigates the solution of the inverse problem of a linear Euler-Bernoulli equation. While 
finding the solution, Volterra integral equation theory was used. For this purpose, the existence of this 
problem, its uniqueness, and its constant dependence on the data are demonstrated using the Fourier 
methods. 
Keywords: Fourier method, Periodic conditions, Volterra theorem, Euler-Bernoulli inverse problem. 
 

 
  

The Euler-Bernoulli problem is common. This problem has been used for many physics and 
engineering problems. The investigation of various problems concerning 4th order homogeneous, linear, 
and quasi-linear equations has been one of the most attractive areas for mathematicians and engineers due 
to their importance in the solution of several engineering problems. Examples of scientists working on 
this subject can be given [1-4].  
The Euler-Bernoulli problem was first developed by Daniel Bernoulli and Leonard Euler. T(t,x) is the 
displacement at time t and at position x, o(x)  is the bending stiffness, and k(x)>0 is the linear mass. The 
transverse motion of an unloaded thin beam is represented by the following fourth-order partial 
differential equation (PDE): 

4 4k(x)( ²T)/( t²)+o(x)( T)/( x )=0,t>0,0<x<L.∂ ∂ ∂ ∂  
The vibration, buckling, and dynamic behavior of various building elements widely used in 
nanotechnology (nanotube, nanofillers for nanomotors, nanobearings, and nanosprings) and population 
dynamics, thermoelasticity, medical science, electrochemistry, engineering, wide scope, chemical 
engineering are represented by the Euler-Bernoulli equations [5-6]. 

1. INTRODUCTION 
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In this problem, the periodic [7] and integral conditions were used [8]. The periodic boundary conditions 
are highly challenging. The periodic boundary conditions arise from many important applications in heat 
transfer, and life sciences [8].  
The paper is organized as follows. In Section 2, the existence, and the uniqueness of the solution of the 
problem are proved by using the Fourier method and iteration method. In Section 3, the stability of the 
method for the solution is shown.   
 

 
 

 The Fourier Method is a successive approximation method to solve the problem. The Fourier 
method is one of the very common but highly difficult methods to apply. It is used in all partial type 
differential equations. Volterra theorem is very difficult to satisfy theory. However, they are very 
successful methods in analytical solutions. Many scientists have used these methods [3-4]. 
 

 
 

The inverse coefficient problem   
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By applying the Fourier Method, the ensuing model is as follows  
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3. STATEMENT OF SOLUTIONS 

2. MATERIAL AND METHODS 
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Definition 3.1.  { }( , ), ( )T t j tχ is called the solution of the inverse problem (1)-(4).  
Theorem 3.2. Let below the assumptions be provided 
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then the solution of above the  problem (1)-(4)  has solutions. 
 

Proof. Let the assumptions is verified: 
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Since our series (5) is absolutely convergent, it is also uniformly convergent. Naturally, 
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The equation given below is the second type of Volterra integral equation: 
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According to (A1)-(A2) and the Weierstrass M test, the kernels F(t) and K(t,τ) are continuous at [0,T] and 
[0,T]x[0T]. According to Volterra's Theorem, the inverse (1)-(4) problem has only unique solution on 
[0,T]. 

 
 
Theorem 4.1. If the data (A1)-(A4)  is provided, the solution is constantly dependent on the initial data. 
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4. STABILITY FOR THE PROBLEM 
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for ∆→ ∆ then T T→ . 

 
 

The solution of the inverse coefficient for the linear Euler equation which involves periodic and integral 
boundary conditions was examined. Although the problem is ill-posed, the results obtained are quite 
suitable. This article specifically examines periodic boundary conditions, which are more challenging than 
local boundary conditions in inverse coefficient problems. In this study, results were obtained using the 
Fourier method.  As a result, the applied methods revealed the analytical solution to this problem. 
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Quantitative parathyroid SPECT imaging is a technique used in assessing primary hyperparathyroidism that 
may have potential in the identification and differentiation of parathyroid lesions as well as the estimation 
of disease severity. Studying the effect of data acquisition parameters on the quantification error is 
important for maximizing the accuracy of this diagnostic technique.   In this study, the effects of different 
data acquisition parameters, namely the type of collimator, scatter correction status, and reconstruction 
iteration number on the quantification accuracy were examined using computer simulation. The SIMIND 
Monte Carlo Simulation and CASToR iterative reconstruction program was used to simulate a 
commercially available SPECT camera (Siemens Symbia Intevo Gamma Camera) with a crystal size of 
29.55cm and 128x128 matrix size. A digital cylindrical phantom filled with water was constructed. A 0.36 
cm radius spherical adenoma filled with a uniform 1MBq radioactivity is placed within the phantom. Low-
Energy High Resolution (LEHR) and Low Energy Ultra High Resolution (LEUHR) collimator models are 
tested along with the presence of Scatter correction and differing iteration numbers (x16, x32). An image 
FOV-based calibration method was used to gather quantitative information and check against the input 
radioactivity. The inclusion of scatter correction resulted in a 15-20% relative improvement in 
quantification accuracy while the optimal number of iterations yielded a 10% improvement. Overall, 
accuracies as high as 7% were observed. The optimization of parameters can provide a significant 
improvement in quantification accuracy.  
Keywords: SPECT, Monte Carlo Simulation, Quantification, Hyperparathyroidism. 
 

 

Primary hyperparathyroidism (PHPT) is among the most common endocrine disorders in the world. 
The disorder can cause the overproduction of parathyroid hormones (PTH) and an increase of plasma 
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calcium levels in the blood [13]. It presents itself in the form of irregularities and over-release of PTH. 
Symptomatic representation of PHPT is commonly seen around the renal system and skeletal structures, 
with patients suffering from fragility in bones, renal nephrocalcinosis, and renal insufficiency. However, 
with the improvements in modern medicine and the ability to screen serum calcium levels, it is possible for 
physicians to gradually shift the PHPT presentation form from symptomatic to asymptomatic presentations 
[9]. Around 80% to 85% of hyperparathyroidism is caused by parathyroid adenomas, with primary 
parathyroid hyperplasia (15%) and parathyroid carcinoma (5%) less commonly linked with the disorder 
[13, 54]. Most patients exhibit adenomas on a single gland while about 20% percent of patients have 
multiple adenomas on their glands [40]. 
In normal circumstances, parathyroids are too small to detect, but PHPT causes the glands to increase in 
size, resulting in an enlarged state that allows imaging [54]. Patients with enlarged glands are generally 
advised to undergo surgery for the removal of the adenoma. For those patients who are not seen as fit for 
surgical operation, according to relevant guidelines [9], physicians can follow more conservative 
approaches such as newer, less invasive surgical interventions [40]. 
Parathyroid glands are rather small (generally 5x3x1 mm [54] and situated right behind the thyroid glands 
[22]. This makes imaging difficult. Sonography and Tc99m-Sestamibi scintigraphy are the imaging 
modalities used for imaging parathyroid glands [54]. Tc99m-Sestamibi is a known substance used in 
parathyroid imaging and is absorbed by both the adenomas and the thyroid glands. The substance then 
washes off the thyroid glands and provides a good vision of the adenomas in parathyroids [24]. 
Quantification of a medical image means gathering not only visual but also numeric information on 
biological structures such as the concentration of radioactive material within a certain biological structure 
in units of kilo becquerels per cubic centimeter This allows the user to further understand the properties of 
pathologies. Research has highlighted the benefits of quantification. [50] uses quantification to observe the 
effect of delay in Tc99m SPECT/CT imaging of secondary hyperparathyroidism patients. Another study on 
thyroid imaging Lee et al. ([31])  found that quantitative SPECT/CT measurements were more accurate 
than the thyroid uptake system (TUS). Some articles in the literature describe quantitative imaging as one 
of the most promising practices in nuclear medicine [1, 26, 28, 30]. 
In the case of an adenoma, quantification allows for the observation of not only the radioactivity level, but 
also properties such as size, shape, position, and volume in a much more precise way. Furthermore, it is 
possible to assess disease severity [23, 47]. 
The detection and quantitative analysis of parathyroid adenomas is a studied field that encompasses many 
approaches. Namely, Listewnik et al. ([32]) used particle swarm optimization with random neighbor 
topology to achieve 3% voxel size with heavily reduced processing times. Havel et al. ([19]), Khouli et al. 
([27]), Robin et al. ([46]), and Wang et al. ([51, 52]) have used quantitative methods to gather information 
on optimal timing, standard uptake by time, and washout of radionuclides during imaging. Ma et al. ([36]) 
have employed a semi-quantitative method to analyze the degree of hyperplasia of the parathyroid gland 
pre-operation. Harris et al. ([17]) were able to localize adenomas with an accuracy within 19mm, 
demonstrating the viability of quantitative techniques for non-invasive analysis. Razavi et al. ([44]) has 
used quantitative analysis of parathyroid imaging to test the co-registration combinations of the early and 
delayed SPECT/CT scans to achieve the most viable pair along with operator variability. Khouli et al. ([29]) 
has successfully used quantitative analysis in the localization of adenomas. 
The consensus is that the accurate acquisition of quantitative data is a critical step in dosimetry and 
treatment planning in nuclear medicine. However, inaccurate calculation of quantitative measures can cause 
mistreatment and potential adverse side effects [10]. With the addition of iterative imaging methods that 
allow for corrections during reconstruction, quantitative imaging has become increasingly prevalent in 
SPECT imaging. 
Single photon emission computed tomography (SPECT) visualizes the radioactivity distribution across the 
human body on a field of view (FOV). Traditionally, SPECT is seen as a qualitative imaging technique that 
has low special resolution and high noise in regions of interest [45, 41]. Since the recent development of 
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iterative reconstruction algorithms, SPECT has joined others as a quantitative imaging modality providing 
an accurate quantitative representation of radioactivity in the body. Corrections should be performed for 
maximum accuracy against naturally occurring physical phenomena, such as scattering and attenuation. 
These phenomena cause inaccuracies in radioactivity readings. Studies show that iterative reconstruction 
methods paired with correction methods can give much higher quantitative accuracy than their non-iterative 
counterparts (e.g., filtered back projection) [3, 4, 45]. When performing a SPECT scan, there are many 
factors to consider: detector properties, collimator models, and randomly occurring physical events such as 
scattering and attenuation [2]. Furthermore, when simulating a system such as SPECT, the ability to 
simulate randomly occurring events becomes paramount. Monte Carlo simulation is one algorithm that 
allows the user to simulate these events and its use in Nuclear Medicine is well documented [11, 55]. Monte 
Carlo uses random sampling and different numbers of probability density functions (pdf) to model, 
simulate, and predict complex systems [18]. 
As quantification becomes important for parathyroid SPECT/CT studies, there is a clinical need to identify 
the best acquisition and processing parameters that will yield the optimum accuracy. This study aims to 
address this need for the first time by using a Monte Carlo simulation platform for the Tc-99m sesta-MIBI 
dual-phase parathyroid SPECT/CT imaging protocol. Monte Carlo simulation allows the determination of 
optimal parameters while eliminating experimental errors and the expense and inconvenience of using 
physical systems. 
 

 
The following steps have been followed in our study: 

A. Use the previously validated cylindrical digital phantom ([53]) along with the Simind platform to enable 
multiple parameter testing. An illustration of images obtained using SIMIND is shown in Figure 1. 

B. Define processing acquisition parameters based on previous similar studies. 
C. Analyze the results quantitatively, then find the optimal parameters. 
D. Compare results with previously obtained research findings. 

 
    (a)                                                                    (b) 

Figure 1. Examples of Siemens Symbia Gamma camera image outputs in transaxial view using LEUHR(a) and LEHR(b) 
collimators, with a spherical source. 

 
Imaging Modalities that are Simulated 
The dual-phase parathyroid Tc-99m-MIBI SPECT imaging protocol was used per previous parathyroid 
studies [40, 41].  Specifically, Siemens Symbia Intevo Gamma Camera was chosen for the study. Table 1 
and Table 2 give the parameters that were selected based on previous studies. 
 

 

2. METHODS 
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Table 1. SPECT camera specifications used in simulations per previous studies [41].  

Camera Parameters Value 

Photon Energy(keV) 140 

Upper Window Threshold(keV) 147 

Lower Window Threshold(keV) 133 

Energy Resolution(140keV)  9.9% 

Intrinsic Resolution (140 keV) (cm)  0.3 

Source Activity (MBq) 13629 

Image Matrix Size 128x128 

Number of SPECT Projections 48 

SPECT Rotation (3=180) 3 

Pixel Size(cm) 0.24 

Crystal Thickness 0.95 

Crystal Half Length/Radius(cm) 29.55 

 
Siemens Low-Energy High Resolution (LEHR) and Low-Energy ultra-high-resolution (LEUHR) 
collimators have been used to see the effect of the collimator model on the quantification process (Table 2) 
[48]. 
 

Table 2. Siemens Collimator specifications including septal properties. Sensitivity is set according to Tc99m [41].   

Collimator 
Hole 

length 
(mm) 

Septal 
Thickness 

(mm) 

Hole 
Diameter 

(mm) 

Sensitivity 
(cpm/µCi) 

System 
Resolution 
(100mm) 

Septal 
Penetration 

(%) 

LEHR 24.05 0.16 1.11 202 7.5 1.5 

LEUHR 35.08 0.13 1.16 100 6 0.8 
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A digital cylindrical phantom (Figure 2) was selected for the 
study. The phantom was chosen for its cylindrical shape to 
simulate the neck and upper torso area. The phantom has an 
11cm cross-section and 30 cm height, which is in line with 
previous anthropometric measurements of the neck and torso 
[49]. This allows for simulation of the neck and upper torso area 
without using an anthropomorphic phantom. The simulated 
phantom was filled with water. The pixel size for the phantom 
was 0.24mm according to previous studies ([40, 41]) while the 
entire phantom is sized 128x128x128 pixels. The adenoma is 
simulated as a uniform sphere with an offset ~1.5cm from the 
center situated on the upper central portion of the cylinder. The 
sphere was sized around a radius of ~0.3 cm. The sphere was 
filled with approximately 1MBq/cc.  
SIMIND (Ljungberg n.d.) was selected as the simulation 
platform for this study. It is a validated simulation platform that 
utilizes Monte Carlo Simulation. SIMIND enables users to 
simulate photon emissions through Monte Carlo simulation with 
possible reconstruction [15].  
Simulated imaging studies allow us to test many parameters 
during testing without the need to travel to medical facilities or use radioactive material, thus being time 
and cost-effective.  These parameters that are used during SPECT imaging such as Energy window, 
collimator type, etc., can be changed within SIMIND. This allows a comprehensive study of how the image 
quality behaves concerning acquisition parameters. It is used by ([2]) to simulate a single photon emission 
as well as being used in quantitative studies [34, 35, 38]. 
The software Customizable and Advanced Software for Tomographic Reconstruction (CASToR) ([37]) was 
used for the reconstruction of the images created by SIMIND simulation, CASToR, an open-source project, 
is created for the iterative reconstruction of emission (SPECT, PET) data. The OSEM algorithms can use 
differing number of iterations. In this study, 16 and 32 iterations were used with 8 subsets. 
Three parameters were chosen for testing their impact on quantification error in hyperparathyroid imaging 
(Table 3): Collimator type (Low Energy-Ultra High Resolution, Low Energy-High Resolution), iteration 
number (16, 32), and presence of scatter correction. 
 

 

 

 

 

 

 

 

 

 

Figure 2. An approximate representation of the 
way the cylindrical phantom simulates the head 
and neck area. (A)The radioactive matter 
(B)The cylindrical phantom (C)A model human 
torso. 
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Table 3. The simulation/reconstruction process parameters that are being tested in regard to their effect on quantification 
accuracy. With parameter Scatter Correction given binary coding. (0-not used,1-used). 

Parameters 

Collimator Iteration Scatter Corr. 

siemens-leuhr 16 0 

siemens-leuhr 16 1 

siemens-leuhr 32 0 

siemens-leuhr 32 1 

siemens-lehr 16 0 

siemens-lehr 16 1 

siemens-lehr 32 0 

siemens-lehr 32 1 

 
Attenuation Correction 
All SPECT images suffer from attenuation artifacts due to the varying attenuation values of the object 
between the source and the detector surface. These artifacts affect the quantification of the images and 
applying methods to correct this effect is a must. To correct this effect, the attenuation coefficients of the 
object in question need to be known during the reconstruction stage of the image [45]. With the advent of 
SPECT/CT, which allows the acquisition of both imaging modalities for the patient with presumably shared 
positional information, gathering attenuation maps has become much more available [43]. During 
reconstruction, CASToR can perform attenuation correction. This correction has been featured in all images 
within this study. 
 
Scatter Correction 
One of the many factors affecting the SPECT imaging is Compton photon scattering. The Triple-Energy-
Window (TEW) method, proposed by Koichi Ogawa, is one of the simplest methods to correct this effect 
[7, 39]. According to this method, the scattering effect on a certain energy window could be corrected by 
subtraction of the counts observed in the two neighboring energy windows [7]. This technique allows us to 
administer scatter correction after the reconstruction, thus giving us a chance to compare it against its non-
scatter corrected counterpart. Three energy windows were set-up with the primary photopeak at 140 keV 
[41]. 
 

Table 4. Energy windows utilized in the study. With the central window 133-147 keV and the two neighboring energy windows 
used in the scatter correction process. The window-with represents the distance between the 140 keV mark and the upper and 
lower limits of the windows. 

Window 
Window 

Limits(keV) 
Window 
Width 

1 133-147 %10 
2 147-168 %15 
3 112-133 %15 
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Figure 3. The energy Spectra of the Siemens Symbia Intevo Gamma Camera for LEUHR Collimator, where the triple energy 
window centered around the 140 keV peak can be observed within the main window and every dot representing an event. 

Calibration 
In the field of nuclear medicine, there is a significant need for the standardization of dosimetry and 
characterization of the imaging system. Since there is an abundance of factors that could influence the 
resulting counts in the output, calibration of the system is crucial for quantitative imaging [10, 14, 16, 53]. 
In this study, a previously validated image-based calibration protocol was used. This calibration method 
proposed by ([16]) uses the count numbers in each pixel to create an image-based calibration factor Sstd. 
The calibration factor for each image was determined by calibrating the number of counts found in the 
images to the known input radioactivity. System calibration factor Stot was found by pooling the individual 
calibration factors gathered from each image. 
 

𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠  = 𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑥𝑥 ∆𝑆𝑆𝐴𝐴𝑇𝑇𝑇𝑇

                                                    (1) 
 

Halty et al. ([16]) suggests using the equation (1) to calculate the individual calibration factor Sstd. The 
Halty equation was slightly modified to calibrate the images on a Bq/cc basis. Which might offer a better 
insight regarding adenomas that are not uniform. 

𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑁𝑁𝐵𝐵𝐵𝐵 𝑐𝑐𝑐𝑐⁄

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑥𝑥 ∆𝑆𝑆𝐴𝐴𝑇𝑇𝑇𝑇
                                                    (2) 

𝑁𝑁Bq/cc = 𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑁𝑁𝑉𝑉𝑉𝑉𝑥𝑥𝐴𝐴𝑉𝑉 𝑥𝑥 76.62

                                                  (3) 
 

NBq/cc: The number of counts per cc in the adenoma. The adenoma should be segmented before this 
measurement is made (as given in the “Segmentation” section). 
Nvoxel: The number of voxel that adenoma spans. This value along with the NBq/cc could be found by using 
quantitative reporting and segmentation algorithms. This value is multiplied by 76.62 to reflect the voxel 
to cc change in equation (3). 
Amean: Mean activity over the acquisition duration ∆𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇. 
ΔTacq: The acquisition duration of the image. (33s for this study) 
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Using equation (2) the individual calibration factors for every image can be found. It was chosen to pool 
these factors to get a cohesive understanding of the system and gather a singular pooled calibration factor 
Stot. It was discovered that for better accuracy all image types should be counted in this average, such as 
images with and without scatter correction, lower and higher iteration, and other image-altering settings. 

𝑆𝑆𝑠𝑠𝑉𝑉𝑠𝑠 = ∑ 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖
𝑛𝑛
𝑖𝑖=0

𝐴𝐴
                                                       (4) 

 
Here, n represents the number of images that are being pooled. 
One thing to keep in mind with this method is ensuring consistency in iteration numbers when dealing with 
components such as scatter correction. This means for example if one uses iteration number a with scatter 
correction, then he/she should also use iteration number a without scatter correction. 
 
Segmentation 
For the analysis and segmentation of the radioactive sphere placed within the phantom 3D-Slicer was used 
[12]. Using various plugins such as quantitative reporting and radiomics, it was possible to observe: the 
mean radioactivity per voxel, the voxel-wise size of the adenoma, the coordinates of the adenoma center, 
etc. For segmentation, an auto segmentation algorithm, the OTSU 3D Segmentation algorithm was used[6, 
8, 20, 25]. Otsu is a popular non-parametric method in image segmentation and has precedent in the use of 
medical imaging [6].  The selection to use an auto-segmentation algorithm was made to eliminate the human 
factor in segmentation, in favor of mathematical algorithms for the most objective segmentation and 
quantification accuracy. 
 

 
The results (Table 5) show that the change of parameter sets can result in a nearly 20% relative 

improvement in quantification error, from the highest error rate of 8.7% to the lowest error rate of 7%. The 
quantification error for the simulated images was found to be around 9% or below which is in line with the 
desired results of a sub-10% error. When low energy-ultra high-resolution collimator was used with scatter 
correction and 32 iterations, the error was found to be as low as 7%. 
 
Table 5. Quantification accuracy results of Siemens Symbia Intevo Gamma Camera Using LEUHR and LEHR collimators along 
with the corresponding process parameter combinations. 
 

Parameters Quantification 
Error 

Collimator Iteration Scatter 
Corr. MBq/cc 

siemens-
leuhr 16 0 7.5% 

siemens-
leuhr 16 1 7% 

siemens-
leuhr 32 0 7.3% 

siemens-
leuhr 32 1 7.1% 

siemens-lehr 16 0 8.3% 
siemens-lehr 16 1 7.6% 
siemens-lehr 32 0 8.5% 
siemens-lehr 32 1 8.7% 

 
 
 

3. RESULTS 
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This study aims to simulate and observe the effects of differing simulation and processing 
parameters on the quantification accuracy of hyperactive parathyroid glands using Tc-99m MIBI dual-phase 
parathyroid SPECT/CT. 
According to Hwang et al. (2008), the presence of attenuation and scatter correction can cause a 25 percent 
difference in the observed radioactivity level in water-filled phantoms which is consistent with our results. 
A consistent improvement in accuracy was observed when scatter correction was applied to experiments. 
While the absence of both is stated to cause a nearly 50 percent error rate (Hwang et al. 2008), we consider 
this as a plausible possibility. Zeintl et al. ([56]) report that using commercial tools a quantification accuracy 
of 1-4 percent can be achieved. This is consistent also with our observations of around a 7 percent accuracy 
improvement made with open-source programs such as SIMIND and CASToR.  
This study has been conducted with three different simulation and process parameters: the collimator, 
iterative reconstruction number, and the presence of scatter correction. During the simulation, a uniform 
adenoma within a digital cylindrical phantom filled with water was used. These experiments with rather 
simple parameter sets were selected to showcase the quantification capabilities of SPECT imaging and can 
become a basis for any further studies looking to experiment with other parameters as well as more 
complicated phantoms and reconstruction algorithms.   
An anthropomorphic phantom could be used in this study to better examine real life situations. The current 
cylindrical phantom provides advantages in having uniform density and low background activity facilitating 
easier segmentation of the adenoma. However, its lack of biological structures and attenuation poses another 
limitation of this study. 
The number of iterations has also been observed to be effective in improving accuracy. This is reasonable 
considering the optimization-based reconstruction algorithms (OLEM) used. However, higher iterations 
also certainly mean higher process times and delayed outputs.  Therefore, users should be encouraged to 
keep a balanced approach when tackling this issue. Therefore, the processing power of the system is seen 
as highly affecting the processing time, so this should also be considered. 
The type of collimator also makes a difference. It was observed that the higher resolution LEUHR 
collimator results in higher accuracy than LEHR. We observed an accuracy difference of around 1-1.5% 
percent in relative comparison between these types of collimators. The collimator has shown a consistent 
difference in accuracy with LEUHR having an accuracy of lower 7 percent while LEHR achieved an 
accuracy of around 8.5 percent. These results give us an idea about the impact of septal properties on 
quantitative accuracy, with both collimators operating on low energy. The most significant differences in 
properties are hole length and septal penetration percentage (Table 2). 
Scatter correction influenced the results, by 1-1.5 percent in certain instances. When put into perspective, 
this is around a 15 percent improvement relative to the accuracy without scatter correction. This puts 
forward the capabilities and importance of this correction method, as scattering is a factor present in every 
imaging modality involving photon radiation. In further studies, the importance of scatter correction might 
be emphasized particularly with biological structures having different attenuation coefficients. 
Additionally, within the open-source programs SIMIND and CASToR, it is not possible to employ 
resolution recovery, dead time correction, and partial volume correction which is another limitation in our 
study. In conclusion, it can be stated with confidence, that the results show that parameters used in imaging 
have a considerable impact on quantification accuracy. 
 
 
 
 
 

4. DISCUSSION 
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This study undertakes for the first time the optimization of quantitative parathyroid SPECT using 
computer simulation. This study has the potential to advance the use of this technique by improving 
accuracy.  
Quantification is shown to be a method that holds immense potential for the future of medical imaging. It 
gives the user the ability to identify an adenoma in a precise and accurate manner.  
In this study, it was concluded that instrumentation and processing parameters have observable effects on 
quantification accuracy. The results show that the presence of scatter correction, the number of iterations, 
and the collimators have impactful effects on quantification accuracy. All parameter values have achieved 
a sub-10 percent quantification accuracy, demonstrating the viability of SPECT as a quantitative imaging 
modality.  
Resolution recovery, a correction method, used to reduce the necessary dose for imaging during the 
reconstruction process. It is only available alongside iterative reconstruction. Images created by resolution 
recovery provide better contrast and resolution while needing less acquisition and processing time [42]. 
This method should be further examined for its effect on quantification accuracy.  
Other correction methods such as dead time correction and partial volume correction may also improve the 
quality of the image which is proven to be very important in quantitative studies and should be employed 
in future studies.  
The addition of anthropomorphic phantom types to the testing can improve our understanding of this study 
with scenarios closer to real-life circumstances. It also introduces further challenges, such as segmentation 
alongside background activity and attenuation. 
Simulating and testing different gamma camera models would expand the spectrum of this study 
encompasses. Since most gamma camera models have different imaging parameters, their effects could also 
be studied. More clinical studies are also needed to establish the technique.  
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Definition 1.1 [2] Let 𝑓𝑓 ∈ 𝐻𝐻1(𝑎𝑎,𝑏𝑏), 𝑏𝑏 > 𝑎𝑎,𝛼𝛼 ∈ [0,1]. The definitions of the left and right sides of the 
Caputo-Fabrizio fractional integral are given as:  

( 𝐼𝐼𝑎𝑎𝐶𝐶𝐶𝐶 𝛼𝛼)(𝑡𝑡) =
1− 𝛼𝛼
𝐵𝐵(𝛼𝛼) 𝑓𝑓(𝑡𝑡) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� 𝑓𝑓(𝑦𝑦)𝑑𝑑𝑦𝑦

𝑡𝑡

𝑎𝑎
 

and 

� 𝐼𝐼𝐶𝐶𝐶𝐶
𝑏𝑏
𝛼𝛼�(𝑡𝑡) =

1 − 𝛼𝛼
𝐵𝐵(𝛼𝛼) 𝑓𝑓(𝑡𝑡) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� 𝑓𝑓(𝑦𝑦)𝑑𝑑𝑦𝑦

𝑏𝑏

𝑡𝑡
 

where 𝐵𝐵(𝛼𝛼) > 0 is normalization function. 

Subsequently in the paper, we will denote normalization function as 𝐵𝐵(𝛼𝛼) with 𝐵𝐵(0) = 𝐵𝐵(1) = 1 . 

In [4], the authors provided an integral inequality of Hermite-Hadamard type for preinvex functions 
via Caputo-Fabrizio fractional integral operator as follows. 
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Theorem 1.2 Let 𝑓𝑓: 𝐼𝐼 = [𝑘𝑘1,𝑘𝑘1 + 𝜇𝜇(𝑘𝑘2,𝑘𝑘1)] → (0,∞) be a preinvex function on 𝐼𝐼° and 𝑓𝑓 ∈ 𝐿𝐿[𝑘𝑘1,𝑘𝑘1 +
𝜇𝜇(𝑘𝑘2,𝑘𝑘1)]. If  𝛼𝛼 ∈ [0,1], then the following inequality holds: 

𝑓𝑓 �
2𝑘𝑘1 + 𝜇𝜇(𝑘𝑘2,𝑘𝑘1)

2 � ≤
𝐵𝐵(𝛼𝛼)

𝛼𝛼𝜇𝜇(𝑘𝑘2, 𝑘𝑘1) � 𝐼𝐼𝑘𝑘1
𝐶𝐶𝐶𝐶 𝛼𝛼 {𝑓𝑓(𝑘𝑘)} + 𝐼𝐼𝐶𝐶𝐶𝐶

𝑘𝑘1+𝜇𝜇(𝑘𝑘2,𝑘𝑘1)
𝛼𝛼 {𝑓𝑓(𝑘𝑘)} −

2(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼)  𝑓𝑓(𝑘𝑘) � 

 ≤
𝑓𝑓(𝑘𝑘1) + 𝑓𝑓(𝑘𝑘2)

2                                                              

where  𝑘𝑘 ∈ [𝑘𝑘1,𝑘𝑘1 + 𝜇𝜇(𝑘𝑘2,𝑘𝑘1)]. 

For more information on various fractional operators and novel integral inequalities involving these 
operators, we recommend the following papers to readers: [1]-[21].  

Suppose that 

𝑎𝑎,𝑏𝑏, 𝑐𝑐, 𝑑𝑑 > 0, 0 < 𝜃𝜃 < 1,   0 < 𝛽𝛽 < 1,     𝜃𝜃 + 𝛽𝛽 = 1. 

If 𝑏𝑏 < 𝑎𝑎,    𝑑𝑑 < 𝑐𝑐, then 

                                                  𝑎𝑎𝜃𝜃𝑏𝑏𝛽𝛽 + 𝑐𝑐𝜃𝜃𝑑𝑑𝛽𝛽 ≤ (𝑎𝑎 + 𝑐𝑐)𝜃𝜃 + (𝑏𝑏 + 𝑑𝑑)𝛽𝛽                                                           (1) 

The fundamental inequality for integrable functions (1) can be given as:  

Suppose 𝑓𝑓,𝑔𝑔, ℎ, 𝑟𝑟 are integrable positive functions. 

𝑓𝑓(𝑡𝑡),𝑔𝑔(𝑡𝑡),ℎ(𝑡𝑡), 𝑟𝑟(𝑡𝑡) > 0, 0 < 𝜃𝜃 < 1,   0 < 𝛽𝛽 < 1,     𝜃𝜃 + 𝛽𝛽 = 1. 

If 𝑔𝑔(𝑡𝑡) <  𝑓𝑓(𝑡𝑡), 𝑟𝑟(𝑡𝑡)  <  ℎ(𝑡𝑡), then 

𝑓𝑓(𝑡𝑡)𝜃𝜃𝑔𝑔(𝑡𝑡)𝛽𝛽 + ℎ(𝑡𝑡)𝜃𝜃𝑟𝑟(𝑡𝑡)𝛽𝛽 ≤ �𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)�
𝜃𝜃

+ �𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)�
𝛽𝛽

. 

This inequality is a very basic inequality that holds for real numbers. We will use this inequality to 
prove our main findings.  

The paper demonstrates some new integral inequalities for integrable functions using the Caputo-
Fabrizio fractional integral operator. Young's inequality was used in some analysis methods. 

 
 

 
Theorem 2.1. Let 𝐼𝐼 ⊆  𝑅𝑅. Suppose that 𝑓𝑓,𝑔𝑔,ℎ, 𝑟𝑟 ∶  [𝑎𝑎, 𝑏𝑏]  ⊆  𝐼𝐼 →  𝑅𝑅+ integrable positive functions for 0 <
 𝜃𝜃 < 1,𝜃𝜃 +  𝛽𝛽 =  1. Then, for the Caputo-Fabrizio fractional integral operator, the following inequality 
holds: 

2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝜃𝜃(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝛽𝛽(𝑘𝑘)

+
𝛼𝛼

𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡
𝑏𝑏

𝑎𝑎

≤ � 𝐼𝐼𝛼𝛼(𝑓𝑓 + ℎ)𝜃𝜃𝑎𝑎
𝐶𝐶𝐶𝐶 �(𝑘𝑘) + � 𝐼𝐼𝑏𝑏𝛼𝛼𝐶𝐶𝐶𝐶 (𝑓𝑓 + ℎ)𝜃𝜃�(𝑘𝑘) + � 𝐼𝐼𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝛽𝛽𝑎𝑎

𝐶𝐶𝐶𝐶 �(𝑘𝑘) + � 𝐼𝐼𝑏𝑏𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝛽𝛽𝐶𝐶𝐶𝐶 �(𝑘𝑘) 

where 𝐵𝐵(𝛼𝛼) > 0 is normalization function, 𝑘𝑘 ∈ [𝑎𝑎, 𝑏𝑏] and 𝛼𝛼 ∈ [0,1]. 

2. MAIN RESULTS 
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Proof. We will start with 
 

[𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽 + [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽 ≤ [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃 + [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽. 

By multiplying both sides of the above inequality with 𝛼𝛼
𝐵𝐵(𝛼𝛼)

, we have  

 
𝛼𝛼

𝐵𝐵(𝛼𝛼) [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽 +
𝛼𝛼

𝐵𝐵(𝛼𝛼) [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽 ≤
𝛼𝛼

𝐵𝐵(𝛼𝛼) [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃 +
𝛼𝛼

𝐵𝐵(𝛼𝛼) [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽. 

By integrating both sides of the inequality over [𝑎𝑎, 𝑏𝑏] with respect to 𝑡𝑡, we get 

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
+

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎

≤
𝛼𝛼

𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃𝑑𝑑𝑡𝑡
𝑏𝑏

𝑎𝑎
+

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
 

and then we get 

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎

≤
𝛼𝛼

𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃𝑑𝑑𝑡𝑡

𝑏𝑏

𝑘𝑘
+

𝛼𝛼
𝐵𝐵(𝛼𝛼)

� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎

+
𝛼𝛼

𝐵𝐵(𝛼𝛼)
� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡
𝑏𝑏

𝑘𝑘
. 

If we add  2(1−𝛼𝛼)
𝐵𝐵(𝛼𝛼)

(𝑓𝑓 + ℎ)𝜃𝜃(𝑘𝑘) and 2(1−𝛼𝛼)
𝐵𝐵(𝛼𝛼)

(𝑔𝑔 + 𝑟𝑟)𝛽𝛽(𝑘𝑘) to both sides, we provide 

2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝜃𝜃(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝛽𝛽(𝑘𝑘)

+
𝛼𝛼

𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡
𝑏𝑏

𝑎𝑎

≤
(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝜃𝜃(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃𝑑𝑑𝑡𝑡

𝑘𝑘

𝑎𝑎
+

(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝜃𝜃(𝑘𝑘)

+
𝛼𝛼

𝐵𝐵(𝛼𝛼)
� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃𝑑𝑑𝑡𝑡
𝑏𝑏

𝑘𝑘
+

(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝛽𝛽(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑘𝑘

𝑎𝑎

+
(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝛽𝛽(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)

� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡
𝑏𝑏

𝑘𝑘
. 

We obtain 
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2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝜃𝜃(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

2(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝛽𝛽(𝑘𝑘)

+
𝛼𝛼

𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡
𝑏𝑏

𝑎𝑎

≤ � 𝐼𝐼𝛼𝛼(𝑓𝑓 + ℎ)𝜃𝜃𝑎𝑎
𝐶𝐶𝐶𝐶 �(𝑘𝑘) + � 𝐼𝐼𝑏𝑏𝛼𝛼𝐶𝐶𝐶𝐶 (𝑓𝑓 + ℎ)𝜃𝜃�(𝑘𝑘) + � 𝐼𝐼𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝛽𝛽𝑎𝑎

𝐶𝐶𝐶𝐶 �(𝑘𝑘) + � 𝐼𝐼𝑏𝑏𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝛽𝛽𝐶𝐶𝐶𝐶 �(𝑘𝑘). 

which completes the proof. 

Corollary 2.2. Under the assumptions of Theorem 2.1, if we choose 𝑘𝑘 = 𝑎𝑎+𝑏𝑏
2

, then we have the following 
inequality:  

 

2(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝜃𝜃 �

𝑎𝑎 + 𝑏𝑏
2 �+

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝛽𝛽 �

𝑎𝑎 + 𝑏𝑏
2 �

+
𝛼𝛼

𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡
𝑏𝑏

𝑎𝑎

≤ � 𝐼𝐼𝛼𝛼(𝑓𝑓 + ℎ)𝜃𝜃𝑎𝑎
𝐶𝐶𝐶𝐶 � �

𝑎𝑎 + 𝑏𝑏
2 �+ � 𝐼𝐼𝑏𝑏𝛼𝛼𝐶𝐶𝐶𝐶 (𝑓𝑓 + ℎ)𝜃𝜃� �

𝑎𝑎 + 𝑏𝑏
2 �+ � 𝐼𝐼𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝛽𝛽𝑎𝑎

𝐶𝐶𝐶𝐶 � �
𝑎𝑎 + 𝑏𝑏

2 �

+ � 𝐼𝐼𝑏𝑏𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝛽𝛽𝐶𝐶𝐶𝐶 � �𝑘𝑘
𝑎𝑎 + 𝑏𝑏

2 �. 

Corollary 2.3. Under the assumptions of Theorem 2.1, if we choose 𝜃𝜃 = 𝛽𝛽 = 1
2
, then we have the following 

inequality:  

2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)

1
2(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� �𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)

1
2(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� �ℎ(𝑡𝑡)𝑟𝑟(𝑡𝑡)𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎

≤ � 𝐼𝐼𝛼𝛼(𝑓𝑓 + ℎ)
1
2𝑎𝑎

𝐶𝐶𝐶𝐶 � (𝑘𝑘) + � 𝐼𝐼𝑏𝑏𝛼𝛼𝐶𝐶𝐶𝐶 (𝑓𝑓 + ℎ)
1
2� (𝑘𝑘) + � 𝐼𝐼𝛼𝛼 (𝑔𝑔 + 𝑟𝑟)

1
2𝑎𝑎

𝐶𝐶𝐶𝐶 � (𝑘𝑘)

+ � 𝐼𝐼𝑏𝑏𝛼𝛼(𝑔𝑔 + 𝑟𝑟)
1
2𝐶𝐶𝐶𝐶 � (𝑘𝑘). 

Theorem 2.4. Let 𝐼𝐼 ⊆  𝑅𝑅. Suppose that 𝑓𝑓,𝑔𝑔,ℎ, 𝑟𝑟 ∶  [𝑎𝑎, 𝑏𝑏]  ⊆  𝐼𝐼 →  𝑅𝑅+ integrable positive functions for 0 <
 𝜃𝜃 < 1,𝜃𝜃 +  𝛽𝛽 =  1. Then, we have following inequality for Caputo-Fabrizio fractional integral operator: 

2(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃(𝑘𝑘) +

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡                                                             

+
2(1− 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽(𝑘𝑘) +

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
−

2(𝑏𝑏 − 𝑎𝑎)
𝑞𝑞

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)                         

≤ � 𝐼𝐼𝛼𝛼(𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃𝑎𝑎
𝐶𝐶𝐶𝐶 �(𝑘𝑘) + � 𝐼𝐼𝑏𝑏𝛼𝛼𝐶𝐶𝐶𝐶 (𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃�(𝑘𝑘) + � 𝐼𝐼𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽𝑎𝑎

𝐶𝐶𝐶𝐶 �(𝑘𝑘)

+ � 𝐼𝐼𝑏𝑏𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽𝐶𝐶𝐶𝐶 �(𝑘𝑘) 
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where 𝐵𝐵(𝛼𝛼) > 0 is normalization function, 𝑞𝑞 > 1, 1
𝑞𝑞

+ 1
𝑝𝑝

= 1,𝑘𝑘 ∈ [𝑎𝑎, 𝑏𝑏]  and 𝛼𝛼 ∈ [0,1]. 

Proof. We can write 

[𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽 + [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽 ≤ [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃 + [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽. 

By multiplying both sides of the above inequality with 𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)

, we get  

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼) [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽 +

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼) [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽 ≤

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼) [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃 +

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼) [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽. 

By integrating both sides of the inequality over [𝑎𝑎, 𝑏𝑏] with respect to 𝑡𝑡, we obtain 

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
+

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎

≤
𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝜃𝜃𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
+

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
. 

If we apply the Young’s inequality to the right -hand side of the inequality, we get 

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃. [𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡                                                  

𝑏𝑏

𝑎𝑎

≤
𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)�

1
𝑝𝑝
� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝑝𝑝𝜃𝜃𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+

1
𝑞𝑞
� 1𝑞𝑞𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+

1
𝑝𝑝
� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝑝𝑝𝜃𝜃𝑑𝑑𝑡𝑡 +

1
𝑞𝑞
� 1𝑞𝑞𝑑𝑑𝑡𝑡
𝑏𝑏

𝑘𝑘

𝑏𝑏

𝑘𝑘
�

+
𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)�

1
𝑝𝑝
� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝑝𝑝𝛽𝛽𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+

1
𝑞𝑞
� 1𝑞𝑞𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+

1
𝑝𝑝
� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝑝𝑝𝛽𝛽𝑑𝑑𝑡𝑡 +

1
𝑞𝑞
� 1𝑞𝑞𝑑𝑑𝑡𝑡
𝑏𝑏

𝑘𝑘

𝑏𝑏

𝑘𝑘
�

=
𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)�

1
𝑝𝑝
� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝑝𝑝𝜃𝜃𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+
𝑘𝑘 − 𝑎𝑎
𝑞𝑞 +

1
𝑝𝑝
� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝑝𝑝𝜃𝜃𝑑𝑑𝑡𝑡 +

𝑏𝑏 − 𝑘𝑘
𝑞𝑞

𝑏𝑏

𝑘𝑘
�               

+
𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)�

1
𝑝𝑝
� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝑝𝑝𝛽𝛽𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+
𝑘𝑘 − 𝑎𝑎
𝑞𝑞 +

1
𝑝𝑝
� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝑝𝑝𝛽𝛽𝑑𝑑𝑡𝑡 +

𝑏𝑏 − 𝑘𝑘
𝑞𝑞

𝑏𝑏

𝑘𝑘
�.              

This implies, 

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃[𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
−

2(𝑏𝑏 − 𝑎𝑎)
𝑞𝑞

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)

≤
𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)�

1
𝑝𝑝
� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝑝𝑝𝜃𝜃𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+

1
𝑝𝑝
� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝑝𝑝𝜃𝜃𝑑𝑑𝑡𝑡
𝑏𝑏

𝑘𝑘
�                        

+
𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)�

1
𝑝𝑝
� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝑝𝑝𝛽𝛽𝑑𝑑𝑡𝑡
𝑘𝑘

𝑎𝑎
+

1
𝑝𝑝
� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝑝𝑝𝛽𝛽𝑑𝑑𝑡𝑡
𝑏𝑏

𝑘𝑘
�.                      

If we add  2(1−𝛼𝛼)
𝐵𝐵(𝛼𝛼)

(𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃(𝑘𝑘) and 2(1−𝛼𝛼)
𝐵𝐵(𝛼𝛼)

(𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽(𝑘𝑘) to both sides of the inequality, 
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𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃[𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
−

2(𝑏𝑏 − 𝑎𝑎)
𝑞𝑞

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼) +

2(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃(𝑘𝑘)

+
2(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽(𝑘𝑘)

≤ �
(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝑝𝑝𝜃𝜃𝑑𝑑𝑡𝑡

𝑘𝑘

𝑎𝑎
�

+ �
(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡) + ℎ(𝑡𝑡)]𝑝𝑝𝜃𝜃𝑑𝑑𝑡𝑡

𝑏𝑏

𝑘𝑘
�

+ �
(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝑝𝑝𝛽𝛽𝑑𝑑𝑡𝑡

𝑘𝑘

𝑎𝑎
�

+ �
(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽(𝑘𝑘) +

𝛼𝛼
𝐵𝐵(𝛼𝛼)

� [𝑔𝑔(𝑡𝑡) + 𝑟𝑟(𝑡𝑡)]𝑝𝑝𝛽𝛽𝑑𝑑𝑡𝑡
𝑏𝑏

𝑘𝑘
�. 

Therefore, we conclude 

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [𝑓𝑓(𝑡𝑡)]𝜃𝜃[𝑔𝑔(𝑡𝑡)]𝛽𝛽

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑡𝑡 +

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼)� [ℎ(𝑡𝑡)]𝜃𝜃[𝑟𝑟(𝑡𝑡)]𝛽𝛽𝑑𝑑𝑡𝑡

𝑏𝑏

𝑎𝑎
−

2(𝑏𝑏 − 𝑎𝑎)
𝑞𝑞

𝑝𝑝𝛼𝛼
𝐵𝐵(𝛼𝛼) +

2(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃(𝑘𝑘)

+
2(1 − 𝛼𝛼)
𝐵𝐵(𝛼𝛼) (𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽(𝑘𝑘)

≤ � 𝐼𝐼𝛼𝛼(𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃𝑎𝑎
𝐶𝐶𝐶𝐶 �(𝑘𝑘) + � 𝐼𝐼𝑏𝑏𝛼𝛼𝐶𝐶𝐶𝐶 (𝑓𝑓 + ℎ)𝑝𝑝𝜃𝜃�(𝑘𝑘) + � 𝐼𝐼𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽𝑎𝑎

𝐶𝐶𝐶𝐶 �(𝑘𝑘)

+ � 𝐼𝐼𝑏𝑏𝛼𝛼(𝑔𝑔 + 𝑟𝑟)𝑝𝑝𝛽𝛽𝐶𝐶𝐶𝐶 �(𝑘𝑘) 

This completes the proof. 
 

 
 
 

1. Abdeljawad, T., Baleanu, D. (2017). Integration 
by parts and its applications of a new nonlocal 
fractional derivative with Mittag-Leffler 
nonsingular kernel. J. Nonlinear Sci. Appl., 10, 
1098–1107. 

2. Abdeljawad, T., Baleanu, D. (2017). On 
fractional derivatives with exponential kernel and 
their discrete versions. Reports on Mathematical 
Physics, 80(1), 11-27. 

3. Atangana, A., Baleanu, D. (2016). New fractional 
derivatives with non-local and non-singular kernel: 
Theory and Application to heat transfer 
model. Thermal Science, 20 (2), 763-769. 

4. Tariq, M., Ahmad, H., Shaikh, A. G., Sahoo, S. 
K., Khedher, K. M., Gia, T. N. (2022). New 
fractional integral inequalities for preinvex 
functions involving Caputo Fabrizio operator. 
AIMS Mathematics,7(3):3440–3455. 

5. Caputo, M., Fabrizio, M. (2015). A new 
definition of fractional derivative without singular 
kernel. Progress in Fractional Differentiation & 
Applications, 1(2), 73-85. 

6. Abdeljawad, T. (2015). On conformable 
fractional calculus. Journal of Computational and 
Applied Mathematics, 279, 57-66. 

REFERENCES 



 Natural & Applied Sciences Journal Vol. 6 (2) 2023 30 
 

7. Akdemir, A.O., Aslan, S., Çakaloğlu, M.N.  and 
Set, E. New Hadamard Type Integral Inequalities 
via Caputo-Fabrizio Fractional Operators. 4th 
International Conference on Mathematical and 
Related Sciences. Page (91) ICMRS 2021. 

8. Akdemir, A., Aslan, S., Ekinci, A. (2022). Novel 
Approaches for s-Convex Functions via Caputo-
Fabrizio Fractional integrals. Proceedings of 
IAM, 11(1), 3-16. 

9. Akdemir, A.O., Aslan, S., Çakaloğlu, M.N.  and 
Ekinci, A. Some New Results for Different Kinds 
of Convex Functions Caputo-Fabrizio Fractional 
Operators.  4th International Conference on 
Mathematical and Related Sciences. Page (92) 
ICMRS 2021. 

10. Akdemir, A. O., Butt, S. I., Nadeem, M., 
Ragusa, M. A. (2021). New general variants of 
Chebyshev type inequalities via generalized 
fractional integral operators. Mathematics, 9(2), 
122. 

11. Akdemir, A. O., Ekinci, A., Set, E. (2017). 
Conformable fractional integrals and related new 
integral inequalities, Journal of Nonlinear and 
Convex Analysis, 18 (4), 661-674. 

12. Aslan, S. (2023). Some Novel Fractional 
Integral Inequalities for Different Kinds of Convex 
Functions. Eastern Anatolian Journal of 
Science, 9(1), 27-32. 

13. Butt, S. I., Nadeem, M., Qaisar, S., Akdemir, A. 
O., Abdeljawad, T. (2020). Hermite–Jensen–
Mercer type inequalities for conformable integrals 
and related results. Advances in Difference 
Equations, 2020(1), 1-24. 

14. Butt, S. I., Umar, M., Rashid, S., Akdemir, A. 
O., Chu, Y. M. (2020). New Hermite–Jensen–
Mercer-type inequalities via k-fractional 
integrals. Advances in Difference Equations, 2020, 
1-24. 

15. Caputo, M., Fabrizio, M. (2015). A new 
definition of fractional derivative without singular 
kernel. Progress in Fractional Differentiation & 
Applications, 1(2), 73-85. 

16. Ekinci, A., Özdemir, M.E. (2019). Some new 
integral inequalities via Riemann-Liouville integral 
operators. Applied and Computational 
Mathematics, 18(3), 288-295. 

17. Rashid, S., Hammouch, Z., Kalsoom, H., 
Ashraf, R., Chu, Y. M. (2020). New investigation 
on the generalized k-fractional integral 
operators. Frontiers in Physics, 8, 25. 

18. Rashid, S., Kalsoom, H., Hammouch, Z., 
Ashraf, R., Baleanu, D., Chu, Y. M. (2020). New 
multi-parametrized estimates having pth-order 
differentiability in fractional calculus for 
predominating ℏ-convex functions in Hilbert 
space. Symmetry, 12(2), 222. 

19. Samko, S. G. (1993). Fractional integrals and 
derivatives. Theory and Applications, Gordon and 
Breach. 

20. Set, E. (2012). New inequalities of Ostrowski 
type for mappings whose derivatives are s-convex 
in the second sense via fractional 
integrals. Computers & Mathematics with 
Applications, 63(7), 1147-1154. 

21. Set, E., Akdemir, A. O., Özdemir, E. M. (2017). 
Simpson type integral inequalities for convex 
functions via Riemann-Liouville 
integrals. Filomat, 31(14), 4415-4420. 

  



DOI: 10.38061/idunas.1358218 
 

 
 

 
Using CO2 Laser, Optimization of Laser Power, Exposure Time and 

Frequency for Cavity Formation on Hardox Steel Plate 
 

Research Article 
 

Timur Canel 1* , Satılmış Ürgün 2  

 
1 Department of Physics, Faculty of Arts and Science, Kocaeli University, 41380, Kocaeli, Türkiye 

 2 Faculty of Aeronautics and Astronautics, Department of Aviation Electrics and Electronics,  

  Kocaeli University, Kocaeli, Türkiye.   

 

Author E-mails 
tcanel@kocaeli.edu.tr 
urgun@kocaeli.edu.tr 
T. Canel ORCID ID: 0000-0002-4282-1806 
S. Ürgün ORCID ID: 0000-0003-3889-6909 
 
*Correspondence to: Timur Canel, Department of Physics, Faculty of Arts and Science, Kocaeli University, Kocaeli, Türkiye  
DOI: 10.38061/idunas.1358218 
 

Received: 11.09.2023; Accepted: 07.12.2023 
 
 
  
The texture of the surfaces of materials causes changes in mechanical properties such as friction. Micro-
scale cavities have been created on Hardox steel plate, which has recently been the focus of attention in 
demanding applications with its hardness, toughness, and wear resistance. A CO2 laser was used in the 
cavitation process on the surface and the power, exposure, and frequency of the laser used were optimized 
to obtain a cavity with the desired geometry. Taguchi method was used in the optimization process. In 
addition to obtaining the optimum parameters, the effect ratios of the parameters were also calculated. 
Optimum laser parameters were obtained as 5 s for laser exposure duration, 60 W for laser power, and 50 
kHz for laser frequency. According to the optimization calculations, the parameter with the highest effect 
on the result was laser exposure duration with a rate of 71,86 %. Laser power and laser frequency affected 
the result by 23.02 % and 5.12 % respectively. 
Keywords: Laser machining, Optimization, Hardox Steel, Surface texturing. 
 

 
 

Developed by Swedish steelmaker SSAB, Hardox Steel is a brand covering a range of high-strength, 
wear-resistant steels that are widely used in a variety of industrial applications. These steels are renowned 
for their exceptional toughness, hardness, and wear resistance. This makes them an important material in 
environments subject to extreme wear and impact conditions [7]. This study aims to delve deeper into the 
properties, applications, and advantages of Hardox steel and shed light on its importance in modern 
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engineering and manufacturing. Hardox steel derives its superior properties from its unique composition 
and manufacturing process. These steels are typically alloyed with elements such as carbon, manganese, 
chromium, and other trace elements to achieve a fine balance between hardness and toughness [9]. The 
microstructure of Hardox steel consists of martensite, a hard crystalline structure that contributes to its 
exceptional hardness and toughness. In addition, the controlled heat treatment process further enhances the 
properties of the steel, resulting in a material with high impact resistance, excellent formability, and 
weldability [6]. 

The versatility of Hardox steel has led to its widespread adoption in numerous industrial sectors [8]. 
Hardox steel is used in the mining industry to manufacture buckets, dump truck bodies and crushing 
equipment where it resists abrasion from the movement of rocks and minerals. In construction and 
infrastructure projects, it finds use in excavator buckets, bulldozer blades, and concrete mixers, where its 
strength extends the service life of critical components. In addition, Hardox steel is a preferred choice in 
the production of agricultural machinery, forestry equipment, and waste management systems due to its 
ability to withstand the rigors of harsh working conditions [5]. The use of Hardox steel offers several notable 
advantages that contribute to increased operational efficiency and reduced maintenance costs. The 
exceptional wear resistance extends the life of components, minimizing the need for frequent replacement 
and downtime. Hardox steel's high strength-to-weight ratio enables the design of lightweight yet durable 
structures, resulting in increased load-carrying capacity and fuel efficiency. In addition, the steel's 
weldability facilitates ease of fabrication and repair, enabling manufacturers to adapt to changing 
requirements without compromising on quality [4]. Hardox steel is a prime example of advanced materials 
engineering, offering a unique combination of properties that meet the demands of industries grappling with 
severe wear and impact conditions. Its exceptional hardness, toughness, and wear resistance, combined with 
its widespread applicability, position Hardox steel as a vital resource in modern engineering and 
manufacturing. As industries continue to push the boundaries of performance and durability, Hardox Steel 
remains a steadfast partner in the pursuit of innovation and excellence. 

Surface texturing of materials has emerged as a very important area of research and application in the 
field of materials science and engineering. The deliberate modification of a material's surface topography 
at micro, nano and even atomic scales has proven to provide numerous advantageous effects that influence 
properties such as friction, wear, adhesion, wettability, and optical properties. This study also aims to 
explore the techniques used in surface texturing, explain the benefits they offer, and examine their various 
applications in industries. 

Surface texturing encompasses a range of techniques that impart specific patterns or structures to the 
surface of a material [10]. These techniques can be broadly categorized as mechanical, chemical, and 
physical methods. Mechanical techniques include processes such as grinding, polishing, and shot peening 
where controlled material removal or deformation results in desired surface topographies. Chemical 
techniques include processes such as etching and electrochemical methods that selectively remove material 
and create complex surface patterns. Physical techniques, on the other hand, include laser ablation, plasma 
treatment, and ion beam milling, which provide precise control over surface properties at nanometer scales. 
These techniques can be combined or modified to achieve a variety of surface textures tailored to specific 
applications. 

Surface texturing provides a range of benefits to materials, making it a crucial tool in optimizing 
performance and functionality [1]. Enhanced oil retention and reduced coefficients of friction are achieved 
by retaining lubricants in textured surface structures, leading to improved wear resistance and energy 
efficiency in tribological applications. Enhanced hydrophobic or hydrophilic behavior can be achieved 
through controlled texturing, impact applications on self-cleaning surfaces, antifouling paints, and 
microfluidics. Surface texture also plays a crucial role in controlling light interaction, finding applications 
in optical devices, solar panels, and sensors [13]. Furthermore, tailored surface textures can influence cell 
adhesion and proliferation, making it a promising avenue in biomedical implants and tissue engineering. 
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The range of surface texturing applications is wide and covers various industrial sectors. In 
automotive engineering, textured engine components reduce friction and improve fuel efficiency. 
Aerospace applications benefit from improved aerodynamics and reduced ice accumulation on textured 
surfaces. In electronics, micro- and nano-textured materials contribute to improved heat dissipation and 
miniaturization. Furthermore, the renewable energy field uses surface texture to optimize light absorption 
and energy conversion in photovoltaic cells and light-emitting diodes. Biomedical applications include 
implants with improved osseointegration, drug delivery systems with controlled release profiles and 
diagnostic devices with enhanced precision. 

Surface texturing of materials has evolved into a versatile discipline with far-reaching implications 
across industries. The techniques used, along with the numerous benefits offered, enable the tailoring of 
material surfaces to achieve specific performance improvements. As the field of research and innovation 
continues to move forward, surface texturing will undoubtedly remain a crucial strategy for enhancing 
material properties, optimizing functionality, and promoting advances in a wide range of technological 
fields. 

Laser processing has emerged as a transformative process in modern manufacturing, enabling 
precision material removal and surface modification with unparalleled accuracy and versatility. This 
academic discourse aims to provide an in-depth investigation covering the fundamental principles of laser 
processing, its various techniques, and its wide-ranging applications across industries. This technology has 
revolutionized materials processing by leveraging the unique properties of laser light, offering a new 
paradigm for complex and efficient manufacturing processes. Laser processing is based on the principles 
of focused, high-intensity laser beams interacting with materials to trigger controlled material removal or 
replacement. The process begins with the generation of coherent, monochromatic laser light, usually by 
methods such as optical amplification or stimulated emission. The laser beam is then precisely focused onto 
the surface of the material, leading to localized heating and vaporization, cutting, or melting. The choice of 
laser wavelength, pulse duration, power density, and beam characteristics determine the extent and nature 
of material removal, providing fine-tuned control over the processing results. Laser processing encompasses 
several different techniques, each tailored to specific material types, geometries, and desired results. Laser 
cutting involves the use of focused laser beams to cut or melt materials along predefined paths resulting in 
precise and burr-free cuts. Laser cutting removes material by vaporization, leaving minimal heat-affected 
zones, making it suitable for delicate materials or high-precision applications. Laser engraving and marking 
uses controlled laser pulses to engrave patterns, text, or images onto surfaces, often used for product 
marking, labeling or aesthetic embellishments. Laser welding and cladding use localized heating and 
melting to fuse or coat materials, respectively, offering advantages in joining dissimilar materials or creating 
wear-resistant coatings. Laser processing applications span a wide range of industries, demonstrating its 
adaptability and transformative impact. In the automotive sector, laser cutting enables the production of 
complex and lightweight components, contributing to improved fuel efficiency and vehicle performance. 
The electronics industry utilizes precision laser ablation in microfabrication processes that produce 
miniaturized circuits, sensors, and semiconductor devices. Aerospace applications include laser drilling of 
cooling holes in turbine blades and the creation of complex aerospace structures. In addition, the medical 
field utilizes laser processing for precision ablation in surgeries to improve biocompatibility, in the 
manufacture of medical devices, and in the surface modification of implants. Laser processing is the 
cornerstone of modern manufacturing, offering an exceptional blend of precision, versatility, and efficiency. 
Leveraging the unique properties of laser light, this technology has revolutionized material processing 
across a range of industries. The ability to remove, surface modify and join complex materials with micron-
level precision has paved the way for innovative advances in engineering, electronics, aerospace, and 
healthcare. As the field of laser processing continues to evolve through research and technological 
innovation, the potential to shape the future of materials processing remains limitless. 

In traditional experimental methodology, each variable is examined separately. During this 
examination, the variable to be examined is changed while other variables are kept constant. This increases 
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the number of experiments and the time spent on the experiments. Optimization methods, on the other hand, 
aim to obtain optimum parameters with fewer experiments. In this study, the optimum parameters were 
obtained by the Taguchi method, which has given successful results in many engineering and research fields 
[3].   

The Taguchi method is a design and analysis method used to optimize industrial and statistical quality 
control processes and improve product or service quality. It was developed by Genichi Taguchi. 

In product and process design, the Taguchi method aims to improve quality by making the product's 
performance sensitive to environmental variables (e.g. temperature, humidity, pressure) and minimizing 
variance. This method assesses the sensitivity of product quality to certain factors and factor levels and 
attempts to determine the optimal parameter settings. 

One of the key concepts is "quality loss". According to Taguchi, the further a product or service 
deviates from the design specifications of its characteristics, the greater the loss of quality perceived by the 
customer. His goal is to minimize quality loss by keeping product or process performance as close as 
possible to the specifications. The Taguchi method differs from traditional experimental design methods. 
For example, the Taguchi method uses a "multifactor" experimental design that evaluates the interaction of 
variables, not the effect of individual variables. The Taguchi method is used especially in engineering, 
manufacturing and quality control and contributes to continuous quality improvement processes. This 
method helps to design products and processes more effectively and efficiently by providing a quality-
oriented approach. The Taguchi method is a design and analysis method used to optimize industrial and 
statistics. 

 
 

 
In this study, the CO2 laser parameters used to create dimples of various sizes and shapes on Hardox 

steel plates were investigated. These dimples were produced using three different laser parameters, with the 
goal of obtaining varied geometries on the Hardox plates. The specific parameters used, along with their 
levels, are detailed in Table 1. 

The ratios of the smallest value of the cavity diameter to the largest value are given in Table 4. The 
ratios of the smallest value of the cavity diameter to the largest value are given in Table 3.  
 

Table 1. Laser parameters and levels used in experiments. 
 

 Laser Exposure 
duration 
(s) 

Laser Power 
(Watt) 

Laser Frequency 
(kHz) 

1st level 5 60 5 
2nd level 10 90 25 
3rd level  15 120 50 

 
Laser power was studied between 60 and 120 watts. Since no cavity formation was observed on the Hardox 
material at laser power values lower than 60 W in the preliminary studies, the lowest value of the power 
was determined as 60 W. For similar reasons, the upper limit of the exposure time was set to 5 s, since no 
cavity formation was observed at laser exposure duration was less than 5 s. When the laser power exceeded 
120 W and the laser exposure duration was higher than 15 s, more heat deformation was observed on the 
Hardox material due to excessive heat transfer.  

 

 

2. MATERIALS & METHODS 
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2.1. Experimental Method 

In an experimental design with three parameters and three levels for each parameter, the number of 
experiments required is 27. Optimization methods aim to obtain optimum results with the minimum number 
of trials possible instead of trying every combination [2]. With the Taguchi optimization method, the closest 
results to the optimum result can be obtained with 9 experiments instead of 27 experiments. In addition, the 
Taguchi method also calculates which parameter affects the result and to what extent. To achieve this, 
appropriate experimental sets are prepared by designing experiments by the Taguchi method [11, 12]. Thus, 
both experiment time and experiment cost are saved. The experiment sets are given in Table 2. 
 

Table 2. Experiment sets according to the Taguchi optimization Method. 
 

 Laser exposure 
duration 

(s) 

Laser 
Power 
(Watt) 

Laser 
Frequency 

(kHz) 
1 5 60 5 
2 5 90 25 
3 5 120 50 
4 10 60 25 
5 10 90 50 
6 10 120 5 
7 15 60 50 
8 15 90 5 
9 15 120 25 

The signal-to-noise ratio (S/N) used in the Taguchi method also represents the effects of noise from 
uncontrollable factors. Therefore, the highest signal-to-noise ratio is a desirable outcome. According to the 
Taguchi method, optimization can target one of three different states. The (S/N) is calculated for these 
different states ([14]) as given below. 

1) highest is the best 

�
𝑆𝑆
𝑁𝑁� = −10𝑙𝑙𝑙𝑙𝑙𝑙10 �

1
𝑛𝑛�𝑦𝑦𝑖𝑖2

𝑛𝑛

𝑖𝑖=1

�                                                               (1) 

2) lowest is the best 
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3) the nominal value (defined value) is the best 
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The 𝑦𝑦𝑖𝑖 value in these equations represents the measurement results for each trial. Measurements 

were taken at any 5 locations on the dimple to reduce possible errors. In equation (3), “m” denotes the 
nominal value, which means the desired value. 
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Figure 1 shows examples of optical microscope images of cavities obtained on Hardox plates using the laser 
parameters listed in Table 3. Since the laser beam is circular and the material is assumed to be theoretically 
homogeneous, the geometry of the dimple should be close to a perfect circle. To verify this, the maximum 
and minimum values of the diameters of the dimples formed on Hardox plates were measured. The ideal 
circularity is achieved when the minimum diameter value is as close as possible to the maximum, ideally a 
ratio of '1', which was considered the best value. In order to minimize the rate of experimental systematic 
errors, each set of experiments was repeated five times. The ratios of the smallest value of the cavity 
diameter to the largest value are given in Table 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Optical microscope images of dimples obtained with the experimental sets in Table 2. (a) Experimental set number 1, 
(b) Experimental set number 2, (c) Experimental set number 3, (d) Experimental set number 4, (e) Experimental set number 5, 
(f) Experimental set number 6, (g) Experimental set number 7, (h) Experimental set number 8, (i) Experimental set number 9. 

3. RESULTS & DISCUSSION 

a b c 

d e f 

g h i 
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Since the result with the largest ratio of the minimum value of the measured cavity diameter to the 
maximum value is considered the best result, equation (1) was used to calculate the S/N ratio. S/N ratios 
calculated according to equation (1) are also given in Table 3. 
 

Table 3. Ratios of the smallest value to the largest value of the cavity diameter and S/N values. 
 

 1st 2nd 3rd 4th 5th S/N 
1 0.98 0.94 0.94 0.98 0.97 -0.32 
2 0.96 0.99 0.97 0.93 0.94 -0.38 
3 0.99 0.96 0.98 0.97 0.90 -0.37 
4 0.96 0.93 0.92 0.92 0.89 -0.67 
5 0.88 0.94 0.93 0.92 0.96 -0.68 
6 0.91 0.90 0.97 0.99 0.97 -0.47 
7 0.95 0.98 0.97 0.98 0.93 -0.32 
8 0.92 0.94 0.96 0.90 0.94 -0.64 
9 0.97 0.93 0.94 0.92 0.97 -0.50 

 
To identify the optimum parameters, an ANOVA table was prepared as shown in Table 4. This table, 
particularly its last column, details the optimum experimental parameters. Beyond simply identifying the 
optimum parameters, the Taguchi method is also capable of quantifying the impact of each parameter on 
the results. The sum of squares (SST) within the table represents the variance of the signal-to-noise ratio 
(S/N), as described by Yang and Tarng ([14]). 
 

𝑆𝑆𝑆𝑆𝑇𝑇 = ∑ �η𝑖𝑖 − η𝑚𝑚�
2𝑛𝑛

𝑖𝑖=1                                                                 (4)  

The SST value is the sum of the squares of each factor (SST=SSA+SSB+SSC) and it can also be obtained by 
equation (4).   

𝑆𝑆𝑆𝑆𝐴𝐴 = �𝑛𝑛𝐴𝐴𝑖𝑖�η𝐴𝐴𝑖𝑖 − η𝑚𝑚�
2

𝑘𝑘𝐴𝐴

𝑖𝑖=1

                                                           (5) 

Table 4 was obtained by using the data in equation (4) and the data in equation (5). 
 

Table 4. ANOVA table for Optimum Ratio of Dimple diameter to HAZ diameter. 
 

 
 

 
Average S/N 

 
 

1st 
level 

2nd 

level 
3rd 

level 
Degree of 
Freedom 

Effect Rate Optimum 
Parameters 

Scan Speed (mm/s) -0.36 -0.61 -0.49 4 71.86 50 mm/s 
Power (W)) -0.44 -0.57 -0.45 4 23.02 120 W 
Frequency (kHz) -0.48 -0.52 -0.46 4 5.12 50 kHz 
Total -0.48  100  
Optimum S/N -0.28 
Optimum Ratio of Minimum Dimple diameter to HAZ diameter 0.97 
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Figure 2. Main effect plot for laser power on the ratio of cavity diameter to HAZ diameter. 
 

As shown in Figure 2, increasing the laser exposure duration from 5 seconds to 10 seconds results in 
a decrease in the diameter ratio. However, further increasing the duration from 10 seconds to 15 seconds 
leads to an increase in the width ratio, but at a slower rate than previously observed. The highest width-to-
diameter ratio was recorded when the laser exposure duration was set at 5 seconds. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Main effect plot for laser power on the ratio of cavity diameter to HAZ diameter. 

As seen in the Figure 3, increasing the laser power from 60 W to 90 W results in a decrease in the 
width ratio. Conversely, when the laser power is increased from 90 W to 120 W, the width ratio increases. 
The highest width ratio was observed at 60 W, but a nearly identical ratio was also reached at 120 W. 
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Figure 4. Main effect plot for laser frequency on the ratio of cavity diameter to HAZ diameter. 
 

As seen in Figure 4, when the laser frequency is increased from 5 kHz to 25 kHz, the ratio of the 
widths decreases. However, when the frequency is increased from 25 kHz to 50 kHz, the width ratio 
increases. The highest ratio was observed when the frequency was 5 kHz. 
 

 
 

The Taguchi method was used to optimize the largest cavity and the smallest heat-affected zone width in 
relation to this cavity. The optimum laser parameters were obtained as 5 s for laser exposure duration, 60 
W for laser power, and 50 kHz for laser frequency.  
As can be seen from the main effect plots, the ideal circularity has deviated from its optimal state at the 
middle values of all three parameters. Better results were observed at lower and high low and high values 
of the parameters compared to the middle values of the parameters. The best results can be obtained at low 
parameter values. However, cavity formation is not observed and becomes difficult at low values. In order 
to obtain deeper and circular dimples with better dimples, the laser should be applied for a longer time and 
the power of the applied laser beam should be high with equal quality. In addition, among the parameters 
analyzed in order to reach the desired result, the parameter that affected the result the most was calculated 
as laser exposure duration with a rate of 71,86 %. The influences of laser power and frequency on the results 
were comparatively lower, at 23.02% and 5.12% respectively. 
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Assume we have a prime ring denoted as 𝑅𝑅, with a characteristic distinct from two. The concept of a 
homoderivation refers to an additive map Η of a ring R that satisfies the property Η(𝑟𝑟1𝑟𝑟2) = Η(𝑟𝑟1)𝑟𝑟2 +
𝑟𝑟1Η(𝑟𝑟2) + Η(𝑟𝑟1)Η(𝑟𝑟2),∀𝑟𝑟1, 𝑟𝑟2 ∈ 𝑅𝑅. This article aims to obtain results for prime rings, ideals, and Lie ideals 
by utilizing the concept of homoderivation in conjunction with the established theory of derivations. 
Keywords: Prime ring, Homoderivation, Lie ideal, Jordan ideal. 
 

 
 

Let 𝑅𝑅 be a ring, with 𝑍𝑍(𝑅𝑅) denoting its center. The commutator of 𝑟𝑟1 and 𝑟𝑟2 in 𝑅𝑅 is denoted by [𝑟𝑟1, 𝑟𝑟2], 
while the anti-commutator is denoted by 𝑟𝑟1 ∘ 𝑟𝑟2 = (𝑟𝑟1, 𝑟𝑟2). A nontrivial additive subset 𝑈𝑈 within the ring 𝑅𝑅 
is referred to as a Lie ideal if it satisfies the condition [𝑈𝑈,𝑅𝑅] ⊂ 𝑈𝑈. A well-known result due to Bergen et al. 
(1981) is that if 𝑈𝑈 is a Lie ideal of R such that 𝑈𝑈 ⊈ 𝑍𝑍(𝑅𝑅), then there exists an ideal 𝐼𝐼 in 𝑅𝑅 satisfying [𝐼𝐼,𝑅𝑅] ⊂
𝑈𝑈 but [𝐼𝐼,𝑅𝑅] ⊈ 𝑍𝑍(𝑅𝑅). Furthermore, in accordance with Sofy (2000), for any subset , a function  is 

considered to preserve  if , and it is termed zero-power valued on  if it meets the 
criteria of preserving , with the additional requirement that for each , there exists a positive integer 

  such that . 
In the ring theory, derivations are additive mappings that satisfy the condition 

𝐷𝐷(𝑟𝑟1𝑟𝑟2) = 𝐷𝐷(𝑟𝑟1)𝑟𝑟2 + 𝑟𝑟1𝐷𝐷(𝑟𝑟2) 
for all 𝑟𝑟1, 𝑟𝑟2 ∈ 𝑅𝑅.  
The concept of a generalized derivation was introduced by Brēsar ([18]) in the following manner: An 
additive mapping  is referred to as a generalized derivation if there is a derivation 𝜕𝜕 such that 
 

𝐺𝐺(𝑟𝑟1𝑟𝑟2) = 𝐺𝐺(𝑟𝑟1)𝑟𝑟2 + 𝑟𝑟1𝜕𝜕(𝑟𝑟2) 
for all 𝑟𝑟1, 𝑟𝑟2 ∈ 𝑅𝑅. 
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Throughout the last three decades, numerous authors have contributed to the establishment of the 
most fundamental theorems in ring theory by incorporating automorphisms or derivatives and proving 
commutation theorems for prime rings, semiprime rings, or suitable subsets. As the definition of derivation 
evolved, the field of study expanded to include generalized derivations, (𝛼𝛼,𝛽𝛽)-derivations, and semi-
derivations. Recently, El Sofy proposed a new definition of homoderivations, which includes derivations 
as a special case [8]. By this definition, 
  

ℎ(𝑟𝑟1𝑟𝑟2) = ℎ(𝑟𝑟1)ℎ(𝑟𝑟2) + ℎ(𝑟𝑟1)𝑟𝑟2 + 𝑟𝑟1ℎ(𝑟𝑟2) 
 
is a homoderivation on R as additive mapping ℎ:𝑅𝑅 → 𝑅𝑅 for all 𝑟𝑟1, 𝑟𝑟2 ∈ 𝑅𝑅. An example of a homoderivation 
is ℎ(𝑟𝑟) = 𝜌𝜌(𝑟𝑟)− 𝑟𝑟 for all 𝑟𝑟 ∈ 𝑅𝑅, where 𝜌𝜌 is an endomorphism on R. A recent study by Sofy showed that if 
ℎ(𝑟𝑟)ℎ(𝑠𝑠) = 0 for all 𝑟𝑟, 𝑠𝑠 ∈ 𝑅𝑅, then ℎ = 0, and Rehman et al. extended this result to 𝐼𝐼 ideals of 𝑅𝑅 [16]. 
 

In recent years, researchers have been exploring various generalizations of homoderivations on rings. 
One such generalization is the notion of generalized homoderivations, which extend the classical concept 
of homoderivations to noncommutative rings [1, 6, 14, 16]. As time progresses, one observes that 
generalizations of this derivative type are also beginning to be introduced [3, 7]. This paper explores 
implications for homoderivations of Lie ideals that have not been previously examined in the literature. 
Additionally, we have included some of the results obtained for ideals. Our work is motivated by several 
fundamental theorems in ring theory that involve automorphisms or derivatives and establish commutation 
theorems for prime rings, semiprime rings, or suitable subsets. Some notable inspirations for our work 
include ([15, 11, 12, 4]). We hope that our findings will contribute to the ongoing generalizations of the 
concept of homoderivations and their applications in ring theory.  
 

 
 
In this section, we examine some basic properties using homoderivations under the conditions we assume 
for the ideals of the ring, and in particular for the Lie ideals. 
 
Lemma 2.1. [5] A group cannot be represented as the union of two of its proper subgroups. 
 
Lemma2.2. [13] Let 𝑏𝑏 and 𝑎𝑎𝑏𝑏 be in the center of a prime ring 𝑅𝑅. If 𝑏𝑏 is not zero, then 𝑎𝑎 is in 𝑍𝑍(𝑅𝑅). 
 
Lemma2.3. [8] Let ℎ:𝑅𝑅 → 𝑅𝑅 be a homoderivation. If ℎ2(𝑅𝑅) = 0 then ℎ = 0. 
 
Lemma2.4. Let ℎ1 and ℎ2 be two nonzero homoderivations on R. If ℎ1ℎ2(𝑅𝑅) = 0 then ℎ1 = 0 or ℎ2 = 0. 
 
Proof.   Let 

ℎ1ℎ2(𝑟𝑟𝑠𝑠) = 0 
  
for all 𝑟𝑟, 𝑠𝑠 ∈ 𝑅𝑅. 0 = ℎ1�ℎ2(𝑟𝑟𝑠𝑠)� = ℎ1�ℎ2(𝑟𝑟)𝑠𝑠 + 𝑟𝑟ℎ2(𝑠𝑠) + ℎ2(𝑟𝑟)ℎ2(𝑠𝑠)� = ℎ2(𝑟𝑟)ℎ1(𝑠𝑠) + ℎ1(𝑟𝑟)ℎ2(𝑠𝑠). 
Hence, replacing ℎ2(𝑟𝑟) by 𝑟𝑟, 

ℎ22(𝑟𝑟)ℎ1(𝑠𝑠) = 0                                                                          (1) 
 
for all 𝑟𝑟, 𝑠𝑠 ∈ 𝑅𝑅. By putting 𝑠𝑠𝑠𝑠 instead of 𝑠𝑠, we have ℎ22(𝑟𝑟)𝑠𝑠ℎ1(𝑠𝑠) = 0 for all 𝑟𝑟, 𝑠𝑠, 𝑠𝑠 ∈ 𝑅𝑅. Thus, 

ℎ22(𝑅𝑅)𝑅𝑅ℎ1(𝑅𝑅) = 0 

2. RESULTS  
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Since 𝑅𝑅 is a prime ring and from Lemma 2.3 it becomes ℎ1 = 0 or ℎ2 = 0. 
 
Lemma 2.5. [8] Let ℎ be a homoderivation of 𝑅𝑅. If [ℎ(𝑅𝑅),𝑎𝑎] = 0 then ℎ = 0 or 𝑎𝑎 ∈ 𝑍𝑍(𝑅𝑅). 
 

Here are two apparent corollaries stemming from this lemma: 
 
Corollary 2.6. Let ℎ be a homoderivation of 𝑅𝑅. If ℎ(𝑅𝑅) ⊂ 𝑍𝑍(𝑅𝑅) then ℎ = 0 or 𝑅𝑅 is commutative. 
 
Corollary 2.7. Let ℎ be a homoderivation and U be a Lie ideal of 𝑅𝑅. If [ℎ(𝑅𝑅),𝑈𝑈] = 0 then ℎ = 0 or 𝑈𝑈 ⊂
𝑍𝑍(𝑅𝑅). 
 
Lemma 2.8. [8] Assume R is a prime ring with a non-trivial two-sided ideal 𝐼𝐼 ≠ (0). If 𝑅𝑅 contains a nonzero 
homo derivation ℎ that both commutes and exhibits zero power valuation on 𝐼𝐼, then 𝑅𝑅 must be commutative. 
 
Theorem 2.9. Let 𝐼𝐼 and 𝐿𝐿 be nonzero ideals of 𝑅𝑅. If ℎ is a zero-power valued nonzero homoderivation on 
𝐼𝐼 and 𝐿𝐿 such that ℎ(𝐼𝐼) ⊂ 𝑍𝑍(𝐿𝐿) then 𝑅𝑅 is commutative. 
 
Proof.   Let ℎ(𝐼𝐼) ⊂ 𝑍𝑍(𝐿𝐿). According to this hypothesis  [ℎ(𝑥𝑥𝑟𝑟), 𝑠𝑠] = 0, 𝑥𝑥 ∈ 𝐼𝐼, 𝑠𝑠, 𝑟𝑟 ∈ 𝐿𝐿. Thus 

0 = [ℎ(𝑥𝑥)ℎ(𝑟𝑟) + ℎ(𝑥𝑥)𝑟𝑟 + 𝑥𝑥ℎ(𝑟𝑟), 𝑠𝑠] = ℎ(𝑥𝑥)[ℎ(𝑟𝑟), 𝑠𝑠] + ℎ(𝑥𝑥)[𝑟𝑟, 𝑠𝑠] + 𝑥𝑥[ℎ(𝑟𝑟), 𝑠𝑠] + [𝑥𝑥, 𝑠𝑠]ℎ(𝑟𝑟)        (2) 
  
 In equation (2) replace 𝑟𝑟 by 𝑠𝑠 to get 

0 = ℎ(𝑥𝑥)[ℎ(𝑠𝑠), 𝑠𝑠] + 𝑥𝑥[ℎ(𝑠𝑠), 𝑠𝑠] + [𝑥𝑥, 𝑠𝑠]ℎ(𝑠𝑠)                                             (3) 
 
  
Now, if we take 𝑟𝑟𝑥𝑥 instead of 𝑥𝑥 in the Equation (3) equation, we find 0 = ℎ(𝑟𝑟𝑥𝑥)[ℎ(𝑠𝑠), 𝑠𝑠] + 𝑟𝑟𝑥𝑥[ℎ(𝑠𝑠), 𝑠𝑠] +
[𝑟𝑟𝑥𝑥, 𝑠𝑠]ℎ(𝑠𝑠) = ℎ(𝑟𝑟)𝑥𝑥[ℎ(𝑠𝑠), 𝑠𝑠] + 𝑟𝑟ℎ(𝑥𝑥)[ℎ(𝑠𝑠), 𝑠𝑠] +  ℎ(𝑟𝑟)ℎ(𝑥𝑥)[ℎ(𝑠𝑠), 𝑠𝑠] + 𝑟𝑟𝑥𝑥[ℎ(𝑠𝑠), 𝑠𝑠] + 𝑟𝑟[𝑥𝑥, 𝑠𝑠]ℎ(𝑠𝑠) +
[𝑟𝑟, 𝑠𝑠]𝑥𝑥ℎ(𝑠𝑠) = ℎ(𝑟𝑟)𝑥𝑥[ℎ(𝑠𝑠), 𝑠𝑠] + ℎ(𝑟𝑟)ℎ(𝑥𝑥)[ℎ(𝑠𝑠), 𝑠𝑠] + [𝑟𝑟, 𝑠𝑠]𝑥𝑥ℎ(𝑠𝑠). If we choose to use 𝑠𝑠 instead of 𝑟𝑟 in this 
last equation 

ℎ(𝑠𝑠)�𝑥𝑥 + ℎ(𝑥𝑥)�[ℎ(𝑠𝑠), 𝑠𝑠] = 0                                                               (4) 
 
Since ℎ is zero-power valued on 𝐼𝐼, there exists an integer 𝑛𝑛(𝑥𝑥) > 1  such that ℎ𝑛𝑛(𝑥𝑥) = 0, for all 𝑥𝑥 ∈ 𝐼𝐼. 
Replacing 𝑥𝑥 by 𝑥𝑥 − ℎ(𝑥𝑥) + ℎ2(𝑥𝑥) + ⋯… . . +(−1)𝑛𝑛(𝑥𝑥)−1ℎ𝑛𝑛(𝑥𝑥)−1 in Equation (4), for all 𝑥𝑥 ∈ 𝐼𝐼, 𝑠𝑠 ∈ 𝐿𝐿 

ℎ(𝑠𝑠)𝑥𝑥[ℎ(𝑠𝑠), 𝑠𝑠] = 0 
 

We put 𝐾𝐾1 = {𝑠𝑠 ∈ 𝐿𝐿|ℎ(𝑠𝑠) = 0} and 𝐾𝐾2 = {𝑠𝑠 ∈ 𝐿𝐿|[ℎ(𝑠𝑠), 𝑠𝑠] = 0}. 𝐾𝐾1 and 𝐾𝐾2 both are additive 
subgroups of 𝐿𝐿. Through the Lemma 2.1 we arrive at 𝐾𝐾1 = 𝐿𝐿 or 𝐾𝐾2 = 𝐿𝐿. It is clear that if 𝐾𝐾1 = 𝐿𝐿 then 
ℎ(𝐿𝐿) = 0. Since ℎ is a nonzero homoderivation [ℎ(𝑠𝑠), 𝑠𝑠] = 0 for all 𝑠𝑠 ∈ 𝐿𝐿 we see from Lemma 2.8 𝑅𝑅 is 
commutative. 
 
Lemma 2.10. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a nonzero homoderivation, 𝑎𝑎 be a fixed element of 𝑅𝑅 and ℎ(𝑅𝑅 ∘ 𝑎𝑎) = 0. 
Then ℎ(𝑎𝑎) = 0 or 𝑎𝑎 ∈ 𝑍𝑍(𝑅𝑅) 
 
Proof. Let ℎ(𝑅𝑅 ∘ 𝑎𝑎) = 0. Hence 
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0 = ℎ(𝑟𝑟𝑠𝑠 ∘ 𝑎𝑎) = ℎ(𝑟𝑟(𝑠𝑠 ∘ 𝑎𝑎)− [𝑟𝑟, 𝑎𝑎]𝑠𝑠) 
 
for all 𝑟𝑟, 𝑠𝑠 ∈ 𝑅𝑅. Replacing 𝑟𝑟 by 𝑎𝑎 we have ℎ(𝑎𝑎)(𝑠𝑠 ∘ 𝑎𝑎) = 0. Replacing 𝑠𝑠 by 𝑠𝑠𝑥𝑥 then 0 = ℎ(𝑎𝑎)(𝑠𝑠𝑥𝑥 ∘ 𝑎𝑎) =
ℎ(𝑎𝑎)𝑠𝑠[𝑥𝑥, 𝑎𝑎] for all 𝑥𝑥, 𝑠𝑠 ∈ 𝑅𝑅. We obtain ℎ(𝑎𝑎) = 0 or 𝑎𝑎 ∈ 𝑍𝑍(𝑅𝑅). 
 
Lemma 2.11. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a nonzero homoderivation and 𝐼𝐼 be a nonzero ideal of 𝑅𝑅. If 𝑎𝑎 and 𝑏𝑏 are fixed 
elements of 𝑅𝑅 such that 𝑏𝑏ℎ(𝐼𝐼 ∘ 𝑎𝑎) = 0 then ℎ(𝑎𝑎) = 0  or 𝑏𝑏[𝑏𝑏,𝑎𝑎]=0. 
 
Proof. If 𝑏𝑏ℎ(𝐼𝐼 ∘ 𝑎𝑎) = 0 then 0 = 𝑏𝑏ℎ�(𝑥𝑥𝑎𝑎, 𝑎𝑎)� = 𝑏𝑏ℎ�(𝑥𝑥, 𝑎𝑎)𝑎𝑎� = 𝑏𝑏(𝑥𝑥, 𝑎𝑎)ℎ(𝑎𝑎). From [10] ℎ(𝑎𝑎) = 0  or 
𝑏𝑏[𝑏𝑏,𝑎𝑎]=0. 
 
Lemma 2.12. Let ℎ be a nonzero homoderivation, 𝐼𝐼 be a nonzero ideal of 𝑅𝑅 and 𝜇𝜇 be an automorphism of 
𝑅𝑅. If 𝑎𝑎 is a fixed element of 𝑅𝑅 such that ℎ𝜇𝜇(𝐼𝐼,𝑎𝑎) = 0 then 𝑎𝑎 ∈ 𝑍𝑍(𝑅𝑅) or ℎ𝜇𝜇(𝑎𝑎) = 0. 
 
Proof. For all 𝑥𝑥 ∈ 𝐼𝐼, ℎ𝜇𝜇(𝑥𝑥𝑎𝑎, 𝑎𝑎) = ℎ𝜇𝜇�(𝑥𝑥,𝑎𝑎)𝑎𝑎� = ℎ�𝜇𝜇(𝑥𝑥, 𝑎𝑎)𝜇𝜇(𝑎𝑎)� = ℎ�𝜇𝜇(𝑥𝑥,𝑎𝑎)�ℎ𝜇𝜇(𝑎𝑎) +
ℎ�𝜇𝜇(𝑥𝑥,𝑎𝑎)�𝜇𝜇(𝑎𝑎) + 𝜇𝜇(𝑥𝑥, 𝑎𝑎)ℎ𝜇𝜇(𝑎𝑎). So, we have 𝜇𝜇(𝐼𝐼, 𝑎𝑎)ℎ𝜇𝜇(𝑎𝑎) = 0. From [10], 𝑎𝑎 ∈ 𝑍𝑍(𝑅𝑅) or ℎ𝜇𝜇(𝑎𝑎) = 0. 
 
Lemma 2.13. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a homoderivation and a be a fixed element of 𝑅𝑅. If ℎ([𝑅𝑅,𝑎𝑎]) = 0 then ℎ =
0 or 𝑎𝑎 ∈ 𝑍𝑍(𝑅𝑅). 
 
Proof. If ℎ([𝑅𝑅, 𝑎𝑎]) = 0, for all 𝑟𝑟 ∈ 𝑅𝑅, ℎ([𝑎𝑎𝑟𝑟, 𝑎𝑎]) = ℎ(𝑎𝑎)[𝑟𝑟,𝑎𝑎] = 0. If we replace 𝑟𝑟 with 𝑟𝑟𝑥𝑥, 𝑥𝑥 ∈ 𝑅𝑅 

ℎ(𝑎𝑎)𝑅𝑅[𝑅𝑅,𝑎𝑎] = 0 

Since 𝑅𝑅 is prime, we find that 𝑎𝑎 ∈ 𝑍𝑍(𝑅𝑅) or ℎ(𝑎𝑎) = 0. If ℎ(𝑎𝑎) = 0 then 0 = ℎ([𝑟𝑟, 𝑎𝑎]) = [ℎ(𝑟𝑟),𝑎𝑎], for all 
𝑟𝑟 ∈ 𝑅𝑅. Thus [ℎ(𝑅𝑅),𝑎𝑎] = 0. We obtain by Lemma 2.5 ℎ = 0. 
 
Corollary 2.14. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a homoderivation and let U be a Lie ideal of 𝑅𝑅. If ℎ([𝑅𝑅,𝑈𝑈]) = 0 then ℎ =
0 or 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 
Proof. Applying Lemma 2.13 and Corollary 2.7 sequentially makes the proof evident. 
 
Lemma 2.15. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a homoderivation. If 𝐼𝐼 is a nonzero right ideal of 𝑅𝑅 and for all 𝑥𝑥 ∈ 𝐼𝐼, if 
ℎ(𝑥𝑥) = 𝑥𝑥, then ℎ(𝑠𝑠) = 0 for all 𝑠𝑠 ∈ 𝑅𝑅. 
 
Proof. By the hypothesis that for any 𝑥𝑥 ∈ 𝐼𝐼, 𝑠𝑠, 𝑠𝑠 ∈ 𝑅𝑅, ℎ(𝑥𝑥𝑠𝑠𝑠𝑠) = 𝑥𝑥𝑠𝑠𝑠𝑠, on the other hand, if we apply ℎ 
homoderivation in this expression ℎ(𝑥𝑥𝑠𝑠𝑠𝑠) = ℎ(𝑥𝑥𝑠𝑠)𝑠𝑠 + ℎ(𝑥𝑥𝑠𝑠)ℎ(𝑠𝑠) + 𝑥𝑥𝑠𝑠ℎ(𝑠𝑠) = 𝑥𝑥𝑠𝑠𝑠𝑠. Again, from our 
hypothesis we get ℎ(𝑥𝑥𝑠𝑠)ℎ(𝑠𝑠) + 𝑥𝑥𝑠𝑠ℎ(𝑠𝑠) = 0 and hence 2𝑥𝑥𝑠𝑠ℎ(𝑠𝑠) = 0. 
Since  𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑅𝑅 ≠ 2, 𝑥𝑥𝑠𝑠ℎ(𝑠𝑠) = 0. 𝐼𝐼 is a nonzero ideal from hypothesis then ℎ(𝑠𝑠) = 0 for all 𝑠𝑠 ∈ 𝑅𝑅. 
 
Lemma 2.16. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a nonzero homoderivation and let U be a Lie ideal on 𝑅𝑅. If ℎ(𝑢𝑢) = 𝑢𝑢 for all 
𝑢𝑢 ∈ 𝑈𝑈, then 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 
Proof. By the hypothesis that ℎ(𝑢𝑢) = 𝑢𝑢 for all 𝑢𝑢 ∈ 𝑈𝑈 we have ℎ([𝑢𝑢, 𝑟𝑟]) = [𝑢𝑢, 𝑟𝑟] for all 𝑟𝑟 ∈ 𝑅𝑅, 𝑢𝑢 ∈ 𝑈𝑈. Hence 
ℎ([𝑢𝑢, 𝑟𝑟]) = [ℎ(𝑢𝑢), 𝑟𝑟] + [𝑢𝑢, ℎ(𝑟𝑟)] + [ℎ(𝑢𝑢),ℎ(𝑟𝑟)] = [𝑢𝑢, 𝑟𝑟]. Now we get for all 𝑟𝑟 ∈ 𝑅𝑅, 𝑢𝑢 ∈ 𝑈𝑈 

2[𝑢𝑢,ℎ(𝑟𝑟)] = 0. 
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Since 𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑅𝑅 ≠ 2we have [𝑈𝑈,ℎ(𝑅𝑅)] = 0. Hence from Corollary 2.7, 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 
Lemma 2.17. [9] Let 𝑈𝑈 be a Lie ideal of 𝑅𝑅. If ℎ(𝑈𝑈) = 0 then ℎ = 0 or 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 
Lemma 2.18. Let ℎ be a nonzero homo derivation on 𝑅𝑅, 𝑎𝑎 be a fixed element of 𝑅𝑅 and 𝜃𝜃 be an automorphism 
on R. If 𝑎𝑎ℎ𝜃𝜃(𝐼𝐼) = 0, then 𝑎𝑎 = 0. 
 
Proof. If 𝑎𝑎ℎ𝜃𝜃(𝐼𝐼) = 0  then 0 = 𝑎𝑎ℎ𝜃𝜃(𝑥𝑥𝑟𝑟) = 𝑎𝑎𝜃𝜃(𝑥𝑥)ℎ𝜃𝜃(𝑟𝑟). Thus 𝑎𝑎𝜃𝜃(𝐼𝐼)ℎ𝜃𝜃(𝑅𝑅) = 0. Since 𝜃𝜃(𝐼𝐼) is a nonzero 
ideal of 𝑅𝑅, we obtain 𝑎𝑎 = 0. 
 
Theorem 2.19. Let ℎ be a nonzero homoderivation 𝑎𝑎 be a fixed element of 𝑅𝑅 and let 𝑈𝑈 be a noncentral Lie 
ideal on 𝑅𝑅. If 𝑎𝑎ℎ(𝑈𝑈) = 0 (ℎ(𝑈𝑈)𝑎𝑎 = 0) then 𝑎𝑎 = 0. 

Proof. In our hypothesis, we assumed that 𝑈𝑈 is a noncentral Lie ideal. Under this assumption, there exists 
an 𝐼𝐼 ≠ 0 ideal in  𝑅𝑅 such that [𝐼𝐼,𝑅𝑅] ⊂ 𝑈𝑈 but [𝐼𝐼,𝑅𝑅] ⊈ 𝑍𝑍(𝑅𝑅) as stated in [4]. Thus, for all 𝑥𝑥 ∈ 𝑅𝑅,𝑚𝑚 ∈ 𝐼𝐼, the 
relation [𝑥𝑥𝑚𝑚,𝑚𝑚] = [𝑥𝑥,𝑚𝑚]𝑚𝑚 ∈ 𝑈𝑈 holds true due to [𝑅𝑅, 𝐼𝐼] ⊂ 𝑈𝑈. Consequently, based on our hypothesis, we 
can conclude that 

0 = 𝑎𝑎ℎ([𝑥𝑥,𝑚𝑚]𝑚𝑚) = 𝑎𝑎[𝑥𝑥,𝑚𝑚]ℎ(𝑚𝑚) = 𝑎𝑎ℎ([𝑥𝑥,𝑚𝑚])ℎ(𝑚𝑚) = 𝑎𝑎[𝑥𝑥,𝑚𝑚]ℎ(𝑚𝑚) 

𝑎𝑎[𝑥𝑥,𝑚𝑚]ℎ(𝑚𝑚) = 0.                                                                          (5) 
 
Taking here ℎ(𝑢𝑢)𝑥𝑥 for 𝑥𝑥 in Equation (5), we have 
 

0 = 𝑎𝑎[ℎ(𝑢𝑢)𝑥𝑥,𝑚𝑚]ℎ(𝑚𝑚) = 𝑎𝑎ℎ(𝑢𝑢)[𝑥𝑥,𝑚𝑚]ℎ(𝑚𝑚) + 𝑎𝑎[ℎ(𝑢𝑢),𝑚𝑚]𝑥𝑥ℎ(𝑚𝑚) 
 
for all 𝑢𝑢 ∈ 𝑈𝑈, thus 

𝑎𝑎[ℎ(𝑈𝑈),𝑚𝑚]𝑅𝑅ℎ(𝑚𝑚) = 0. 
 
for all 𝑚𝑚 ∈ 𝐼𝐼. Let 𝑆𝑆1 = {𝑚𝑚 ∈ 𝐼𝐼|𝑎𝑎[ℎ(𝑢𝑢),𝑚𝑚] = 0} and 𝑆𝑆2 = {𝑚𝑚 ∈ 𝐼𝐼|ℎ(𝑚𝑚) = 0}. Utilizing Lemma 2.1, we 
see either ℎ(𝐼𝐼) = 0 or 𝑎𝑎[ℎ(𝑈𝑈), 𝐼𝐼] = 0. But ℎ is a nonzero homoderivation of 𝑅𝑅 we obtain 
 

𝑎𝑎[ℎ(𝑈𝑈), 𝐼𝐼] = 0 

We have for all 𝑚𝑚 ∈ 𝐼𝐼, 𝑢𝑢 ∈ 𝑈𝑈, 𝑎𝑎[ℎ(𝑢𝑢),𝑚𝑚] = 0. Hence, we arrive at 𝑎𝑎 = 0 or ℎ(𝑢𝑢) = 0. By Lemma 2.17 
𝑎𝑎 = 0  or 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). Since 𝑈𝑈 ⊈ 𝑍𝑍(𝑅𝑅), we obtain 𝑎𝑎 = 0. 

(If the method described above is used it can also be easily shown that the same result will be obtained 
when ℎ(𝑈𝑈)𝑎𝑎 = 0.) 
 
Theorem 2.20. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a nonzero homoderivation and 𝑈𝑈 be a noncentral Lie ideal on 𝑅𝑅. If ℎ(𝑈𝑈) ⊂
𝑍𝑍(𝑅𝑅), then 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 
Proof. By Lemma 2.17 ℎ(𝑈𝑈) ≠ 0. Let 𝑟𝑟 = [𝑢𝑢, 𝑥𝑥] ∈ 𝑈𝑈 for all 𝑢𝑢 ∈ 𝑈𝑈, 𝑥𝑥 ∈ 𝑅𝑅. then, 𝑢𝑢[𝑢𝑢,𝑥𝑥] = 𝑢𝑢𝑟𝑟 ∈ 𝑈𝑈. Thus 

0 = [ℎ(𝑢𝑢𝑟𝑟),𝑦𝑦] = ℎ(𝑢𝑢)[𝑟𝑟, 𝑦𝑦] + [𝑢𝑢, 𝑦𝑦]ℎ(𝑟𝑟) 

ℎ(𝑢𝑢)[𝑟𝑟, 𝑦𝑦] + [𝑢𝑢, 𝑦𝑦]ℎ(𝑟𝑟) = 0                                                               (6) 
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for all 𝑢𝑢 ∈ 𝑈𝑈, 𝑥𝑥,𝑦𝑦 ∈ 𝑅𝑅.  We substitute 𝑦𝑦𝑢𝑢 for 𝑦𝑦 in this equation to obtain 

ℎ(𝑢𝑢)[𝑟𝑟,𝑦𝑦𝑢𝑢] + [𝑢𝑢,𝑦𝑦𝑢𝑢]ℎ(𝑟𝑟) = ℎ(𝑢𝑢)𝑦𝑦[𝑟𝑟, 𝑢𝑢] + +ℎ(𝑢𝑢)[𝑟𝑟, 𝑦𝑦]𝑢𝑢 + [𝑢𝑢, 𝑦𝑦]𝑢𝑢ℎ(𝑟𝑟) = 0 
 
for all 𝑢𝑢 ∈ 𝑈𝑈, 𝑥𝑥,𝑦𝑦 ∈ 𝑅𝑅. Since ℎ(𝑟𝑟) ∈ 𝑍𝑍(𝑅𝑅) using the relation Equation (6) we obtain ℎ(𝑢𝑢)𝑦𝑦[𝑟𝑟, 𝑢𝑢] = 0. 
Hence 

ℎ(𝑢𝑢)𝑅𝑅[𝑟𝑟, 𝑢𝑢] = 0 
 
for all 𝑢𝑢 ∈ 𝑈𝑈, 𝑥𝑥 ∈ 𝑅𝑅 (𝑟𝑟 = [𝑢𝑢,𝑥𝑥]). Let 𝑇𝑇1 = {𝑢𝑢 ∈ 𝑈𝑈|[𝑢𝑢, 𝑥𝑥]𝑢𝑢 = 0} and 𝑇𝑇2 = {𝑢𝑢 ∈ 𝑈𝑈|ℎ(𝑢𝑢) = 0}. Through the 
𝑇𝑇1 and 𝑇𝑇2 additive subgroups of 𝑅𝑅, from Lemma 2.1 and ℎ(𝑈𝑈) ≠ 0, we arrive at 
 

�[𝑢𝑢, 𝑥𝑥],𝑢𝑢� = 0 
 
for all 𝑢𝑢 ∈ 𝑈𝑈. If 𝑈𝑈 ⊈ 𝑍𝑍(𝑅𝑅) then 𝑢𝑢 ∉ 𝑍𝑍(𝑅𝑅) for at least one 𝑢𝑢 ∈ 𝑈𝑈. Let define a nonzero inner derivation 
𝑑𝑑𝑢𝑢:𝑅𝑅 → 𝑅𝑅 induced by 𝑢𝑢. Hence 

𝑑𝑑𝑢𝑢�𝑑𝑑𝑢𝑢(𝑥𝑥)� = �𝑢𝑢, [𝑢𝑢, 𝑥𝑥]� = 0 
 
for all 𝑥𝑥 ∈ 𝑅𝑅. That is 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅) by [17]. 
 

Example. Let 𝑅𝑅 = ��𝑘𝑘1 𝑘𝑘2
0 𝑘𝑘3

� |𝑘𝑘1, 𝑘𝑘2,𝑘𝑘3 ∈ ℐ, 𝑠𝑠ℎ𝑒𝑒 𝑠𝑠𝑒𝑒𝑠𝑠 𝑜𝑜𝑜𝑜 𝑖𝑖𝑛𝑛𝑠𝑠𝑒𝑒𝑖𝑖𝑒𝑒𝑟𝑟𝑠𝑠� be a ring, on this case 𝑈𝑈 = �𝑘𝑘1 𝑘𝑘2
0 𝑘𝑘1

� is 

a Lie ideal on 𝑅𝑅.  

Let 𝑎𝑎 = �0 1
0 0� ∈ 𝑅𝑅. Defining ℎ is follows: 

ℎ �𝑘𝑘1 𝑘𝑘2
0 𝑘𝑘3

� = �0 𝑘𝑘3 − 𝑘𝑘1
0 0

� 

It can be seen that ℎ is a homoderivation. However, the condition of the above theorem is not satisfied. It 
is important that the ring is a prime. 
 
Theorem 2.21. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a nonzero homoderivation and 𝑈𝑈 be a Lie ideal on 𝑅𝑅. If ℎ preserves 𝑈𝑈 and 
ℎ2(𝑈𝑈) = 0 then 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 
Proof.  Assume that 𝑈𝑈 is a noncentral Lie ideal on the ring 𝑅𝑅. By [4],  𝑆𝑆 = [𝑈𝑈,𝑈𝑈] is a noncentral Lie İdeal 
of 𝑅𝑅. If we show that 𝑆𝑆 ⊂ 𝑍𝑍(𝑅𝑅), we have what we want. From [4], there exists a nonzero ideal 𝐼𝐼 ideal in 𝑅𝑅 
which satisfies the condition [𝐼𝐼,𝑅𝑅] ⊂ 𝑈𝑈 but at the same time [𝐼𝐼,𝑅𝑅] ⊈ 𝑍𝑍(𝑅𝑅). For 𝑚𝑚 ∈ [𝐼𝐼,𝑅𝑅] ⊂ 𝑈𝑈 ∩ 𝐼𝐼 and 
𝑢𝑢 ∈ 𝑆𝑆 we get 𝜔𝜔 = ℎ(𝑢𝑢) ∈ ℎ(𝑆𝑆) ⊂ 𝑈𝑈. By the hypothesis ℎ(𝜔𝜔) = 0. Thus, 

0 = ℎ2([𝑚𝑚𝜔𝜔,𝑦𝑦]) = ℎ2(𝑚𝑚[𝜔𝜔, 𝑦𝑦] + [𝑚𝑚,𝑦𝑦]𝜔𝜔) 

= ℎ{ℎ(𝑚𝑚)[𝜔𝜔, 𝑦𝑦] + 𝑚𝑚ℎ[𝜔𝜔, 𝑦𝑦] + ℎ(𝑚𝑚)ℎ[𝜔𝜔,𝑦𝑦] + ℎ[𝑚𝑚, 𝑦𝑦]𝜔𝜔 + [𝑚𝑚, 𝑦𝑦]ℎ(𝜔𝜔) + ℎ[𝑚𝑚, 𝑦𝑦]ℎ(𝜔𝜔)}
= 2ℎ(𝑚𝑚)ℎ[𝜔𝜔, 𝑦𝑦] 

for all 𝑦𝑦 ∈ 𝑅𝑅. Since 𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑅𝑅 ≠ 2, for all 𝑚𝑚 ∈ [𝐼𝐼,𝑅𝑅] gives ℎ(𝑚𝑚)ℎ[𝜔𝜔,𝑦𝑦] = 0. 
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ℎ([𝐼𝐼,𝑅𝑅])ℎ[𝜔𝜔,𝑦𝑦] = 0 
 
for all 𝑦𝑦 ∈ 𝑅𝑅. Since [𝐼𝐼,𝑅𝑅] is a noncentral Lie ideal of 𝑅𝑅, by Lemma 2.19, we get 

ℎ[𝜔𝜔,𝑦𝑦] = ℎ[ℎ(𝑢𝑢),𝑦𝑦] = 0 
 
for all 𝑢𝑢 ∈ 𝑆𝑆, 𝑦𝑦 ∈ 𝑅𝑅. 

0 = ℎ[ℎ(𝑢𝑢),𝑦𝑦] = [ℎ2(𝑢𝑢),𝑦𝑦] + [ℎ(𝑢𝑢),ℎ(𝑦𝑦)] + [ℎ2(𝑢𝑢),ℎ(𝑦𝑦)] = [ℎ(𝑢𝑢),ℎ(𝑦𝑦)] 
 
and that is 

[ℎ(𝑢𝑢),ℎ(𝑦𝑦)] = 0 
 
for all 𝑢𝑢 ∈ 𝑆𝑆, 𝑦𝑦 ∈ 𝑅𝑅. By Lemma 2.5 we have ℎ(𝑢𝑢) ∈ 𝑍𝑍(𝑅𝑅), for all 𝑢𝑢 ∈ 𝑆𝑆 = [𝑈𝑈,𝑈𝑈]. That is 𝑆𝑆 = [𝑈𝑈,𝑈𝑈] ⊂
𝑍𝑍(𝑅𝑅). Let's remember our acceptance 𝑈𝑈 ⊈ 𝑍𝑍(𝑅𝑅). Then there exist elements 𝑎𝑎 and 𝑏𝑏 in 𝑈𝑈 such that neither 
of them belongs to the center of 𝑅𝑅  (Z(𝑅𝑅)). Now let's define two mappings 𝑑𝑑𝑎𝑎(𝑥𝑥) = [𝑎𝑎, 𝑥𝑥] and 𝑑𝑑𝑏𝑏(𝑥𝑥) =
[𝑏𝑏,𝑥𝑥] in 𝑅𝑅. Since [𝑎𝑎, 𝑥𝑥] ∈ 𝑈𝑈 �[𝑎𝑎,𝑥𝑥],𝑏𝑏� ∈ 𝑍𝑍(𝑅𝑅). �[𝑎𝑎,𝑥𝑥],𝑏𝑏 = �𝑎𝑎, [𝑥𝑥,𝑏𝑏]� + �[𝑎𝑎,𝑏𝑏],𝑥𝑥� = �𝑎𝑎, [𝑥𝑥,𝑏𝑏]� ∈ 𝑍𝑍(𝑅𝑅) ∈

𝑍𝑍(𝑅𝑅)� ∈ 𝑍𝑍(𝑅𝑅) and so, we have 𝑑𝑑𝑎𝑎𝑑𝑑𝑏𝑏(𝑅𝑅) ⊂ 𝑍𝑍(𝑅𝑅).  By Lee and Lee [9], we see that 𝑅𝑅 is commutative. This 
result contradicts of 𝑈𝑈 ⊈ 𝑍𝑍(𝑅𝑅). Therefore, 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 
Theorem 2.22. Let ℎ:𝑅𝑅 → 𝑅𝑅 be a nonzero homoderivation and 𝑈𝑈 be a Lie ideal of 𝑅𝑅. If [𝑈𝑈, ℎ(𝑈𝑈)] ⊂ 𝑍𝑍(𝑅𝑅), 
then 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 
Proof:  Let 𝑣𝑣 be an element of 𝑈𝑈. For all 𝑢𝑢 ∈ 𝑈𝑈 we have [𝑢𝑢, ℎ(𝑣𝑣)] ∈ 𝑍𝑍(𝑅𝑅). Thus 

0 = �[𝑢𝑢, ℎ(𝑣𝑣)], 𝑟𝑟� = �𝑢𝑢, [ℎ(𝑣𝑣), 𝑟𝑟]� + �[𝑢𝑢, 𝑟𝑟],ℎ(𝑣𝑣)� ∈ 𝑍𝑍(𝑅𝑅) 
 
for all 𝑟𝑟 ∈ 𝑅𝑅. Hence �𝑢𝑢, [ℎ(𝑣𝑣), 𝑟𝑟]� ∈ 𝑍𝑍(𝑅𝑅). For two inner derivations 𝑑𝑑1(𝑥𝑥) = [𝑢𝑢,𝑥𝑥]  and 𝑑𝑑2(𝑥𝑥) = [ℎ(𝑣𝑣), 𝑥𝑥]  
by 𝑢𝑢 and ℎ(𝑣𝑣) of 𝑅𝑅, we have 𝑑𝑑1𝑑𝑑2(𝑥𝑥) = [𝑢𝑢, [ℎ(𝑣𝑣), 𝑥𝑥]] ∈ 𝑍𝑍(𝑅𝑅) for all 𝑥𝑥 ∈ 𝑅𝑅. That is by [2] 𝑑𝑑1 = 0 or 𝑑𝑑2 =
0. Hence Theorem 2.20 yields that 𝑈𝑈 ⊂ 𝑍𝑍(𝑅𝑅). 
 

 
 

In this article, algebraic identities are obtained, including homoderivations on prime rings. We also 
examine algebraic identities involving homoderivations for an ideal of the prime ring or the Lie ideal. We 
establish that the Lie ideal, conforming to the identities elaborated upon in this section, resides within the 
core of the prime ring. In future studies, the hypotheses in this study can be examined using homoderivations 
of the prime ring and Jordan ideals. 
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Dimples on Al2O3 ceramic plates were created with a CO2 laser using different laser parameters. The effects 
of the laser parameters used on the dimple geometry were investigated and the necessary laser parameters 
were optimized to obtain the desired dimple geometry. Taguchi method was used in the optimization 
process. The effects of laser power, scan speed and laser frequency from laser parameters were investigated. 
Optimum laser parameters were determined as a result of the Taguchi Optimization method. In addition, 
the laser parameter with the highest effect on the result was determined. Optimum laser parameters were 
obtained as 60 W for laser power, 35 s for laser exposure duration and 50 kHz for laser frequency. 
Keywords: Al2O3, Ceramics, Optimization, Laser texturing, Laser parameters. 
 

 
 

Aluminum oxide, commonly known as Al2O3, is a versatile ceramic material with a wide range of 
applications in various industries (Sarkar et al., 2004). Its unique combination of exceptional mechanical, 
thermal, and electrical properties make it an ideal choice for numerous high-performance applications. 
Al2O3 ceramics are characterized by their high hardness, excellent wear resistance, and outstanding 
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corrosion resistance, making them suitable for use in harsh environments where other materials might fail. 
These ceramics are composed of a stable crystal structure, primarily consisting of corundum, which 
contributes to their remarkable stability and robustness.  

One of the most notable properties of Al2O3 ceramics is their exceptional thermal resistance. With a 
melting point of approximately 2050°C, Al2O3 exhibits remarkable thermal stability, making it an ideal 
material for high-temperature applications. Additionally, its low thermal expansion coefficient ensures 
minimal dimensional changes under varying temperatures, reducing the risk of thermal stress-induced 
failures. As a result, Al2O3 ceramics find extensive use in industries, such as aerospace, metallurgy, and 
manufacturing, where high-temperature processes and demanding thermal conditions are prevalent [37]. 

Apart from its exceptional mechanical and thermal properties, Al2O3 ceramics possess excellent 
dielectric and insulating characteristics [48]. This makes them highly desirable for electronic and electrical 
applications, including semiconductor packaging, high-power electrical insulators, and substrates for 
microelectronics. Their ability to withstand high voltages and resist electrical breakdown allows for 
efficient and reliable operation in demanding electrical environments. Moreover, Al2O3 ceramics can be 
tailored for specific electrical properties through dopants, offering engineers and researchers a degree of 
flexibility in designing electronic components. 

In the biomedical field, Al2O3 ceramics have garnered considerable attention for their biocompatibility 
and bio-inertness. When used as medical implants or prosthetics, Al2O3 ceramics exhibit excellent 
resistance to chemical reactions with body fluids and tissues, ensuring minimal adverse reactions. 
Furthermore, their high strength and wear resistance make them suitable for load-bearing applications in 
orthopedics and dentistry [34]. The biocompatibility, combined with the material's inert nature, contributes 
to its widespread use in hip joint replacements, dental implants, and other medical devices. 

Despite the numerous advantages, Al2O3 ceramics do present some challenges in their fabrication and 
processing. The material's high hardness can make shaping and machining difficult, requiring specialized 
manufacturing techniques, such as diamond grinding or laser cutting. Additionally, the inherent brittleness 
of ceramics poses concerns for their fracture toughness, which must be carefully considered in structural 
applications subjected to impact or dynamic loading [5]. Researchers continue to explore various 
techniques, including sintering additives and advanced processing methods, to enhance the fracture 
toughness and overall mechanical performance of Al2O3 ceramics. 

In conclusion, Al2O3 ceramics stand as a remarkable class of materials with diverse applications across 
numerous industries. Their exceptional properties, including high hardness, thermal stability, electrical 
insulation, and biocompatibility, make them indispensable in a wide range of critical applications. As 
researchers and engineers push the boundaries of material science, continued advancements in processing 
techniques and material design hold the promise of unlocking even more potential for Al2O3 ceramics in 
the future. 

Laser surface texturing is a cutting-edge technique used to modify the surface topography of materials 
through controlled laser ablation [24]. This involves the precise application of laser energy to create micro 
or nano-scale patterns, roughness, or features on the surface. The fundamental principle behind laser surface 
texturing lies in the interaction of the laser beam with the material, which leads to localized melting, 
vaporization, or solid-state phase changes. The resulting surface textures offer a myriad of advantages, 
including improved tribological properties, enhanced wettability, reduced friction, and tailored optical 
characteristics. As a versatile and non-contact method, laser surface texturing has gained widespread 
attention in various industries, from automotive and aerospace to biomedical and energy sectors. 

One of the key benefits of laser surface texturing is its ability to tailor surface properties based on 
specific requirements. By adjusting laser parameters, such as pulse duration, energy density, and spot size, 
engineers can precisely control the depth, shape, and spatial distribution of the textured features. For 
instance, in the automotive industry, laser texturing has been applied to engine cylinder walls to create 
specific patterns that improve oil retention and reduce friction, leading to enhanced fuel efficiency and 
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reduced emissions [9, 40]. In the field of microfluidics, laser-textured channels have been utilized to control 
fluid flow and optimize mixing, offering novel solutions for lab-on-a-chip devices and microreactors. 

The influence of laser wavelength and material characteristics on the surface texturing process cannot 
be overlooked. Different materials exhibit varying responses to laser energy, affecting the ablation 
mechanism and resulting surface features. Metals, ceramics, polymers, and even transparent materials can 
be textured using lasers with appropriate wavelengths and pulse characteristics[30]. Moreover, advances in 
ultrafast laser technology have enabled the creation of sub-wavelength surface structures, leading to unique 
optical properties, such as antireflection and light-trapping effects. These developments have opened up 
exciting possibilities for photovoltaic applications and laser-induced periodic surface structures (LIPSS) in 
photonics. 

However, challenges remain in the widespread adoption of laser surface texturing. The process 
demands precise control and stability of laser parameters to achieve consistent and repeatable results. 
Additionally, the high-power laser systems required for certain applications can be costly, limiting 
accessibility for some industries. Furthermore, the impact of laser-induced heat on the material's mechanical 
properties and potential surface damage necessitates a comprehensive understanding of the material's 
response to laser energy. To address these concerns, ongoing research efforts are focused on optimizing 
laser texturing techniques, developing cost-effective systems, and investigating new materials suitable for 
laser texturing. 

In conclusion, laser surface texturing has emerged as a powerful tool for surface modification, offering 
a wide range of possibilities for improving material performance and tailoring surface characteristics to 
meet specific application requirements. From enhancing the efficiency of mechanical systems to 
revolutionizing optical devices and microfluidics, the versatility of laser surface texturing holds significant 
promise for various industrial sectors. As research continues to advance, and technology becomes more 
accessible, the field of laser surface texturing is likely to witness even greater innovation and integration 
into diverse fields of science and engineering. 

Surface patterns play a crucial role in determining the mechanical and tribological properties of 
materials [43]. By altering the topographical features at the micro and nano scales, surface patterns can 
significantly affect the friction, wear resistance, and mechanical behavior of materials. The interaction 
between contacting surfaces is governed by these surface patterns, and their influence is of particular 
importance in engineering applications where reducing friction and wear is essential for improving the 
overall performance and lifespan of components. Understanding the relationship between surface patterns 
and mechanical/tribological properties is pivotal for tailoring materials to meet specific functional 
requirements across various industries. 

The topographical characteristics of a surface pattern directly influence its mechanical properties. The 
presence of micro-scale asperities, such as surface roughness, can enhance the interlocking between 
contacting surfaces, increasing the load-bearing capacity and overall strength of the material. In contrast, 
nano-scale surface patterns, nanoindentations, or nanocavities, can introduce stress concentration sites, 
affecting the material's fracture toughness and fatigue resistance. Additionally, the distribution and 
arrangement of surface patterns significantly impact the contact area and stress distribution during loading, 
which in turn affects the material's deformation behavior, hardness, and elastic modulus. 

Surface patterns also exert a profound influence on the tribological properties of materials, especially 
in sliding and rolling contact scenarios. The creation of specific surface textures can reduce friction and 
wear rates by promoting the formation of a lubricating film, trapping wear debris, or facilitating 
hydrodynamic lubrication [13]. In some cases, laser-textured surfaces with controlled roughness have 
shown improved boundary lubrication properties, leading to reduced friction and enhanced wear resistance. 
Moreover, the presence of well-defined surface patterns can alter the coefficient of friction and wear 
mechanisms, allowing for tailored solutions based on specific application requirements. 

The effect of surface patterns on mechanical and tribological properties is highly dependent on the 
material's composition and the nature of the applied loads. For example, in metal alloys, surface patterns 
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can lead to strain-hardening effects, where localized plastic deformation strengthens the material near the 
surface. However, in brittle materials like ceramics, surface patterns can exacerbate crack initiation and 
propagation, leading to reduced wear resistance. Understanding the trade-offs and limitations associated 
with different surface patterns is crucial for selecting the most appropriate texture for a given application. 

In conclusion, surface patterns play a vital role in determining materials' mechanical and tribological 
properties. Their influence extends to various aspects, such as load-bearing capacity, friction, wear 
resistance, and deformation behavior. By carefully designing and controlling surface patterns, engineers 
can tailor the properties of materials to achieve desired outcomes in specific applications. The optimization 
of surface patterns holds significant potential for improving the efficiency and reliability of engineering 
systems, making it a topic of ongoing research and exploration in the fields of material science and surface 
engineering. 

In this study, laser beams with different laser power and different exposure time were sent on the Al2O3 
ceramic surface. Images of the cavities were taken with a high-resolution microscope to examine the effect 
of laser power and the effect of laser exposure time on the cavity sizes. Cavity sizes were measured using 
the images obtained. 

Optimization methods are mathematical and computational methods that aim to find the best or non-
worst values of an objective function under certain constraints. In general, optimization methods attempt to 
optimize an objective function (usually a maximum or minimum) by adjusting the values of variables in a 
given problem. Such methods are used in many different fields and disciplines, such as Engineering, 
Economics, Data Mining and Machine Learning, Transport and Logistics, Energy Management, and 
Healthcare, in addition to scientific research. Optimization methods may include different types of 
techniques, usually mathematical algorithms, heuristics, or meta-heuristics. These methods may require 
different approaches depending on the nature, size, and complexity of the problem. The most widely used 
optimization algorithms include gradient-based methods, genetic algorithms, simulation-based 
optimization, surface response methodology, etc. 

The Taguchi Method, developed by Dr. Genichi Taguchi, is a reliable method for designing 
experiments and optimizing parameters, which is widely used in engineering and scientific studies. This 
method, which is a product of statistical science, provides a systematic approach to optimize multi-
parameter systems. The main objective of the Taguchi Method is to optimize a smaller number of 
parameters. 

In the Taguchi Method, one of the three basic elements is the controllable factors called "signal", i.e. 
parameters.  The second is the so-called "noise", which is uncontrollable, i.e. undesirable. The third element 
is what is aimed as a result of the experiments.  Although the objective is usually a numerical value, in some 
cases it may be a non-numerical parameter. In the Taguchi method, the parameter is numerical and 
orthogonal arrays are designed according to the number of levels of each parameter. According to these 
orthogonal arrays, experimental sets and the number of experiments are determined. The Taguchi method 
not only minimizes the time and resources required for the experiment but also ensures the robustness and 
reliability of the results obtained. The optimization process involves maximizing the S/N ratio to improve 
the desired characteristics of the system while minimizing sensitivity to noise factors. 

 
 

 
In this study, dimples were formed using a CO2 laser on 10 mm thick Al2O3 ceramic plates prepared 

at TUBITAK Marmara Research Center. The wavelength of the CO2 laser used is 10600 µ and the 
maximum power is 130 watts. The effects of laser power and laser exposure time on the dimple geometry 
were investigated. Laser beams with different laser power and different frequency were sent at different 
times on Al2O3 ceramic plates. The levels of the analyzed parameters are given in Table 1.   
 

 

2. MATERIALS & METHODS 
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Table 1. Parameters and Levels. 
 1st 

level 
2nd 
level 

3th 
level 

Power (W) 40 80 120 
Exposure Time (s) 5 20 35 
Frequency (kHz) 5 25 50 

 
In experiments with classical experimental designs, 33=27 experiments are required to examine the effect 
of each parameter on the result. Taguchi method offers different solutions, such as the relationship between 
parameters or which parameter is more effective, as well as obtaining the same result with fewer 
experiments. By performing fewer experiments, both the material used, and time are saved. 
 
According to Taguchi, experimental design, the optimum parameter levels can be determined by using the 
L9 orthogonal index. Experimental sets designed according to the L9 orthogonal index are given in Table 2. 
 

Table 2. Parameter and Levels. 
Parameters   → Power 

(W) 
Time 
(s) 

Frequency 
(kHz) Exp. Sets       ↓ 

1 30 5 5 
2 30 20 25 
3 30 35 50 
4 60 5 25 
5 60 20 50 
6 60 35 5 
7 90 5 50 
8 90 20 5 
9 90 35 25 

 
When the laser power was less than 30 W, no cavity formation was observed on the ceramic material. When 
the laser power was greater than 90 W, uncontrollable deformation occurred due to overheating. Similarly, 
cavity formation was not observed at low power values when the laser exposure time was less than 5 
seconds. When the laser exposure time was 35 seconds, excessive thermal deformation occurred due to the 
excessive amount of energy transferred to the material. When the frequency was more than 50 kHz, the 
frequency was limited to 50 kHz since no visible difference could be obtained. 
 
With the 3 parameters used and 3 levels of each of these parameters, 27 experiments should be done with 
classical test methods. However, with the Taguchi optimization method, the same result can be obtained 
with 9 experiments and 1 confirmation experiment with a total of 9 experiments. 
According to the Taguchi method, the target must be defined first. There can be three different targets. 
There is a separate calculation method for each target. These; quality in Taguchi Design of Experiment 
method the criterion used in measuring and evaluating the characteristics is the ratio of signal (S) to noise 
factor (N). The signal value is the value given by the system and desired to be measured. The real value and 
the noise factor are the measured values. Represents the share of undesirable factors in it does. Experiments 
in calculating the signal/noise ratio and the quality value targeted to be achieved as a result feature is also 
important. There are three important categories; 
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In these equations, n is the number of trials, 𝑦𝑦𝑖𝑖 is the measurement result, and m is the target value. 

The Taguchi method suggests an L9 orthogonal array for 3 parameters and 3 levels. Experimental sets 
according to the L9 orthogonal index are given in Table 2. 
 

 
 

Figure 1 shows the micro-sized dimples obtained with each set of experiments. The cavity diameters 
and Heat Affected Zone diameters of the dimples were measured using the images obtained. The ratio of 
the diameters of the dimples to the HAZ diameters was considered to be the best. In other words, the aim 
of this experiment is to have the highest ratio of the cavity size to the HAZ size when the Heat Affected 
Zone size is compared with the cavity size. Accordingly, "Larger the better" characteristic was used when 
calculating the S/N ratio. In order to minimize the error rate in the experiments, 3 repetitions of each set of 
experiments were performed. The measurement results, calculated ratios, and S/N ratios obtained using 
these ratios are given in Table 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3. RESULTS & DISCUSSION 
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Figure 1. Optical microscope images of dimples obtained with the experimental sets in Table 2. (a) Experimental set number 1, 
(b) Experimental set number 2, (c) Experimental set number 3, (d) Experimental set number 4, (e) Experimental set number 5, 
(f) Experimental set number 6, (g) Experimental set number 7, (h) Experimental set number 8, (i) Experimental set number 9. 

 
Table 3. Size ratios of three measurements with calculated S/N ratios. Cavity diameter to HAZ diameter Ratio of Dimple. 

 1st 2nd 3rd S/N 
1 0,54 0,70 0,74 -3,86 
2 0,57 0,50 0,68 -4,87 
3 0,68 0,68 0,57 -3,87 
4 0,74 0,71 0,67 -3,06 
5 0,70 0,74 0,75 -2,70 
6 0,66 0,73 0,67 -3,29 
7 0,65 0,65 0,68 -3,58 
8 0,90 0,59 0,72 -3,03 
9 0,68 0,70 0,82 -2,79 

 
In addition to finding the optimum parameters, the Taguchi method can also calculate how much the 
parameters used affect the result. The sum of squares (SST) indicates the variance of S/N [3]. 
 

𝑆𝑆𝑆𝑆𝑇𝑇 = ∑ �η𝑖𝑖 − η𝑚𝑚�
2
.𝑛𝑛

𝑖𝑖=1                                                                 (4)  
 
The SST value is actually the sum of the squares of each factor (SST=SSA+SSB+SSC), and it can also be 
obtained by equation (4) as                                                                                           

a b c 
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Table 4 was obtained by using the data in Table 3, equation (4) and equation (5). 
 

Table 4. ANOVA table for Optimum Ratio of Dimple diameter to HAZ diameter. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Main effect plot for laser power on the ratio of cavity diameter to HAZ diameter. 
 

As can be seen in the Main effect plot for laser power, when the laser power is increased from 30 W to 60 
W, the ratio of widths increases. However, when the speed was increased from 60 W to 90 W, the width 
ratio also increased but slower than the previous stage. The highest ratio was observed when the laser power 
was 90 W. 
 

 
Average S/N 

 
 

1st 
level 

2nd 

level 
3rd 

level 
Degree of 
Freedom 

Effect Rate Optimum 
Parameters 

Power (W) -4,20 -3,02 -3,13 2 94,44 60 W 
Exposure Time (s) -3,50 -3,53 -3,32 2 2,93 35 s 
Frequency (kHz) -3,39 -3,58 -3,38 2 2,63 50 kHz 
Total -3,45  100  
Optimum S/N -2,82 
Optimum Ratio of Dimple diameter to HAZ diameter 0,72 
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Figure 3. Main effect plot for laser exposure duration on the ratio of cavity diameter to HAZ diameter. 

As seen in the Main effect plot for Laser exposure duration, when the Laser exposure duration is increased 
from 5 s to 20 s, the ratio of widths increases. However, when the Laser exposure duration is increased from 
20 s to 35 s, the ratio of widths decreases. The highest ratio was observed when the Laser exposure duration 
was 20 s. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Main effect plot for laser frequency on the ratio of cavity diameter to HAZ diameter.  
As seen in the Main effect plot for laser frequency, when the laser frequency is increased from 5 kHz to 25 kHz, the ratio of the 
widths decreases. However, when the frequency is increased from 25 kHz to 50 kHz, the width ratio increases. The highest ratio 
was observed when the frequency was 5 kHz. 
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The Taguchi method was applied to achieve two objectives: optimizing the size of the largest possible 
cavity and minimizing the width of the heat-affected zone adjacent to this cavity. Optimum laser parameters 
were obtained as 60 W for laser power, 35 s for laser exposure duration, and 50 kHz for laser frequency.  
In addition, among the parameters analyzed in order to reach the desired result, the parameter that affected 
the result the most was calculated as laser power with a rate of 94.44%. The rate of laser exposure duration 
and laser frequency affecting the result is quite low. Laser exposure duration and laser frequency affected 
the result by 2.93% and 2.63% respectively. 
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Let 𝑅𝑅 be a ring, 𝐼𝐼 be an ideal of 𝑅𝑅 and √𝐼𝐼 be a prime radical of 𝐼𝐼. This study generalizes the prime radical 
of √𝐼𝐼 which denotes by √𝐼𝐼𝑛𝑛+1 , for 𝑛𝑛 ∈ ℤ+. This generalization is called the 𝑛𝑛-prime radical of ideal 𝐼𝐼. 
Moreover, this paper demonstrates that 𝑅𝑅 is isomorphic to a subdirect sum of ring 𝐻𝐻𝑖𝑖 where 𝐻𝐻𝑖𝑖 are 𝑛𝑛-prime 
rings. Furthermore, two open problems are presented. 
Keywords: Prime ring, Prime ideal, Semiprime ideal, Prime radical. 
 

 
 
Let 𝑅𝑅 be a ring and 𝐼𝐼 be an ideal of 𝑅𝑅. The prime radical of the ideal 𝐼𝐼 is 

 √𝐼𝐼 = {𝑟𝑟 ∈ 𝑅𝑅 ∶ for every 𝑚𝑚 − system 𝑀𝑀 containing  𝑟𝑟,𝑀𝑀 ∩ 𝐼𝐼 ≠ ∅} 
and the radical of ring 𝑅𝑅 is also defined as 𝛽𝛽(𝑅𝑅) = √0  [11].  

The reason for studying radicals is that a ring 𝑅𝑅 is isomorphic to a subdirect sum of prime rings if and 
only if 𝛽𝛽(𝑅𝑅) = (0) [11]. Due to this feature, problems in rings can be transferred to prime rings by using 
the prime radical of a ring. 

In generalizing the classical notion of the radical in a ring, different kinds of radicals have been 
defined by many authors, including Köthe [8], Baer [5], Levitzki [9], Jacobson [7], Brown-McCoy [6], 
Azumaya [4] and McCoy [10]. Moreover, different generalizations of the prime radical have also been tried 
to be accomplished [13], [12]. 

IDUNAS 
NATURAL & APPLIED SCIENCES 

JOURNAL 

1. INTRODUCTION 

2023 
Vol. 6 
No. 2 

(61-69) 
 

Abstract 

https://orcid.org/0000-0002-8413-3753
https://orcid.org/0000-0003-0666-9410
https://orcid.org/0000-0002-0092-2991
https://orcid.org/0000-0002-0122-559X


  
 
 

  Natural & Applied Sciences Journal Vol. 6 (2) 2023 62 

 
 

This study constructs a different generalization of the prime radical which is represented by √𝐼𝐼𝑛𝑛+1  and 
analyzes the properties of √𝐼𝐼𝑛𝑛+1 . It also attempts to characterize the 𝑛𝑛-radical of a ring and denoted it by 
𝛽𝛽𝑛𝑛(𝑅𝑅). 

 
 

 
The current section provides the following basic definitions in [1, 11]. 
Definition 2.1. Let R be a ring and I be a semigroup ideal of R. If aRb ⊂ I implies a ∈ I or b ∈ I, then I is 
called a semigroup prime ideal.  
Definition 2.2. Let I be an ideal of ring R. If aRb ⊂ I implies a ∈ I or b ∈ I, then I is called a prime ideal.  
Definition 2.3. Let I be a semigroup ideal of ring R. I is called a semigroup semiprime ideal, if aRa ⊂ I 
implies a ∈ I.  
Definition 2.4. Let I be an ideal of ring R. I is a called semiprime ideal, if aRa ⊂ I implies a ∈ I.  
Definition 2.5. [3] Let R be a ring and ∅ ≠ I be an ideal of R. In [1], the set ℒR(I) is defined as follows:  

 ℒR(I) = {a ∈ R: aRa ⊂ I} 
Motivated by this set,  

 ℒRn(I) = {a ∈ R: aRa ⊂ ℒRn−1(I), n ∈ ℕ} 
Definition 2.6. [3] Let I be an ideal of ring R. I is called an n-prime ideal if ℒRn(I) is a semigroup prime 
ideal.  
Definition 2.7. [3] Let I be an ideal of ring R. I is called an n-semiprime ideal if ℒRn(I) is a semigroup 
semiprime ideal.  
Definition 2.8. [3] R is called an n-prime ring if ℒRn(0) is a semigroup prime ideal.  
Definition 2.9. [3] R is called an n-semiprime ring if ℒRn(0) is a semigroup semiprime ideal.  
 

 
 

Key definitions and notations essential for the generalization of radicals are presented below. 
Notation 1.  Let I be a semigroup semiprime ideal. Then, from [3], ℒRn(I) = I. Accordingly,  

 An(I) = { J ⊂ R ∶  J semigroup ideal and ℒRn(J) = I}                                              (1) 
 is not an empty set because of I ∈ An(I).  
Lemma 3.1.  Let J and J be two ideals of ring R. Then, ℒRn(J ∩ J) = ℒRn(J) ∩ ℒRn(J).  
 
Proof. Since ℒR0(J) = J and ℒR0(J) = J, for n = 0, the proof is obtained evidently. Let n = 1. If x ∈ ℒR(J) ∩
ℒR(J), then xrx ∈ ℒR0(J) = J and xrx ∈ ℒR0(J) = J, for all r ∈ R. Hence, xrx ∈ J ∩ J = ℒR0(J ∩ J). Therefore, 
x ∈ ℒR(J ∩ J). Accordingly, ℒR(J) ∩ ℒR(J) ⊆ ℒR(J ∩ J). Conversely, if x ∈ ℒR(J ∩ J), then xrx ∈ J ∩ J =
ℒR0(J ∩ J). From here, xrx ∈ ℒR0(J) = J and xrx ∈ ℒR0(J) = J, for all r ∈ R. This means x ∈ ℒR(J) ∩ ℒR(J). 
Consequently, ℒR(J ∩ J) ⊆ ℒR(J) ∩ ℒR(J). Assume that  

ℒRn(J ∩ J) = ℒRn(J) ∩ ℒRn(J) 
for an arbitrary n ∈ ℕ. 
Let x ∈ ℒRn+1(J) ∩ ℒRn+1(J). Then, xrx ∈ ℒRn(J) and xrx ∈ ℒRn(J), for all r ∈ R. Therefore, xrx ∈ ℒRn(J) ∩
ℒRn(J) for all r ∈ R. From here, xrx ∈ ℒRn(J ∩ J). As a result, x ∈ ℒRn+1(J ∩ J). Thus, ℒRn+1(J) ∩ ℒRn+1(J) ⊆
ℒRn+1(J ∩ J). The converse is similar. Hence, ℒRn+1(J ∩ J) = ℒRn+1(J) ∩ ℒRn+1(J).  
 
Corollary 3.2.  {Ji}i∈Λ is a set of ideals of ring R. Then, ℒℛn(⋂i∈Λ Ji) = ⋂i∈Λ ℒℛn(Ji).  

  
Proof. The proof is evident from induction.  

2. BASIC CONCEPTS AND NOTIONS 
 

3. A GENERALIZATION OF THE PRIME RADICAL 
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Theorem 3.3. Let I be a semigroup semiprime ideal. J ∩ J ∈ An(I), for every J, J ∈ An(I).  
 

Proof. If J, J ∈ An(I), then ℒRn(J) = ℒRn(J) = I. From Lemma 3.1,  
I = ℒRn(J) ∩ ℒRn(J) = ℒRn(J ∩ J) 

Then, J ∩ J ∈ An(I).  
 
Lemma 3.4.  Let I be a semigroup semiprime ideal of ring R. Then, An(I) ⊂ An+1(I), for all n ∈ ℕ. 

 
Proof. Let J ∈ An(I). Thus, ℒRn+1(J) = ℒR(ℒRn(J)) = ℒR(I) = I . Therefore, J ∈ An+1(I) and An(I) ⊂
An+1(I).  

 
Notation 2. Let Iα be a semigroup semiprime ideal, for all α ∈ Λ. Consider the set  

�J = �
α∈Λ

Jα: Jα ∈ An(Iα),α ∈ Λ� 

 From Notation 1, since Iα ∈ An(Iα), for all α ∈ Λ, then ⋂α∈Λ Iα is an element of this set. Let’s symbolize 
this set with ⋂α∈Λ An(Iα). 

 
Theorem 3.5.  Let Iα be a semigroup semiprime ideal, for all α ∈ Λ. Then,  

�
α∈Λ

An(Iα) ⊂ An(�
α∈Λ

Iα) 

  
Proof. Let J ∈ ⋂α∈Λ An(Iα). Then, J = ⋂α∈Λ Jα where Jα ∈ An(Iα), for all α ∈ Λ. Hence, from Corollary 
3.2,  

ℒRn(J) = ℒRn ��
α∈Λ

Jα� = �
α∈Λ

ℒRn(Jα) = �
α∈Λ

Iα 

 Accordingly, J ∈ An(⋂α∈Λ Iα). 

Example 1. Let (F, +, . ) be a field and R = ��
a b c
0 d e
0 0 0

� : a, b, c, d, e ∈ F� be a ring. 

I1 = ��
a b c
0 0 e
0 0 0

� : a, b, c, e ∈ F�, I2 = ��
0 b c
0 d e
0 0 0

� : b, c, d, e ∈ F�, 

I3 = ��
a b c
0 0 0
0 0 0

� : a, b, c,∈ F�, I4 = ��
0 b c
0 0 d
0 0 0

� : b, c, d ∈ F�, 

I5 = ��
0 b c
0 0 0
0 0 0

� : b, c ∈ F�, I6 = ��
0 0 c
0 0 d
0 0 0

� : c, d ∈ F� and 

I7 = ��
0 0 c
0 0 0
0 0 0

� : c ∈ F� are semigroup semiprime ideals of R. From here, 

ℒR(I1) = I1, ℒR(I2) = I4, ℒR(I3) = I1, ℒR(I4) = I4, ℒR(I5) = I4, ℒR(I6) = I4, ℒR(I7) = I4 and 
 ℒR(0) = I5 ∪ I6. Besides that, I1 and I2 are prime ideals. Moreover, I1 ∩ I2 = I4 is a semiprime ideal. Thus, 
A(I1) = {I1}andA(I2) = {I2, I3}. 

Consider with Λ = {1,2}, ⋂α∈Λ A(Iα) = {I4, I5}. 
Because of ⋂α∈Λ Iα = I1 ∩ I2 = I4,   
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A��
α∈Λ

Iα� = {I4, I5, I6, I7} 

is provided.  
Therefore,  

�
α∈Λ

A(Iα) ⊂ A��
α∈Λ

Iα�. 

  
 

Notation 3. Let I be a semigroup semiprime ideal. Then,  
ℒR−n(I) = �

J∈An(I)

J. 

  
Theorem 3.6. If I is a semigroup semiprime ideal, then ℒR−n(I) ∈ An(I).  

 
Proof. Let I be a semigroup semiprime ideal.  

ℒRn(ℒR−n(I)) = ℒRn � �
J∈An(I)

J� = �
J∈An(I)

ℒRn(J) = I 

 Hence, ℒR−n(I) ∈ An(I).  Since I is a semigroup semiprime ideal, ℒR−n(I) ∈ An(I). Therefore, ℒR−n(I) ⊂ J 
 for all J ∈ An(I).  
 
Definition 3.7. If I is a semigroup semiprime ideal of R, then ℒR−n(I) is called an n-minimal semigroup 
semiprime ideal of An(I).  
 
Lemma 3.8. [3] Let R and S be two rings and φ: R → S be an endomorphism and P be an ideal with Kerφ =
K ⊂ P. If P is a n-semiprime ideal of ring R, then φ(P) is a n-semiprime ideal of ring R.  
 
Lemma 3.9. [3] Let R and S be two rings and φ: R → S be an endomorphism and P be an ideal with Kerφ =
K ⊂ P. If P is a n-prime ideal of ring R, then φ(P) is a n-prime ideal of ring R.  
 
Theorem 3.10. Let Iα be a semigroup semiprime ideal, for all α ∈ Λ. Then,  

ℒR−n(�
α∈Λ

Iα) ⊂�
α∈Λ

ℒR−n(Iα) 

  
Proof. From Theorem 3.5,  

ℒR−n(�
α∈Λ

Iα) = �
J∈An(⋂α∈Λ Iα)

J ⊂ �
J∈⋂α∈ΛAn(Iα)

J. 

 Therefore, 
�

J∈⋂α∈ΛAn(Iα)

J = �
α∈Λ

ℒR−n(Iα). 

 
 
 
Example 2. Adopting the Example  1,  
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ℒR−1(I1) = �
J∈A(I1)

J = I2, 

  
ℒR−1(I2) = �

J∈A(I2)

J = I5, 

  
�
α∈Λ

ℒR−1(Iα) = ℒR−1(I1) ∩ ℒR−1(I2) = I5 

 and  
ℒR−1(�

α∈Λ

Iα) = ℒR−1(I1 ∩ I2) = I7. 

 Therefore,  
ℒR−1(�

α∈Λ

Iα) = I7 ⊂ I5 = �
α∈Λ

ℒR−1(Iα). 

  
This means that equality may not be achieved. 

 
Definition 3.11. Let I be an ideal of ring R and √I be the prime radical of I. Then, the n-prime radical of I 
is characterized as  

√In+1 = ℒR
−(n−1)(√I), for  n ∈ ℤ+ 

 where 1-prime radical of I is equivalent to √I = ℒR0(√I). Moreover, the n-prime radical of ring R can be 
defined as n-radical of the ring  

βn(R) = �(0)n+1  
 where n ≥ 1, n ∈ ℕ, and 1-radical of ring R is equivalent to β(R).  

  
Theorem 3.12. Let I be an ideal of ring R. Then,  

√In+1 ⊂ √In  
 for n ∈ {2,3, . . . }.  

 
Proof. Let I be an ideal of R. Then, from Lemma 3.2, An−1(√I) ⊂ An(√I). Accordingly,  

√In+1 = ℒR
−(n−1)(√I) = �

J∈An−1(√I)

J ⊂ �
J′∈An(√I)

J′ = ℒR
−(n)(√I) = √In . 

  
Corollary 3.13. Let I be an ideal of ring R. Then,  

. . .⊂ √In+1 ⊂ √In ⊂. . .⊂ √I4 ⊂ √I3 ⊂ √I ⊂ I 
  

  
Proof. The proof is obvious from induction.  

  
Corollary 3.14. Let I be an ideal of ring R. Then,  

√In+1 = �
I⊂P,Pprime

ℒR
−(n−1)(P). 

 
Proof. √I = ⋂I⊂P,Pprime P. Then, 
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√In+1 = ℒR
−(n−1)(√I) = ℒR

−(n−1)( �
I⊂P,Pprime

P) = �
I⊂P,Pprime

ℒR
−(n−1)(P). 

 
Example 3. For the ℤ36 ring, let’s examine n-prime radicals βn(ℤ36). 
 

Iiideal ℒℤ36(Ii) 
I0 = (0), I6 = (6), I12 = (12), I18 = (18) ℒℤ36(I0) = ℒℤ36(I6) = ℒℤ36(I12) = ℒℤ36(I18) = (6) 
I1 = (1) = ℤ36 ℒℤ36(I1) = ℤ36 
I2 = (2), I4 = (4) ℒℤ36(I2) = ℒℤ36(I4) = (2) 
I3 = (3), I9 = (9) ℒℤ36(I3) = ℒℤ36(I9) = (3) 
I8 = (8) ℒℤ36(I8) = (4) 
I16 = (16) ℒℤ36(I16) = (8) 

 
Since I12 ∩ I18 = (0),  

ℒℤ36(I12 ∩ I18) = ℒℤ36(0) = I6. 
 In this case, β(ℤ36) = �(0) = I2 ∩ I3 = I6. Furthermore,  
 ℒℤ36

−1 (�(0)) = I0 ∩ I6 ∩ I12 ∩ I18 = (0) 
 and  

β2(ℤ36) = �(0)3 = �(0)1+2 = Lℤ36
−1 (�(0)) = ℒℤ36

−1 ((6)) = (0) 
 and ℤ36 ∕ β2(ℤ36) ≅ ℤ36 . Therefore,  

β2(ℤ36 ∕ β2(ℤ36)) = (0). 
  

 

Example 4.  Let (F, +, . ) be a field and R = ��
a b c
0 d e
0 0 0

� : a, b, c, d, e ∈ F� be a ring. Then,  

β(R) = �(0) = ��
0 a b
0 0 c
0 0 0

� : a, b, c ∈ F�, 

ℒR−1(�(0)) = ��
0 0 a
0 0 0
0 0 0

� : a ∈ F� 

 and  

 β2(R) = �(0)3 = �(0)2+1 = ℒR−1(�(0)) = ��
0 0 a
0 0 0
0 0 0

� : a ∈ F�. 

Quotient ring as  

R = ��
a b c
0 d e
0 0 0

� + β2(R): a, b, c, d, e ∈ F� = ��
a b 0
0 d e
0 0 0

� : a, b, d, e ∈ F� 

 where  

 �
a b 0
0 c d
0 0 0

� + �
x y 0
0 z t
0 0 0

� = �
a + x b + y 0
0 c + z d + t
0 0 0

� 

 and  
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 �
a b 0
0 c d
0 0 0

��
x y 0
0 z t
0 0 0

� = �
ax ay + bz bt
0 cz ct
0 0 0

�. 

 Thus,  I1 = ��
a b 0
0 0 e
0 0 0

� : a, b, e ∈ F�, I2 = ��
0 b 0
0 d e
0 0 0

� : b, d, e ∈ F�, 

I3 = ��
a b 0
0 0 0
0 0 0

� : a, b ∈ F�, I4 = ��
0 b 0
0 0 e
0 0 0

� : b, e ∈ F�, 

I5 = ��
0 b 0
0 0 0
0 0 0

� : b ∈ F�, I6 = ��
0 0 0
0 0 e
0 0 0

� : e ∈ F� are semiprime ideals of R. Then, ℒR(I1) =

I1, ℒR(I2) = I4, ℒR(I3) = I1, ℒR(I4) = I4, ℒR(I5) = I4, ℒR(I6) = I4, and ℒR(0) = I4. Herefrom,  

I2 = ��
0 b 0
0 d e
0 0 0

� : b, d, e ∈ F� andI1 = ��
a b 0
0 0 e
0 0 0

� : a, b, e ∈ F� 

 are prime ideal. Moreover, I1 ∩ I2 = I4 is a semiprime ideal. A(I2) = {I2}  and  A(I1) = {I1, I3} are 
obtained. It is observed that  

β(R) = �(0) = I4 
 Since ℒR

−1��(0)� = (0), β2(R) = (0). Thus,  
β2�R ∕ β2(R)� = β2�R� = (0). 

  
Theorem 3.15.  If I is an ideal of R, then ℒR(I) ⊂ √I.  

 
Proof. For all a ∈ ℒR(I), aRa ⊂ I ⊂ √I. Since √I is a semiprime ideal, a ∈ √I. Hence, ℒR(I) ⊂ √I. 

 
Theorem 3.16. If I is an ideal of R, then ℒRn(I) ⊂ √I, for all n ∈ ℕ.  

  
Proof. From Theorem 6, ℒR(I) ⊂ √I, for n = 1. Let  

ℒRn(I) ⊂ √I 
 for all n ∈ ℕ. Therefore, 

 
ℒR(ℒRn(I)) = ℒRn+1(I) ⊂ ℒR(√I) = √I. 

  
Theorem 3.17: Let R be a ring and let {Hi}i∈Λ be a n-prime ring family. If R is isomorphic to a subdirect 
sum of ring Hi, then β(R) = ℒRn(0).  

 
Proof. Since R is isomorphic to a subdirect sum of ring Hi, there is an ideal Ki of R such that R ∕ Ki ≃ Hi 
and ⋂i∈Λ Ki = (0). 
On the other hand, from [[3], Theorem 4], π−1 �ℒHi

n (0)� = ℒRn(Ki) is a prime ideal. Therefore,  

β(R) = �
j∈Λ

Pj ⊂ �
i∈Λ

ℒRn(Ki) = ℒRn ��
i∈Λ

Ki� = ℒRn(0). 

 Hence we get β(R) = ℒRn(0).  
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Theorem 3.18. Let R be a commutative ring with identity. Suppose that (ℒRn(0))2 = (0) and each ideal of 
ring R has pairwise comaximal ideals in R. If β(R) = ℒRn(0), then R is isomorphic to a subdirect sum of 
ring Hi where Hi are n-prime rings.  

 
Proof. Suppose that ℒRn(0) = β(R). Hence,  

ℒRn(0) = �
i∈Λ

Pi 

 where Pi is a prime ideal, for all i ∈ Λ. Since Pi is a pairwise comaximal ideals in R,  

�
i∈Λ

Pi2 = ��
i∈Λ

Pi�
2

= (ℒRn(0))2 = (0) 

Thus, ⋂i Ki = 0 where Pi2 = Ki, for all i ∈ Λ. On the other hand, since ℒRn(Ki) = ℒRn(Pi2) = Pi, ℒRn(Ki) is 
a prime ideal and the set R ∕ Ki ≃ Hi is a n-prime ring. Let πi: R → R ∕ Ki be a natural epimorphism with 
πi(r) = 0, for all i ∈ Λ and 0 ≠ r. As a consequence, r ∈ ⋂i∈Λ Ki = (0). This is a contradiction.  

  
Remark 1. If β(R) = ℒRn(0), then βn�R/βn(R)� = (0).  

  
Proof. If ℒRn(0) = ℒR(ℒRn−1(0)) = β(R), then (0) ∈ An−1�β(R)�. Therefore,  
 βn(R) = �(0)n+1 = ℒR

−(n−1)(0) = ⋂J∈An−1(β(R)) J = (0) 
 and  

βn�R/βn(R)� = (0). 
  

 
 
This article attempts to generalize the prime radical in a promising way. It also investigates the 

properties of the basic notions essential for this generalization specifically 𝐴𝐴𝑛𝑛(𝐼𝐼) and ℒℛ−𝑛𝑛(𝐼𝐼). The paper 
introduces the definitions of 𝑛𝑛-minimal semigroup semiprime ideal, 𝑛𝑛-prime radical of ideal 𝐼𝐼 , and 𝑛𝑛-prime 
radical of ring 𝑅𝑅. Future research could extend these results to different rings, utilizing the generalization 
of prime radicals, thereby contributing significantly to ring theory. Additionally, the paper highlights open 
problems that may guide future studies. 
 

 
 
1.  Minimal (𝑛𝑛 − 1) − prime radical is a subideal of intersection of (𝑛𝑛 − 1)− prime ideals. 
 
2.  Let 𝑅𝑅 be a ring. Then, 𝛽𝛽𝑛𝑛�𝑅𝑅/𝛽𝛽𝑛𝑛(𝑅𝑅)� = (0).  
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