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INVESTIGATION OF CENTERING PROBLEM IN THE CADMIUM ZINC TELLURIDE  

(CZT) CARDIAC CAMERA 

Eda MUTLU1,2 , Bilal KOVAN3 , Emine Göknur IŞIK3 , Bayram DEMİR*4 ,                 

Serkan KUYUMCU3  

1Istanbul University, Institute of Graduate Studies in Sciences, Nuclear Physics, İstanbul, Türkiye 

2Altinbas University, Vocational School Health Services, Radiotherapy Program, İstanbul, Türkiye  

3Istanbul University, Istanbul Faculty of Medicine, Department of Nuclear Medicine, İstanbul, Türkiye  

4Istanbul University, Science Faculty, Physics Department, İstanbul, Türkiye  

* Corresponding author; baybay@istanbul.edu.tr 

Abstract: Cadmium Zinc Telluride (CZT) Cardiac Cameras are a special SPECT cameras with solid 

state cadmium zinc telluride detectors. This diagnostic method applied in the evaluation of coronary 

artery disease is well designed for myocardial perfusion scintigraphy. Aim: CZT cardiac cameras have 
a limited detector area. In patients who are morbidly obese or whose heart is not in its normal location 

in the body, the center of the heart and the isocenter of the device do not coincide. It is aimed to 
investigate how these conditions affect the imaging performance of the CZT cardiac camera. A 

homogeneous and spherical ball with a diameter of 4 cm was used for the research. To be able to 

measure away from the center a wooden phantom with 8 cavities and a total length of 32 cm was 
designed. The center as reference point has been determined by matching the center of the device with 

the center of the sphere. For the next imaging, the image was taken by placing the spherical ball in the 
other cavities, respectively, without changing the center. According to the results obtained, farther from 

the center, deviations from sphericity and differences in dose distribution were observed. Counts 

decreased by 1.5% in the 2nd position and 16% in the 3rd position relative to the center in the X-axis. 
A disaster area has been formed and the image area has been exited from the 4th imaging. It is very 

important to center the patient as much as possible, otherwise the doctor will misdiagnose. 

Keywords: Cardiac Imaging, (CZT) SPECT, Nuclear Medicine, Centering Problem. 

Received: March 23, 2023 Accepted: July 25, 2023 

1. Introduction  

Nuclear medicine is a branch of science in which diagnostic imaging and treatments are 

performed with the help of radionuclides given to the body. Radionuclides affect the biochemical and 

physiological processes of the human body, and the radiation emitted during their disintegration during 

the steady state is detected by detectors. The detection of radiations emitted by radioactive materials is 

provided by Single Photon Emission Tomography (SPECT) and Positron Emission Tomography (PET). 

Development of the technology of devices used in nuclear medicine imaging; made significant 

contributions in terms of image quality, imaging time, and patient radiation dose. Studies in SPECT 

systems in recent years aim to increase system efficiency and image resolution [1]. One of these devices 

is the new generation of Cadmium Zinc Telluride (CZT) Cardiac Cameras, developed with this goal and 

started to be used in nuclear cardiology [2-3]. 

CZT Cardiac Cameras are specialized SPECT cameras with solid state cadmium zinc telluride 

detectors. It is designed for myocardial perfusion scintigraphy, most commonly used in nuclear cardiac 

https://dergipark.org.tr/mejs
https://orcid.org/0000-0002-3972-7309
https://orcid.org/0000-0002-4431-8358
https://orcid.org/0000-0002-3786-8052
https://orcid.org/0000-0001-6815-6384
https://orcid.org/0000-0002-1158-5361
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studies. Myocardial perfusion imaging (MPI); it is an examination based on imaging the distribution of 

blood flow feeding the myocardium by means of an intravenous (IV) radiopharmaceutical. It is a two-

stage physiological event; first, the radiopharmaceutical must be able to go to the myocardial tissue, and 

second, metabolically active myocardial cells must be able to capture this substance. MPI; it is used to 

identify areas of a patient with relative or absolute decreased myocardial agent associated with coronary 

artery disease, infarction, ischemia, or scarring [4-6]. 

Cardiac imaging is a frequently used diagnostic method in obese and morbidly obese individuals. 

Obesity; it is a risk factor for cardiovascular diseases such as hypertension, coronary artery disease, heart 

failure and atrial fibrillation. Therefore, cardiac imaging evaluation is very necessary in obese patients. 

More soft tissue attenuation in obese patients reduces the accuracy of MPI. Research proves that with 

CZT detectors, the artifacts of SPECT can be reduced and image quality improved. [7]. However, the 

device's limited detector area is not suitable for patients who are morbidly obese or whose heart is not 

in its normal position in the body. In these patients, the center of the heart and the isocenter of the device 

do not coincide. This creates the centering problem. The aim of the present study is to create a centering 

problem using a phantom in a CZT cardiac camera and to investigate the effect of images obtained 

outside of centering on image quality. 

2. Materials and Methods 

2.1. CZT Gamma Camera 

It is an alternative detection system to conventional gamma cameras for gamma ray detection and 

imaging in nuclear medicine. Radiation detection efficiency is high as the solid material in its structure 

effectively blocks the gamma rays. Unlike conventional gamma cameras with standard [NaI(Tl)] 

crystals, the CZT detector is a semiconductor with higher count sensitivity that directly converts gamma 

photon energy into an electrical signal. The device has a C-shaped gantry containing multiple detectors 

(Fig. 1). It has 19 fixed detectors arranged in 3 rows, oriented perpendicular to the long axis of the 

patient, each equipped with multipinhole collimators with an aperture diameter of 5.1 mm. Nine 

detectors are positioned along a transaxial portion and are dispersed around 180°. Other detectors are 

tilted and positioned in two groups of five detectors on either side of the main detector row. All detectors 

view the same center of rotation where the heart should be positioned [8-9]. In Figure 2, the center of 

the CZT detectors and the positions of the balls during imaging to create a centering problem are shown. 

2.2. Phantom 

A homogeneous and spherical ball with a diameter of 4 cm was used for the research. To be able 

to measure away from the center; measurements were taken at 4 cm intervals along the X-axis and Z-

axis. On the diagonal, measurements were taken at 4x1.41 = 5.6 cm intervals (Fig. 2). There are no 

spaces between the cavities. A wooden phantom with 8 cavities and a total length of 32 cm was designed. 

In order to place the spheres on the phantom, the diameter of the cavities in the phantom is equivalent 

to the diameter of the spherical ball. Tc-99m was used in myocardial perfusion scintigraphy. Tc-99m 

activity was measured in the Atomlab 500 dose calibrator for injection into the spherical ball. 
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Figure 1. Cadmium Zinc Telluride (CZT) Cardiac Camera. 

 

2.3. Measurements 

5 mCi Tc-99m activity was added into a 0.5 lt water-filled pet bottle and it was shaken for 1 

minute and distributed homogeneously. Then the homogeneous mixture was injected into the spherical 

ball. For the first imaging, the spherical ball was placed in the first recess of the phantom. By matching 

the center of the device with the center of the sphere; the center, which is our reference point, has been 

determined. For the next imaging, the image was taken by placing the spherical ball in the other cavities, 

respectively, without changing the center. A total of 8 images were obtained by moving the spherical 

ball 4 cm away from the center along the X-axis. A total of 5 images were taken by moving the spherical 

ball 4 cm away from the center along the Z-axis. A total of 5 images were obtained by moving the 

spherical ball 5.6 cm from the center along the diagonal axis. Figure 3.a shows the centered imaging 

where the isocenter of the device and the center of the active sphere coincide, X-1; it represents the 

active sphere imaging placed in the first slot in an 8-slot board. In Figure 3.b, it is shown how the 

imaging takes place at a distance of 4 cm from the center (X-2), and in Figure 3.c, at a distance of 12 

cm from the center. Images were obtained by placing the active sphere in the 2nd cavity for X-2 imaging, 

and the active sphere in the 4th cavity for X-4 imaging. Continuing in the same way, imaging in all axes 

was completed. 
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Figure 2. The center of CZT detectors (left), The positions of the balls during imaging to create a 

centering problem (right). 

 

 

 
(a)                                                                          (b) 

 

                                                                                  (c) 

Figure 3. a.) Centered imaging X-1, b.) Example of imaging (off-centre imaging), X-2, c.) Example of 

imaging (off-centre imaging), X-4. 

 

3. Results and Discussion 

In CZT cardiac cameras, whose gantry is smaller than conventional cameras, heart focused 

collimation is performed by using multipinhole collimators. In the geometry where the multipinhole 

collimators are fixed and focused on the concentric of the device, the center of the collimators and the 
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center of the heart are overlapped to obtain images with focused imaging capability optimized for the 

heart. The geometry of the device allows simultaneous detection of counts from all directions without 

rotating the detectors. The device has high energy resolution and spatial resolution [10]. Due to the high 

energy resolution, the energy window can be narrower, thus reducing scattering. High quality images 

are obtained with high spatial resolution. All these innovations significantly reduce imaging time and 

expose the patient to less radiation compared to conventional SPECT. 

While providing positive results supported by studies in the literature for normal patient using 

CZT cardiac cameras, these results may differ for obese patients. The quality of images obtained in 

nuclear medicine imaging is of great importance for the correct diagnosis of patients. CZT imaging can 

be performed in patients with normal weight (BMI: 18.5-24.9 kg⁄m2 ) and overweight (BMI: 25-

29.9kg⁄m2  ). But, in obese (BMI: 30-40 kg⁄m2 ) and morbidly obese (BMI ≥ 40 kg⁄m2 ) patients, it cannot 

be performed correctly because the detector cannot get close enough to the patient due to the limited 

detector area.  

In a study comparing conventional SPECT and CZT-SPECT for myocardial perfusion imaging, 

the total radiation doses received by the patients matched according to gender, age and body mass index 

were compared. While it was determined that the patients received lower radiation doses in the imaging 

performed with CZT-SPECT, it was observed that the obese patients among the comparison patients 

received a higher radiation dose than the normal-weight patients [11].  

In the study of Michael et al. [12], image quality analysis was performed for 63 patients in a 

similar study in which myocardial perfusion scintigraphy was evaluated in CZT SPECT in patients with 

high, very high, and excessive body mass index. The image quality assessment was based on predefined 

cardiac image features and radioactivity uptake. SPECT images of the same patients were also evaluated 

for comparison. According to the results obtained, it was concluded that SPECT should be planned 

because it is difficult to obtain diagnostic image quality in CZT in patients with a body mass index of 

40  kg⁄m2  and above. The present study is a phantom study, and it allows the evaluation of image quality 

by including count and volume information according to the distance from the center. Our results also 

show parallels to the results of Michael et al. Since there is a possibility that the hearts of patients with 

a BMI index above 40  kg⁄m2  may go out of the Field of View (FOV) of the CZT cardiac cameras, it is 

recommended that these patients be included in SPECT.  

The spherical ball used in the present study has a volume of 33.4 cm3. While obtaining the image 

of the spherical ball in the center, the threshold value corresponding to 33.4 cm3 volume was determined. 

This value is 24%. While obtaining data from other images, a threshold was determined as 24% and all 

results were obtained using this value. When the results are evaluated; for all 3 plans, count values 

decreased as they moved away from the center and deviations from sphericity were observed. This 

variation is more pronounced in the X and diagonal axis measurements, as we expected. Counts 

decreased by 1.5% in the 2nd position and 16% in the 3rd position compared to the center in the X-axis. 

Counts decreased by 3.9% in the 2nd position and 21.7% in the 3rd position compared to the center in 

the diagonal axis. Counts decreased by 9.9% in the 2nd position and 11.9% in the 3rd position compared 

to the center in the Z-axis. For each axis, a disaster area was formed from the 4th image.  Thus, the 

imaging was stopped and the image area was moved out. The results obtained were evaluated in the 

axial, coronal, and sagittal planes. And results are given in Fig. 4, Fig. 5, and Fig. 6. 
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Figure 4. Images taken in axial plane and measurement results. 

 

Figure 5. Images taken in the coronal plane and measurement results. 
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Figure 6. Images taken in the sagittal plane and measurement results. 

 

If we clinically evaluate the count loss in imaging from outside the center; myocardial ischemia 

can be interpreted as infarction. This causes an incorrect perfusion defect. As there is a change in the 

dimensions of the sphere as it moves away from the center for all axes, the total volume also changes. 

Compared to the 3rd imaging made on the central volume axes; It decreased 8.4% for the X-axis, 3.9% 

for the Z-axis and 10.2% for the diagonal axis.  

In a similar study in which MPI imaging was performed on CZT camera in 18 patients; after first 

obtaining an image with the heart positioned in the center of the quality field of view (QFOV), the 

patients were re-imaged at different positions 5-20 mm from the center. Examined positions; moving 

the camera 5, 10 and 20 mm away from the patient, lowering the table 20 mm and moving the table 

inward 20 mm. When the acquired images were evaluated, a count loss was observed for all off-center 

images tested, as in our study [13]. The study provides information on images up to 2 cm off center. 

Considering the patients with a limited 18 cm area of the FOV field and where centering cannot be 

performed, it is important to know how far off-center the image is obtained and what the results are. The 

present study provides information on images from 8 cm from the center for the X and Z axes and 11.2 

cm from the center for the diagonal axis. 

For centered and off-center imaging along the X axis, the variation in counts of the spheres along 

the diameter was investigated. Dose profiles were given in Fig. 7, Fig. 8 and Fig. 9. As shown in Figures 

7, 8, and 9, when we look at the change in count along the diameter of the spherical ball according to 

the distance from the center, the count difference increases as the distance from the center increases and 

the homogeneity deteriorates. When we compare the count reductions in the centers of the spherical 

balls, they decreased by 31.8% for X-1 imaging, 34.8% for X-2 imaging and 47.85% for X-3 imaging. 

This is due to decreased counting efficiency and self attenuation of balls. While less collapse is observed 

in the center compared to the edges in X-1 imaging, collapse is more in X-2 and X-3 imaging. This 
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effect is significant as attenuation correction is not performed using CT on the CZT cardiac camera 

device. Especially if imaging is done for X-3 position and after, a uniform distribution may appear quite 

distorted. This causes misinterpretation. 

 

 

Figure 7. Count variation along the diameter of the centered sphere, X-1. 

 

 

 

Figure 8. Count variation along the diameter of the sphere 4 cm from the center, X-2. 
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Figure 9. Count variation along the diameter of the sphere 8 cm from the center, X-3. 

4. Conclusion 

According to the phantom results obtained from a 4 cm diameter ball filled Tc-99m; the farther 

from the center of the ball, the counting efficiency decreases, the shape changes (such as narrowing or 

widening of the axes, decrease in the volume) and deterioration of the homogeneous distribution have 

emerged. Interpretation of images obtained in this way may lead to misdiagnosis and thus affect the 

patient's treatment. It is of utmost importance to always ensure optimal patient positioning. Since 

centering cannot be performed in patients who are morbidly obese, have a wide chest wall and large 

breast structure, and whose hearts are not in their normal positions in the body, it is recommended to 

perform heart extractions using a conventional SPECT device. 
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Abstract: 1% and 3% Cr-doped CuO thin films have been deposited on soda lime glass by the spin 

coating method, and then their structural, topological, and optical properties have been studied by 
operating X-ray diffraction, scanning electron microscopy and Ultraviolet-Visible spectroscopy 

techniques, respectively. XRD patterns of CuO: Cr (1%) and CuO: Cr (3%) thin films demonstrate 
characteristics of monoclinic CuO structure with a C2/c space group. The morphology of coated film 

plays an important role in analyzing some optoelectronic properties. 1% Cr-doped CuO thin film 

absorbs more photons compared to 3% Cr-doped CuO in Vis and UV regions. The band gaps of 1% Cr 
and 3% Cr-doped CuO thin films are to be 2.18 eV and 2.30 eV, respectively. The Mo/Cr: CuO/SnO2/n-

ZnO/i-ZnO/AZO solar cells have been modeled with the SCAPS-1D simulation program. The 
photovoltaic parameters of solar cells deteriorated with some increase in the neutral defect density 

value. As the shallow acceptor defect density value is increased, short-circuit current density (𝐽𝑆𝐶) is 

decreased, short-circuit current density ( 𝑉𝑂𝐶), fill factor (𝐹𝐹) and efficiency (𝜂) are increased. The 

photovoltaic parameters’ performance of 1% Cr-doped CuO solar cells was found to be better than that 

of 3% Cr-doped CuO solar cells. The efficiency of 1% Cr-doped CuO solar cells is increased with the 
use of a SnO2 intermediate layer in 2 nm thickness at the heterojunction interface. 

Keywords: Cr-doped CuO, thin film, solar cells, SCAPS-1D  
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1. Introduction  

The p-type copper oxide (CuO) semiconductor has gained much attention in recent years. As a 

matter of fact, it has presented some attractions in a fundamental way in various areas of science such 

as chemistry, physics, and material science. Due to being a non-toxic, inexpensive, and easily found raw 

copper material, CuO is a promising compound [1]. CuO has a monoclinic structure and small optical 

band gap that varies between 1.56 eV and 2.46 eV [2]. CuO is an exclusive monoxide material for 

significant surveys as well as many practical applications such as photocatalysis [3, 4], lithium batteries 

[5], high-Tc superconductor [6-8], gas sensors [9-11], magnetic storage [12], and solar cell applications 

[13, 14].  Copper oxide has been produced employing numerous methods, including reflux condensation 

[15, 16], chemical bath deposition [2], sol-gel [17, 18], radio frequency plasma-aided pulsed laser [19], 

thermal oxidation [20], electrodeposition [21], reactive DC magnetron sputtering [22], evaporation of 

simple solvent [23] solution casting [24], and spray pyrolysis [25]. The spin coating technique is a 

deposition procedure that has attracted the research community's significant attention.  It has numerous 

advantages, such as low-cost technique, simplicity, adherent production, effectiveness reproducibility, 

https://dergipark.org.tr/mejs
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stoichiometry, and homogenous deposition of thin films. Furthermore, it does not need a vacuum or 

sophisticated materials, thus it is very easy to work with. The resistivity of CuO is quite high, and not 

many studies have been carried out to investigate the nature of substrate influence, which is an important 

parameter which reduces the resistivity layer. Therefore, layers of CuO/ glass and CuO/SnO2:F/glass 

were studied to reveal the impact of substrate  nature on CuO thin films’ physical characteristics, 

particularly the investigation of properties related to photovoltaic (PV) applications. 

There can be negative factors such as lattice mismatch, interface states, defects and traps, and 

mismatched band alignment between p- and n-type semiconductors in a heterojunction solar cell. The 

SnO2 intermediate layer can be used to passivate interfacial defects. SnO2 allows electron transfer while 

preventing the transition from the absorber layer to the buffer layer. This allows charge collection and 

increased efficiency in a solar cells [26].  

Zinc oxide (ZnO) samples are a binary semiconductor material that have been extensively studied 

recently due to their excellent electrical, optical, and magnetic properties. They are also highly 

transparent, have a wide energy band gap value, and are nontoxic. These properties have led to extensive 

research [27-30]. ZnO thin films typically display n-type conduction at Zn rich conditions. It was 

happened by a deviation from stoichiometry due to 'intrinsic' donors including, oxygen vacancies, H 

incorporation, and zinc interstitials [29]. On the additional hand, the p-type conduction in zinc oxide is 

usually stated by relatively low hole-mobility and low hole-concentration as well as instability due to 

the deep acceptor-levels of the dopant element.  

Recently, a simulation program employed to determine the solar cell’ efficiency with the use of 

layers that form solar cell has gained significant. One of the most commonly employed programs in this 

area is SCAPS-1D (one-dimensional simulation software) that calculates a solar cell’s PV parameters 

by parameters including energy band gap, dielectric permittivity, thin film thickness, the layers’ electron 

affinity when constructing the solar cells, the contact material’s work function [31, 32]. It was generated 

at the University of Gent in the Electronics and Information Systems’ Department. Depending on Auger 

electron/hole capture coefficient, interfacial defect density, and operation temperature  parameters [33], 

solar cells’ PV parameters can be calculated, and hence, a reliable forecast could be done on the solar 

cell’s performance. 

Doping has a large impact on the structural, electrical and optical properties of CuO film. 

However, a few experimental studies have available on the experimental and photovoltaic calculation 

for solar cells. Thus, to get more light in understanding of the effect of doping ratio and back contact on 

physical properties of Cr:CuO film, more experimental and theoretically studies are necessary. We have 

studied the influences of Cr doping on the structural, topological, optical, and photovoltaic properties of 

CuO film. In this study, 1% and 3% Cr-doped CuO thin films were fabricated by a system of spin 

coating.  1% and 3% Cr-doped CuO thin films’ structural, topological, and optical properties were 

examined by X-ray diffraction (XRD), scanning electron microscopy (SEM), and Ultraviolet-Visible 

spectrophotometry (UV-Vis), respectively. Moreover, by employing SCAPS simulation program, the 

solar cells consisting of Mo/Cr:CuO/SnO2/n-ZnO/i-ZnO/AZO layers were modelled. 

2. Materials and Methods 

Analytical-grade precursor copper (II) acetate (Cu(CH3COO)2.H2O, 0.1 M) and chromium (III) 

chloride (CrCl3.6H2O, 0.01 M) were used in this study. Sufficient CrCl3.6H2O was mixed in the 

Cu(CH3COO)2.H2O to obtain doping concentrations of 1 and 3 at.%, and the liquid dark blue solutions 

were stirred for 5 h at room temperature. Ethanol and diethanolamine (1:10) were used throughout the 

experimental procedures as solvents and stabilizers, respectively. Before the coating fabrication process, 

SLG substrates were firstly boiled in a 5:1:1 deionized water (H2O), ammonia, and hydrogen peroxide 

(H2O2) mix for a time of around 20 min. at a temperature of ~90 OC and in a solution of the same ratio 
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of H2O, H2O2, and hydrogen chloride at the same temperature and time to remove the unnecessary 

impurities on the SLG substrate [18]. The obtained solutions were deposited on SLG substrates to obtain 

1 and 3% Cr-doped CuO films by spin coating method at 1500 rpm for 55 s. After this, the coating thin 

films were annealed for around 60 min in a furnace at ~500 OC. The process of spin coating fabrication 

was optimized for the best fabrication of CuO:Cr thin films, such as the SLG substrate temperature being 

fixed at 230 OC. The coated CuO:Cr films were subjected to characterization using advanced techniques. 

In order to investigate the crystallite parameters, purity, and phase of films, an XRD (Cu-Kα source with 

wavelength of around 0.154 nm for 𝜃– 2𝜃 range in the steps of 0.02º) was used. The surface morphology 

of the coated Cr:CuO thin films on the soda lime glass (SLG) substrate was studied by scanning electron 

microscope (a Quanta FEG 250 scanning electron microscope). UV-Vis spectrophotometer (Shimadzu 

UV-3600, Tokyo, Japan) was used to calculate the absorption data and energy gap in a wavelength range 

of 300–1100 nm at room temperature. Moreover, 1% and 3% Cr-doped Mo/CuO/n-ZnO/i-ZnO/AZO 

solar cells have been theoretically modelled and the PV parameters of solar cells have been analysed 

using SCAPD-1D simulation program. 

3. Results and Discussion 

Figure 1 indicates that XRD patterns of Cr:CuO (1%) and Cr:CuO (3%) thin film demonstrate a 

characteristic monoclinic CuO structure with a C2/c space group. The diffraction peaks at (-111), (111), 

(-202), (020), (-311), and (113) are indexed to CuO phase (JCPDS 05-6661). The observed peaks in the 

high-intensity diffraction spectra suggest that thin films belong to crystallized CuO. Further, the doping 

ratio changes the XRD pattern of the coated thin film, stating that there is a change of structure in doping 

in the Cr (1%) and Cr (3%). It can be noticed that the increasing Cr ratio in CuO has made the main 

peaks more intense.  

 

 

Figure 1. XRD pattern of 1% Cr and 3% Cr-doped CuO thin films. 

 

Our previous study indicates the detailed diffraction information collected from XRD data, 

including peak orientations (hkl), micro- strain (ε), crystallite size (𝐷), dislocation density (δ), and value 

of inter-planar spacing (𝑑) for (-111) and (111) peaks [18]. The results of the previous study indicate 

that the crystallite parameters changed due to an increase in Cr ratio. The change in the crystallite 

parameters by doping metals into CuO has been earlier reported by different research groups [34-36] 

and matched with our work. 
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Figure 2. SEM image of a) 1% Cr and b) 3% Cr-doped CuO thin films. 

 

Figure 2 represents the SEM of Cr:CuO (1%) and Cr:CuO (3%) thin films. The topology of coated 

film plays an important role in analyzing its optoelectronic properties. An agglomerated morphology 

can be seen in Figure 2a, whereas a flaky morphology can be realized in Figure 2b. CuO thin films 

doped with 1% Cr appear slightly different from CuO thin films doped with 3% Cr doping, which is 

supported by the XRD spectrum. Cr:CuO (1%) and Cr:CuO (3%) thin films exhibit a visible aggregation 

of particles, showing a little variation in the development of CuO thin films, as shown in the XRD 

spectrum of thin films. Nanoparticles having the appearance of a flaky ribbon have been widely 

dispersed over the surface of the substrate, forming a homogenous thin film. These surfaces, which came 

about as a result of doping CuO thin film, are anticipated to exhibit exceptional optoelectronic 

capabilities. Dinc et al. indicated that the surface remains homogeneous despite minor clumping caused 

by Cr-doping. Because of the mild doping, the change in crystallite size is not considerable [37]. 

3.1. The properties of 1% and 3% Cr-doped CuO thin films  

1% Cr-doped CuO thin film absorbs more photons compared to 3% Cr-doped CuO in the visible 

and UV regions in Figure 3a. The crystallite size of 1% Cr-doped CuO thin film is larger than the 

crystallite size of 3% Cr-doped CuO thin film, allowing lighter to be absorbed in thin film while limiting 

its transmission. This shows that 1% Cr-doped CuO thin film is more ideal for use as an absorber layer 

in PV fields. According to Tauc Plot in the Figures 3b and 3c, the band gaps of 1% Cr and 3% Cr-doped 

CuO thin films are to be 2.18 eV and 2.30 eV, respectively [18]. Doping with 1% Cr may create shallow 

defects in the valence band of CuO, which can lead to a decrease in the band gap. 
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Figure 3. a) The absorbance spectrum b) Tauc plot of 1% Cr and c) 3% Cr-doped CuO films. 

The absorption coefficient (α) of a thin film is expressed by Equation (1) [38]: 

𝛼 = 2.303 ∗ (
𝐴

𝑊
)                                                                                                                       (1) 

𝐴 is the absorbance and 𝑊 is the thin film thickness. 1% Cr-doped CuO thin film indicates a 

higher absorption coefficient in the Vis and UV regions compared to 3% Cr-doped CuO thin film, as 

seen in the inset of Figure 3a.   
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3.2. Modelling of Mo/Cr:CuO/SnO2/n-ZnO/i-ZnO/AZO thin film solar cells 

In this study, SCAPS-1D simulation program [39] was used to model Mo/Cr: CuO/SnO2/n-ZnO/i-

ZnO/AZO thin film solar cells as seen Figure 4. In order to model and calculate the electrical parameters 

of solar cells, the electrical data of all semiconductor layers (given in Table 1) forming the solar cells 

are input to the program. Experimental data such as band gap, film thickness, absorption coefficient of 

CuO file (in insert square in Figure 3a) and Cr-doped CuO semiconductors, and values of other layers 

in literature were used. 

 

 

Figure 4. a) The diagram image and b) the modelled view of Mo/Cr:CuO/SnO2/n-ZnO/i-ZnO/AZO 

solar cells. 

 

Table 1. The electrical parameters of semiconductor layers formed Mo/Cr:CuO/SnO2/n-ZnO/i-

ZnO/AZO solar cells. 

Layers AZO[40] i-ZnO [41] n-ZnO SnO2 Cr:CuO [42, 43] 

Band Gap (eV) 3.3 3.3  3.3 36 2.18/2.30 

Electron affinity (eV) 4.6 4.6 4.6 4.5 4.07 
Dielectric permittivity 

(relative) 
9 9 9 13.6 11.40/11.43 

CB effective density of 

states (cm-3) 
2.20x1018 2.20x1018 2.20x1018 2.20x1018 2.20x1019 

VB effective density of 

states (cm-3) 
1.80x1019 1.80x1019 1.80x1019 1.80x1019 5.50x1020 

Electron/Hole thermal 

velocity (cm/s) 
1.00x107 1.00x107 1.00x107 1.00x107 1.00x107 

Electron/Hole mobility 

(cm2/Vs) 
100/25 100/25 100/25 100/25 100/20 

Shallow donor density 

(cm-3) 
1.00x1020 1.00x105 0 0 0 

Shallow acceptor 

density  

(cm-3) 
0 0 1.00x1018 1.00x1016 1.0x1016 

Thickness (nm) 100  100 50 50 380 
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3.2.1 The effect of the acceptor shallow density (𝑵𝒂) in Cr:CuO semiconductors on the PV 

parameters of solar cells 

Acceptor defects improve the p-type electrical properties of semiconductors. It prevents the 

recombination of photo-excited charge carriers and increases the number of charge carriers in 

semiconductors. Thus, a faster and more intense charge transfer takes place in the depletion region. The 

electrical field increases in the depletion region, and the amount of charge accumulation at the sides 

increases. Thus, an increase in 𝐽𝑆𝐶 and 𝑉𝑂𝐶 value of solar cells occurs [28]. 

  

 

Figure 5. a) (𝑉𝑂𝐶 − 𝐽𝑆𝐶), b) (𝜂 and 𝐹𝐹) vs 𝑁𝑎, and c) 𝐽 − 𝑉 for 1% Cr-doped CuO semiconductor. 

 

The 𝑁𝑎 dependent (𝑉𝑂𝐶 − 𝐽𝑆𝐶), (𝜂 and 𝐹𝐹) curves and 𝐽 − 𝑉 characteristics of 1% Cr-doped CuO 

solar cells modelled in this study are given in Figure 5a, 5b and 5c, respectively. As 𝑁𝑎-increased, 𝑉𝑂𝐶 , 

𝜂 and 𝐹𝐹 values increased [44], but 𝐽𝑆𝐶  decreased [45]. Wanda et al indicated that there is a significant 

potential barrier at the CZTS/Molybdenum interface, as evidenced by the recombination current density 

at the back-contact, which is estimated to be 3.6 mA/cm2 [46].This situation can be explained as follows: 

Some of the photo-excited charge carriers can be trapped by these acceptor defects, and this may cause 

a decrease in the photocurrent and 𝐽𝑆𝐶  values. However, since the size of electrical field in the depletion 

region will cause charge separation, it will increase the charge accumulation at the boundaries of the 

depletion region and lead to the other PV values to increase [38, 47]. As 𝑁𝑎 increases from 9.5×1015 cm-

3 to 7.5×1016 cm-3, 𝐽𝑆𝐶 , 𝑉𝑂𝐶 , 𝐹𝐹 and 𝜂 parameters of 1% Cr:CuO solar cells changed from 31.85 mA/cm2 

to 29.23 mA/cm2, from 0.604 mV to 0.642 mV, from 49.48% to 57.49%, and from 9.53% to 10.79%, 

respectively. Adewoyin et al. reported that with an efficiency of 9.39%, the composition ratio of 

Cu2ZnSn0.8Ge0.2S4 produced the best 𝐽– 𝑉 characteristics of the top cell, which is lower than our 

calculated value [40].  

The solar cell has shown the highest power conversion efficiency for 𝑁𝑎 =7.5×1016 cm-3. 

According to the curves in Figure 6, when the value of 𝑁𝑎 increased from 9.5×1015 cm-3 to 5×1016 cm-3, 

𝑉𝑂𝐶 , 𝐽𝑆𝐶 , 𝐹𝐹 and 𝜂 values of 3% Cr:CuO solar cells have been changed from 26.01 mA/cm2 to 23.92 
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mA/cm2, from 0.552 mV to 0.571 mV, from 51.55% to 57.7% and from 7.41% to 7.9%, respectively. 

Thus, 3% Cr:CuO solar cells exhibits the lower efficiency compared to 1% Cr-doped CuO solar cells. 

3% Cr:CuO thin film contains more defects than the other. Also, since 3% Cr-doped CuO thin film 

absorbs fewer photons, fewer photo-excited charge carriers are formed in the film, resulting in lower 

efficiency of solar cells. 

 

  

 

Figure 6. a) (𝑉𝑂𝐶 − 𝐽𝑆𝐶), b) (𝜂 and 𝐹𝐹) vs 𝑁𝑎, and c) 𝐽 − 𝑉 for 3 % Cr: CuO semiconductor. 

 

3.2.2 The effect of the neutral interface defect density (𝑵𝒕) in 1% Cr-doped CuO semiconductor 

on the PV parameters of the solar cells 

The defects located between the absorber layer and the buffer layer in the solar cell significantly 

affect the efficiency of the solar cell. Factors such as lattice mismatch of semiconductors in 

heterojunction, mismatched band alignment, bond hanging, and doping in the depilation region can 

cause interface defects [48]. These defects can act as recombination points for electron and hole pairs. 

The charge transitions are limited by being positioned close to the band edges. Therefore, with 

increasing defect density, charge accumulation in the depletion region of solar cells decreases, and this 

causes a decrease in PV parameters [33, 38, 39].  
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Figure 7. a) (𝑉𝑂𝐶 − 𝐽𝑆𝐶), b) (𝜂 and 𝐹𝐹) vs 𝑁𝑡, and c) 𝐽 − 𝑉 for 1% Cr:CuO semiconductor. 

 

In this study, since %1 Cr-doped CuO solar cell exhibits higher efficiency, efficiency 

improvement studies have been carried out on this solar cell. The 𝑁𝑡   (neutral defect density) dependent 

(𝑉𝑂𝐶 − 𝐽𝑆𝐶), (𝜂 and 𝐹𝐹) curves and 𝐽 − 𝑉 characteristics of 1% Cr-doped CuO solar cells have been 

modelled in the study and are given in Figure 7a, 7b and 7c, respectively. While 𝑁𝑡  increases, all 

electrical parameters of the solar cells decrease. So, 𝑁𝑡   rises from 1.0×1010 cm-3 to 5×1016 cm-3, (𝑉𝑂𝐶 −

𝐽𝑆𝐶), (𝜂 and 𝐹𝐹) values of 1% Cr-doped CuO solar cells have been decreased from 29.23 mA/cm2 to 

27.54 mA/cm2, from 0.642 mV to 0.291 mV, from 57.49% to 36.75% and from 10.79% to 2.95%, 

respectively. 1% Cr-doped CuO solar cells has shown the highest power conversion efficiency for 

𝑁𝑡  =1.0×1010 cm-3. 

3.2.3 The effect of the SnO2 layer on the PV performance of 1% Cr:CuO solar cells  

According to the band diagram of 1%Cr-doped CuO solar cells in Figure 8a, a cliff-like band [42] 

was formed between the 1% Cr-doped CuO and the n-ZnO heterojunction. A cliff-like conduction band 

offset leads to trap state-assisted recombination. This causes the charge carriers to decrease and 𝐽𝑆𝐶  value 

to deteriorate. In this study, to overcome this problem, a SnO2 ultrathin intermediate layer in the 3.6 eV 

band gap [42] that was placed between as shown in the band diagram in Figure 8b. The SnO2 layer 

partially forms a spike like conduction band offset, optimizing conduction band alignment. It prevents 

recombination caused by trap states at the interface [26, 49]. Therefore, SnO2 blocks the hole charges 

away from the ZnO buffer layer, which acts as an electron selector for the 1% Cr:CuO active layer as 

seen in Figure 8c, in order to passivate the interface states. 
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Figure 8. a) The band diagrams of 1% Cr: CuO/n-ZnO, b) 1% Cr: CuO/SnO2/n-ZnO solar cells and     

c) the charge transfer in 1% Cr:CuO solar cells with SnO2 intermediate layer. 

 

  

 

Figure 9. a) (𝑉𝑂𝐶 − 𝐽𝑆𝐶), b) (𝜂 and 𝐹𝐹) vs SnO2 layer thickness graphs and c) 𝐽 − 𝑉 characteristics 

dependent SnO2 layer thickness for 1% Cr-doped CuO semiconductor. 

 

Figure 9 show that (𝑉𝑂𝐶 − 𝐽𝑆𝐶), (𝜂 and 𝐹𝐹) vs SnO2 layer thickness graphs and 𝐽 − 𝑉 

characteristics-dependent SnO2 layer thickness (for 2 nm and 12 nm) for 1% Cr:CuO semiconductor.  

For the solar cells with SnO2 layer thickness of 2 nm, (𝐽𝑆𝐶 =32.9 mA/cm2, 𝑉𝑂𝐶 =0.615 mV, 

𝐹𝐹 =54.99% and 𝜂 = 11.09% while 𝐽𝑆𝐶 =29.23mA/cm2, 𝑉𝑂𝐶 =0.642 mV, 𝐹𝐹 =57.49% and 
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𝜂 =10.79% to solar cells without SnO2 layer. Sun et al. indicate that CZTS solar cells with SnO2 

intermediate layers have an improved overall efficiency of 6.82% to 8.47% due to their higher 𝑉𝑂𝐶  of 

657 mV and 𝐹𝐹 of 62.8% when compared to their counterpart cells without the SnO2 intermediate layer, 

which have 𝑉𝑂𝐶  of 638 mV and 𝐹𝐹 of 52.4% [30]. As stated above, SnO2 layer provided the ideal charge 

transition in the band structure. Thus, the photo-excited charge carriers in the depletion region contribute 

to charge aggregation at the edges and do not adversely affect the shunt resistance, resulting in higher 𝐽𝑆𝐶 

and efficiency values. However, although SnO2 layer thickness of 2 nm is low, it can cause a large 

electrical field in the depletion region and trap states for charge carriers in the band gap. This causes 

𝑉𝑂𝐶  and 𝐹𝐹 values to be slightly lower. However, the high 𝐽𝑆𝐶  value resulted in higher efficiency 

compared to 𝜂 value of solar cells without SnO2 layer. As SnO2 film thickness increases from 2 nm to 

12 nm, 𝐽𝑆𝐶 , 𝑉𝑂𝐶 , 𝐹𝐹 and 𝜂 values of 1% Cr-doped CuO solar cells with SnO2 layer decreases from 32.87 

mA/cm2 to 32.45 mA/cm2, from 0.613,6 mV to 0.613,1 mV, from 54.99% to 53.97% and from 11.09% 

to 10.74%, respectively. The higher thickness of SnO2 layer reduces the electrical field in the depletion 

region and may limit charge separation. Thus, in interfacial trap states, charge carriers may undergo 

recombination resulting in degradation of PV performance. 

4. Conclusions 

In this study, 1% and 3% Cr-doped CuO thin film has been produced by spin coating system.  

XRD spectra indicates that all of thin films coated had a polycrystalline nature, with preferential (-111) 

and (111) orientations. Cr doping ratio changes XRD pattern of thin film coated and increments in Cr 

ratio in CuO have made the main peaks more intense. SEM images reveals that the agglomerated 

morphology can be seen in CuO:Cr (1%), whereas flaky morphology can be seen in CuO:Cr (3%). 1% 

Cr-doped CuO thin film absorbs more photons compared to 3% Cr-doped CuO in Vis and UV regions.  

The band gaps of 1% Cr and 3% Cr-doped CuO thin films have been determined to be 2.18 eV and 2.30 

eV, respectively. Using the SCAPS simulation program, the solar cells consisting of Mo/1% and 3% Cr-

doped Mo/Cr:CuO/SnO2/n-ZnO/i-ZnO/AZO layers have been modelled. With some increases in 𝑁𝑡 

neutral defect density, all PV parameters of these solar cells deteriorated. However, 1% Cr-doped CuO 

solar cells performed better than 3% Cr:CuO solar cells. With the increase of 𝑁𝑎 acceptor defect density, 

while 𝐽𝑆𝐶 value decreased, 𝑉𝑂𝐶 , 𝐹𝐹 and 𝜂 values of 1% Cr-doped CuO solar cells increased. At the 

interface, SnO2 intermediate thin layer with thickness between 2 nm and 12 nm that was put on the 

interface to passivate the defect, trap structures, and to provide ideal charge transfer (hole and electron).  

The solar cells with SnO2 intermediate layer at 2 nm thickness showed higher 𝐽𝑆𝐶 , 𝐹𝐹 and 𝜂 values 

compared to solar cells without any intermediate layer.  
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Abstract: A solution to the challenge of assigning static network traffic is being sought through this 

research. To address this issue, a model that uses the Lagrange function has been developed. The 

Lagrange neural network is a dynamic system that is created by calculating the function's gradient in 
relation to its variables. This system comprises differential equations that are adapted based on the 

initial conditions. The theoretical properties of this network are delved into in the paper, including its 
overall and local stability, and it is proven that the system exhibits global stability. Equilibrium points 

achieved by numerically solving the network meet the Karush-Kuhn-Tucker requirements, as 
demonstrated by using the Lyapunov method. It is guaranteed that they will converge towards the user 
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by providing a numerical example. The results obtained using this approach outperform those obtained 
using the Frank-Wolfe method. 
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1. Introduction  

In the field of transportation engineering and urban planning, traffic assignment models are 

essential tools. These models offer valuable insights into how vehicular traffic moves through a network 

of roads and infrastructure. By helping planners and decision-makers optimize traffic management, 

reduce congestion, and upgrade transportation systems, they play a crucial role in improving overall 

transportation efficiency. 

However, traffic assignment has been a challenging problem for transportation engineers for quite 

some time. Initially, mathematical models were created to understand how traffic moves through cities, 

assuming that drivers always choose the shortest route. However, this assumption was found to be 

inaccurate. Drivers may select longer routes if they believe it will save time or help them avoid certain 

roads or areas. As a result, more sophisticated traffic assignment models have been developed that 

consider driver preferences. These models can predict traffic flow, enabling planners to make informed 

decisions to optimize traffic flow. 

Wardrop's research [1] has fundamentally established that in the realm of transportation, travelers 

do not possess the ability to reduce their travel time merely by opting for an alternative route. This 

fundamental principle, commonly referred to as User Equilibrium (UE), has emerged as a cornerstone 

in the domain of traffic assignment. Subsequently, this concept has undergone extensive development 

and refinement by numerous scholars, rendering it the prevailing standard for the evaluation of traffic 

assignment algorithms in contemporary practice. Addressing this intricate challenge necessitates a 

https://dergipark.org.tr/mejs
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diverse array of models and algorithms, spanning from rudimentary heuristics to sophisticated 

optimization techniques. 

One advanced approach in the field of transportation engineering is the Frank-Wolfe algorithm, 

which was originally introduced to address the challenging problem of traffic assignment [2]. Beckmann 

and his colleagues [5] made significant strides in this domain by transforming the UE condition into a 

nonlinear convex programming problem. This transformation paved the way for the development of 

efficient algorithms tailored to tackle the UE condition. In a similar vein, Daganzo and Sheffi [4] 

pioneered a distinctive traffic assignment methodology grounded in the concept of traffic equilibrium, 

while Sheffi and Powell [3] provided a comprehensive analysis of this issue along with potential 

remedies. In addition to these fundamental contributions, various alternative methodologies have 

emerged for predicting User Equilibrium. These include sequential averages ([3], [5]), simulated 

annealing ([6]), and the application of game theory ([25]). Notably, Javani and Babazadeh [26] 

introduced an algorithm that identifies descent directions through iterative solutions of a series of 

quadratic programming subproblems within the framework of truncated quadratic programming. This 

method, formally known as OD-based Frank-Wolfe truncated quadratic programming, systematically 

addresses each quadratic programming subproblem associated with Origin-Destination (OD) pairs. 

These subproblems are efficiently solved using the Frank-Wolfe optimization technique, taking into 

account only the active paths. The authors introduced a path-based algorithm designed for static traffic 

assignment problems. This algorithm leverages the Wolfe reduced gradient method, column generation, 

and speed-up techniques to optimize traffic flow allocation efficiently. It demonstrates superior 

convergence performance when compared to reference algorithms, as evidenced by testing on scenarios 

presented in [27]. 

For an exhaustive compilation of optimization models related to the traffic assignment problem, 

along with a thorough exposition of the solution methodologies applied to these models, readers are 

encouraged to consult [22] and [23]. Additionally, for a current overview of research on UE, we 

recommend referring to [28]. 

In the context of solving traffic assignment optimization problems subject to specific constraints, 

the Lagrange function emerges as an invaluable tool for achieving optimality. This specialized function 

amalgamates the objective function with constraints to maximize the solution while satisfying both the 

objective and the constraints, constituting what is known as the Lagrange dual problem [22]. By 

leveraging the gradient of the Lagrange function, a system of differential equations can be derived. 

Given that the primary purpose of the Lagrange function in network traffic assignment problems is to 

minimize system variables, the derivatives of these variables with respect to time must exhibit a 

decreasing trend in the negative direction. Simultaneously, in pursuit of maximizing the Lagrange 

variables embedded within the Lagrange function, their derivatives must manifest an ascending 

trajectory in the positive direction. This intricate interplay yields a system of equations that bears a 

resemblance to an artificial neural network, thus being denoted as a Lagrange programming neural 

network [17]. This neural network variant finds application in diverse mathematical optimization 

contexts. 

To construct a Lagrange programming neural network (LPNN), a conventional neural network 

architecture is augmented with a specialized layer responsible for computing the Lagrange multipliers 

associated with constraints. The mathematical underpinnings of LPNN and its training process through 

the backpropagation algorithm are expounded upon in this paper. Furthermore, a mathematical rendition 

of the Lagrange neural network grounded in the duality theorem is presented in [18-20], where the 

authors furnish empirical evidence substantiating the efficacy of these methodologies in addressing a 

spectrum of optimization challenges ([19], [20]). In [24], the authors introduce an artificial neural 
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network method tailored for traffic assignment, particularly aimed at optimizing the duration of green 

signals at traffic intersections, culminating in observed enhancements in traffic flow. 

To the best of our knowledge, the utilization of Lagrange neural networks to optimize network 

traffic assignment problems has not been explored in existing literature. Thus this study centers on 

addressing a network traffic assignment problem through the application of a neural network approach. 

Furthermore, it transitions the initially static network traffic assignment problem into a dynamic one, 

allowing an examination of how traffic flows on connections evolve over time. To establish this dynamic 

framework, a differential equation system is formulated using the Lagrange function, interpreting the 

given network traffic assignment problem as a neural network. The stability of this system and its 

convergence towards user equilibrium are demonstrated with the aid of a Lyapunov function. Lastly, a 

numerical example is presented to elucidate the solution process. 

Here is the structure of the paper: The second section presents the optimization problem 

concerning network traffic assignment UE, and the Karush-Kuhn-Tucker criteria. Section 3 introduces 

the Lagrange function and outlines the creation of a Lagrange neural network. A numerical example is 

given in Section 4, and concluding remarks are provided in Section 5. This text contains instructions for 

preparing manuscripts for the journal.  

2. Mathematical Formulation 

2.1. Constrained Nonlinear Optimization for The Network Traffic Assignment Problem 

The theory of UE is of utmost importance in transportation engineering. It provides valuable 

insights into traffic behavior within a network. According to this theory, drivers opt for the most efficient 

route to reach their destination based on travel time. As more drivers make informed decisions, the 

network reaches a state of equilibrium where no one can improve their travel time by switching routes. 

This equilibrium flow is a reliable mechanism for approximating traffic patterns in any given network. 

The primary aim is to achieve a balanced distribution of traffic across all edges, denoted as e E , 

in a connected directed graph ( , )G V E= . This distribution is dictated by the traffic demand 
wF for 

each origin-destination (OD) pair ,w W  with the ultimate objective of attaining UE. Under UE 

conditions, travel times on all utilized routes are equal and do not surpass those of any unused routes. 

This model defines the symbol G as a network that comprises a collection of vertices denoted as

V  and a group of edges identified as E that connect these vertices. The setW  includes all origin-

destination pairs that exist within the network. Each pair of origin-destination, denoted as w W the set

wR  comprises all possible routes that connect the origin and destination of that specific pair. The flow 

of traffic through each edge e E is depicted by the vector ( , , )ex x=   w

ex , representing the traffic 

flow through the edge e  for the OD pair w . The capacity of each edge e E  is illustrated by the vector

( , , )ec c=   , whi ( )e et x ch is a function that confidently models the travel time (delay) of the flow 

ex through a congested edge e . 

The problem of traffic assignment is tackled by formulating it as a nonlinear optimization problem 

that aims to achieve UE ([21]). The problem can be mathematically described as follows: 
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( )

( )

0
min ( )

subject to

0,

0, ,

e

w

x f

ex f
e E

w w

r

r R

w w

r

t u du

F f w W

f r R w W





− =  

   




        (1) 

The problem is accompanied by predefined constraints, where

( ) ,
w

w w w

e r r e r

w W r R

x f f e E
 

=    . 

The relevant variables are: 

* f  represents the traffic flow on all edges 

* ( )ex f  denotes the flow-dependent travel time on the edge e  

* ( )et u  represents the travel time function on the edge e  

* 
wF  stands for the demand for OD pair w  

* 
wR  is the set of routes for the OD pair w  

* 
w

rf  denotes the flow on route r  for the OD pair w  

* 
,

w

e r  is the Kronecker delta, which is 1 if the edge e is on the route r  and 0 otherwise. 

The main objective of the problem (1) is to minimize the total travel time (or total travel cost) for 

all traffic flows. This can be achieved by implementing the first set of constraints, which ensures that 

the demand for each OD pair is met by the traffic flows on the network. Additionally, the second set of 

constraints guarantees that the traffic flow on each route is always non-negative. Lastly, the definitional 

constraints establish a link between the traffic flow on each edge and the traffic flow on each route. 

2.2. Karush Kuhn Tucker (KKT) Conditions For The Nonlinear Network Traffic Assignment 

Problem 

It is crucial to abide by the constraints of problem (1) when dealing with traffic assignment 

problems. To achieve optimization, it is imperative to satisfy the Karush-Kuhn-Tucker (KKT) 

conditions. These conditions provide a framework for the requirements to attain a feasible solution. If 

all KKT conditions are met and the optimization problem is convex, then the solution is guaranteed to 

be optimal. To obtain the Lagrange function for the traffic assignment problem (1), Lagrange multipliers 

must be added for each constraint of the problem (1) and included in the objective function. 

Thus the Lagrangian function, which solves the problem, is expressed below: 

( )

0
( ( ), ) ( )

e

w

x f
w w w

e r r

e E w W r R

x f t u du F f 
  

 
= + − 

 
  L     (2) 

It consists of flow variables ( )ex f  and Lagrange multipliers .w

r   

The first term in function (2) represents the total travel time on all edges concerning the flow 

variable ,f which is the same as the objective function of problem (1).  

The second term includes the Lagrange multiplier associated with demand constraints, ensuring 

that the total traffic demand between each OD pair is satisfied.  

The third term includes the Lagrange multiplier associated with flow constraints, ensuring that 

the flow on each route is non-negative. The Lagrange multiplier
w

r  represents both the flow 

conservation constraint and the non-negativity constraint.  
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In order to optimize problem (1), we can re-write the function (2) by substituting all e E with

,
w

w w

e r e r

w W r R

x f 
 

=   . This leads to the following result:  

,

0
( , ) ( )

w w
r e r

ww W r R

w

f
w w w

e r r

e E w W r R

f t u du F f


  

  

  
= + − 

 
  L     (3) 

We can take the derivative of function (3) with respect to 
w

rf  using the chain rule, which yields:  

,( ) .w w

e e e r rw

r

t x
f

 


= −


L
            (4) 

In order to ensure the success of the traffic assignment problem, it is essential that the KKT 

conditions are satisfied. These conditions encompass the following key points: 

1. Primal feasibility: The decision variables must adhere to the constraints of the problem: 

0, , 0, ,
w

w w w w

r r

r R

F f w W f r R w W


−            (5) 

2. Dual feasibility: Lagrange multipliers must be non-negative: 

0, ,w w

r r R w W             (6) 

3. Complementary slackness: The product of decision variables and their corresponding Lagrange 

multipliers must be zero: 

0,
w

w w w

r r

r R

F f w W


 
− =   

 
        (7) 

4. Gradient of the Lagrangian (Stationary): The gradient of the Lagrangian function with respect 

to the decision variable 
w

rf  must be zero: 

,( ) 0w w

e e e r rw

r

t x
f

 


= − =


L
        (8) 

3. Lagrange Neural Network for Traffic Assignment as Nonlinear Optimization 

This section will showcase the power of KKT conditions (4)- (8) in transforming the traffic 

assignment optimization problem (1) into a neural network using the Lagrange function (2). Our 

approach involves calculating the gradient of the Lagrange function for each variable and solving a set 

of differential equations using numerical methods. We are confident that we can prove that the 

equilibrium point of the obtained dynamic system provides the UE for the optimization problem (1). 

Now, let's consider the primal variables as
w

rf , and
w

r  as the Lagrange multipliers. We can 

express the gradient of the Lagrangian function (2) with respect to each variable, as follows: 

 ,( , , ) ( )w
r

w w

e e e r rwf
r

f t x
f

   


 = = −


L
L              (9) 

( , , )w
r

w

w w

r

r R

f F f


 


 = − L                                                                      (10) 

where  denotes the gradient operator. 

At t t he time, ( )w

rf t  represents the flow value for the route r  and OD pair w . The dynamical system 

can be expressed using a gradient algorithm. 

( ),( )
w

w wr
e e e r rw

r

df
t x

dt f
 


= − = − −



L
       (11) 
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w

w ww
r

r R

d
F f

dt





= −           (12) 

In order to maintain non-negative variable conditions within the system, we define the flow 

variable as ( ) max , ,0 .f   The first equation (11) outlines the update rule for flow
w

rf , which is 

obtained by taking the negative derivative of the function (2). The second equation (12) presents the 

updated rules for the Lagrange multiplier
w

r . These dynamic equations are repeatedly applied to adjust 

the values of 
w

rf
w

r and until they reach convergence. 

Theorem 1: Suppose that ( )* *,f  is a stationary point of function (2), and that the Lagrangian 

function is positive definite and
*f  is a regular point of the constrained optimization problem (1). Then, 

( )* *,f   is an asymptotically stable point of neural network (11)-(12). 

Proof: To prove that ( )* *,f   is an asymptotically stable point of neural network (11)- (12). We 

need to demonstrate that the system's dynamics converge to this point t → . 

First, we observe that
*f  is a stationary point of function (2), which implies (from KKT 

conditions) that ( )* *, 0f f  =L . By substituting the pre-definitional constraint , ,
w

w w

e r e r

w W r R

x f 
 

=  

and Lagrange multiplier into equation (8), we obtain the following equation: 

 

,

,

, ,( )

w

w

w

w w

r e r

w W r Rw w w

e r e r rw w
w W r Rr r

w w w w

e r e r e r r

w W r R

f

t f
f f

t f



 

  

 

 

 

 
  

   = − 
  

= −

 
 

 

L
 

By using the equation mentioned earlier, we can find the UE for the optimization problem (1). From the 

KKT conditions (5)- (8), we obtain , , , ,0 .( ) ( )
w w

w w w w w w w w

e r e r e r r r e r e r e r

w W w Wr R r R

t f t f     
  

= − =     

Here, since 0,w

rf  0w

r   and then, complementary slackness condition from (7) must be either  

0w

r = or 0.
w

w w

r

r R

F f


 
− = 

 
 In this way, the UE of the problem (1) is obtained as: 

, ,

, ,

,

,

(

0

)

(

0

)

w

w

w w w w

e r e r e r r

w W r R

w w w w w

e r e r e r r r

w W r R

t f

UE
t f

  

   

 

 




= 



=

− 

 

 
 

If the above KKT conditions for the traffic assignment problem are met by ( )* *,f  , then the equation 

provides a valid solution. Moving on to the neural network's dynamics, we can use the update rules to 

rephrase equations (11) and (12) for 
w

rf
w

r and. Linearizing the equation system around a point

( )* *,f   involves computing the Jacobian matrix. 
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( )* *

, ,

,

( ) 0

0

w

w

w w w w

e r e r e r rw
w W r Rr

w w

rw

r Rr f

t f
f

J

F f
f



  
 



   
− − −   
    

=  
  −     

 



 

Since
*f  is a regular point of the constrained optimization problem (1), it can be deduced that the 

Hessian matrix of the Lagrangian is positive definite at 
*.f  Therefore, it follows that the Jacobian 

matrix J  is negative definite at 
* *( , ).f   By applying the Hartman-Grobman theorem, it can be 

determined that the system dynamics in the vicinity of 
* *( , )f  are locally equivalent to those of a 

linearized system. Given that J  is negative definite, the linearized system is asymptotically stable at 

* *( , ).f   Thus, it can be concluded that the original nonlinear system dynamics are also asymptotically 

stable at 
* *( , ).f   The proof is now complete. 

3.1. Stability of The Dynamical System 

Lyapunov's method is a powerful tool that allows us to analyze the stability of dynamical systems. 

However, in order to use this method effectively, it is essential to find an appropriate Lyapunov function, 

which can be a challenging task.  To implement Lyapunov's method and show that it is a reliable tool, 

we need to find a Lyapunov function ( , )V f   that is positive definite and has a negative definite 

derivative along the trajectories of the dynamical system. 

One possible Lyapunov function for neural network (11)- (12) is: 
22

1 ( , ) 1
( , ) ( )

2 2 w

w w

rw
w W r R w W r Rr

f
V f F f

f




   

    
= + −    

     
  

L
   (13) 

To demonstrate that ( , )V f   is indeed a Lyapunov function, we must verify that it satisfies the two 

necessary conditions: 

1. ( , ) 0V f    for all ( , ),f  and ( , ) 0V f  =  only at ( , ).f   

2. 0
dV

dt
  for all f . and. 

It is evident that the first condition is met as both terms ( , )V f   are non-negative. Furthermore, 

( , ) 0V f  =  only when both terms are zero. The first term equals zero if and only if
( , )

0
w

r

L f

f


=


 for 

all r R w W and, which indicates that ( , )f   is a stationary point of the system. The second term 

equals zero if and only if ( ) 0
w

w w

r

w W r R

F f
 

 
− = 

 
  , which implies that the flow conservation constraint 

is met. To establish the second condition, we must differentiate ( , )V f  with respect to time and 

demonstrate that it is negative or zero. We obtain: 
22

( , )
( ) 0

w

w
w wr

rw w
w W r R w W r R w W r Rr r

dfdV V V d L f
F f

dt f dt dt f

 

     

     
= + = − + −    

     
     
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The last inequality follows from the Cauchy-Schwarz inequality, which states that 
2 2 2| , | | | | |u v u v  

any vectoru .v ( , )V f  , is a Lyapunov function for the neural network, which implies that the 

stationary point ( , )f  is stable.  

Through the usage of the Cauchy-Schwarz inequality, which guarantees that 
2 2 2| , | | | | |u v u v   for all 

vectorsu ,v  we can conclusively prove the validity of the aforementioned inequality. This, in turn, 

confirms that ( , )V f  is a Lyapunov function for the neural network, providing affirmation of the 

stability of the stationary point ( , ).f   Therefore, we have successfully demonstrated the effectiveness 

of Lyapunov's method in evaluating the stability of the given dynamical system. Furthermore, we have 

established a Lyapunov function that solidifies the stability of the system at the origin. 

To solve the above dynamical system using Euler's method, we need to discretize the system in 

time. Let t be the time step. Then, we can approximate the derivatives by finite differences: 

, 1 , , 1 ,
,

w w w ww w
r n r n r n r nr r

f fdf d

dt t dt t

 + +− −
 

 
      (14) 

where
,

w

r nf , and
,

w

r n , denote the values of 
w

rf ,

w

r n and at time step n. Substituting these approximations 

into the dynamical system, we get: 

, 1 ,

, , , ,
w

w w

r n r n w w w w

e r n e r e r r nw
w W r Rr

f f
t f

t f
  +

 

 −  
= − = − −  

    
 

L
    (15) 

, 1 ,

,
w

w w

r n r n w w

r n

r R

F f
t

 +



−
= −


          (16) 

Solving for 
, 1

w

r nf +
 and 

, 1,
w

r n +
 we get: 

, 1 , , , , ,
w

w w w w w w

r n r n e r n e r e r r n

w W r R

f f t t f   +

 

  
= − +  

  
       (17) 

, 1 , ,( )
w

w w w w

r n r n r n

r R

t F f +



= +  −         (18) 

In order to ensure that all variables are non-negative, the system is reformulated as follows: 

, 1 , , , , ,max ,0
w

w w w w w w

r n r n e r n e r e r r n

w W r R

f f t t f   +

 

    
= − +   

    
      19) 

, 1 , ,max ( ),0
w

w w w w

r n r n r n

r R

t F f +



 
= + − 

 
       (20) 

These equations give us a way to update values of
w

rf  and 
w

r at each time step 1n+ based on their 

values at the previous time step n . To start the iteration, we need to initialize these variables at the time 

step 0n = . Let 
,0

w

rf ,0

w

r and denote their initial values. Then, we can use the following algorithm to 

solve the dynamical system using Euler's method:  

 1. Set 0n = and initialize
, ,0

w w

r n rf f= , ,0

w w

r n r = , for all
wr R  and w W .  

2. Set the time step t .  

3. For 0,1,2, ,n =   do the following:  

a. Compute 
, 1

w

r nf +
and 

, 1

w

r n +
use the updated equations above.  
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b. Set
, , 1

w w

r n r nf f +=  and 
, , 1

w w

r n r n  += for all 
wr R w W and.  

c. Increment n  and repeat step 3.  

This algorithm will iteratively update the values of 
w

rf and
w

r  at each time step until convergence. The 

convergence criteria can vary depending on the specific problem and implementation, but a common 

one is to stop the iteration when the change in the objective function value or the norm of the gradient 

falls below a certain threshold. 

4. A Numerical Example 

In this section, we provide a numerical example to illustrate the computation of traffic flow within 

a network, based on demand and travel time functions. Consider the network depicted in Figure 1. The 

travel time for each edge is defined as a function of the flow on that edge, denoted as ex given by

( ) 1 0.15e et x x= + . 

We have two OD pairs, namely (1,5) and (2,5), with demand values of 1,5 20F = 2,5 30F = and 

respectively. To determine the traffic flow, we must account for all potential routes between these OD 

pairs. For OD pair (1,5), the set of all feasible routes is defined as 1,5 [(1,3,5), (1,4,5)]R = , and for OD pair 

(2,5), it is defined as 2,5 [(2,3,5), (2,4,5)]R = . Each route is represented as a sequence of nodes. 

Subsequently, we can calculate the objective function for the traffic assignment problem as follows: 
(1,3) (3,5) (1,4) ( 4,5)

( 2,3) ( 2,4) (3,5) ( 4,5)

( ) ( ) ( ) ( ) ( )

(1,3) (3,5) (1,4) (4,5)
0 0 0 0 0

( ) ( ) ( ) ( )

(2,3) (2,4) (3,5) (4,5)
0 0 0 0

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

ex f x f x f x f x f

e

e E

x f x f x f x f

t u du t u du t u du t u du t u du

t u du t u du t u du t u



= + + +

+ + + +

    

   
(1,3) (3,5) (1,4) ( 4,5)

( 2,3) ( 2,4) (3,5) ( 4,5)

( ) ( ) ( ) ( )

0 0 0 0

( ) ( ) ( ) ( )

0 0 0 0

(1 0.15 ) (1 0.15 ) (1 0.15 ) (1 0.15 )

(1 0.15 ) (1 0.15 ) (1 0.15 ) (1 0.15 )

x f x f x f x f

x f x f x f x f

du

u du u du u du u du

u du u du u du u du

= + + + + + + +

+ + + + + + + +

   

   

  (21) 

where ( )ex f is the flow on edge e , and ( ) 1 0.15et u u= +  is the travel time function for edge e . 

For each node w  in the network, the total flow into the node must equal the total flow out of the node. 

In other words, the demand for each OD pair must be met by the traffic flows on the network. The flow 

conservation constraint is given by: 

For OD pair ( )1,5 : ( )
( )

( )
( )1,5 1,5

1,3,5 1,4,5
20;f f+ =  For OD pair ( )2,5 : ( )

( )
( )
( )2,5 2,5

2,3,5 2,4,5
30f f+ =  

The traffic flow on each route must be non-negative. The non-negative flow constraint is given by: 

( )
( )

( )
( )

( )
( )

( )
( )1,5 1,5 2,5 2,5

1,3,5 1,4,5 2,3,5 2,4,5
0, 0, 0, 0f f f f     

To calculate these constraints, we need to determine which routes use each edge. Based on the 

definitions given in the problem statement, we can obtain that: 

• Edge (1,3) is used by route (1,3,5) in 
( )

( ) ( )
( )1,5 1,5

1,3 1,3,5
;R x f=  

• Edge (1,4) is used by route (1,4,5) in
( )

( ) ( )
( )1,5 1,5

1,4 1,4,5
;R x f= . 

• Edge (2,3) is used by route (2,3,5) in
( )

( ) ( )
( )2,5 2,5

2,3 2,3,5
;R x f= . 

• Edge (2,4) is used by route (2,4,5) in
( )

( ) ( )
( )2,5 2,5

2,4 2,4,5
;R x f= . 



Middle East Journal of Science  (2023) 9(2): 82-95                   https://doi.org/10.51477/mejs.1272077 

 

 91 

 

Figure 1. Network for the given problem with routes 

Using these values, an optimization problem equivalent to problem (1) can be obtained as follows: 

( )( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )

(1,5) (1,5) (2,5) (2,5) (1,5) 2 (1,5) 2 (2,5) 2 (2,5) 2

(1,3,5) (1,4,5) (2,3,5) (2,4,5) (1,3,5) (1,4,5) (2,3,5) (2,4,5)

1,5 1,5

1,3,5 1,4,5

2,5 2,5

2,3,5 2,4,5

1,5 1,

1,3,5 1,4,5

min 0.075 ( ) ( ) ( ) ( )

s.t. 20

30

0,

f

f f f f f f f f

f f

f f

f f

+ + + + + + +

+ =

+ =


( )

( )
( )

( )
( )5 2,5 2,5

2,3,5 2,4,5
0, 0, 0f f  

 (22) 

For this problem, the Lagrange function equivalent to function (2) is obtained as follows: 

( )

( )
( )

( )
( )

( )
( )

( )
( )

(1,5) (1,5) (2,5) (2,5) (1,5) 2 (1,5) 2 (2,5) 2 (2,5) 2

1 2 (1,3,5) (1,4,5) (2,3,5) (2,4,5) (1,3,5) (1,4,5) (2,3,5) (2,4,5)

1,5 1,5 2,5 2,5

1 21,3,5 1,4,5 2,3,5 2,4,5

( , , ) 0.075 ( ) ( ) ( ) ( )

(20 ) (30 )

L f f f f f f f f f

f f f f

 

 

= + + + + + + +

+ − − + − −
 (23) 

where 1 2 and are the Lagrange multipliers. 

After calculating the derivative of the Lagrange function with respect to each variable f  and ,

we have a dynamical system that includes a system of differential equations that corresponds to 

equations (11)-(12). 

The derivative for function (23) with respect to f  and  are as follows: 

(1,5) (1,5)

(1,3,5) 1 (1,4,5) 1(1,5) (1,5)

(1,3,5) (1,4,5)

(2,5) (2,5)

(2,3,5) 2 (2,4,5) 2(2,5) (2,5)

(2,3,5) (2,4,5)

(1,5) (1,5)

(1,3,5) (1,4,5)

1

1 0.15 0 1 0.15 0

1 0.15 0 1 0.15 0

20

L L
f f

f f

L L
f f

f f

L
f f

 

 



 
= + − = = + − =

 

 
= + − = = + − =

 


= − −



(2,5) (2,5)

(2,3,5) (2,4,5)

2

0 30 0
L

f f



= = − − =



   (24) 

Then, the dynamical system is obtained as: 
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( ) ( )

( ) ( )

(1,5) (1,5)

(1,3,5) (1,4,5)(1,5) (1,5)

(1,3,5) 1 (1,4,5) 1

(2,5) (2,5)

(2,3,5) (2,4,5)(2,5) (2,5)

(2,3,5) 2 (2,4,5) 2

(1,5) (1,5)1
(1,3,5) (1,4

2
,5)

1 0.15 1 0.15

1 0.15 1 0.15

20

f f
f f

t t

f f
f f

t t

f f
t

 

 

 

 
= − + − = − + −

 

 
= − + − = − + −

 

 
= − −

 

(2,5) (2,5)

(2,3,5) (2,4,5)30 f f
t
= − −

   (25) 

where all variables are accepted as: ( ) max , ,0 .f   

In order to apply Euler's method (equations (14) to (20)) in the Python 3.0 program, we need to 

establish the initial conditions and select an appropriate step size.  

Let us suppose the initial time points to be denoted as follows: 
(1,5) (1,5) (2,5) (2,5)

(1,3,5) (1,4,5) (2,3,5) (2,4,5) 1 20, 0, 0, 0, 0, 0f f f f  = = = = = =  

A step size of 0.01 may be selected for this computational process. Subsequently, Euler's method can be 

applied iteratively to update values and Lagrange multipliers. The updated rules are delineated as 

follows: 

( ) (1,5) (1,5) (1,5)

(1,3,5) (1,3,5) (1,3,5) 1( ) max ( ) 1 0.15 ( ) ,0f t t f t t f t + = −  + −  

( ) (1,5) (1,5) (1,5)

(1,4,5) (1,4,5) (1,4,5) 1( ) max ( ) 1 0.15 ( ) ,0f t t f t t f t + = +  + −  

( ) (2,5) (2,5) (2,5)

(2,3,5) (2,3,5) (2,3,5) 2( ) max ( ) 1 0.15 ( ) ,0f t t f t t f t + = +  + −  

( ) (2,5) (2,5) (2,5)

(2,4,5) (2,4,5) (2,4,5) 2( ) max ( ) 1 0.15 ( ) ,0f t t f t t f t + = −  + −  

( ) (1,5) (1,5)

1 1 (1,3,5) (1,4,5)( ) max ( ) 20 ( ) ( ) ,0t t t t f t f t + = +  − −  

( ) (2,5) (2,5)

2 2 (2,3,5) (2,4,5)( ) max ( ) 30 ( ) ( ) ,0 t t t t f t f t + = +  − −  

Thus the results obtained after 1000 iterations are as follows: (1,5)

(1,3,5) 9.34,f =  (1,5)

(1,4,5) 9.34,f =  

(2,5)

(2,3,5) 14.84,f =  (2,5)

(2,4,5) 14.84,f =  1 0.88, =  2 0.82. =   

Accordingly, the time-dependent changes of flows on each route and Lagrange multipliers along the 

route are presented in Figure II.  

In order to calculate the minimum total travel time, we can substitute values of (1,5) (1,5) (2,5)

(1,3,5) (1,4,5) (2,3,5), , ,f f f

(2,5)

(2,4,5)f and into an objective function (22) and then minimize it.  That is, by substituting these values 

into an objective function (22), we have 94.48. 
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Figure 2. The traffic flow over time  

In light of Theorem 1, it has been established that the outcomes derived are representative of the 

asymptotically stable points within the neural network framework (Equations (11) and (12)). Moreover, 

these outcomes not only meet the stringent KKT conditions but also fulfill the requirements for the 

optimization problem outlined in problem (22). Consequently, they constitute the UE of said 

optimization problem (22). 

It is pertinent to note that the utilization of the Frank-Wolfe algorithm yields a solution with a 

numerical value of 98.75, while the application of the Lagrange neural network model employing the 

Euler approach results in a solution value of 94.48. 

The fundamental goal of this research is to discover the best route preferences for each user in the 

network. As a result, when the acquired results are compared, it is discovered that the approach provided 

in this article produces more effective results for the optimization model of classical traffic assignment 

problems and converges towards UE. 

5. Conclusions 

 This article explored a model for optimizing traffic assignment within a network. It began by 

establishing the Lagrange function to comprehend the optimal conditions of the static traffic assignment 

model. The Lagrange function assisted in illustrating the existence of points adhering to the Karush-

Kuhn-Tucker conditions. Subsequently, it elucidated how the Lagrange function could be transformed 

into a dynamic system employing the gradient method. It was mathematically proven that the points 

derived from this system converged towards the UE points, and further details were provided regarding 

the asymptotic and Lyapunov stability of the resulting system. A neural network model was also applied 

to a numerical example, and the Euler method was employed to solve the dynamic system. Finally, the 

temporal evolution of traffic in the network routes was visually represented using a graphical illustration. 

Furthermore, the results obtained through the Frank Wolfe algorithm and the methodology presented in 

this study were compared, with our findings confirming the superior efficacy of the approach proposed 

herein. 

It is important to note that this solution method particularly entails a higher computational 

workload, as well as a greater demand for storage space, especially in the case of large and intricate 

networks. However, despite all these associated costs, upon system implementation, it is possible to 

achieve superior and more reliable results compared to existing methods. 
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In the future, further research in this field is likely to hold significant potential for advancing our 

understanding of network traffic allocation and optimization, as well as for developing practical 

applications. Moreover, this solution process can be seamlessly integrated into network traffic 

assignment problems, including those that involve analyzing traffic congestion within the network. 
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1. Introduction  

The concept of statistical convergence was independently defined by Fast [1] and Steinhaus [2] 

in 1951. Schoenberg [3] redefined the concept of statistical convergence and provided some of its 

properties. Subsequently, statistical convergence has been used by many researchers in statistical 

measurement theory, summability theory, Banach spaces, trigonometric series, and fuzzy set theory. 

Several researchers, including ( [4]- [7]) , have conducted studies on this concept. 

Zadeh [8] first introduced fuzzy set theory. Matloka [9] provided the definition of fuzzy number 

sequences and defined the concepts of boundedness and convergence of sequences of fuzzy numbers, 

along with some properties. He showed that many properties valid for real number sequences also hold 

for sequences of fuzzy numbers. Since then, numerous studies have been conducted and continue to be 

conducted on sequences of fuzzy numbers.   

The concept of statistical convergence for sequences of fuzzy numbers was introduced by Nuray 

& Savaş [10]. Nuray & Savaş [10] and Kwon [11] examined the relationship between statistical 

convergence, convergence, lacunary statistical convergence, and strong Cesàro convergence for 

sequences of fuzzy numbers.   

The degree of statistical convergence of a sequence was provided by Gadjiev & Orhan [12]. 

Subsequently, the idea of statistical convergence of order α and strong p-Cesàro summability of order α 

was proposed by Çolak [13]. Statistical convergence of order (𝛼, 𝛽) was first defined by Şengül [14]. 

Altınok & Et [15] introduced the definition of statistical convergence of order (𝛽, 𝛾) for sequences of 

fuzzy numbers.   

Çakallı [16] defined ρ-statistical convergence in real number sequences. Subsequently, several 

researchers, including ( [17]- [22]) , have conducted studies on this topic. The aim of this study is to 

generalize Aral's work [17] on real number sequences to sequences of fuzzy number. 

     

https://dergipark.org.tr/mejs
https://orcid.org/0000-0003-2992-1842
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2. Definitions and Preliminaries 

In this section, we have discussed the fundamental concepts that we will use throughout this study.  

A fuzzy number is a fuzzy set that maps from the real numbers ℝ to the closed interval [0,1], 

satisfying the following properties: 

(i) 𝑍 is normal, which means there exists 𝑧0 ∈ ℝ  such that 𝑍(𝑧0) = 1.  

(ii) 𝑍 is fuzzy convex, which means for 𝑧, 𝑡 ∈ ℝ  and 0 ≤ 𝛽 ≤ 1, we have 𝑍(𝛽𝑧 + (1 − 𝛽)𝑡) ≥

min[𝑍(𝑧), 𝑍(𝑡)].  

(iii) 𝑍 is upper semi-continuous.  

(iv) The support of 𝑍, denoted by suppZ, is defined as the closure of the set {z∈R:Z(z)>0}, which 

is a compact set. 

An α-level set of a fuzzy number, denoted as [𝑍]𝛼 , is defined as follows: 

[𝑍]𝛼 = {
{𝑧 ∈ ℝ: 𝑍(𝑧) ≥ 𝛼}, 𝑖𝑓 𝛼 ∈ (0,1],

supp𝑍, 𝑖𝑓 𝛼 = 0.
 

For a number  𝑍 to be a fuzzy number, the necessary and sufficient condition is that for each 𝛼 ∈ [0,1], 

the set [𝑍]𝛼 is a closed interval, and [𝑍]1 ≠ ∅  is obvious. We will denote the space of all fuzzy numbers 

with real terms as 𝐿(ℝ). 

   The distance between fuzzy numbers 𝑍 and 𝑇 is calculated using the metric: 

𝑑(𝑍, 𝑇) = sup0≤𝛼≤1 𝑑𝐻([𝑍]𝛼, [𝑇]𝛼) 

where  𝑑𝐻 is the Hausdorff metric and for 𝑍𝛼 = [Ẕ𝛼, �̅�𝛼] and  𝑇𝛼 = [Ṯ𝛼, �̅�𝛼], it is defined as: 

𝑑𝐻([𝑍]𝛼, [𝑇]𝛼) = max{|Ẕ𝛼 − Ṯ𝛼|, |�̅�𝛼 − �̅�𝛼|}. 

The distance 𝑑 is a metric on 𝐿(ℝ) and it is complete. 

            A sequence 𝑍 = (𝑍𝑘) of  fuzzy number is a function 𝑍 from the set ℕ of all natural numbers into 

𝐿(ℝ) that is  𝑍: ℕ → 𝐿(ℝ) [9]. In this case, each term of the sequence (𝑍𝑘) corresponds to a fuzzy 

number. 

            A sequence 𝑍 = (𝑍𝑘) of fuzzy numbers is said to be statistically convergent to a fuzzy number 

𝑍0 if for every 𝜀 > 0, 

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: 𝑑(𝑍𝑘, 𝑍0) ≥ 𝜀}| = 0. 

where the vertical bars indicate the number of elements in the enclosed set. We denote the set of all 

statistically convergent sequences of fuzzy numbers as 𝑆(𝐹). 

 The (𝛼, 𝛽) natural density of a subset 𝐸, which is a subset of the set of natural numbers ℕ, is 

defined as follows: 

𝛿𝛼
𝛽(𝐸) = lim

𝑛

1

𝑛𝛼
|{𝑘 ≤ 𝑛: 𝑘 ∈ 𝐸}|𝛽 . 

Here, the expression |{𝑘 ≤ 𝑛: 𝑘 ∈ 𝐸}|𝛽   represents the  𝛽 power of the number of elements in 𝐸 

that are not greater than 𝑛. 

Let 𝑍 = (𝑍𝑘)  be a sequence of fuzzy numbers and 0 < 𝛼 ≤ 𝛽 ≤ 1. If for every 𝜀 > 0, there 

exists a fuzzy number 𝑍0 such that 

lim
𝑛→∞

1

𝑛𝛼
|{𝑘 ≤ 𝑛: 𝑑(𝑍𝑘, 𝑍0) ≥ 𝜀}|𝛽 = 0 

the sequence 𝑍 = (𝑍𝑘)  is said to be statistically convergent of order (𝛼, 𝛽)  to the fuzzy number 𝑍0. 

          Let 𝑍 = (𝑍𝑘) be a sequence of points in the fuzzy number set 𝐿(ℝ) and 0 < 𝛼 ≤ 1. If for every 

𝜀 > 0, there exists a fuzzy number 𝑍0 such that 

lim
𝑛→∞

1

𝜌𝑛
𝛼 |{𝑘 ≤ 𝑛: 𝑑(𝑍𝑘, 𝑍0) ≥ 𝜀}| = 0 
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the sequence 𝑍 = (𝑍𝑘)  is said to be 𝜌 −statistically convergent of order 𝛼 to the fuzzy number 𝑍0. Here, 

𝜌 = (𝜌𝑛)  is an non-decreasing sequence of positive real numbers that approaches to ∞, satisfying 

lim sup
𝑛→∞

𝜌𝑛
𝛼

𝑛
< ∞, ∆𝜌𝑛

𝛼 = 𝑂(1) and ∆𝑍𝑛
𝛼 = 𝑍𝑛+1

𝛼 − 𝑍𝑛
𝛼  for every positive integer 𝑛. In this case, it is 

denoted as 𝑆𝜌
𝛼(𝐹) − lim𝑍𝑘 = 𝑍0. 

If  𝜌 = (𝜌𝑛) = 𝑛 and 𝛼 = 1, there is no difference between 𝜌 −statistical convergence of order 

𝛼 and statistical convergence. 

 Throughout this study, let 𝜌 = (𝜌𝑛) be a sequence as given above.  

 The concept of modulus function was first introduced by Nakano [23]. If a function 𝑓: [0, ∞) →

[0, ∞) satisfies the following properties:  

(i) 𝑓(𝑥) = 0 if and only if 𝑥 = 0,  

(ii) for every 𝑥, 𝑦 ≥ 0, 𝑓(𝑥 + 𝑦) ≤ 𝑓(𝑥) + 𝑓(𝑦), 

(iii) 𝑓 is right-continuous at , 𝑥 = 0,  

(iv) 𝑓 is increasing, then 𝑓 is called a modulus function.  

Let (𝑝𝑘) be a positive and bounded real number sequence with sup
𝑘

𝑝𝑘 = 𝑁. Let 𝐾 =

𝑚𝑎𝑥(1, 2𝑁−1) and 𝑎𝑘, 𝑏𝑘 ∈ ℂ. The inequality  

 

|𝑎𝑘 + 𝑏𝑘|𝑝𝑘 ≤ 𝐾(|𝑎𝑘|𝑝𝑘 + |𝑏𝑘|𝑝𝑘 )                                                                                   (1) 

 

given by Maddox [24] will be used throughout this study.  

3. Main Results 

In this section, we first introduced definition of 𝜌 −statistically convergent of order (𝛼, 𝛽) 

definition for sequences of fuzzy numbers. We also defined the sets of strongly 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞) −summable 

sequences and strongly 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞, 𝑓) −summable sequences with respect to the modulus function 𝑓. 

Furthermore, we provided some inclusion theorems between these sets and the set 𝑆𝛼
𝛽(𝜌, 𝐹). 

 

          Definition 3.1. Let 𝑍 = (𝑍𝑘) be a sequence of fuzzy numbers and 0 < 𝛼 ≤ 𝛽 ≤ 1. If there exists 

a fuzzy number 𝑍0 such that 

lim
𝑛→∞

1

𝜌𝑛
𝛼 |{𝑘 ≤ 𝑛: 𝑑(𝑍𝑘, 𝑍0) ≥ 𝜀}|𝛽 = 0  

then the sequence 𝑍 = (𝑍𝑘) is said to be 𝜌 −statistically convergent of order (𝛼, 𝛽) to 𝑍0 (or 𝑆𝛼
𝛽(𝜌, 𝐹) − 

convergent to 𝑍0, where 𝜌𝑛
𝛼 denotes the 𝛼th power of 𝜌𝑛 , that is, 𝜌𝑛 = (𝜌𝑛

𝛼) = (𝜌1
𝛼, 𝜌2

𝛼, … 𝜌𝑛
𝛼, … ). In 

this case, we write 𝑆𝛼
𝛽(𝜌, 𝐹) − lim𝑍𝑘 = 𝑍0. 𝑆𝛼

𝛽(𝜌, 𝐹) will denote the set of all 𝜌 −statistically 

convergent of order (𝛼, 𝛽) for sequences of fuzzy numbers 

 

          Definition 3.2. Let 𝑍 = (𝑍𝑘) be a sequence of fuzzy numbers, 0 < α ≤ β ≤ 1 and 𝑞  is a positive 

real number. If there exists a fuzzy number 𝑍0 such that  

lim
𝑛→∞

1

𝜌𝑛
𝛼 (∑[𝑑(𝑍𝑘, 𝑍0)]𝑞

𝑛

𝑘=1

)

𝛽

= 0 

 

then the sequence 𝑍 = (𝑍𝑘) is said to be strongly 𝑤(𝜌, 𝐹, 𝑞) −summable of order (𝛼, 𝛽) to 𝑍0 (or 

strongly 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞) −summable). In this case, we write 𝑤𝛼

𝛽(𝜌, 𝐹, 𝑞) − lim𝑍𝑘 = 𝑍0. 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞) will 
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denote the set of all strongly 𝑤(𝜌, 𝐹, 𝑞) −summable of order (𝛼, 𝛽) for sequences of fuzzy numbers 

When 𝑍0 = 0̅, we use 𝑤𝛼,0
𝛽 (𝜌, 𝐹, 𝑞) instead of  𝑤𝛼

𝛽(𝜌, 𝐹, 𝑞).  

 

Definition 3.3. Let 𝑓 be a modulus function, 𝑞 = (𝑞𝑘)  be a sequence of positive real numbers, 

and 0 < 𝛼 ≤ 𝛽 ≤ 1. If there exists a fuzzy number 𝑍0 such that  

lim
𝑛→∞

1

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]

𝑞𝑘

𝑛

𝑘=1

)

𝛽

= 0 

then the sequence 𝑍 = (𝑍𝑘) is said to be strongly 𝑤(𝜌, 𝐹, 𝑞, 𝑓) −summable of order (𝛼, 𝛽) to 𝑍0 (or 

strongly 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞, 𝑓) −summable). In this case, we write 𝑤𝛼

𝛽(𝜌, 𝐹, 𝑞, 𝑓) − lim𝑍𝑘 = 𝑍0. 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞, 𝑓) 

will denote the set of all strongly 𝑤(𝜌, 𝐹, 𝑞, 𝑓) −summable of order (𝛼, 𝛽) for sequences of fuzzy 

numbers. When 𝑍0 = 0̅, we use 𝑤𝛼,0
𝛽 (𝜌, 𝐹, 𝑞, 𝑓) instead of  𝑤𝛼

𝛽(𝜌, 𝐹, 𝑞, 𝑓).  

In the following theorems, we will assume that 𝑞 = (𝑞𝑘) is a bounded sequence with 0 < 𝑟 =

inf
𝑘

𝑞𝑘 ≤ 𝑞𝑘 ≤ sup
𝑘

𝑞𝑘 = 𝑅 < ∞. 

 

 Theorem 3.1. Let 𝑍 = (𝑍𝑘) be a sequence of fuzzy numbers, 𝑓 be a modulus function and 

𝛼1, 𝛼2, 𝛽1, 𝛽2 ∈ (0,1] be real numbers such that 0 < 𝛼1 ≤ 𝛼2 ≤ 𝛽1 ≤ 𝛽2 ≤ 1.  In this case, we have 

𝑤𝛼1

𝛽2(𝜌, 𝐹, 𝑞, 𝑓) ⊂ 𝑆𝛼2

𝛽1(𝜌, 𝐹). 

 

Proof. Let 𝑍 ∈ 𝑤𝛼1

𝛽2(𝜌, 𝐹, 𝑞, 𝑓) and 𝜀 > 0 be given. Let the sums ∑1 ve ∑2  represent the sums 

over 𝑘 ≤ 𝑛, where 𝑑(𝑍𝑘, 𝑍0) ≥ 𝜀 and 𝑑(𝑍𝑘 , 𝑍0) < 𝜀 respectively. Since for every 𝑛, we have 𝜌𝑛
𝛼1 ≤

𝜌𝑛
𝛼2 , 

1

𝜌𝑛
𝛼1

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽2

=
1

𝜌𝑛
𝛼1

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

1

+ ∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

2

)

𝛽2

 

                                                            ≥
1

𝜌𝑛
𝛼2

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

1

+ ∑[𝑓(𝑑(𝑍𝑘 , 𝑍0))]
𝑞𝑘

2

)

𝛽2

 

  ≥
1

𝜌𝑛
𝛼2

(∑[𝑓(𝜀)]𝑞𝑘

1

)

𝛽2

 

                              ≥
1

𝜌𝑛
𝛼2

(∑ min ([𝑓(𝜀)]𝑟

1

, [𝑓(𝜀)]𝑅))

𝛽2

 

                                                                ≥
1

𝜌𝑛
𝛼2

|{𝑘 ≤ 𝑛: 𝑑(𝑍𝑘, 𝑍0) ≥ 𝜀}|𝛽1[min ([𝑓(𝜀)]𝑟 , [𝑓(𝜀)]𝑅])𝛽1. 

Therefore 𝑍 ∈ 𝑆𝛼2

𝛽1(𝜌, 𝐹).  

 

Theorem 3.2. Let 𝑍 = (𝑍𝑘) be a sequence of fuzzy numbers, 𝑓 be a bounded modulus function 

and lim
𝑛→∞

𝜌𝑛
𝛽2

𝜌𝑛
𝛼1 = 1. Then,  𝑆𝛼1

𝛽2(𝜌, 𝐹) ⊂ 𝑤𝛼2

𝛽1(𝜌, 𝐹, 𝑞, 𝑓).  

 

Proof. Let 𝑍 ∈ 𝑆𝛼1

𝛽2(𝜌, 𝐹), 𝑓 is a bounded modulus function. Since 𝑓 is bounded, there exists an 

integer 𝑀 such that 𝑓(𝑥) ≤ 𝑀 for all 𝑥. For any 𝜀 > 0, we can write: 
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1

𝜌𝑛
𝛼2

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽1

≤
1

𝜌𝑛
𝛼1

(∑[𝑓(𝑑(𝑍𝑘 , 𝑍0))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽1

 

                                     =
1

𝜌𝑛
𝛼1

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

1

+ ∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

2

)

𝛽1

 

                      ≤
1

𝜌𝑛
𝛼2

(∑ max (𝑀𝑟

1

, 𝑀𝑅) + ∑[𝑓(𝜀)]𝑞𝑘

2

)

𝛽1

 

                                    ≤ (max (𝑀𝑟 , 𝑀𝑅))𝛽2
1

𝜌𝑛
𝛼1

|{𝑘 ≤ 𝑛: 𝑑(𝑍𝑘, 𝑍0) ≥ 𝜀}|𝛽2 

+
𝜌𝑛

𝛽2

𝜌𝑛
𝛼1

(max(𝑓(𝜀)𝑅 , (𝑓(𝜀)𝑅))𝛽2. 

 

Thus, we can conclude that 𝑍 ∈ 𝑤𝛼2

𝛽1(𝜌, 𝐹, 𝑞, 𝑓). 

 

Theorem 3.3. Let 𝑍 = (𝑍𝑘) be a sequence of fuzzy numbers, 𝑓 be a modulus function, 0 < 𝛼 ≤

𝛽 ≤ 1 and lim inf 𝑞𝑘 > 0. If the sequence 𝑍 = (𝑍𝑘) is convergent to a fuzzy number 𝑍0, then the 

sequence 𝑍 = (𝑍𝑘) is strongly 𝑤(𝜌, 𝐹, 𝑞, 𝑓) −summable of order (𝛼, 𝛽). 

 

Proof. Let 𝑍𝑘 → 𝑍0. Since 𝑓 is a modulus function, 𝑓(𝑑(𝑍𝑘, 𝑍0)) → 0.̅ As lim inf 𝑞𝑘 > 0,  

[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘 → 0̅. Thus, we have  𝑤𝛼

𝛽(𝜌, 𝐹, 𝑞, 𝑓) − lim𝑍𝑘 = 𝑍0. This is what we wanted to prove. 

 

Theorem 3.4. Let 𝑍 = (𝑍𝑘) be a sequence of fuzzy numbers, 𝑓 be a modulus function, 0 < 𝛼 =

𝛽 ≤ 1, 𝑞 > 1 and lim inf
𝑢→∞

𝑓(𝑢)

𝑢
> 0. Then 𝑤𝛼

𝛽(𝜌, 𝐹, 𝑞, 𝑓) ⊂ 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞). 

 

Proof.  When lim inf
𝑢→∞

𝑓(𝑢)

𝑢
> 0 for 𝑢 > 0, it means that there exists a positive number 𝑐 such that 

𝑓(𝑢) > 𝑐𝑢 holds 𝑢 > 0. Let 𝑍 ∈ 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞, 𝑓).  Therefore, we have  

 

1

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]

𝑞
𝑛

𝑘=1

)

𝛽

≥
1

𝜌𝑛
𝛼 (∑[𝑐𝑑(𝑍𝑘, 𝑍0)]𝑞

𝑛

𝑘=1

)

𝛽

 =
𝑐𝑞𝛽

𝜌𝑛
𝛼 (∑[𝑑(𝑍𝑘 , 𝑍0)]𝑞

𝑛

𝑘=1

)

𝛽

. 

 

Consequently, we have obtained  𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞, 𝑓) ⊂ 𝑤𝛼

𝛽(𝜌, 𝐹, 𝑞). 

 

          Theorem 3.5. Let 𝑍 = (𝑍𝑘) be a sequence of fuzzy numbers, 𝑓 be a modulus function and 

lim 𝑞𝑘 > 0. If the sequence 𝑍 = (𝑍𝑘) is strongly 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞, 𝑓) −summable to the fuzzy number 𝑍0, 

then the limit is unique.  

 

Proof. Let 𝑤𝛼
𝛽(𝜌, 𝐹, 𝑞, 𝑓) − lim𝑍𝑘 = 𝑍0,  𝑤𝛼

𝛽(𝜌, 𝐹, 𝑞, 𝑓) − lim𝑍𝑘 = 𝑍0
′  and lim 𝑞𝑘 = 𝑡 > 0. In 

this case, we can obtain the following: 

lim
𝑛→∞

1

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]

𝑞𝑘

𝑛

𝑘=1

)

𝛽

= 0 

and 
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lim
𝑛→∞

1

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍𝑘, 𝑍0

′ ))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽

= 0. 

Thus, from the definition of 𝑓 and (1), for sup
𝑘

𝑞𝑘 = 𝐾, 0 < 𝛼 ≤ 𝛽 ≤ 1 ve 𝑁 = max(1, 2𝐾−1), we can 

write:  

1

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍0, 𝑍0

′ ))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽

≤
𝑁

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍𝑘 , 𝑍0))]

𝑞𝑘

𝑛

𝑘=1

+ ∑[𝑓(𝑑(𝑍𝑘, 𝑍0
′ ))]

𝑞𝑘

𝑛

𝑘=1

)

𝛽

 

                                                           ≤
𝑁

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]

𝑞𝑘

𝑛

𝑘=1

)

𝛽

+
𝑁

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍𝑘, 𝑍0

′ ))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽

. 

Therefore, we have: 

1

𝜌𝑛
𝛼 (∑[𝑓(𝑑(𝑍0, 𝑍0

′ ))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽

= 0. 

 

Since lim 𝑞𝑘 = 𝑡, we can conclude that 𝑍0 − 𝑍0
′ = 0.  Thus, the limit is unique. 

 

Theorem 3.6. Let 𝑍 = (𝑍𝑘) be a sequence of fuzzy numbers, 𝑓 be a modulus function and 0 <

𝛼1 ≤ 𝛼2 ≤ 𝛽1 ≤ 𝛽2 ≤ 1. Let 𝜌 = (𝜌𝑛) and 𝜏 = (𝜏𝑛) be two sequences such that 𝜌𝑛 ≤ 𝜏𝑛 for every 𝑛 ∈

ℕ. In this case: 

 

(i) If lim inf
𝑛→∞

𝜌𝑛
𝛼1

𝜏𝑛
𝛼2 > 0, then 𝑤𝛼2

𝛽2(𝜏, 𝐹, 𝑞, 𝑓) ⊂ 𝑤𝛼1

𝛽1(𝜌, 𝐹, 𝑞, 𝑓).                                                   (2) 

(ii) If lim sup
𝑛→∞

𝜌𝑛
𝛼1

𝜏𝑛
𝛼2 < ∞, then  𝑤𝛼1

𝛽2(𝜌, 𝐹, 𝑞, 𝑓) ⊂ 𝑤𝛼2

𝛽1(𝜏, 𝐹, 𝑞, 𝑓).                                                 (3) 

 

Proof. (i) Let 𝑍 = (𝑍𝑘) ∈  𝑤𝛼2

𝛽2(𝜏, 𝐹, 𝑞, 𝑓) be a sequence of fuzzy numbers satisfying (2). In this 

case: 

 

1

𝜏𝑛
𝛼2

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽2

≥
𝜌𝑛

𝛼1

𝜏𝑛
𝛼2

1

𝜌𝑛
𝛼1

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽1

 

 

Thus, if 𝑍 ∈ 𝑤𝛼2

𝛽2(𝜏, 𝐹, 𝑞, 𝑓), then 𝑍 ∈ 𝑤𝛼1

𝛽1(𝜌, 𝐹, 𝑞, 𝑓). 

 

(ii) Let 𝑍 = (𝑍𝑘) ∈  𝑤𝛼1

𝛽2(𝜌, 𝐹, 𝑞, 𝑓) and (3) holds. In this case, since 𝜌𝑛 ≤ 𝜏𝑛 for every 𝑛 ∈ ℕ: 

1

𝜏𝑛
𝛼2

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽1

≤
1

𝜏𝑛
𝛼2

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽2

=
𝜌𝑛

𝛼1

𝜏𝑛
𝛼2

1

𝜌𝑛
𝛼1

(∑[𝑓(𝑑(𝑍𝑘, 𝑍0))]
𝑞𝑘

𝑛

𝑘=1

)

𝛽2

. 

 

Therefore, 𝑤𝛼1

𝛽2(𝜌, 𝐹, 𝑞, 𝑓) ⊂ 𝑤𝛼2

𝛽1(𝜏, 𝐹, 𝑞, 𝑓).  
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Abstract: Although intrauterine insemination is a widely used assisted reproductive technique no 

consensus on sperm parameters affects the probability of pregnancy. Therefore, the purpose of this 

study was to determine whether semen parameters affect intrauterine insemination (IUI) success. A 

total of 403 couples (345 negative pregnancies, and 58 positive pregnancies) that underwent 549 

intrauterine insemination treatment cycles for heterogenous indications were included in the study. 

Clomiphene citrate, letrazole, and/or gonadotropins were used for ovarian stimulation in women in 

this study. The spermiogram tests of the spouse receiving IUI treatment were examined. Clinical 

pregnancy occurred in 58 of 549 intrauterine insemination (10.56%). Unexplained infertility, 

polycystic ovary syndrome, and cervical-tubal factors were higher in the positive pregnancy group 

compared to the negative pregnancy group while the malefactor was more prevalent in the negative 

pregnancy group compared to the positive pregnancy group (p=0.03). There was no statistical 

difference between women with positive and negative pregnancies in terms of age (≤ 35 and > 35), 

body mass index, infertility type, infertility time, endometrial thickness on HCG day, stimulation 

protocol, cycle numbers, number of insemination, estradiol, prolactin, LH, FSH, and TSH levels 

(p>0.05). The sperm characteristics in males [ejaculate volume, sperm concentration, total sperm 

count, motility, immotility, and total progressively motile sperm count] did not significantly differ 

between positive and negative pregnancy groups (p>0.05). The present study found that the 

conception probability of intrauterine insemination did not correlate with the spectrogram 

parameters.  

Keywords: İntrauterine insemination, infertility, sperm parameters. 
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1. Introduction 

Infertility means the inability to conceive after regular intercourse for one year without 

contraceptives. 10-15 % of the couples are not fertile [1]. Intrauterine insemination (IUI) is the first-

line treatment, a cost-effective and noninvasive procedure for treating infertile couples. This treatment 

is done by inserting a higher concentration of the made sperms into the uterine cavity. Infertile couples 

have used this technique for many years to treat fertility [2]. They are using the IUI technique 

combined with controlled ovarian stimulation led to higher hope for infertile couples' pregnancy. For 

unexplained infertility, it has been reported that the pregnancy rate with IUI has been 9 to 20%  [3,4]. 
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Many factors have played a potential role in predicting and optimizing the success of IUI, including 

duration and type of infertility, endometrial thickness, number of mature follicles, and different 

seminal parameters.  

The first step is a semen analysis is to diagnose male infertility accurately.  According to the 

WHO's guidelines, the volume, concentration, abnormal and normal morphology, viscosity, and 

motility of spermatozoa are described by standard semen quality assessment [5]. The *sperm 

morphology using strict criteria, * Total motile sperm count (TMSC), and * Number of motile 

spermatozoa inseminated (NMSI) are the most frequently examined sperm parameters concerning 

pregnancy rates in the native sperm sample [6]. Total motility is the most common parameter in the 

native sperm sample. According to a systematic review, a morphology > 4% and a TMSC > 1 million 

are of possible prognostic value.  In such a case, IUI should be withheld below these cut-off levels [6]. 

However, the evidence quality was low.  The focus of the previous studies has been on the effect of 

follicle size and hormonal stimulation on the assisted reproduction techniques (ART) outcome and IUI 

outcome. Bensdorp et al. found a cumulative pregnancy rate of 47% after six IUI cycles with 

controlled ovarian hyperstimulation in twelve months [7]. 

Although IUI is a widely used ART, no consensus on sperm parameters affects the probability 

of pregnancy. Therefore, this study aimed to determine whether semen parameters affect IUI success. 

2. Materials and Methods 

2.1. Study population 

In this study, 549 cycles of 403 infertile patients who underwent IUI after ovulation induction in 

the Infertility clinic of the Gazi Yasargil Education and Research Hospital, between January and May 

2021 were examined. The couples suspected of primary or secondary infertility for 1 year or more and 

could not achieve spontaneous pregnancy were examined in this study. All participants were aged 40 

years and below. Couples with below 1 year of marriage, over 40 years, and men with severe 

oligozoospermia-azoospermia were excluded from the study. All female patients underwent ovarian 

stimulation with human gonadotropin (HCG), clomiphene, or letrozole, or a combination of 

clomiphene or letrozole and HCG (8-10). Body mass index (BMI), estradiol (E2), prolactin, 

luteinizing hormone (LH), follicle-stimulating hormone (FSH), and thyroid-stimulating hormone 

(TSH) values were obtained from their files.  Hormone analyses of all female patients were performed 

on the 3rd day of the menstrual period. The spirogram tests of the spouse receiving IUI treatment were 

examined.  

Ethical Statement: The study was approved by Health Sciences University, Ethics Committee. 

(date and number of approval: 2021/858). This study was carried out according to the current Helsinki 

Declaration.   

2.2. Semen analysis 

Sperm samples were collected from the participants who were sexually abstinent for 2-7 days 

by masturbating into sterile disposable plastic cups without using any lubricant. Semen samples taken 

from the participants were examined in conformity with World Health Organization (WHO) criteria 

after liquefaction. The semen samples were first homogenized by pipetting with a Pasteur pipette. 

Approximately 10 µl of semen was pipetted and placed on the Makler camera (counting chamber) and 

sealed with a glass lid to determine the count and motility. Spermatozoa in 10 squares were counted 

through the x20 lens of the light microscope (Olympus CX31), and the result was expressed in 

millions. It was evaluated that sperm parameters including viscosity, leucocyte count, sperm 



Middle East Journal of Science  (2023) 9(2):104-112   https://doi.org/10.51477/mejs.1367866 

 

 106 

concentration, total sperm count, motility, immotilty, and total progressive motile sperm count 

(TPMSC).  

2.3. Semen Preparation with the Density Gradient Separation  

The density gradient separation removes seminal fluid and improves sperm quality for IUI.  A 

2-layer gradient was prepared using approximately 1.0 ml of each 45%-90% gradient in a conical tube. 

In a conical centrifuge tube, semen was layered onto the gradient and then centrifuged at 1800 rpm for 

15 minutes. After the supernatant was removed, an additional 2-3 ml of washing medium was placed 

on it, and it was centrifuged again at 1800 rpm for 10 minutes. The upper part of the tubes was 

discarded again, and 0.5 ml of washing medium was added to the lower 0.5-1 ml part. It was 

withdrawn into the catheter and ready for intrauterine administration.  

2.4. Statistical analysis 

SPSS 21.0 (IBM SPSS Inc., Armonk, NY, USA) was used for statistical analysis. The normality 

of data distribution was tested with the Shapiro-Wilk test. When the data did not fit the normal 

distribution, Mann-Whitney U and Wilcoxon tests were used for pairwise comparison. Data were 

defined as mean and standard deviation. Student’s t-test and Chi-Square test were used for statistical 

analysis to see whether there was a significant difference between the means of positive and negative 

pregnancy data. p ≤0.05 was considered significant. 

3. Results 

A total of 403 couples (345 negative pregnancies, and 58 positive pregnancies) that underwent 

549 IUI treatment cycles for heterogenous indications were included in the study. Clinical pregnancy 

occurred in 58 of 549 IUI (10.56%). There was a significant difference between women with positive 

and negative pregnancies in the causes of infertility. Unexplained infertility, polycystic ovary 

syndrome (PCOS), and cervical-tubal factors were higher in the positive pregnancy group than in the 

negative pregnancy group (p=0.03). Also, the malefactor was more prevalent in women with negative 

pregnancies than in the group with positive pregnancies. There was no statistical difference between 

women with positive and negative pregnancies in terms of age (≤ 35 and  > 35), BMI, infertility type, 

infertility time, endometrial thickness on HCG day, stimulation protocol, cycle numbers, number of 

insemination, FSH, LH, E2, prolactin and TSH levels (p>0.05). Demographic and clinical findings of 

women who underwent IUI in the study are given in Table 1.   
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Table 1. Demographical and clinical characteristics of women who underwent IUI 

     BMI: Body Mass Index; CC: Clomiphen Citrate; E2: Estradiol; FSH: Folıcule Stimulating Hormone;  HCG: Human Corıonic 

Gonadotropin;  LH: Luteinizing Hormone; PCOS:   Poly Cystic Ovary Syndrome; SD: Standart Deviation; TSH: Thyroid 

Stimulating Hormone. 

 

 

Characteristics 
Positive pregnancy  

(n: 58) (%) 

Negative pregnancy 

(n: 345) (%) 
   p 

Woman’s age (years),    

≤ 35 n % 49 (84.5) 272 (78.8)  

0.308 > 35 n % 9  (15.5) 73 (21.2) 

BMI (kg/m²)    

≤ 18.5, n (%)  2 ( 3.5) 7   (2.1)  

0.757 18.5 – 24.9, n (%) 27 (46.5) 167 (48.4) 

25.0 – 29.9, n (%) 18 (31) 123 (35.6) 

≥ 30, n (%) 11 (19) 48 (13.9) 

Infertility type    

Primary infertility, n (%) 

Secondary infertility, n (%) 

38 ( 65.5) 218 (63.2)  

0.811 20 (34.5) 127 (36.8) 

Cause of infertility    

Male factor, n (%) 5 (8.6) 88 (25.5) 0.03 

Unexplained infertility, n (%) 46 (79.3) 234 (67.8) 

 
PCOS, n (%) 2 (3.5) 6 (1.7) 

Cervical-tubal factors, n (%) 4 (6.9) 10 (2.8) 

Low ovary reserve, n (%) 1 (1.8) 7 (2) 

Endometrial thickness on HCG day    

≤ 8 mm, n (%) 37 ( 63.8) 230 (66.7) 0.68 

> 8 mm, n (%) 21 (36.2) 115 (33.3) 

Number of dominant follicles of day on HCG    

 1 40 (68.9) 244 (70.7) 0.5 

 2 18 (31.1) 101 (29.3) 

Stimulation protocol    

CC (only), n (%) 10 (17.3) 66 (19.1) 0.7 

 Letrazole (only), n (%) 24 (41.4) 126 (36.5) 

CC + Letrazole, n (%) 8 (13.8) 47 (13.6) 

Gonodotropines (only), n (%) 13 (22.4) 96 (27.9) 

Letrazole + Gonodotropin, n (%) 3 (5.1) 10 (2.9) 

Infertility period, years, mean ± SD 3.13 ± 2.35 3.34 ± 2.62 0. 847 

Cycle numbers, mean ± SD 2.94 ± 1.60 3.43 ± 2.07 0.126 

Number of insemination, mean ± SD 1.25± 0.36 1.41 ± 0.64 0.534 

FSH (IU/L)    

       ≤  8, n (%) 

       > 8,  n (%) 

53 (91.4) 287 (83.2) 0.119 

5 (8.6) 58 (16.7) 

LH (IU/L), mean ± SD 5.84 ± 3.30 7.00 ± 5.48 0,098 

E2 (pg/mL), mean ± SD 39.30 ±18.14 37.36 ± 24.13 0.599 

Prolactin (μg/L), mean ± SD 16.23 ± 9.06 14.63 ± 9.19 0.395 

TSH (mU/L), mean ± SD 1.72 ± 0.86 1.73  ± 1.02 0.69 

https://www.webmd.com/women/thyroid-stimulating-hormone-tsh
https://www.webmd.com/women/thyroid-stimulating-hormone-tsh
https://www.webmd.com/women/thyroid-stimulating-hormone-tsh
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Then, we examined the demographic features and sperm characteristics of the males of 

positive and negative pregnancy groups. The demographic and sperm characteristics(ejaculate volum, 

sperm concentration, total sperm count, motility, immotility, and TPMSC)  in males did not 

significantly differ between positive and negative pregnancy groups  (p>0.05). The results of 

demographic characteristics and sperm parameters are presented in Table 2.  

 

Table 2. Comparison of demographic characteristics and sperm parameters in the partners with 

pregnancy (+) and pregnancy (-) women undergoing IUI 

 

Characteristics Positive pregnancy 

(n: 58) (%) 

Negative pregnancy 

(n: 345) (%) 

  p 

Age  (years),    

≤ 35, n (%) 41 (70.7) 234 (67.8) 
0.717 

> 35, n (%) 17 (29.3) 111 (32.2) 

Abstinence period (day), mean  ± SD 3.07 ± 0.29 3 ± 0.35 0.232 

Ejaculate volum (ml), mean  ± SD 2.61 ± 1.04 2.95 ± 2.16 0.194 

Sperm concentration (million/ml), mean ± SD   56.39 ±39.03 50.65 ± 38.78 0.29 

≤ 15,   n (%) 6 (10.3) 67 ( 19.5) 

0.18 15-90, n (%) 41 (70.7) 238 ( 68.9) 

≥ 90,   n (%) 11 (19) 40 (11.6) 

Total sperm count (million), mean ± SD   149.69 ± 122.49 140.31  ± 113.65 0.56 

≤ 39, n (%) 7 (12,1) 75 (21,7) 
0.09 

> 39, n (%) 51 (87,9) 270 (78,3) 

Motility (%)    

Progressive (%), mean ± SD 48.05 ± 17.34 52.12 ± 17.73 0.1 

≤ 32, n (%) 12 (20.7) 50 (14.5) 
0.2 

> 32, n (%) 46 (79.3) 295 (85.5) 

      Non progressive (%), mean ± SD 8.9 ± 4.6 8.1 ±  5.5 0.31 

Immotility (n,%), mean ± SD 42.8 ± 16.56 39.74 ± 16.76 0.19 

TPMSC (million), mean ± SD 75.90 ± 79.00 77. 0 ± 70.55 0.99 

≤ 30, n (%) 14 (24.2) 121 (35) 
0.13 

> 30, n (%) 44 (75.8) 224 (65) 

SD: Standart Deviation; TPMSC: Total Progressive Motile Sperm Count 

4. Discussion 

Although there were revolutionary advances in assisted reproduction, such as intracytoplasmic 

sperm injection (ICSI), in vitro fertilization (IVF), IUI, and subzonal insemination (SUZI), it remains a 

noninvasive, inexpensive, and effective first-line therapy for the selected patients with moderate male 

factor, cervical factor, immunological infertility, unexplained infertility, and infertility because of 

ejaculatory disorders. It is also suggested as a therapy for ovarian dysfunction, endometriosis, and 

even tubal factors [11]. Now, male factor infertility is increasing, and the clinical diagnosis is only 

based on semen parameters.  A few studies have only evaluated the predictive value of the WHO 

criteria for infertile couples' semen [12,13]. Based on the previous studies, a criterion for choosing 

between IVF and IUI was the total number of motile spermatozoa of semen, suggesting the threshold 

values of 5-10 million [14]. However, Van Voorhis et al., Akanji et al., and Dorjpurev et al. suggested 

that IUI is possible when TMSC is more than 10 million. It was also found that motile sperm 

inseminated  ≥ 10 million and normal sperm morphology ≥ 5% are useful prognostic factors of IUI 

cycles [15-17]. In addition, it was reported that normal sperm morphology ≥ 5% and motile sperm 
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inseminated ≥ 10 million are useful markers for IUI [18].  However, some studies consider the number 

of motile sperm counts over one million as an important predictive parameter in IUI [6,19]. According 

to the publication based on a longitudinal cohort study, the prewash TMSC better correlated with the 

ongoing pregnancy rate of natural conception than the classification by WHO 2010 [20].  Also, Ates et 

al. found a correlation between initial progressive motile sperm count and sperm count after washing 

[21].  According to Yalti's report, the TMSC, percent, and motility of fast motile sperm were the 

independent predictors of successful IUI [22].  In a study in Turkey, it was found that there was no 

statistically significant difference between the TPMSC ≤ 10 million and TPMSC >10 million groups 

and between the morphology ≤ 4% and morphology  > 4% groups in terms of clinical pregnancy rates 

[23].  Irrespective of this, there is still no sufficient evidence concluding that IUI affects the mild male 

factor infertility [24]. The reports published have been arguable in this field. Several studies found no 

association between sperm and outcome count after IUI. It was declared that none of the sperm 

parameters predicted the pregnancy after the first IUI cycle [25]. In an analysis evaluating 20 

observational studies, it was reported that there is no clinical difference between those normal and 

abnormal sperm morphologies in IUI pregnancy success when total motile sperm count and female 

age are taken into account [26].   

Therefore, we aimed to analyze the influence of semen parameters, including sperm 

concentration, total sperm count, motility, immotility, and TPMSC, on the IUI results.  In our study, 

we evaluated the data of 403 couples as a single center. In the present study, 58 positive pregnancies 

were achieved from 549 IUI cycles, resulting in a 10.56% rate. Our results are in line with other data. 

We also examined the features of the women participating in the study. In this evaluation, the cause of 

infertility in women showed a different distribution in a positive and negative pregnancy. The 

malefactor was more prevalent in the negative pregnancy group than the positive pregnancy group, 

while PCOS and cervical-tubal factors were higher in the positive pregnancy group than the negative 

pregnancy group (Table 1) There was no significant relationship between spectrogram parameters 

ejaculate volume, sperm concentration, total sperm count, motility, immotility, and TPMSC) and the 

probability of pregnancy in women who underwent IUI (Table 2). 

This study has some limitations. Our study was conducted in a single center and was a 

heterogeneous group. However, the number of participants was crowded.  Another important 

limitation of our study is that the sperm morphology of these patients could not be examined. It can 

also be considered an advantage to evaluate many parameters. 

5. Conclusion 

The present study found that the conception probability of IUI did not correlate with the 

spectrogram parameters. The current results should be cautiously interpreted, which should be 

confirmed by further research with advanced study analysis and design. 
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