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Abstract 

This study presents findings from a professional development (PD) webinar aimed at sensitizing and 
gathering teacher educators’ knowledge of Generative Artificial Intelligence (GAI). The primary objective of 
the webinar was to deepen teacher educators’ understanding and applications of GAI within the context of 
teacher education in Ghana and to identify areas requiring additional development. Three hundred and 
seven participants from a diverse group, including teacher educators, administrators, and in-service 
teachers participated in the PD session. The session was conducted online via Zoom. The video and audio 
recordings were transcribed and analyzed thematically using MAXQDA version 2022.4. Findings indicate a 
diverse range of familiarity with GAI among participants. While some expressed knowledge of GAI tools, 
others were learning about GAI for the first time. Further, the findings showed an increasing curiosity among 
participants for the inspiring functions of GAI in education, such as automatic scoring, academic writing, 
assisting teachers with image generation for their classroom practices, etc. The participants demonstrated 
a willingness to include GAI in their classroom practices and support their students. However, they also 
identified infrastructural gaps, such as the expense of premium GAI tools, training on GAI promptings, and 
ethical issues such as transparency, as potential barriers to the successful implementation of GAI in teacher 
education. Therefore, the study suggests that institutional support should be provided to teacher educators. 
This support would expand their access to various GAI tools and features. The study further recommends 
integrating GAI, including explainable GAI and prompt engineering, as a core component of teacher 
education and continuous professional development programs. Additionally, it emphasizes the importance 
of strengthening educators' skills in innovative assessment practices. 

Keywords: Generative Artificial Intelligence (GAI), Professional Development, Prompt Engineering, Teacher 
Education, Artificial Intelligence (AI), Assessment 
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1. INTRODUCTION 

The emergence of GAI tools like ChatGPT and GPT-4 has reshaped various sectors, including education (Lim 

et al., 2023).  Since the release of these GAI tools, there has been a plethora of concerns about their potential, 

especially in their applications in education (Zhai, 2023). As an emerging technology, there are many 

educators who have yet to experience GAI in education, especially in most developing countries like Ghana 

(Akanzire et al. 2023; Baidoo-Anu et al. 2023).  Despite the potentials of GAI such as personalized learning 

and efficient knowledge transfer, educators are now faced with the challenge of integrating these advanced 

AI tools into their classroom practice (Kaplan-Rakowski et al., 2023; Liu et al., 2023).  

Teacher educators are the professionals responsible for training student teachers for school systems at the 

tertiary level. As an open technology, it is assumed that student teachers may be exposed to GAI considering 

its open access and might be using it in an unethical manner in their academic work without awareness, 

particularly in their take-home assignments (Mogavi et al., 2023). To address this issue, it is crucial to highlight 

the importance of raising awareness of GAI among teacher educators, who hold the responsibility to support 

and educate student teachers to leverage GAI applications.  This need is especially outstanding in places 

where digital literacy is still in the process of development, such as Ghana (Tounsi et al., 2023). Drawing upon 

this gap, we organized a webinar to sensitize teacher educators about GAI and to collect their insights, 

particularly in areas where they may seek assistance (Sancar et al., 2021; Koh et al., 2010).   

Professional development sessions have been significant tools for teachers’ engagement and professional 

learning in almost all levels of education (Avidov-Ungar, 2023), and so, this study reports the discussions from 

the professional development session organized to abreast teacher educators on the potential benefits and 

challenges of GAI, such as the ChatGPT and GPT-4. Based on these objectives, the following questions guided 

the study: 

• What are Ghana teacher educators’ perceptions and understanding of GAI applications in education 

after professional learning? 

• What specific knowledge gaps do Ghana teacher educators need to enhance their GAI application? 

2. DIFFUSION OF INNOVATIONS THEORY FOR GAI 

The diffusion of innovations theory, formulated by Rogers in 1962, in conjunction with the technology 

acceptance model, lays the groundwork for understanding how new technologies and ideas permeate 

cultures (Smith et al., 2018). This theory, originating from the theory of reasoned action, predicts user 

attitudes, future intentions, and actual usage based on perceived usefulness and ease of use (Magsamen-

Conrad & Dillon, 2020). Examining the incorporation of emerging technologies, such as GAI, into teacher 

education programs for teacher educators in Ghana, we found the diffusion of innovations theory became 

relevant to set a baseline for categorizing participants based on their inclination to embrace this novel 

technology on a spectrum from innovators to laggards (Magsamen-Conrad & Dillon, 2020).   

Central to this theory is the "S-curve" depicting the adoption path: an initial slow uptake, a subsequent rapid 

adoption phase, and eventual stabilization. One of the key elements of this curve is perceived innovation 

attributes, such as relative advantage, compatibility, and complexity, which significantly dictate this diffusion. 

For instance, how the teacher educators in this study gauge the benefits of GAI compared to traditional 

teaching resources may be an essential element affecting their use of GAI (Dhirasasna & Sahin, 2021).   

Again, factors like the ease of using GAI tools and observable results they produce play critical roles in shaping 

teacher educators’ acceptance and subsequent integration into classroom practices (Stenberg, 2017). 

Therefore, determining the position of teacher educators on the adoption spectrum and identifying those 

factors influencing their perspective is critical. As posited by Kim et al. (2020), teacher educators' perspectives 
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on technology adoption are essential in offering relevant recommendations for integrating GAI into teacher 

education programs (Zerfass et al., 2020). 

3. FACTORS AFFECTING INNOVATION ACCEPTANCE 

Teacher educators' perspective on the adoption, acceptance, and use of technology such as GAI is influenced 

by internal and external factors (Cerovski, 2016). Externally, factors such as flexibility of working with the GAI 

tools, provision of essential tools, the prospect of working with motivated students, availability of expertise 

in creating tech solutions, evaluating quality, teacher compensation, and funding play a role in the rate of 

adoption (Cerovski, 2016; Lawrence et al., 2018). Internal factors encompass learning anxiety, the inclination 

to interconnect, the acquisition of knowledge, and classroom interaction. Additionally, GAI adoption may be 

influenced by other internal factors like individual traits, which may include teacher educators' critical skills 

and complex problem-solving abilities (Alhumaid et al., 2023; Liang et al., 2021; Liu et al., 2021; Tyson & 

Sauers 2021). Eventually, it is highly assumed that these factors, whether internal or external, may have a 

great impact on teacher educators’ perception towards the acceptance of GAI. This justifies the essence of 

continuous PD sessions to discuss the concerns and possible remedies. Research by Hung and Li (2017) 

highlights that most teachers possess a positive attitude towards professional development. This is because 

they perceive PD sessions as having a significant positive correlation with their capability to integrate 

innovation into their teaching (Ravhuhali et al., 2015). 

4. METHOD 

A qualitative research approach was adopted for this study. A recorded video from the PD session and a 

teacher survey were used as the tools for data collection. Heath et al. (2010) and Huber (2020) are of the 

view that video-based data collection is not only widely embraced in the academic research community but 

also commended for its potential to foster intimate interactions with research subjects. The PD session, which 

lasted almost two hours, was conducted as a webinar via Zoom for teacher educators in Ghana. Before the 

webinar, participants' demographic information was collected using a Google Form. 

4.1 Participants 

In total, 307 educators participated in the PD session. Though the study targeted teacher educators as the 

main participants, the participants included administrators in the field of education and teachers from 

Ghana's pre-tertiary education sector as well. The diverse nature of the participants ensured a multi-

perspective dialogue informed by varying insights across the educational spectrum. The highest age brackets 

of the participants were 26-35 and 36-45 (see Figure 1). 

 

Figure 1. Age Brackets of Participants 
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According to Table 1, the colleges of education had the most representation of 121 representing 44.4%. 
Universities and polytechnics followed with 65 participants, representing 21.6%. The senior high schools and 
junior high schools had 36 participants representing 9.5%. Most of the participants were from the 
mathematics and ICT-related departments, with 106 participants representing 39.0%. The education 
department had 42 participants representing 12.5%. Twenty-four participants were from the technical and 
vocational, whiles 23 participants were from management and administration units. Twenty-one participants 
were categorized as ‘specialized roles and others’ represented 5.0% of the participants. 

Table1. Frequency of Participant Demographics 

Institutions N (%)   Department and 
Units 

N (%) Designations N (%)  

Universities & 
Polytechnics 

65 (21.6)  Mathematics and 
ICT-related 

106 (39.0) Teaching Roles 209 (79.8) 

Colleges of 
Education 

121 (44.4)  Science-related 43 (13.7) Administrative Roles 41 (9.8) 

Senior High 
Schools & 
Junior High 
Schools 

36 (9.5)  Languages and Arts-
related 

48 (15.7) Students & Academic 
Pursuits 

29 (5.4) 

Primary 
Schools & 
Basic Schools 

25 (5.0  Education-related 42 (12.5) Specialized Roles & 
Others 

28 (5.0) 

Other 
Institutions & 
Independent 

60 (19.5)  Technical and 
Vocational 

24 (5.8)   

   Management and 
Administration 

23 (5.4)   

   Others 21 (7.9)   

4.2 Professional Development  

The professional development was primarily initiated and organized through the collaborative efforts of the 

AI4STEM Education Center at the University of Georgina in the U.S., the Faculty of Education, University for 

Development Studies, Tamale in Ghana, the Gambaga College of Education in Ghana, and the Teacher 

Education Journal (TEJ), a wing of the National Teaching Council in Ghana. Together with these institutions, 

the TEJ led in the nationwide publicity of the webinar. During the PD session, the speaker delved into the 

definitions and applications of AI and Machine Learning (ML), emphasizing their capability to learn from 

experiences and make informed decisions through algorithms. He showcased Google Teachable Machine, 

illustrating how it enables the creation of ML models without necessitating coding skills while also 

highlighting its use in various sectors, such as disease diagnosis and refining teaching methodologies 

(Herdiska & Zhai, in press). He further led the discussion on using ML to assess student performance in science 

classes and shaping U.S. science education.  

Also, he discussed how GAI has come as a game-changer yet with little empirical research done on its 

successful usage or threats in education (Zhai, 2023). The session discussed biases and pseudo biases of GAI 

and its essential components (Zhai & Krajcik, 2022), such as deviation from ground truth and systematic 

errors, and facial expression recognition errors. Examples were cited, such as the misclassification issues with 

Asian and black individuals, highlighting the limitations and potential pitfalls of AI algorithms. 
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4.3 Data Collection 

Prior to the session, flyers with Google Form sign up links were distributed on various teacher educators’ 

platforms in Ghana through their institutions and the Teacher Education Journal Newsletter. The registration 

process lasted for two weeks. Interested members filled out the Google form to provide some background 

information about themselves. The PD session was organized using Zoom. The features of Zoom were well 

managed to ensure there were smooth sessions without any external interruptions.  The captions and record 

functions of Zoom were activated to enhance communication. The data saved from the session included 

video, audio, closed captions, and chat. These were used for the analysis. 

4.4. Analysis 

After the session, the video was transcribed and systematically analyzed using MAXQDA 2022.4. In support 

of the video transcripts, direct transcript from the Zoom recording was used to check for accuracies of the 

video transcripts. The thematic analysis was adopted for this study. The thematic analysis procedure mirrored 

the six phases of Clarke and Braun (2017) approach to thematic analysis.  Therefore, the transcripts were 

initially coded by highlighting relevant sections with codes which represented specific ideas. These general 

initial codes were then grouped into potential themes. The themes were continuously reviewed and refined 

for coherence and consistency, ensuring they were representative of the data and aligned with the research 

questions. The analysis primarily concentrated on the participants’ contributions, questions, and suggestions. 

This analysis helped to delve into the participants’ perspectives, experiences, and views, distinct from the 

facilitator’s (speaker of the webinars) presentation. To ensure the validity and reliability of the thematic 

analysis, the audit trail method and interrater of the transcripts were adopted. With these validity measures, 

documentation of the analysis process was maintained for transparency as well as a strict measure to capture 

the best accuracies through the Zoom transcripts and the Video transcripts from MAXQDA 2022.4.  The 

demographic data collected from Google Forms were exported into Microsoft Excel and analyzed using 

frequency count and percentages. The demographic information was used to support the composition of the 

participants. 

5. FINDINGS 

The findings of the study stemmed from the research questions and the emerging themes from the 

transcripts as seen in Figure 2. Pseudo-names are used for direct quotes from the transcripts to support the 

findings. 

 
Figure 2. Teacher Educators Perspectives and Required Knowledge for GAI Application 
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5.1 Perspectives of GAI 

The analysis revealed themes capturing the views of participants about GAI. For some of the participants, the 

session served as their introduction to GAI’s capabilities despite having prior knowledge of its existence. 

5.1.1 GAI Adoption 

Some participants found the session enlightening. They expressed admiration for GAI’s potential and 

demonstrated a willingness to include GAI in their classroom practices, as they believed that embracing GAI 

in education could revolutionize tasks like scoring, visualizing lessons, research writing, and enhancing 

subject matter expertise. They also advocated for continuous professional development in line with GAI. 

Participant 1: Thanks so much, Sir., for that great presentation. Please, Sir., we need special tools for 

the automatic scoring.  

Participant 3: Thanks so much, Sir., for that insightful presentation. In this regard, I think the world 

should rather find ways and means of embracing the use of AI generally and ChatGPT in particular, in 

education, we should rather have the conversation learning on how best we can continue the use of 

ChatGPT and AI in general in education, inculcating into our curricula, so that we do not seem to be 

stifling progress as far as technology or invention is concerned.   

Participant 2: I have a personal appeal to make to the National Teaching Council, Ghana, that they 

should try and encourage the use of AI in schools and keep teachers constantly updated so we don’t 

become outdated.  

Participant 4: GAI can help teachers to get images to be used in the classroom. 

5.1.2 Differentiate GAI Access 

The session had some participants suggesting different access to GAI tools between students and 

teachers. By this, they proposed teachers have exclusive features unavailable to students, which may 

potentially prevent situations where students might surpass their teachers in terms of derived content 

knowledge from GAI tools. However, there were other participants whose views were contrary to this 

suggestion.  They suggested that students should be guided on the responsible use of GAI tools instead 

of differentiating access.  

Participant 3: The tools that we are using over here, especially ChatGPT. Is there the possibility that 

students could be allowed to have some restrictions as to how they can use the tools? And teachers 

will rather be given the full opportunity to use all the features in their way so that it doesn’t end up 

that the students are having an upper hand on the teachers rather?  

Participant 6: The tools that we are using over here, especially ChatGPT. Is there the possibility that 

students could be allowed to have some restrictions as to how they can use the tools?   

Participant 7: The students should rather be guided on how to effectively use AI rather than restricting 

their access.   

Participant 8: Now that students have access to them; Tutors cannot restrict them. 

5.1.3 Cost-free GAI tools 

Also, some participants expressed interest in accessing a diverse range of GAI tools. However, they were 

interested in GAI tools that are available for free. The subscription costs associated with some GAI tools seem 

to pose a challenge for most of the participants. Presently, there are free versions of GAI tools, such as the 

ChatGPT, but the premium version requires users to pay for access. The GPT-4 is an advanced version of the 

ChatGPT free version and features significant improvements over ChatGPT in terms of the amount of data it 
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was trained on, its size, and its capabilities. These improvements include a better understanding of context, 

more nuanced language generation, and increased accuracy in producing relevant and coherent responses 

for teacher education. Most of the participants only had knowledge about the ChatGPT free version and were 

interested in learning about other free versions since they couldn’t afford to subscribe to the premium 

version, GPT-4.  

Participant 9: Apart from ChatGPT, what other free AI tools are available for use in education? People 

try to find answers to this question on social media but almost all turn out to be paid AIs.  

Participant 10: Give us examples of GAI tools we in the developing world like Ghana can use to facilitate 

effective teaching and learning. 

5.2 Knowledge Required 

Participants were concerned about the ethical issues that come with the use of GAI among teachers. 

Additionally, they highlighted the importance of prompt engineering, emphasizing that the accuracy of GAI 

responses improves with better responses. Furthermore, they believe innovative assessment practices would 

be beneficial in curtailing academic dishonesty among students regarding GAI use. 

5.2.1 Prompt Engineering 

A section of the participants was curious about how they could prompt AI chatbots to improve the quality of 

the responses they receive from the chatbots. These questions stemmed from the few participants who were 

privy to ChatGPT at the time of the PD session. Additionally, some participants raised concerns about the 

inaccuracies in ChatGPT responses and wanted to know how they could prompt ChatGPT to get the most 

accurate responses.   

Participant 11:  How does a teacher utilize prompting to improve their GAI responses?  

Participant 12: The quality of your prompts determines the quality of the response from ChatGPT.  

5.2.2 Ethical Concerns and Assessment 

One of the major concerns raised by participants was the ethical use of GAI tools and the skills required to 

assess their students in the era of AI. The issue of plagiarism was a particular concern, with participants 

wanting to know whether they needed to reference information retrieved from GAI tools and how to 

approach this. They also expressed worries about students using these tools for their assignments and project 

works and were eager to find ways to address these issues, especially since not all information provided by 

GAI tools is accurate and could be misleading. They sought to acquire the best practices, including innovative 

assessment, that would help them assist their students to use GAI tools effectively and ethically.  

Participant 13: We would like to know if there are known ethical issues with the use of AI in education.  

Participant 14: how do we assess our students to get them to achieve educational outcomes? 

6. DISCUSSION AND CONCLUSIONS 

GAI tools are still in their nascent phase, and the fact that most of the teacher educators lacked familiarity 

with these tools was unsurprising. This is particularly the case given that it was not until November 2022 that 

ChatGPT catalyzed widespread discussions around GAI tools (Thorp, 2023; Simhadri & Swamy, 2023). As an 

emerging technology, it is crucial for teacher educators to acquaint themselves with these tools, not only to 

integrate them into their teaching but also to assist their students effectively (Florida, 2023). The finding 

indicated the teacher educators’ curiosity towards the capabilities of GAI, especially with functionalities like 

automatic scoring, aiding students in academic writing, and image generation for instructional purposes 

(Kaplan-Rakowski et al., 2023). These findings about the potential of GAI to revolutionize teacher education 
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align with the perceived usefulness element of the diffusion of innovation theory and the technology 

acceptance model (Smith et al., 2018). These models imply that technology or innovation will always be 

accepted once users find it useful in their practice.  

Moreover, concerns about the potential misuse of GAI by students (Qadir, 2023) also support the prevailing 

belief about the challenges associated with technology diffusion, as outlined in the Diffusion of Innovations 

theory (Dhirasasna & Sahin, 2021). Consequently, these findings make it more prudent to equip teacher 

educators to adopt the best practices to effectively assist their students in using GAI tools. This finding 

supports Ng et al.'s (2023) assertion that teachers need AI competencies to integrate GAI effectively into 

classroom practices.   

Additionally, prompting skill identified by the teacher educators as a significant skill resonates with Poola's 

(2023) assertion that crafting efficient prompts is vital in GAI usage and its outputs, given that GAI tools 

heavily depend on user input. This finding further confirms the perceived innovative attributes within the 

diffusion of innovation theory (Dhirasasna & Sahin, 2021), implying GAI compatibility of teacher educators’ 

skills as an essential factor in the integration of GAI in their classroom practices (Dhirasasna & Sahin, 2021).  

Therefore, higher education institutions in Ghana, especially teacher education programs, must introduce 

courses or organize continuous professional development programs on prompt engineering (Meskó, 2023).  

Moreover, the concerns about the costs of GAI tools may hinder teacher educators from gaining the best 

features of GAI tools. This is because most of the free GAI tools may lack the comprehensive features required 

for effective classroom integration (Whalen & Mouza, 2023). Hence, institutions are encouraged to 

incentivize premium versions of GAI tools and facilitate the integration of GAI in their programs (Brouwer et 

al., 2019).   

Also, the findings suggest that many teacher educators lack a comprehensive understanding of GAI’s 

operation, leading to less trust issues with its application (Gill et al., 2024; Samek & Müller, 2019). Therefore, 

efforts aimed at explaining the functions and mechanisms of GAI could substantially encourage its adoption 

among teacher educators. Explainable AI should be a core area in teacher education's continuous 

development programs about AI integration (Samek & Müller, 2019).  

Assessment-related issues have consistently surfaced since the inception of GAI tools such as ChatGPT and 

GPT-4 (Zhai, 2022). Notably, certain studies, including those by Zhai (2022) and Zhai et al. (2023), have 

highlighted that GAI can outperform humans in tasks requiring substantial cognitive load, raising questions 

about its evaluation metrics and comparability to human capabilities. This aligns with the findings of this 

study, as the teacher educators were concerned about how GAI could potentially affect critical thinking and 

creative abilities among students. Therefore, the suggestion to adopt innovative assessment practices by the 

teacher aligned with Rudolph et al.’s (2023) findings, suggesting that GAI might decline traditional 

assessment practices at higher education levels.  

In conclusion, the findings revealed an understanding of GAI by teacher educators and the essential 

knowledge they believe is crucial for the effective use of GAI. The finding indicated that teacher educators in 

Ghana are willing to include GAI in their classroom practices. They believe that embracing GAI could 

revolutionize tasks like scoring, visualizing lessons, research writing, and enhancing subject matter expertise. 

They further expressed their commitment to guiding students towards the effective and ethical use of GAI 

tools. However, the premium subscription costs associated with some GAI tools were seen as a challenge for 

several participants. Additionally, effective prompting engineering skills were identified by the teacher 

educators as one of the significant skills necessary for GAI application. They also called for innovative 

assessment practices to address the issue of academic dishonesty among students. Therefore, this study 

highlights the importance of institutional support in broadening the accessibility of GAI by addressing 

financial constraints that come with it, refining teacher educators’abilities through timely training; in prompt 
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engineering and explainable AI courses whiles introducing innovative assessment practices. As GAI advances, 

it is crucial that teacher educators are adequately prepared to maximize the benefits of GAI in teacher 

education. 

7. LIMITATIONS 

While the study included 307 participants, the primary findings were predominantly derived from a subset 

of participants who actively engaged in the discussion session through questions, contributions, and 

clarifications. Therefore, researchers should be cautious to generalize the findings. Also, we suggest that 

future studies recruit a better representation of teachers to examine teacher educators’ perceptions and 

understanding of GAI more comprehensively. Additionally, the duration of the session was limited, 

potentially restricting the depth and breadth of information that participants might have wanted to share. 
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Abstract 

This paper reviews current knowledge on the role of smart tools and biosensors based on artificial 
intelligence in reducing seafood loss and wastage. This study shows that a variety of biosensors, categorised 
according to how they function, can be used to measure the quality of seafood. These include optical 
biosensors, enzyme-based biosensors, immunosensors, microbial biosensors, DNA-based biosensors, 
electrochemical biosensors, optical biosensors, tissue-based biosensors, and piezoelectric biosensors. 
Among these biosensors, optical biosensors, electrochemical biosensors, and mechanical biosensors are 
the most significant. Again, this study report that, for seafood traceability and management, a variety of 
smart solutions including blockchain technology, quick response (QR) codes, data analytics, digital twins, 
and radio frequency identification (RFID) tags can be utilised. Catch data, vessel tracking data, and data from 
the processing plant are some of the different data sources that can be utilised to trace seafood products. 
Artificial intelligence tools like neural networks, deep learning, machine learning, and others can be used to 
forecast and improve seafood quality. It is crucial to study the development of biosensors that can properly 
identify the earliest signs of seafood contamination or rotting. 
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1. INTRODUCTION 

Seafood is a colloquial and highly diverse food category which comprises of algae, cephalopods, cynobacteria, 

marine and freshwater finfish species, decapods and bivalves (Cooney et al., 2023). Seafoods are valuable 

protein source, especially in the case where other animal protein sources are expensive and scarce. 

Polyunsaturated fatty acids (PUFAs), which are known to influence prostaglandin synthesis and therefore 

promote wound healing, are among the necessary fatty acids found in seafoods (Kryzhanovskii and Vititnova, 

2009; Zhang et al., 2010; Kindong et al., 2017). The demand for marine products (seafoods) is expanding 

substantially (Power at al., 2023). The increase in demand for seafoods could be attributed to consumers 

paying special attention towards consumption of foods that are healthy (Ghidini et al., 2019). The nutritional 

properties of seafoods could also be the cause of this increase in demand (Alamprese and Casiraghi, 2015). 

Despite the importance and significant increase in demand of seafoods, the resources available for wild catch 

are becoming scarce (Power at al., 2023). 

Seafood losses is considered a serious challenge along the seafood value chain. The phenomenon of nutrient 

and economic losses along the seafood value chain results in serious wastage and has the tendency of posing 

health threats to consumers. Millions of people's diets are impacted by the loss of highly nutritious food or 

comprised, notably in areas where undernutrition and micronutrient deficiencies are widespread (Kruijssen 

et al., 2020). 

As a result of the negative impact of seafood waste on the environment, rising demand for seafoods, coupled 

with its implication for marine conservation and policy, seafood wastage has gained global attention 

(Erasmus et al., 2021). 

Wastage of seafoods have been attributed to some characteristics they possess. These characteristics that 

make seafoods prone to wastage includes fishing methods that result in by-catch, presence of digestive 

enzymes, oxidation as well as microbial spoilage (Ghaly et al., 2010; Love et al., 2015). Seafood loss can be 

enhanced by processing and storage conditions which can trigger microbial spoilage as well as sanitation 

(Tesfay and Teferi, 2017; Gyan et al., 2020).  

In order to meet the current and future demands of seafoods at the global level, it is important to ensure 

loss and wastage are cut to minimum barest level. This can be achieved by applying technological innovations 

that can increase access to food that are cheap all year round without significant loss and wastage. Similarly, 

the amount of per capita food at the global level should be halved by 2030 at both the consumer and retail 

levels (Kruijssen et al., 2020). Also, along the production and supply chain levels, of which post-harvest is not 

an exemption, losses should be halved (United Nations, 2014). 

Several smart tools and biosensors based on artificial intelligence have been applied in the seafood industry 

to cut down losses and wastage. These includes quick response (QR) codes, block chain technology, digital 

twin, data analytics, radio frequency identification (RFID) tags and FishNChip biosensor. 

This article is aimed at providing an overview of smart tools and biosensors based on artificial intelligence 

that can be used to prevent losses and wastage of seafoods. This study is significant as it will serve as the 

basis and an established framework for further research work in the use of biosensors and smart tools based 

on artificial intelligence to reduce seafood loss and waste. In addition, creation of database on these possible 

biosensors and smart tools in reduction of seafood losses and wastage has the tendency to cause a notable 

improvement in the quality and quantity of seafoods produced. 
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2. METHODOLOGY 

2.1 Literature search 

For the purpose of achieving the objectives of this study, studies that had previously reported on application 

of various smart tools and biosensors based on artificial intelligence in monitoring seafood quality and food 

in general were searched and used. Papers published in only English were included in this study. No specific 

duration or date of publication was considered. Data bases such as IEEE, CAB abstracts, Ajol and Scopus were 

considered. Also, articles published in Elsevier, Taylor and Francis, and Wiley were considered. 

2.2 Search strings 

In order to identify papers relevant to this study several words and their combinations were used to search 

the above-mentioned databases. These words include ‘’internet of things’’, wastage, seafood, losses, artificial 

intelligence, biosensor, deep, machine, learning, quick response scan, radio, frequency, identification, block, 

chain, technology, quality, supply, chain, electronic, monitoring, systems, neural, network, digital, twin. 

3. BIOSENSORS FOR SEAFOOD QUALITY MONITORING 

A biosensor is a quantitative analytical instrumentation approach that combines a physico-chemical 

transducer with a biologically derived sensing element (Surya et al., 2019). They are analytical tools that 

transform a biological response into an electrical signal (Mehrotra, 2016). Biosensors can measure chemical 

or biological reactions and turn the result into an electrical output (Bhalla et al., 2016; Franceschelli et al., 

2021). By detecting minute changes and converting them into electric signals using signal conversion 

components like electrodes and optical devices, biosensors can measure specific target compounds quickly 

and easily (Grieshaber et al., 2008; Endo and Wu, 2019). Output signal, analyte, application, power source 

and sensor material are the different categories of sensors (Naresh & Lee, 2021; Saeed et al., 2022). 

Controlling the production environment and creating intelligent food packaging could both benefit from the 

use of biosensors (Wang et al., 2022). 

Different types of biosensors are used in the monitoring of seafood quality. They are classified based on their 

working principles. These include optical biosensors, enzyme-based biosensors, immunosensors, microbial 

biosensors and DNA-based biosensors. Others include electrochemical biosensors, optical biosensors, tissue-

based biosensors and piezoelectric biosensors. Biosensors with optical characteristics, mechanical 

biosensors, and electrochemical biosensors are the most significant types of biosensors (Ali et al., 2020).  It 

is said that electrochemical biosensors are highly sensitive, simple to use, and fast to detect (Qiao et al., 

2020).  Electrochemical biosensors are however known for their precision, direct change detection based on 

the interaction of the sensor with the sample, low cost, and downsizing potential (Ali et al., 2020). Mechanical 

biosensors typically benefit from properties that scale well as physical size is decreased (Arlett et al., 2011). 

According to the chemical interactions between the sensor and the analyte, mechanical biosensors are often 

divided into four major categories: affinity-based assays, fingerprint assays, separation-based assays, and 

spectrometric assays (Arlett et al., 2011). When a biorecognition element interacts with an analyte, optical 

biosensors monitor for changes in phase, polarization, or frequency in the light field (Borisov and Wolfbeis, 

2008; Purohit et al., 2020). This type of biosensors can be categorized into fluorescence, absorption and 

luminescence-based biosensors depending on the transduction mechanism used (Wang et al., 2018). 

In addition to this, labelled versus label-free biosensors can be distinguished based on the purposes for which 

labels are used (Sadik et al., 2009). According to Purohit et al. (2020), labelled biosensors use a reporter or 

label to detect analytes such as enzymes (e.g., catalase, alkaline phosphatase, and horseradish peroxidase), 

electro-active substances, or fluorescent molecules.  However, label-free approaches rely on BREs 

recognizing the target, and their straightforward design encourages the creation of portable devices (Purohit 
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et al., 2020).  

Some studies have been conducted with respect to the application of biosensors in seafood quality 

monitoring. Table 1 is a summary of studies reporting on the use of biosensors in seafood quality monitoring. 

Table 1. Summary of studies on application of biosensors in monitoring of seafood quality. 

Sensor Application Findings Reference 
Enzyme-based TMA 
(trimethylamine) 
biosensor  

Analysing freshness of fish 
with extractions of horse-
mackerel 

◆ Due to the breakdown and decomposition of fish samples 
at 25 °C, sensor output increased with time. 

Mitsubayashi et al. 
(2004)  
 

Disposable biogenic 
amine biosensors 

Determination of 
histamine in fish samples 

◆  For histamine, diamine oxidase biosensors produced a 
linear concentration range of 9.9 × 10−6 to 1.1 × 10−3 M, 
while a monoamine oxidase-based sensor produced a 
linear concentration range of 5.6 × 10−5 to 1.1 × 10−3 M. 

◆ Histamine levels and their recoveries determined in fish 
ranged from 100.0% to 104.6%. 

Koçoğlu et al. 
(2020) 

Amperometric 
biosensor  

Determination of 
histamine in fish samples 

◆ Excellent reproductibility and high ability was exhibited by 
the developed sensor 

◆ Low limit of detection as well as high sensitivity was 
exhibited by the developed biosensor. 

◆ Results obtained from the use of the biosensor to 
determine content of histamine was similar to that of 
ELISA (the reference method) for greater weever, 
mackerel and sardines. 

Pérez et al. (2013) 

Amperometric 
Enzyme Sensor 

Redox-Mediated 
Determination of 
Histamine 

◆ This selective sensor was effectively used to analyze 
spiked tuna and mackerel extracts, with recovery values 
of 99–100%. 

◆ It had a low limit of detection (0.97 mg L-1) and accurate 
and exact results.  

◆ The sensor demonstrates good stability, retaining 87.7% 
of its initial signal after 35 days. 

Torre et al. 2019 

Amperometric 
Biosensor 

Histamine Detection ◆ The biosensor exhibits great sensitivity (0.0631 A/M), a 
small detection limit (2.54 10'8 M), and a wide linear 
domain (0.1 to 300 M).  

◆ The quantification of histamine in freshwater fish has 
been used to test the applicability of this enzyme sensor 
in natural complex samples and the analytical parameters.  

◆ All freshwater fish samples tested showed excellent 
correlation between the results obtained with the new 
biosensor and those obtained with the traditional 
approach. 

Apetrei and 
Apetrei (2016) 

A Screen-Printed 
Disposable 
Biosensor 

Selective Determination 
of Putrescine 

◆ The determination of Put in anchovies and zucchini was 
successfully done using the biosensor. 

Henao-Escobar et 
al. 2013 

Electrochemical 
Biosensor with 
Nano-Interface for 
Xanthine Sensing-A 
Novel Approach 

Estimation of Fish 
Freshness  

◆ The biosensor displayed a peak response in less than 2 
seconds and was impervious to ascorbic acid, urea, and 
sucrose interferences.  

◆ It was discovered that the Michaelis-Menten constant 
(Km) is 1.3 nM. 

◆ The limit of quantification is determined to be 8.3 pM and 
the limit of detection to be 2.5 pM.  

Thandavan et al. 
2013 

Amperometric 
Biosensor  

Detection of Fish 
Freshness  

◆ After seven days, the fish showed very rapid degradation, 
and it was shown that the level of hypoxanthine increased 
with storage time. 

Dolmacı et al. 
2012 

Amperometric 
Xanthine Biosensor 

Detect xanthine in fish 
meat 

◆ The biosensor showed optimal performance in 5 s at pH 
7.0, 35 °C, and linearity for xanthine from 0.8 M to 40 M 
with a 0.8 M detection limit (S/E = 3).  

◆ For xanthine oxidase, the Michaelis Menten constant (Km) 
was 13.51 M and the Imax value was 0.071 A.  

◆ When kept at 4 °C, the biosensor, which detected 
xanthine in fish meat, lost 40% of its initial activity after 
200 uses over a period of 100 days. 

Devi et al. 2011 
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Sensor Application Findings Reference 
Xanthine Biosensor 
using Polymeric 
Mediator/MWCNT 
Nanocomposite 
Layer  

Fish Freshness Detection ◆ The addition of MWCNT to the polymeric mediator film, 
which was crucial to the biosensor's efficacy, caused the 
biosensor to respond well to xanthine.  

◆ The biosensor demonstrated strong storage stability and 
a decent level of anti-interference. 

Dervisevic et al. 
2015 

Enzyme-based 
amperometric 
biosensor  

Detect histamine and 
histamine-producing 
bacteria in tuna. 

◆ The recovery of histamine from cultures and tuna samples 
was extremely high (mean bias 12.69 to 1.63%, with root-
mean-square error 12%), and HPLC and biosensor 
techniques produced results that were comparable in the 
range from zero to 432 g/g (correlation coefficient, R2 = 
0.990).  

◆ These findings unequivocally demonstrate that fresh tuna 
is frequently tainted with potent HPB.  

◆ The operators of food businesses might use the histamine 
biosensor as a screening tool to find them and decide 
whether or not their process controls are sufficient. 

Trevisani et al. 
2019 

Enzyme-based 
histamine biosensor  

Changes in histamine and 
volatile amines of 
threadfin bream, 
mackerel, emperor 
bream, sardine, trevally 
and barracuda  

◆ Neither the sensory changes nor the presence of volatile 
amines was correlated with the histamine concentration. 

◆ It was discovered that the histamine production in trevally 
was quite high and comparable to that of mackerel. 

◆ Prior to becoming organoleptically unsatisfactory, 
mackerel, sardine, and trevally may induce histamine 
poisoning issues. 

Shakila et al. 
(2003)  

DNA based 
biosensor  

This study employed using   
existing seafood allergen 
detection method 
associated with DNA-
based biosensor in 
comparisons to protein 
based and aptamer-based 
sensors  

◆ Among them, the DNA-based detection approach is an 
indirect analysis that uses the allergen's gene as the object 
of detection and is distinguished by its high sensitivity and 
good stability. 

Li et al. (2022).  

 In order to identify Vibrio 
vulnificus in aquatic 
products, this study used 
DNA-based approaches. 

◆ The proposed biosensor exhibited an excellent capacity to 
detect marine products contaminated with V. vulnificus. 

Fan et al. (2021).  

Optical biosensors  Detection of paralytic 
shellfish poisoning  

◆ The decision limit (CCα) was 100 μg/kg, with the detection 
capability (CCβ) found to be ≤200 μg/kg. Repeatability and 
reproducibility were assessed at 200, 400, and 800 μg/kg 
and showed relative standard deviations of 8.3, 3.8, and 
5.4 % and 7.8, 8.3, and 3.7 % for both parameters at each 
level, respectively. 

Campbellet al. 
(2013).  

Piezoelectric 
Biosensor  

Detection of marine 
derived pathogenic 
bacteria  

◆ By continuously monitoring frequency shifts, the sensor 
system was able to identify V. vulnificus in a dose-
dependent way and within five minutes, bacterial cells 
were detected. 

Hong & Jeong. 
(2014)  

Immunusensor  Detecting tetrodotoxins in 
shellfish and European 
fish  

◆ The immunosensor enabled the determination of TTXs at 
levels as low as 0.07 mg TTX equiv. kg−1 tissue, thus, well 
below the Japanese value of 2 mg TTX equiv. kg−1 tissue 
used as a criterion to consider puffer fish safe for 
consumption. 

Reverté, et al. 
(2017) 

4. SMART TOOLS FOR SEAFOOD TRACEABILITY AND MANAGEMENT 

The safety of food is an important issue that affects health (Sahin et al., 2023). This is because approximately 

420,000 people die annually from consuming contaminated food, with additional 600 million becoming ill 

(World Health Organization, 2019). There is therefore the need to consume foods that are healthy. 

Investigating the safety and quality of food products can help with this. For food supply chain management 

(SCM) systems, particularly for seafoods and live items, traceability is a crucial safety measure.  

According to the Codex Alimentarius Commission (CAC, 2016), traceability is defined as the ability to follow 
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the movement of a food through specified stage(s) of production, processing and distribution.  

Traceability in the context of seafood is the tool that allow consumers, processors and seafood stakeholders 

to monitor the movement of seafoods along the value change; that is production, processing as well as 

distribution (Dopico et al., 2016). 

For the most part, traceability has been viewed as a technological prerequisite for companies to comply with 

laws governing food safety, food recalls, and country-of-origin labelling (Tamm et al., 2016). In order to 

ensure the quality of seafoods are high, sustainable and safe, smart tools can be used to track seafood 

products from along the value chain from harvesting to sales or consumption point. 

Traceability is important because it has been used globally as a tool to prevent and manage risk involved in 

the supply of food that is unsafe along the supply chain. It also aids in the recall or withdrawal of unsafe 

seafoods by regulators and manufacturers (Rao et al., 2022). Also, along the supply chain of the food system, 

traceability is essential as it helps in identification of sources of contamination and their routes (McMillin et 

al., 2012).  

Different types of smart tools such as block chain technology, quick response (QR) codes, data analytics, 

digital twin and radio frequency identification (RFID) tags are used for traceability and management of 

seafoods. In this section, the characteristics of these useful smart tools and their application in seafood 

industry for traceability and management purposes are discussed. 

4.1 Radio Frequency Identification (RFID) tags 

Radio frequency identification (RFID) tags are small electronic devices that can be attached to seafood 

products to track their movement and location throughout the supply chain. RFID tags are also referred to as 

a transponder (Kumar et al., 2009). RFID is a catchall name for systems that identify objects using radio 

frequency signals. RFID offers extra space to store data and uses radio waves to automatically identify items 

in a flexible way. However, a variety of problems with regard to time and money demands as well as 

possibilities for fraud present challenges for RFID (Bilal and Martin, 2014; Mol 2014; Vo et al., 2020). With 

RFID, an object can be identified from a distance without a line of sight.  RFID tags can be read by scanners 

and can provide real-time information about the product's origin, processing, and distribution. A tag, a 

reader, which collects data; and database and information management software are the three major 

components of a typical RFID model (Aydin & Dalkilic, 2018; Sedghy, 2019). Its technology is based on wireless 

communication, specifically radio frequency waves, between an interrogator and a tag attached to an object 

(Bibi et al., 2017; Aydin, 2019). 

RFID sensors can be used to monitor the freshness of seafoods and to a larger extent its quality by observing 

the changes in the dielectric properties of each seafood (Potyrailo et al., 2012).  This technology has been 

applied in the seafood industry with success over the past years. Several studies have been conducted with 

respect to Systems for Traceability Based on RFID (Hsu et al., 2008; Abad et al., 2009; Yan et al., 2012; Treber 

et al., 2013; Kokkinos et al., 2018; Zhang et al., 2019; Coronado Mondragon et al., 2021). 

An RFID-enabled SCM tracking system for live fish had been suggested by Hsu et al. (2008). In this study, the 

data required for processing live fish was gathered, and ideas for the entire management system 

architecture, geared toward SME solutions, were developed. Each live fish was given an RFID tag in this 

manner to track its movement in the restaurants that sell live fish and logistic centers, as well as to give 

customers identity information. 

Abad et al. (2009) created a real-time RFID smart tag for applications including the tracking and monitoring 

of cold-chain food. This process involved the use of a reader/writer and a smart tag, which was applied to 

the merchandise. These tags included an antenna for RFID tag transmission, integrated lighting, temperature 
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and humidity sensors, a memory to store product data, and other components. The traceability information 

gathered by the sensors and stored in the memory chip. The investigation then used a wireless reader with 

a mobility option to read the food chain data that had been gathered from a distance of 10 cm. With the help 

of this technique, it was possible to automatically track records, read product data, and check the cold chain's 

temperature online. Furthermore, this approach eliminates the need to open the polystyrene containers 

holding the fish and smart tags, allowing the completely automated reader to read many tags at once. 

Additionally, the system makes sure that the temperature for frozen goods is kept below 0 ºC utilizing 

temperature sensors. Additionally, the system has humidity sensors, making it sensitive to changes in 

humidity around the storage environment. 

Two separate examples of farmed fish tracking systems appropriate for small- and medium-sized enterprises 

(SMEs) were presented by Treber et al. (2011). In the first, a small business implemented an electronic RFID-

enabled system in place of a manual data collection approach. This project produced an end-to-end SCM 

solution for farm fish that is beneficial to selling organizations and individual consumers. The second solution 

involved managing a portion of the automated fish packing process that was improved by RFID technology 

and branded with a barcode. In this instance, the goal was to transition from a manual data gathering 

approach to an RFID-enabled data collection method so that traceability could be extended to fish farms for 

breeding and on-growing. 

Using IoT, RFID, and WSN, Kokkinos et al. (2018) created an aquatic product traceability solution. The system 

included an internet platform that could be accessed from mobile, intelligent devices like an RFID reader. To 

monitor and verify the security of aquatic products from their catch to the consumer's table, a system was 

developed. Through the use of the RFID system and the Arduino platform, several wireless sensors were 

integrated. For sustainable fisheries, the circumstances of the fisheries, the variety of capturing sites, and the 

quality of the fish products were all maintained. Also, routines relevant to the Greek sea were offered utilizing 

both traditional and contemporary Artificial Intelligence (AI) techniques, depending on the circumstances 

and quality assessment. 

A smart traceability platform built on the Hazard Analysis and Critical Control Points (HACCP) standards was 

proposed by Zhang et al. in 2019. With this technique, quality control modelling and wireless facility 

monitoring were combined to improve fish quality as well as the security and openness of waterless fish 

transport. Therefore, to provide customers with traceability functions for any tracking-related inquiry, a QR 

code and the electronic product code (EPC) of the RFID tag were integrated. In this method, buyers were 

instantly given answers to questions about safe transportation, from aquaculture to markets. Sturgeon 

delivery trials in particular were evaluated and investigated. 

For the fishery sector, Mondragon (2020) suggested a two-layer architectural approach. The surrounding 

energy consumption of a sensor network was modelled in this study using a sensor layer based on WSN 

theory. Data were gathered in the first phase from sensors used to monitor the water. Time series/scatter 

diagrams were used to examine the acquired data. Thus, the patterns and trends of snow crab catch settings 

were discovered. Finally, this study provided a set of resources for upcoming fisheries researchers to put 

together this strategy as a monitoring tool for SCM in fisheries leveraging on IoT solutions and RFID 

technology. 
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Figure 1. RFID process. Adapted from Rahman et al. (2021). 

4.2 Quick Response (QR) codes 

Quick Response (QR) codes are two-dimensional barcodes that can be printed on seafood packaging or labels. 

QR codes can be scanned by smart-phones or other devices to provide information about the product's origin, 

processing, and distribution. In reality, a QR code uses matrix bar-code technology. The QR Code can include 

text, video, ads, personal information, and more, allowing it to store significantly more data than a one-

dimensional code (Kim and Woo, 2016). It is possible to read information from it, much like with matrix bar-

codes (Demir et al., 2015). In order to assure the quality and safety of the products, the traceability connected 

with the use of the QR code may give information and transparency of the productive chains (Pieniak et al., 

2011). The advantages of a QRC include great dependability (Chen et al., 2019; Waziry et al., 2023). The key 

advantage of this technology is its simplicity, since it simply requires the use of a Smartphone to scan the 

code in order to access the digitally accessible data (Machado et al., 2019). 

Also, the benefit of QR codes is that they can hold a significant quantity of data. Any type of digital 

information that can be imagined can be embedded, including text, video, business card information, 

personal information, advertisements, etc. (Demir et al., 2015).  Information systems can be accessed using 

QR-Code technology to add products produced by sellers (Liantoni et al., 2018). In order to assure the quality 

and safety of the products, the traceability connected with the use of the QR code may give information and 

transparency of the productive chains (Pieniak et al., 2011). 
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Figure 2. QR code process in seafoods. Adapted from Kochanska. (2020). 

4.3 Blockchain technology 

Block chain technology is defined as an open, distributed ledger that may effectively and permanently record 

transactions between two parties (Iansiti and Lakhani, 2017; Aydin and Yukcu, 2020; Friedman and Ormiston, 

2022). The block chain technology also known as distributed ledger technology (DLT) was introduced in 2008 

after the global financial crisis (Khan et al., 2022). Block chain technology is gaining traction as a cutting-edge 

invention that can promote sustainability in international supply chains (Saberi et al., 2019; Marsal-Llacuna, 

2018; 2020). Block chain is an emerging technology in the agri-foods sector that has the potential to alter 

many facets of the agricultural industry (including fisheries and aquaculture) while also enhancing the safety 

and quality of agri-foods (Xu et al., 2020). By recording accountable information about food sustainability at 

all stages of the supply chain and enabling supply chain actors to query and verify specific food products, 

block chain, an emerging paradigm for immutable information storage and sharing, has the unique potential 

to improve sustainability communication (Cao et al., 2023). A decentralized digital ledger called a block chain 

can be used to securely and openly record and trace transactions. The supply chain can be made transparent 

and accountable by using block chain technology to produce a tamper-proof record of seafood products from 

their point of origin to their final destination. Researchers and professionals are becoming more aware of 

how block chain technology may inform and enhance the sustainability of the food supply chain (Cao et al., 

2023). Block chain has arisen in this context as a promising technology that enables users to efficiently and 

effectively record the origin and movement of items as well as to totally eliminate or greatly reduce serious 

food fraud. Consumers can benefit from this development by receiving up-to-date, confirmed information in 

relation to the sources and delivery options of their purchases (Treiblmaier and Garaus, 2023). Applying block 

chain technology in seafood traceability could be beneficial as it could enhance higher automation in supply 

chain, lead to transparency and fraud protection. It also leads to positive influence on consumers, food 

authenticity, quality assurance and routine traceability (Patel et al., 2023). Furthermore, it can result in a 

decentralized network, a trustworthy trading system, making data much safe and unchangeable. . While 

different chain stakeholders have differing levels of adoption of this technology, implementing blockchain 

involves financial, technological, and organizational challenges (Sander et al., 2018; Kouhizadeh et al., 2021; 

Tolentino-Zondervan et al., 2022). 

4.4 Electronic monitoring systems 

Electronic monitoring, which is referred to as an integrated system of cameras and sensors on fishing vessels, 

can produce a thorough account of fishing activity that can help with fisheries management and guarantee 
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that rules are being followed (Ruiz et al., 2015). Electronic monitoring systems can be used to track the 

movement and location of fishing vessels, and to monitor their catch and by-catch. Electronic monitoring 

systems can provide real-time information about the fishing activity and can help ensure compliance with 

regulations and sustainability standards. However, EM stands out due to the depth of data it can supply on 

fisheries activities and its thorough accountability. 

 

Figure 3. Electronic monitoring process in Seafoods. Adapted from van Helmond et al. (2020) 

4.5 Digital twin 

Grieves. (2014) initially proposed the digital twin concept.  A reasonable definition of a digital twin is one that 

incorporates physical feedback data with artificial intelligence, machine learning, and software analysis to 

create a digital simulation within an educational platform. Despite differences in definitions, all definitions 

have three major elements namely; virtual space, physical space, and their connections of data and models 

(Liu et al., 2021). A digital twin is a virtual representation of a physical system that includes the environment 

and operational procedures and is updated by information exchanged between the physical and virtual 

systems. It is a gadget that constantly connects its virtual and physical equivalents (the twin) (Van der Burg 

et al., 2021; Neethirajan and Kemp, 2021; Melesse et al., 2023). The aim of digital twin is to characterize the 

behaviour of physical entities by leveraging on their virtual replica in real time (Liu et al., 2022). With the data 
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fusion of each module, the digital twin keeps track of the state of the physical model in real time, which aids 

in the optimization and decision-making of physical items (Söderberg et al., 2017).  

Digital twins are more responsive as a result of two-way communication. In order to automate and display 

the information to the human component in a way that is simple to understand, it is critical to capture expert 

decision making (Dyck et al., 2023). Using digital twins, physical and virtual items are combined in an effort 

to track and enhance resources and business operations (Autiosalo et al., 2020; Jones et al., 2020; Verdouw 

et al., 2021).  Digital twins aid in identifying the post-harvest change of food quality that results, which is 

mainly unexplored. For exporters, retailers, and consumers, digital twins give data that may be used to make 

informed decisions about logistics and marketing, such as how long each shipment's shelf life will last 

(Defraeye et al., 2021). The twins also aid in the diagnosis and forecasting of potential supply chain issues 

that could lower food quality and result in food loss. In order to decrease retail and domestic food losses, 

twins may even recommend preventive shipment-tailored interventions (Defraeye et al., 2021). The visibility 

of the supply chain and the process monitoring would be significantly impacted by the deployment of digital 

twin technology in seafood traceability and management (Lezoche et al., 2020; Burgos et al., 2021; Agrawal 

et al., 2021). 

5. DATA SOURCES FOR SEAFOOD TRACEABILITY 

Data has been the foundation of the seafood industry and will continue to be. Obtaining the right information 

is an important step for traceability. Establishing or identifying reliable data sources is one way to increase 

openness. Based on this backdrop, the various sources of data that can be used to trace seafood products, 

such as catch data, vessel tracking data, and processing plant data are discussed in this section. In addition, 

advancements in technology, such as the Internet of Things (IoT), which keep making it easier to collect and 

analyze data is briefly discussed. 

5.1 Sources of data for traceability 

5.1.1 Catch data 

Information on the fish or other marine animals that are caught by fishermen is referred to as catch data. 

The species, weight, and location of the catch, as well as details on the fishing boat and its crew, can all be 

included in this data. Catch information is crucial for tracking seafood items because it might reveal the 

product's origin and method of capture. Fishermen can collect catch data manually, or sensors and other 

technologies can do it automatically. 

5.1.2 Vessel tracking data 

Data on the movements of fishing vessels as they travel to and from fishing grounds is referred to as vessel 

tracking data. The location, speed, and direction of the vessel, as well as details on the weather and sea state, 

can all be included in this data. In order to trace seafood goods, vessel tracking data is crucial since it may be 

used to identify the product's origin and whether it was caught lawfully or illegally. Different technologies, 

including as satellite-based systems and automatic identification systems (AIS), can be used to gather data 

on vessel tracking. 

Vessel monitoring systems (VMS) and the AIS can be used to track vessels (Orofino et al., 2023) in order to 

generate valuable information that are needed for seafood traceability. Vessel tracking can inform best 

practices, promote the fulfilment of important commitments, and improve transparency and traceability in 

operations in the seafood (Seafood Business for Ocean Stewardship, 2021). 

5.1.3 Processing plant data 

Information about the preparation and packaging of seafood items is referred to as processing facility data. 
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The location of the processing plant, the type and amount of the product, and the date and time of processing 

are just a few examples of the information that might be included. Data from the processing plant is crucial 

for tracking seafood items since it can be used to establish the chain of custody starting with the moment 

the product was captured and ending with the moment it was packaged and sent. Data collection in 

processing plants can be done manually or automatically using sensors and other technologies. 

6. ARTIFICIAL INTELLIGENCE FOR SEAFOOD QUALITY PREDICTION AND 

OPTIMIZATION 

A computing technology known as artificial intelligence (AI) aims to imitate human skills to sense their 

environment, analyze information, make decisions, and take actions to accomplish predetermined goals to 

varying degrees (Manning et al., 2022).  Also, AI refers to a system for data analysis that automates skilful 

model creation (Li, 2021). Again, Chrispin et al. (2020) defined AI as the future made from pieces of the past. 

AI can take the role of human intelligence in problem-solving and decision-making (Kutyauripo et al., 2023).  

The ability of AI to accurately interpret external data, learn from it, and use that learning to accomplish 

specified objectives and tasks is one of its specialities (Hainlein and Kaplan, 2019). AI is increasingly being 

used to establish standards for current behaviours and the outcomes of those practices in the food sector 

and forecast how these elements will affect food supply and quality in the future (Karanth et al., 2023). The 

agriculture industry of which seafoods and crop production as well as harvesting and marketing are inclusive 

has seen tremendous improvement through the use of artificial intelligence (Goel et al., 2022). As a result of 

issues such as food safety, quality control, and classification as well as food sorting, the application of AI in 

the food industry keeps growing (Mavani et al., 2021). 

Several AI are applied in the Prediction and Optimization of the quality of seafood. These includes neural 

networks, deep learning, machine learning, etc.   

In this section, AI applied in predicting and optimization of seaweed quality are discussed. Special emphasis 

is laid on their description, advantages, disadvantages and application in seafood industry. 

6.1 Machine learning 

Computer science's sub-field of machine learning is categorized as an artificial intelligence technique (Chawla 

et al., 2023). Machine learning is the ability of a computer to learn without being taught for a particular job 

(El Naqa and Murphy, 2015; Anwar et al., 2023). Machine learning could either be supervised or unsupervised 

(Anwar et al., 2023). Samuel (1959) initially proposed the concept of machine learning, which is the study of 

how to enable computers to learn without being explicitly programmed. A subfield of artificial intelligence 

called machine learning makes use of a variety of factual and probabilistic approaches to teach computers 

how to discover hidden patterns (input-output linkages) in vast and frequently noisy data sets (Okafor et al., 

2023). According to purposes and training methods, machine learning can be categorized into three broad 

approaches namely unsupervised learning, supervised learning and reinforcement learning (Chung et al., 

2023). It has the benefit of allowing models to address issues that explicit methods cannot, and it may be 

used to a variety of fields (Chawla et al., 2023).  M5-Prime regression tree, multiple linear regression, support 

vector regression, perceptron multilayer neural networks, and k-nearest neighbour are examples of machine 

learning employed in enhancing food. The development of selective fishing gear that lowers the accidental 

capture of non-target species can be facilitated by the application of machine learning algorithms. In addition 

to protecting biodiversity, this lowers fishermen's financial losses (Rossi, 2022). By analyzing data on the 

behavior and needs of individual species, machine learning algorithms enable individualized care while 

consuming the fewest resources possible. This strategy improves the industry's overall sustainability and 

efficiency (Neethirajan, 2020).  It has proven possible to use machine learning to create chemometric 

discrimination tools by utilizing chemical pollutants and metal isotope ratios in eastern oysters (del Rio-Lavín 
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et al., 2022) 

6.2 Deep learning 

An artificial neural network-based representation learning algorithm known as "deep learning" is a sub-field 

of machine learning (Deng and Yu, 2014). With numerous successful applications in image processing, speech 

recognition, object detection, and other fields, deep learning has established itself as a cutting-edge method 

for big data analysis (Zhou et al., 2019).  Deep learning has demonstrated substantial benefits in automatically 

learning data representations, transfer learning, coping with the enormous amount of data, and achieving 

improved performance and higher precision (Ng et al., 2015; Kamilaris and Prenafeta-Boldu, 2018). Also, 

Jeevanandam et al. (2022) reported that due to the ability of deep learning to feature learning based on 

multi-layer artificial neural networks, it has received significant attention. In recent years, automatic 

identification of fish, sizing as well as counting has been performed by applying deep learning (Ovalle et al., 

2022). Ovalle et al. (2022) investigated various Deep Learning (DL) based length estimation and species 

identification techniques. On the one hand, they modified the Mask R CNN method to the problem of fish 

species identification for the instance segmentation task. On the other hand, the length of each individual 

was estimated using the MobileNet-V1 convolutional neural network. The findings demonstrated that both 

the identification and length estimate algorithms can accurately measure the catch when individual overlap 

is modest to low. When there is a lot of overlap between individual fishes, the outcomes still need to be 

improved. The majority of recent studies on feeding decision-making with deep learning have focused mostly 

on image analysis. Machine vision can be used to create a better feeding plan that considers fish behavior. 

Such a device can stop the feeding process at more reasonable times, reducing labor waste and improving 

fish health (Zhou et al., 2018). Furthermore, behavior serves as a useful point of reference for fish welfare 

and harvesting. Relevant behavior monitoring can provide a nondestructive understanding and an early 

warning of fish status, especially for uncommon actions. Determining the condition of fish and deciding when 

to collect and feed them depend on real-time behavior monitoring. The ability of DL techniques to recognise 

visual patterns is considerable. employing DL to analyse behavior. RNNs, in particular, can solve the 

aforementioned issue successfully because of their strong modeling capabilities for sequential data (Yang et 

al., 2021). 

6.3 Neural networks (NN) 

Machine learning's neural network sub-field uses algorithms to analyse data and create abstractions that 

mimic thinking (Ma et al. 2022).  It processes data, decodes spoken language, and visually identifies objects 

using multiple layers of algorithms. Each layer transmits information, with the output of one layer serving as 

the input for another (Zhou et al., 2019). As neural networks, one type of machine learning model, are 

naturally capable of handling such nonlinear phenomena, they have emerged as the model of choice for 

many researchers (Bali and Singla, 2021). In addition to achieving forward tracking and varied tracing for 

products in the supply chain, neural networks also assess food quality based on the related traceability data 

stored in the system. This can give consumers and related stakeholders more information, such as the 

product's quality level, to improve the consumer experience (Wang et al., 2017). It comprises a straight 

forward perceptive that calculates the weighted total of its inputs and outputs using mathematical 

operations (Zhu et al., 2021). The way an information flows across the network as well as the number of 

connection weights is determinant upon the architecture of the NN models (Maier et al., 2000). Multilayer 

perceptron which possess only three layers in most types of feed forward NN is the most widely and 

commonly used architecture (Csábrági et al., 2017).  

Neural networks have a number of benefits, including high noise tolerance, the ability to generalize, and 

superior adaptation characteristics (Guiné, 2019). Incomprehensible model behavior, multi-source 

heterogeneous data, a lack of software with a food scientist-friendly interface are only a few of the primary 
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issues faced by neural networks (Ma et al., 2022). 

Hyperspectral photography was used by Liu et al. (2019) to investigate the use of a convolutional neural 

network for seafood species recognition. In this study, the usage of a convolutional neural network (CNN) to 

detect various seafood species using hyperspectral data is investigated. According to the study, CNN had a 

high degree of accuracy in its ability to identify various species of seafood.  

In a similar vein, Chang and colleagues in 1999, investigated the use of neural networks to forecast shellfish 

demand. This study explores the use of a neural network to forecast consumer demand for various clam 

varieties based on previous sales information. The study discovered that the neural network could accurately 

estimate demand, and that this method might be helpful for supply chain management optimization.  

Hussaine et al. (2020) investigated the use of blockchain and neural networks for seafood traceability. This 

study explores how to enhance seafood management and traceability using neural networks and blockchain 

technologies. The study suggests using neural networks to assess data on different types of seafood, fishing 

areas, and other variables. 

7. APPLICATION OF AI IN ANALYSIS OF LARGE DATASETS OF SEAFOOD QUALITY 

The Internet of Things (IoT) and recent developments in sensor networks have allowed for the collection of 

vast amounts of data (Rahmani et al., 2021). Big data has been created across many different locations via 

digital tools, platforms, apps, and human communications (Daniel, 2019; Luan et al., 2020). 

More effective techniques with high analytical accuracy are required for the investigation of such vast 

amounts of data (Rahmani et al., 2021). 

The main advantages of the big data revolution are frequently seen to be the extraction of useful knowledge 

and workable patterns from data (Mayer-Schönberger and Cukier, 2013; Jagadish et al., 2014). Big data 

analytics make use of a range of technologies and methods, including signal processing, image recognition, 

text analytics, social network analysis, data mining, visualization, predictive modelling as well as natural 

language processing (Chen and Zhang, 2014). The application of these AI technologies in the of large data 

sets in seafood quality monitoring and evaluation is discussed in this section. 

7.1 Image recognition 

Artificial intelligence is becoming increasingly proficient at applying image recognition, a digital picture or 

video procedure for identifying and detecting an object or feature (Bhardwaj et al., 2021). Based on visual 

signals including colour, texture, and shape, AI algorithms can be trained to identify various varieties of 

seafood and assess their quality.  

An essential approach to verify the quality of fish is to analyze its color changes using imaging software, which 

is a non-hazardous, non-destructive common tool for analyzing data based on photography (Menesatti et al., 

2010). One of the key approaches for enhancing raw photos from diverse sources, such as cameras or satellite 

sensors, space probes, aircraft, etc., is digital image processing (Awalludin et al., 2020).  The use of a computer 

algorithm to perform image processing on a digital image is known as digital image processing. It deals with 

edge detection, edge sharpening, conversion, blurring, recognition, etc (Awalludin et al., 2020). The initial 

image's quality could be improved with the aid of image processing techniques, which also prepared the 

image for automated interpretation. The input images, pre-processing, segmentation, feature extraction, and 

classification of images are all dealt with by image processing techniques (Gamage, 2017). 

Some studies have been conducted on the use of image recognition for monitoring seafood quality 

(Muhamad at al., 2009; Wang et al., 2013; Duta et al., 2016). Of these, Muhamad at al. (2009) proposed a 

fuzzy logic-based method for classifying the freshness of fish whilst Wang et al. (2013) suggested a regression-
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based technique on depending on the eye from samples of fish. Fuzzy logic technology was used in a 2009 

study by Muhamad and colleagues to classify fish freshness based on image processing.  To categorize the 

freshness of the fish in this study, the RGB color image processing data with a focus on the eye and gill of the 

fish was analyzed and simplified. A fuzzy logic technology has been applied to this goal. There are two 

different kinds of fuzzy input techniques that have been discussed: and involves two inputs, one of which is 

the mean RGB value for both the eye and the gill. There are six inputs where the input is an RGB value for 

the eye and gill, respectively. Results show that produce better results when compared to categorizing 

seafood freshness. 

In order to cut expenses and time-consuming human inspection, the development of automatic fish sorting 

methods utilizing image analysis has been studied (Strachan and Kell, 1995). A study by Zion et al. (1999) 

created an image processing system based on moment-invariants combined with geometrical considerations 

for discriminating between photographs of three species of fish.  

7.2 Predictive modelling 

Predictive modelling is a crucial area of research in the seafood industry. For the food industry to increase 

productivity and minimize waste, the use of mathematical predictive models to evaluate microbial behaviour 

under various environmental circumstances is an intriguing approach. Predictive modelling can be used in a 

variety of contexts to improve the safety and quality of seafood, including quantitative (microbial) risk 

assessment, food chain modelling, quality and safety management, modelling of food processes, sampling, 

and plant design (Vasilis et al., 2013). Application of mathematical modelling for predicting shelf life 

necessitates adequate product rotting mechanism information has been reported (Koutsoumanis and 

Nychas, 2001). AI is able to find patterns and predict future seafood quality based on variables like 

temperature, water quality, and storage conditions by evaluating vast datasets of seafood quality metrics. 

One key field in the development of the food industry is predictive modelling (Membré and Lambert, 2008). 

Predictive models and their applications can be categorized into three namely; incident support to estimate 

the grade of impact on consumer safety or product quality, supporting food safety decisions that need to be 

made when implementing or running a food manufacturing operation and product innovation for assessing 

the rate of microbial proliferation (Calanche et al., 2020).  

Some studies have been conducted to evaluate predictive modelling as a tool in the seafood industry 

(Koutsoumanis, 2001; Calanche et al., 2020; Giarratana et al., 2020; Garcia, 2022; Giarratana et al., 2022). 

Predictive modelling approaches have been used to determine the growth of pathogenic microorganisms in 

seafoods (Dalagaard et al., 2002).  

According to Calanche and colleagues in 2020, the physico-chemical and microbiological parameters had a 

satisfactory correlation. The establishment of a shelf-life of 10 days, which corresponded to a poor grade 

(according to the European Community's system of grading fish for marketing purposes) with a freshness 

index below 50%, was made possible through sensory analysis and microbiological counts. Gill and flesh 

texture were the characteristics most susceptible to spoiling while storage in ice, according to sensory 

profiles. Following practical validation, the predictive models for the freshness index (%) and ice storage 

duration (h) showed an accuracy close to 90%. 

Based on dynamic temperature conditions and a subsequent statistical analysis of the outcomes, Giarratana 

et al. (2022) built a deterministic mathematical model. The shelf-life of Atlantic mackerel was predicted using 

this model at certain storage temperatures. A total of 60 fresh fish were divided into two groups and held in 

ice for 12 days, one group at a constant temperature of 10.5°C and the other at a variable temperature of 1–

7°C. At regular intervals, each fish had a microbiological examination and a sensory assessment using the 

Quality index method (QIM). After 9 days of storage for Group A and 3 days for Group B, a critical value of 6 
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Log cfu/g of spoilage bacteria (mostly psychoactive) linked with a considerable degradation of the sensory 

qualities was exceeded. By modelling the Quality index method (QIM) as a function of the behaviour of the 

spoilage bacteria, a trustworthy prediction of fish freshness was made possible. The spoilage bacteria load 

was converted into a Quality Index score using a coefficient of correlation. 

In varied isothermal circumstances between 0° C and 15° C, Koutsoumanis (2001) observed the behavior of 

the natural microflora of Mediterranean gilt-head seabream (Sparus aurata) during aerobic storage. The 

influence of temperature on pseudomonad growth was modeled using a Belehradek type model employing 

the growth data of pseudomonads, which were established as the particular spoiling organisms of aerobically 

preserved gilt-head seabream. For the maximal specific growth rate (max) and the lag phase (tLag), the 

nominal minimum temperature parameters of the Belehradek model (Tmin) were found to be 11.8 and 

12.8°C, respectively. By contrasting predictions with actual growth in dynamically changing tests, the model's 

applicability in forecasting pseudomonad growth on fish at shifting temperatures was assessed. Utilized were 

temperature scenarios created in the lab and simulations of actual temperature profiles seen in the fish chill 

chain. As comparison indices, bias and accuracy factors with corresponding ranges of 0.91 to 1.17 and 1.11 

to 1.17 were utilized. For all temperature profiles studied, the average percent difference between shelf life 

experimentally measured by sensory analysis and shelf life projected based on pseudomonad development 

was 5.8%, demonstrating the model's accuracy in predicting fish quality under realistic circumstances. 

7.3 Data clustering/Cluster analysis 

A variety of exploratory multivariate statistical techniques that seek to isolate homogeneous groupings 

within a data set are collectively referred to as cluster analysis (Daniel and Gastón, 2014). A data-driven 

technique called cluster analysis is used to group people with comparable traits into groups. Based on quality 

criteria, AI can group together similar types of seafood, enabling researchers to find shared traits and 

potential quality-affecting variables. Since it may be used to categorise a set of samples according to many 

different features, cluster analysis is significant. Cluster analysis can also be used to more effectively evaluate 

huge data sets from instrumental measurements (Daniel and Gastón, 2014). In order to produce food 

products for particular consumer segments, cluster analysis is frequently used to identify groups of customers 

with varied preference patterns based on their liking of a collection of samples (Yenket et al., 2011). 

Data mining, document retrieval, image segmentation, and pattern classification are only a few exploratory 

patterns analysis, grouping, decision-making, and machine learning applications where clustering is helpful 

(Jain, 2010). Clustering has been used to investigate genome data (Baldi and Hatfield, 2002) as well as group 

services delivery engagements for workforce management and planning (Hu et al., 2007). 

7.4 Drone technology  

Drones are revolutionizing land-based businesses; shops are looking into drone-based delivery systems, and 

realtors are using them to take aerial images of properties that are for sale. Underwater drones could bring 

about a similar transformation in the marine resources field by giving researchers eyes beneath the waves so 

they can monitor water quality and inexpensively remedy equipment issues (Whitt et al., 2020). These 

underwater drones will test dissolved oxygen levels and other physical and chemical data, and they will be 

outfitted with cameras to identify tears in nets before they get too serious, according to the drone creators 

(Orlowski, 2017). Divers may be put in danger during these checks, but the underwater drone is resistant to 

bad weather and much adverse weather conditions (Xiang et al., 2022). By using the drone's data on fish 

movements and environmental factors, fishermen may increase growth, reduce waste, and enhance 

accuracy. By examining fish stress levels, the data can also be utilized to reduce disease outbreaks and death 

(Fujita et al., 2018). Analyzing light conditions, on the other hand, can help control maturity and improve 

harvest quality (Ding & Ma, 2012). EyeROV TUNA, the first remotely operated underwater drone available 
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for purchase in India, can send real-time footage of ships and other underwater structures to help with 

upkeep and repairs (Bagde & Pathan, 2023). The drone's capacity to navigate to a depth of 50 meters and 

take real-time HD video photos for underwater analysis has saved the usage of more costly and risky human 

examination by divers. One of the most cutting-edge systems, fishSHOAL, uses robot fish to find sources of 

underwater pollution (Müller-Schloer & Tomforde, 2017).   

7.5 Data mining 

Data mining is the technique of computing that identifies patterns in big data sets and extracts pertinent 

information (Kubat et al., 1998). It entails the application of both straightforward and sophisticated 

techniques, such as k-means clustering, k-nearest neighbour classification, support vector machine binary 

classifiers, dynamic prediction, modeling, artificial neural networks, and algorithm architecture, for the 

purpose of extracting useful data from relational, transactional, object-oriented, spatial, temporal, and 

relational databases, as well as from global information systems (Liao et al., 2012). Association, evolution, 

generalization, classification, characterisation, clustering, data visualization, pattern matching, and meta-rule 

guided mining are the main categories of data mining techniques (Gladju et al., 2022). 

7.6 Robotic cages  

For use in the open ocean, robotic cages are complete cages equipped with cameras, sensors, feeding and 

recirculation systems. A cage that fishermen can place their fish in before setting it adrift in the ocean (Føre 

et al., 2023). Brass mesh creates a cage, which prevents biofouling or the growth of algae and barnacles on 

submerged objects. By doing this, drag, and the requirement to clean the cages are reduced (Bagde & Pathan, 

2023). Aquapods (Small Amphibious Robots with Sampling Capabilities) are a common name for robotic 

cages. These monitoring tools can be applied to aquaculture and exploration (Mackowiak, 2019). Data and 

AI will be necessary for commodity seafood markets, such as those for prawns and salmon, where 

international competition determines the price (Engle et al., 2016). 

8. RESEARCH GAPS AND FUTURE OUTLOOK 

Economic, technological, policy and ecological factors would greatly determine the contribution of seafood 

in meeting future food supply globally. A crucial issue that impacts both the commercial viability of the 

seafood business and the sustainability of seafood resources is the reduction of losses and wastage in 

seafoods. One viable answer to this challenge is the use of smart tools and biosensors based on artificial 

intelligence (AI) to enhance seafood processing and storage. 

Although some progress has been made with respect to the use of AI based smart tools and biosensors in 

ensuring seafood are managed sustainably, lots of research gaps exist. There is therefore the need to fill 

these gaps to maximize the potential of biosensors and smart tools in reducing wastage and losses along the 

seafood value chain.  

Analyzing and processing data in large quantities or amounts could be problematic. In this regard, researchers 

should focus on looking at tools that can analyze large amounts of data generated from the use of biosensors 

and smart tools based on artificial intelligence. In solving this challenge, there will be the need to conduct 

further studies to develop artificial intelligence algorithm that has the potential to produce insights that are 

actionable and can interpret complex data sets for sustaining production of seafoods. 

Researchers should focus their studies on the utilization of deep learning, advanced molecular analysis 

methods like chromatography, electrophoresis, and spectroscopy, as well as genome characterization, to 

provide a revolutionary method for examining the quality dynamics of food ingredients. 

Ability to detect fish spoilage which leads to great loss and wastage very early is important in ensuring food 
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security. In this regards, it is important produce biosensors that can accurately detect early characteristics of 

contamination in seafood samples or seafood spoilage. Again it will be prudent to direct research towards 

development of biosensors that has the ability to detect varied range of microorganisms and compounds in 

seafood samples. 

9. CONCLUSION 

This review sort to highlight the role of smart tools and biosensors based on artificial intelligence in reduction 

of losses and wastage in seafood industry. The findings of this review demonstrate that a wide range of 

biosensors, grouped according to their modes of operation, can be used to assess the quality of seafood. 

These biosensors include microbial biosensors, optical biosensors, tissue-based biosensors, immunosensors, 

DNA-based biosensors, electrochemical biosensors, enzyme-based biosensors, optical biosensors, and 

piezoelectric biosensors.  The most prominent of these biosensors are optical biosensors, electrochemical 

biosensors, and mechanical biosensors. Again, this study shows that a number of smart technologies are used 

for seafood traceability and management, including blockchain technology, quick response (QR) codes, data 

analytics, digital twins, and RFID tags. Data from the processing plant, vessel tracking information, and catch 

data are a few of the various data sources that can be used to track seafood products. The quality of seafood 

can be predicted and enhanced using artificial intelligence methods like neural networks, deep learning, 

machine learning, and others. There is a need to fill research gaps in the creation of biosensors capable of 

identifying a wide range of bacteria and chemicals in samples of seafood, even though some studies have 

been conducted regarding the role of smart tools and biosensors based on artificial intelligence that could 

reduce losses.  Studying the creation of biosensors that can accurately detect the earliest indications of 

seafood contamination or rotting is essential. 
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Abstract 

This study investigated the engagement of Pre-Service Teachers (PSTs) with Generative AI (GAI) tools in 
their research projects, focusing on their awareness, source of awareness, usage pattern based on gender, 
and views of GAI tools in academic research. We adopted a descriptive survey method to collect data from 
one hundred and four PSTs across five institutions in Ghana using a five-point Likert-type survey instrument, 
which included an open-ended question. The quantitative data were analyzed using means, frequencies, 
percentages, standard deviations, and an independent samples t-test. The findings revealed that PSTs are 
familiar with GAI tools, especially ChatGPT and Google Bard. They learned about these tools through 
personal searches, recommendations from friends, and social media platforms. The PSTs used these tools 
in writing all chapters of their research projects, with the Introduction Chapter being the most common 
area of application, followed by the Discussion and Findings Chapter, the Literature Review Chapter, 
Methodology, and Summary and Conclusion. We also identified a significant gender disparity in the use of 
GAI tools, with male PSTs exhibiting a higher frequency of use compared to their female counterparts. 
Nonetheless, both genders expressed a positive attitude towards GAI tools in academic research, noting 
among other benefits that these tools provided them with confidence and independence in their research 
writing. However, they also recognized inaccuracies in the information provided by GAI tools, which led to 
skepticism about relying solely on these tools for their research projects. Consequently, they expressed a 
preference for support from their research supervisors, highlighting the importance of a balanced approach 
that combines the use of GAI tools with human supervision in academic research. While we recommend 
the integrating of GAI tools in teacher education programs, we strongly suggest that such integration should 
be complemented with comprehensive guidance on how these tools can be effectively used by PSTs to 
conduct original and advanced research. 
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1. INTRODUCTION 

The journey to becoming a teacher in Ghana involves a critical rite of passage for Pre-service Teachers (PSTs), 

the completion of a research project in their final year (Armah, 2018; Hedges, 2002). This capstone project, 

a culmination of the research methodologies and pedagogical practices absorbed throughout their 

education, often takes the form of action research. Such projects are not merely academic exercises; they 

are extensions of the PSTs' field experiences, designed to address real classroom challenges with innovative 

solutions (Iddrisu et al. 2018). However, this process is not without its difficulties. Research writing has long 

been a daunting task for these students, often perceived as the most challenging aspect of their academic 

journey (Aydin & Karaarslan, 2023; Afful et al., 2022; Azila-Gbettor et al., 2015). 

In recent years, the final year research project has been marred by a troubling trend of plagiarism (Aydin, 

2023; Mosha & Laizer, 2021). A practice colloquially referred to as using 'grandfather' or 'grandmother' 

papers, where PSTs heavily rely on the work of their predecessors, has become a crutch due to a lack of 

confidence in their research writing abilities (Nketsiah et al., 2023; Armah, 2017). This trend points to a 

broader issue of inadequate research skills among PSTs, despite the guidance provided by their assigned 

supervisors (Yidaan, 2021). 

The emergence of Generative Artificial Intelligence (GAI) such as ChatGPT is poised to revolutionize various 

sectors, including education (Zhai et al., 2023). GAI, characterized by its human-like cognitive functions across 

diverse tasks, offers significant potential to revolutionize teaching, learning, and research methodologies 

(Polat, 2023; Rahman & Watanobe, 2023). Yet, the conversation around GAI on teacher education has 

predominantly featured the voices of teacher educators (Nyaaba, M., & Zhai.2024; Akanzire, 2023), leaving 

a gap in understanding its impact from the perspectives of PSTs on how they are using it in their academic 

activities such as their nightmare activity; research (Zhai et al., 2023). 

This study, therefore, seeks to bridge this gap by exploring PSTs' engagement with GAI toolsto assess their 

awareness, the channels through which they have encountered these tools, and their views on GAI tools in 

academic research. Goswami and Dutta (2015) literature review on gender differences in technology usage 

reveals that gender does play a crucial role in the acceptance of new technology in certain contexts, though 

not universally. In this study, we also aimed to determine whether GAI tools are embraced equally by PSTs 

of both genders.  Based on these objectives we derived the following hypotheses: 

Hypothesis 

Based on the objectives of the study, the following hypothesis were formulated: 

HO: There is no statistically significant difference between male and female student teachers’ use of AI 

tools for projects. 

Ha: There is a statistically significant difference between male and female student teachers’ use of AI 

tools for projects 

2. THEORETICAL UNDERPINNING 

2.1 Unified Theory of Acceptance and Use of Technology 

The Unified Theory of Acceptance and Use of Technology (UTAUT) developed by Venkatesh et al. (2003) was 

adopted for this study. This theory explores how technological acceptance is influenced by factors like 

performance expectations, effort expectations, social impact, and enabling circumstances. According to this 

theoretical paradigm, a user's behavioral purpose determines how they use technology. This theory is 

anchored on four essential constructs, including performance expectancy, effort expectancy, social influence, 

and facilitating conditions which directly impact the anticipated likelihood of technology adoption. 
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Venkatesh et al. (2003) hypothesized that an individual's performance expectancy is a measure of how much 

they think that using the system will enable them to improve their performance at work. The level of ease 

with which the system is to be used is known as effort expectancy. An individual's perception of how strongly 

influential others feel they should use the new method describes the social influence. An individual's level of 

confidence that organizations and technical infrastructure exist to facilitate the system's use describes their 

level of belief in facilitating conditions. Age, gender, experience, and readiness to use act as moderators of 

the effects of these variables (Venkatesh et al., 2003). We therefore aimed to use these variables to examine 

PSTs' awareness of, use of, and opinions of GAI, such as ChatGPT, GPT-4, etc (Haman & Školník, 2023). The 

aspects that influence student acceptability, choice of GAI tool, and ease of use of these technologies were 

explored in this study. 

2.2 Potential Benefits of GAI 

Globally, the 21st century has experienced a rapidly changing landscape in educational practices due to 

advancement in technology such as artificial intelligence (Petersen, 2021). The emergence of generative 

artificial intelligence gives more credence to this educational transformation. World Economic Forum (2023) 

conceptualizes GAI as the algorithms that generate new outputs based on the data they have been trained 

on. World Economic Forum (2023) further posits that unlike traditional AI systems that are designed to 

recognize patterns and make predictions, generative AI has the potential to create new content in the form 

of images, text, audio, and more to aid teaching and learning outcomes.  

In addition, Alshater (2022) and Terwiesch (2023) hold that the use of GAI has gained impetus in many fields 

of professions including education, journalism, economics, engineering, medicine and finance etc. Chen et 

al. (2020) noted that GAI has the potential to influence personal tutoring. For them, GAI can be used to 

provide personalized tutoring and feedback to students based on their individual learning needs and 

progress. A study by Chen et al. (2020) demonstrated that a conversational agent based on a generative 

model (ChatGPT) could provide personalized math tutoring to students, resulting in improved learning 

outcomes. Their study further emphasized that the conversational agent could provide explanations tailored 

to students' misconceptions and could adapt to their level of understanding.  

Similarly, Johnson et al. (2016), posit that GAI could help in language translation in educational practice. That 

is, GAI can be used to translate educational materials into different languages, making them more accessible 

to a wider audience. For Johnson et al. (2016), generative model trained on a dataset of bilingual sentence 

pairs could accurately translate between languages, achieving state-of-the-art results on several translation 

benchmarks. They hold further that; generative models were able to understand the meaning of sentences 

in one language and to generate accurate translations in another language to aid learning outcomes. Recent 

study by Zhai et al (2024) on Generative AI and ChatGPT revealed that these tools can outperform human on 

cognitive demand task in science.   

2.3 Factors that affect Students’ Use of Technology 

Research has established that several factors affect students’ use of technology. For example, Popescu and 

Badea’s (2020) findings indicated students spend countless hours immersed in popular technologies such as 

social media channels, application software and internet browsers. For Popescu and Badea (2020), 

technology is becoming a more prominent form of learning among students globally. However, their efficacy 

in using technology is limited to identifiable factors. 

Blankstein (2022) pointed out that one of the factors that affect student s use of technology is access. 

According to Blankstein (2022), students from lower socio-economic backgrounds may have limited access 

to technology and the internet. This can significantly affect their ability to use technology for educational 

purposes. Galindo-Dominguez (2021) also identified digital literacy and competence of students as factors 
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that affect students’ usage of technology. For Galindo-Dominguez (2021), students’ digital literacy and 

competence with technology are fundamental factors influencing their ability to use it effectively to promote 

positive learning outcomes. 

Galindo-Dominguez (2021) further posited that the pedagogical approaches adopted by schools play a critical 

role in students’ usage of technology. They emphasize that the integration of technology into the curriculum 

is an important benchmark to influence students’ ability to use technology. They concluded that in a 

meaningful pedagogically sound approach, students are more likely to engage with it. Montiel et al., (2020) 

linked students’ effectiveness in the use of technology to cultural and societal factors. Montiel et al. (2020) 

further opined that cultural norms and values can influence students’ perception of technology in education. 

For them, some cultures are more receptive to technology than others. 

2.4 Gender and Digital Tools 

The discourse on the digital gender divide presents a complex interplay of women's access to and use of 

digital tools, mostly in developing countries. Martin (2011) empirically challenges the notion of females being 

technophobic by demonstrating that, when controlling for employment, education, and income, women are 

more engaged users of digital tools than men. This suggests that the digital gender divide is less about an 

inherent reluctance among women to embrace technology and more about the structural barriers that limit 

their access and usage (Martin, 2011). Supporting this perspective, Goswami and Dutta (2015) highlight that 

gender plays a significant role in the intention to use technology in certain contexts, pointing towards a 

nuanced understanding of technology adoption that transcends simplistic binary distinctions (Goswami & 

Dutta, 2015). In addition, Liu's (2019) study finds no statistically significant gender difference in the 

knowledge of social media concepts among students in higher education yet notes gender-specific 

preferences in the use of social media tools, with males favoring resource-based platforms and females 

preferring relationship-building platforms (Liu, 2019). In the context of eHealth applications, Prinzellner and 

Simon (2022) emphasize the importance of gender-sensitive language and the display of medical information 

to ensure inclusivity for users with low eHealth literacy, underscoring the need for a gender-balanced 

approach in technology design and implementation (Prinzellner & Simon, 2022).  

Khalid and Khan's (2022) findings recognize the broader digital divide exacerbated by the COVID-19 

pandemic, indicating the urgency of addressing these gender disparities to achieve universal digital access 

and mitigate the adverse impacts on economic growth and social inclusion. These studies recognize gender 

differences in digital technology usage, and understanding these differences requires further investigation. 

GAI, as an emerging technology, could bridge the digital divide and promote gender equality in technology 

use in developing countries or elsewhere. 

3. METHOD 

We adopted a descriptive study using closed and open-ended survey. This approach helped us to 

systematically gather data from our target population, pre-service teachers (PSTs) in relation to our research 

objectives (Mishra & Alok, 2022; Pandey and Pandey., 2021). Specifically, this method aided us in obtaining 

the awareness, use, and views of PSTs about GAI (Borenstein & Howard, 2021; Creswell & Plano Clark, 2011). 

4. PARTICIPANTS 

The study involved one hundred and four (104) PSTs from five teacher education institutions in Ghana. The 

institutions included two research universities and three colleges of education. The PSTs were in the final 

years of their program and had either completed their research or were in the process of conducting their 

final research projects. PSTs in the colleges of education typically engage in research projects mostly in their 

final year of the program during or after their field teaching practice. The final research projects at teacher 
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education institutions in Ghana involve students conducting an action research project after their teaching 

internship. 

For convenience, the participants of this study were supervisees under the supervision of some of the authors 

in the various institutions during the research study. With this sampling technique, the participants were 

well-informed about the study and the survey before responding to them. However, we acknowledge the 

disadvantage of using convenience sampling as it is prone to biases (e.g., Donaldson et al., 2019; Ucar & 

Canpolat, 2019) and so the survey was opened to other interested members in the various institutions that 

met our criteria. The study involved 20 females representing 19.2% and 84 males representing 80.8%. Most 

participants fell within the age bracket of 21-25 years, representing 44.1%, followed by 26-30 years 

representing 29.9% and above 30 representing 25%, while the remaining fell within the age bracket of 16-20 

years, with the least percentage of 1.0%. All of them were final-year students who had completed their 

research projects or were conducting their final research projects. 

5. DATA COLLECTION 

The main instrument for this study was a five-point Likert-type questionnaire with an open-ended item. We 

adapted An et al.'s (2023) Scale on "Modeling English teachers' behavioral intention to use artificial 

intelligence in middle schools" and Rowland's (2023) model on "stages of writing + possible model to guide 

thinking about the human-AI collaboration-collusion writing continuum" to construct the questionnaire 

items. Van Katwijk et al.'s (2023) findings on "Most Important Learning Outcomes of Pre-Service Teacher 

Research" also supported us in modifying the survey questions. Since some of the items were substantially 

changed from the adapted scales, we employed the help of two educational professors to check the content 

validity of the scale and advise us on any necessary revisions. The revised scale consisting of 15 items was 

used for this study. It solicited the demographic information of the participants, their familiarity with GAI 

tools, the areas of their research where they employ GAI assistance, and their general views of GAI in their 

research. These questions included closed-ended questions along with an optional open-ended question to 

gather the views of PSTs about GAI use in research at colleges of education. 

We used Google Forms for data collection. Due to the physical distance between participating institutions 

and our participants, Google Forms provided the most convenient approach for us. Participants were asked 

for consent first and were given the option to participate or not. They were assured of anonymity, 

confidentiality, and the voluntary nature of their participation. The Google Forms survey link was shared with 

participants via their WhatsApp platforms, allowing them to respond at their convenience within two weeks. 

6. DATA ANALYSIS 

The data collected from closed-ended questions was analyzed using descriptive statistics. This involved 

calculating means, frequencies, standard deviations, and percentages to determine the distribution. The 

survey utilized a five-point Likert-type scale for PSTs' views on GAI, with weightings indicating Strongly Agree 

(5), Agree (4), Neutral (3), Disagree (2), and Strongly Disagree (1). Negative items were rephrased; a mean 

score (M) above 3.0 indicates a positive view towards GAI, while a mean score below 3.0 indicates a negative 

view. Another five-point Likert-type scale was used to gauge PSTs' use of GAI with response options ranging 

from Never (1) to Very Often (5). The descriptive statistics of how frequently student teachers utilize GAI 

tools for projects were analyzed, and an independent samples t-test was conducted to examine potential 

differences between male and female PSTs in their use pattern. Open-ended questions were thematically 

analyzed to support the findings, initially coded into emerging themes. Quotations in the study were 

anonymized using pseudonyms for the participants' privacy. 

7. FINDINGS 
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Addressing the first research question concerning pre-service teachers’ (PSTs) familiarity with GAI tools, we 

explored their awareness and familiarity with these tools. Figure 1 illustrates the GAI tools that PSTs are 

aware of or familiar with. It shows that they are aware of numerous GAI tools but are particularly familiar 

with ChatGPT, followed by Google Bard. Figure 2 demonstrates how PSTs became acquainted with these 

tools, with a significant portion (39.2%) indicating they discovered the tools through personal research or 

readings. About 27.5% reported discovering the tools through their friends' recommendations, while 17.6% 

mentioned learning about them in their formal academic settings. A smaller percentage (12.7%) indicated 

they found out about GAI tools through social media platforms like WhatsApp, with the remaining learning 

about them through online courses or tutorials. 

Figure 3 provides insight into how often PSTs employ GAI tools in their research projects. It was observed 

that 48.1% of PSTs sometimes use GAI tools in their research, while 13.9% use them often or very often. 

Notably, only a minority (14.8%) has never utilized GAI tools in their research projects. For those who have 

used these tools, they found them beneficial across all chapters or sections of their research projects. The 

chapters or sections where these tools were most helpful to them included introductory chapters, literature 

review chapters, findings and discussions, and data analysis and methodology chapters (as illustrated in 

Figure 4). This indicates that GAI tools are being employed by PSTs in all aspects of their research projects. 

 
Figure. 1. PST Awareness of GAI tools 

 
Figure. 2. How PSTs Got to Know about GAI tools 
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Figure. 3: Frequency of GAI Usage in Research Project by PST 

 
Figure. 4. The Chapters of Research that PSTs Use GAI in Writing igure 4). This indicates that GAI tools are 

being employed by PSTs in all aspects of their research projects. 

7.1 Hypothesis 

This hypothesis looked for a difference between two groups: male and female PSTs use of AI tools. Table 1 

and Table 2 illustrate variability between the male and female PSTs use of AI tools for their research projects. 

Table 1. Group Statistics of How Often PSTs Use GAI tools for projects 

  Gender  N Mean Std. Deviation Std. Error Mean 

Use 
Female 20 2.85 1.04 0.23 

Male 84 3.07 1.21 0.13 

From the observation of the group means in Table 1, it could be indicated that male student teachers (M = 

3.07, SD = 1.21) often use AI tools than their female counterparts (M = 2.85, SD = 1.04). 

Table 2. Independent Samples T-Test of how often PSTs use GAI tools for research projects 

 Levene’s Test 
for Equality of 

Variances 

t-test for Equality of Means 

F Sig. t df Sig. (2-
tailed) 

Mean 
Diff. 

Std. Error 
Diff. 

95% Confidence 
Interval of the 

Difference 
Lower Upper 

Use Equal 
variances 
assumed 

0.46 0.50 -0.75 102 0.45 -0.22 0.29 -0.80 0.36 
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An independent samples t-test was conducted to examine whether there was a significant difference 

between male and female student teachers on how often they use GAI tools for projects. The t-test results 

in Table 2, revealed a statistically significant difference between male and female PSTs’ use of AI tools for 

their research projects (t = -0.75, df = 102, p < 0.05). Hence, we reject the null hypothesis and conclude that 

there was a statistically significant difference between male and female PSTs’ use of AI tools for their research 

projects. 

7.2 PSTs Views and Experiences of GAI 

Table 3. Student teachers’ views and experiences with the use of AI tools for research projects 

Items Group N Mea

n 

Std. 

Dev. 

t Sig. 

value 

GAI has the potential to positively impact 

students' assessments like research project 

Female 20 3.45 1.23 -

0.32 

0.75 

Male 84 3.54 1.04 

GAI has the potential to negatively impact 

students' assessments like research project 

Female 20 2.45 1.0 -

1.88 

0.06 

Male 84 2.96 1.12 

GAI helped me understand various complex parts 

of my research study better than I knew before 

Female 20 3.65 0.88 0.26 0.79 

Male 84 3.58 1.04 

With the help of GAI, the literature review section 

was an easy task for me 

Female 20 3.55 0.76 0.65 0.51 

Male 84 3.39 1.01 

I didn't require much assistance from anyone for 

my research once I started using GAI 

Female 20 3.25 1.07 0.77 0.45 

Male 84 3.02 1.21 

I felt more confident conducting my research 

with GAI's assistance 

Female 20 3.45 0.83 -

0.22 

0.83 

Male 84 3.50 0.94 

GAI tools explained things better than my 

supervisor had the time to do for me 

Female 20 2.65 1.04 -

0.81 

0.42 

Male 84 2.87 1.10 

It is expensive using GAI tools for research Female 20 2.90 1.02 0.16 0.87 

Male 84 2.86 1.08 

The information provided by GAI tools was not 

accurate enough, so I never trusted them 

Female 20 2.40 0.88 -

1.75 

0.08 

Male 84 2.82 0.98 

I suggest GAI tools be incorporated into our 

research courses, and students be taught how to 

use them in their research studies 

Female 20 3.35 1.18 -

1.15 

0.25 

Male 84 3.67 1.09 

Most students might not conduct original 

research due to GAI 

Female 20 3.05 1.23 -

1.44 

0.15 

Male 84 3.48 1.18 

Source: Field Data (2023) 

From Table 3, it could be observed that both female and male PSTs had positive/ favourable views and 

experiences with the use of GAI tools for research projects. For example, female PST agreed to the statement 

‘GAI helped me understand various complex parts of my research study better than I knew before’ with a 

mean and standard deviation of 3.65 and 0.88 respectively. On the other hand, male student teachers agreed 

to the same statement with a mean of 3.58 and a standard deviation of 1.04.  The difference between the 

groups was found not to be statistically significant (t = 0.26, p > 0.05). The finding indicated that both female 

and male students have confidence in conducting their research with the assistance of GAI tools (female: 

M=3.45, SD=0.83), (male: M=3.50, SD=0.94). The t-value and significance level for this item indicate that the 

difference between genders is not statistically significant (t = -0.22, p > 0.05). Female PSTs reported a 

moderate level of independence in conducting their research with the help of GAI tools (female: M=3.25, 

SD=1.07), while male students reported a slightly lower level of independence (male: M=3.02, SD=1.21). The 
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t-value and significance level for this item suggest that the difference between the genders is not statistically 

significant (t = 0.77, p > 0.05). A consensus emerged from the thematic analysis that GAI has the potential to 

enhance academic research and assist PSTs in completing their assignments, as indicated by one male 

participant (M1). This view was further echoed by a female participant (F1), who highlighted the efficiency 

and speed with which learning can be achieved using GAI. Participant M2 advocated for the utility of GAI in 

personal studies as a means of accessing supplementary information. 

M1: AI is helping most of us not only with research work but assignments. 

F1: GAI makes learning much easier and faster.  

M2: It is good when doing your personal studies, it provides additional information for you. 

However, the PSTs were somewhat neutral with a tendency towards disagreement on the effectiveness of 

GAI tools in explanation compared to their supervisors. Female students felt that GAI tools explained things 

somewhat better than their supervisors had time to do, with a slight disagreement on average (female: 

M=2.65, SD=1.04). Male PSTs were slightly more neutral with reservations about the ability of GAI tools to 

explain things (male: M=2.87, SD=1.10). The t-value and significance level indicate that the observed 

difference in opinions between genders is not statistically significant (t = -0.81, p > 0.05). Female PSTs 

expressed concerns about the accuracy of GAI tools, indicating a general mistrust (female: M=2.40, SD=0.88), 

and male students also showed some level of mistrust but to a lesser extent (male: M=2.82, SD=0.98). The t-

value and significance level suggest that the difference in trust might be approaching significance, warranting 

further investigation (t = -1.75, p < 0.10). Furthermore, there was concern among female students that the 

use of GAI might lead to a lack of originality in research (female: M=3.05, SD=1.23), and male PSTs also shared 

this concern, though they were slightly more optimistic (male: M=3.48, SD=1.18). The t-value and significance 

level indicate that the difference between genders is not statistically significant, but it is approaching 

significance (t = -1.44, p < 0.15). The PSTs further expressed the view that GAI responses are not always 

accurate. They expressed concern that reliance on GAI could diminish students' critical thinking and logical 

reasoning skills. They warned that GAI could potentially ruin them if not used carefully, as they tend to prefer 

easier solutions and are reluctant to exert effort. 

F2: It's good application software for students but its solutions are not accurate sometimes. 

M3: We are becoming susceptible and vulnerable to GAI thereby alleviating our critical thinking and 

logical reasoning as students. 

M4: In fact, GAI will spoil the youth, if care is not taken because they always want cheaper things. They 

don't want to stress themselves. 

F3: AI can give students too much unverified information, which sometimes is wrong. Believing 

everything AI says can confuse them instead of helping them learn. So, AI might be doing more harm 

than good in schools. 

M5: So sometimes is not everything you understand.  

Nonetheless, the perception of the expense associated with using GAI tools for research was slightly 

disagreeable among female students (female: M=2.90, SD=1.02), and the same among male students (male: 

M=2.86, SD=1.08). The statistical test suggests no significant difference between the groups (t = 0.16, p > 

0.05).  Female students were positive about the suggestion to incorporate GAI tools into research courses 

(female: M=3.35, SD=1.18), and male students were even more favorable towards this suggestion (male: 

M=3.67, SD=1.09). The difference between genders was not statistically significant (t = -1.15, p > 0.05). The 

PSTs expressed uncertainty about any undiscovered methods of using GAI more effectively for their studies 

but expressed openness to welcoming such methods if they exist. 
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F5: If there's any other way of using GAI effectively, I don't know and have not yet discovered but if 

there's any other way to use GAI more effectively to help our studies, we welcome it.  

8. DISCUSSION  

The study showed that GAI tools have seen a significant uptick in awareness and usage among PSTs in Ghana, 

with most of them indicating awareness of OpenAI's ChatGPT, Google Bard, and DALLE (Strzelecki, 2023). 

This recognition of GAI tools among the PSTs reflects and confirms GAI tools' broader visibility and their 

applicability in educational settings (Strzelecki, 2023; Mansor et al., 2022). The prominence of ChatGPT in our 

findings is not surprising as it can be described as emerging GAI tools that bring much attention to AI in 2022. 

ChatGPT has capabilities in natural language processing and generation beneficial for research purposes 

(Seshadri & Swamy, 2023). The findings align with Venkatesh et al. (2003) UTAUT, which posits that 

awareness and adoption of new technologies follow a pattern influenced by social systems and 

communication channels (Kaminski, 2011). However, the few PSTs (14.8%) who have never used GAI tools in 

their research projects may reflect a gap in access or skills necessary to leverage these technologies 

effectively (Alam, 2021; Leese, 2010). 

The pathways through which PSTs have come to learn about GAI tools are equally fascinating, with personal 

research or readings being the most common method, suggesting proactive engagement with technological 

advancements among the PSTs (Tapalova & Zhiyenbayeva, 2022). This also supports Venkatesh et al. (2003) 

UTAUT element on ease of use. This is an indication that GAI tools might not necessarily require any 

sophisticated skills in using them. The finding indicating that teacher education institutions play a lesser role 

in PSTs' awareness may point to a lag in the integration of emerging technologies in teacher education 

curricula or that the institutions are still in doubt about how to incorporate these tools in their curricula 

(Hwang & Shin, 2019; Nyaaba & Zhai, 2024; Kouame, 2012). The findings further highlight the role of digital 

media in PSTs' learning, emphasizing its growing influence as a medium for professional development and 

knowledge acquisition (Devi et al., 2022; Limna et al., 2022). 

The disparity in the frequency of GAI tool usage between male PSTs and female counterparts confirms the 

wider discourse on gender differences in technology adoption and usage, suggesting that males are more 

inclined towards technology (Lee et al., 2022; Acilar & Sæbø, 2023). However, this finding appeared different 

from Martin's (2011) finding that females are more engaged users of digital tools than males (Ahn et al., 

2022; Antonio & Tuffley, 2014). It tends to support Khalid and Khan's (2022) findings which recognized the 

broader digital divide between females indicating the urgency of addressing these gender disparities to 

achieve universal digital access and mitigate the adverse impacts on economic growth and social inclusion 

(Prinzellner & Simon, 2022). Addressing these disparities is crucial for ensuring equitable access to AI 

educational resources and for preparing all PSTs to effectively use AI in their future teaching practices, 

thereby fostering an inclusive digital literacy that is imperative for the 21st-century educator (Lee et al., 2022; 

Ahn et al., 2022). 

The recognition and relevance of human supervisors expressed by the PSTs show a critical aspect of 

educational technology integration in teacher education programs (Molenaar, 2022). While GAI has been 

lauded for its potential to personalize learning and research by the PSTs (Seshadri & Swamy, 2023), the 

mentorship offered by human supervisors appears to remain indispensable (Kim et al., 2022; Zhai, 2023). 

This finding is consistent with Ausat et al.'s (2023) finding that emphasizes the irreplaceable value of human 

interaction in the development of critical thinking and research skills. 

The PSTs' skepticism in the accuracy of information provided by GAI tools could be reflective of general 

hesitation to accept AI outputs as echoed in recent studies (Rahman & Watanobe, 2023; Nazaretsky et al., 

2022). This aligns with the concerns raised about the impact of GAI on the originality of research as well 
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(Choung et al., 2023; Mosha & Laizer, 2021). This suggests a need for educational strategies that emphasize 

original thought and critical engagement with GAI-generated content, ensuring that the use of such tools 

enhances rather than diminishes the quality and originality of student research (Haider & Sundin, 2022). 

The integration of GAI tools in research projects within teacher education programs is widely accepted among 

pre-service teachers (PSTs). This reflects the growing trend towards recognizing the benefits and acceptance 

of GAI in education, as highlighted by Çalışkan et al. (2022) and Escotet (2023). Moreover, the positive impact 

of GAI is further underscored by reports from both female and male student teachers, who have experienced 

increased confidence in conducting research with the support of these tools (Rahman & Watanobe, 2023; 

Tapalova & Zhiyenbayeva, 2022). PSTs also believe that GAI has the potential to significantly enhance 

assessments and advocate for its incorporation into their research courses. This consensus on the potential 

of GAI encourages educators to prepare students for technologically advanced research and practice (Sok & 

Heng, 2023; Zhai et al., 2023). 

9. CONCLUSION 

In this study, we explored PSTs engagement with GAI tools in their research projects: their awareness, how 

they learned about these tools, their usage based on gender and their overall views on GAI tools in academic 

research. The findings revealed that PSTs have a high level of familiarity with GAI tools, especially OpenAI’s 

ChatGPT and Google Bard. The PSTs mostly learned about these tools through personal searches, from 

friends and social media platforms. These tools were primarily used in all chapters of their research projects, 

with the Introduction Chapter being the most common area of application, followed by the Discussion and 

Findings Chapter, the Literature Review Chapter, Methodology, etc. 

There was also a significant difference in the use of GAI tools between male and female PSTs, with male PSTs 

exhibiting a higher frequency of use compared to their female counterparts. Despite this usage disparity, 

both genders agreed on the benefits of GAI, recognizing the confidence and independence it provided them 

in their research writing. However, they also acknowledged the potential inaccuracies in information that 

GAI tools could offer, leading to skepticism regarding relying entirely on them for support in their research 

projects. Consequently, they expressed a preference for support from their research supervisors, 

emphasizing the need for a balanced approach that combines GAI tools with human supervision in their 

research projects. Based on these findings, we recommend the integration of GAI tools into teacher 

education programs, accompanied by guidance on how they can be used effectively by PSTs to conduct 

original and advanced research. 

10. LIMITATIONS OF THE STUDY AND IMPLICATIONS FOR FUTURE STUDIES 

It is worth acknowledging the study’s limitations as we interpret the findings. Though we appreciate the fact 

that convenience sampling, a non-probabilistic sampling can be used in quantitative research, it is prone to 

the challenges of representativeness thereby reducing the statistical power of the convenience sample. Also, 

this study was an online descriptive survey with a low response rate despite the efforts to get more PSTs 

involved in the survey. These suggest that the outcomes of the study cannot be generalized to the study’s 

population. Considering this, future studies that employ probabilistic sampling techniques to give a fair 

representation of the study’s population would be much needed. 
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Abstract 

Healthcare service delivery, especially in terms of safeguarding personal data, requires ensuring the 
confidentiality of information. In this regard, establishing cybersecurity systems that ensure information 
security is highly necessary. The rapid advancement of technologies increases the likelihood of cyberattacks, 
and particularly, AI-supported threats can cause serious harm in service delivery. In the current era, attacks 
not only come from humans but also from AI tools, posing threats to information se curity. Considering that 
AI technology is expected to further advance in the future, it's evident that this technology could become 
even more menacing. This is especially pertinent to the healthcare sector. Cyberattacks can lead to breaches 
in healthcare system data and disrupt service delivery to the extent of paralyzing the healthcare system. 
Our study, which includes case examples, is a compilation-type research. Within the scope of our research, 
searches were conducted using the keywords healthcare sector, information security, and cybersecurity on 
Google Scholar and Web of Science. The most current topic headings intersecting information security with 
the healthcare sector were examined based on the articles found on the subject. Our study evaluates the 
following topics in order: information and cyber security concepts, cyber threats and public services, 
electronic health records and security, major cyber-attacks in the health sector, why healthcare data is 
attractive for cyberattacks, information security in the artificial intelligence era, and information security 
policies for Türkiye and other countries in the world. Ransomware holds a significant place among 
cyberattacks. Therefore, users within the healthcare system are advised to pay particular atte ntion to this 
issue. Attacks generally occur via email, starting with enticing the user into a cyber-threat through email. 
Artificial intelligence can also be used to get rid of such spam mails. Hence, it is strongly recommended that 
users in the healthcare sector undergo training on this matter. These trainings should be conducted 
regularly and continuously, with the institution's IT center offering an institutional approach in this regard. 

Keywords: Cyber attacks in health sector, health information, security policies, health sector, artificial 
intelligence, cyber threats, cyber security 
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1. INTRODUCTION 

In today's world, the widespread adoption of information technologies and their integration into various 

fields are changing the delivery styles of traditional public services and facilitating human life by providing 

practical opportunities (Cordella & Iannacci, 2010; Rosacker & Olson, 2008; Lindgren & Jansson, 2013). The 

rapid transformation in information and communication technologies significantly impacts the healthcare 

sector, as in all other domains (Iyanna et al., 2022; Herrmann et al., 2018). With advancements in information 

technologies, significant changes and transformations have occurred in the healthcare sector (Yılmaz et al., 

2021; Iyanna et al., 2022). Moreover, with the influx of large amounts of data from many different systems, 

the role of data analytics in health informatics has increased in recent years (Galetsi et al., 2020; Jee & Kim, 

2013). This has also led to an increased interest in building analytical, data-driven models based on machine 

learning in health informatics (Ravì et al., 2016). This has further increased  the importance of concepts such 

as machine learning or artificial intelligence for the healthcare sector (Schwalbe & Wahl, 2020; Ali et al., 

2023). Particularly, new technologies and methods enable improvements in treatment processes, 

communication with patients, processes related to health maintenance, and managerial processes of 

healthcare institutions (Ali et al., 2023). The rapidly evolving broadband internet and mobile connectivity 

solutions have virtualized processes such as appointments, follow-ups, and reporting in healthcare services, 

while cloud computing has overcome physical constraints for storing such data and similar information 

(Akalın & Veranyurt, 2020). However, developments in information and communication technologies are 

leading to an increasing number of attacks on individuals' privacy and data confidentiality.  

In the context of data security, the security of Electronic Health Records (EHRs) is the first thing that comes 

to mind (Berber et al., 2009). Electronic health records consist of data used to automate a doctor's workflow 

(Öğütçü et al., 2011). According to Häyrinen et al. (2008), the concept of EHR encompasses a wide range of 

information systems, from the compilation of patient data from single departments to the long -term 

aggregation of patient records. In EHR systems, various data elements are documented, including daily 

schedules, medication administration records, physical assessments, admission nurse notes, nursing care 

plans, referrals, current complaints (such as symptoms),  past medical histories, lifestyles, physical 

examinations, diagnoses, tests, procedures, treatments, medication therapies, discharge summaries, 

histories, logs, issues, findings, and vaccinations. In the future, it will be necessary to incorporate different 

types of standardized tools, electronic consultations, and nursing documentation systems into EHR systems. 

All organizations must take active steps to protect the security and integrity of information resources, and 

this strategy is nowhere as critical as in hospitals, where issues of information accuracy and patient 

confidentiality are paramount (Stahl et al., 2012). The possibility of storing health information in electronic 

format increases concerns about patient privacy and data security. Therefore, any endeavor to implement 

computerized health service information systems must ensure the adequate protection of patient 

information privacy and integrity (Smith & Eloff, 1999). Naturally, the primary objective is to protect and 

securely store the privacy information of patients (Stahl et al., 2012). To ensure information and data security 

in healthcare services, the establishment of information security systems prevents unauthorized access to 

personal data, thus safeguarding data privacy. Like all data in electronic environments, security measures 

must be taken to mitigate risks that threaten personal health information (Par & Soysal, 2011).  

The widespread use of Artificial Intelligence (AI) technologies in the healthcare sector makes information 

security and cyber security issues even more important. While the digitization of health data and the use of 

artificial intelligence algorithms enable more effective and efficient delivery of healthcare services, it also 

creates important responsibilities for the security of this data. AI can influence the field of information 

security both positively and negatively. Advanced threat detection and prevention, the evolution of malware 

and attacks, personal data privacy and security, AI-based social engineering, and AI-supported security 
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solutions can be cited as positive examples. AI can be utilized to provide more effective and rapid responses 

in the field of information security. For instance, AI-based security systems that automatically detect and 

prevent attacks can be developed. However, in malicious applications, the opposite can occur. In conclusion, 

AI presents both new opportunities and new risks in the field of information security. Therefore, it is 

important for security experts to understand both the positive and negative aspects of AI technologies and 

to ensure information security by taking appropriate security measures.  

Security is a pivotal concern in healthcare information systems, as most aspects of security become crucial 

and even critically important when processing healthcare information (Gritzalis, 1998). Previously, a data 

breach, a missing paper document, or a stolen computer would affect tens or thousands of patients, but 

today, as this content is digitized and accessible over many networks, a cyberattack has the capacity to harm 

millions of patients (Ganai et al., 2022). Although many studies have been conducted on the use of AI in the 

healthcare sector, it has been observed that there is a lack of research on information security and 

cybersecurity focusing on the healthcare sector in the context of AI. Limited research has focused on 

examining information security risks in the healthcare sector (Appari & Johnson, 2010). In this context our 

study evaluates the following topics in order: information and cyber security concepts, cyber threats and 

public services, electronic health records and security, major cyber-attacks in the health sector, why 

healthcare data is attractive for cyberattacks, information security in the artificial intelligence era, and 

information security policies for Türkiye and other countries in the world. The concept of information security 

within the healthcare sector has been comprehensively evaluated, as evident from the topic headings. As 

detailed in the methodology section, sources obtained through Google Scholar and Web of Science have 

been examined through abstracts and titles, followed by full -text readings, to discuss various approaches to 

information security in the healthcare sector. This topic has been thoroughly debated and evaluated within 

the framework of the literature. Our research aims to contribute to the literature by providing a 

comprehensive literature review in this regard. 

2. METHODOLOGY 

In our study, data security has been centered on from the perspective of the healthcare sector, and the issue 

of data privacy has been evaluated in detail. In this context, assessments have been made on how healthcare 

data can be protected using findings obtained through national and international literature research. This 

study addresses information security and cybersecurity issues in the health sector using literature review and 

conceptual analysis methods. Information from the relevant literature will be used to build a conceptual 

framework and evaluate current policy practices. Indeed, searches were conducted through Google Scholar 

and Web of Science using keywords such as healthcare sector, information security, artificial intelligence, and 

cybersecurity. The articles obtained through the relevant keywords on Google Scholar were accessed one by 

one and the full text of the articles deemed appropriate were accessed through the title and abstract. By 

reading the full texts, the titles that would contribute to our article were added to the article content and 

discussed. In the Web of Science search, a topic search was performed. The main search words used were 

“ts=(("health sector" and "artificial intelligence") or ("health informatics" and "artificial intelligence") or 

("cyber security" and "artificial intelligence") or ("information security" and "artificial intelligence") or ("cyber 

security" and "health informatics"))”. The studies with the highest number of citations in the obtained data 

set were primarily focused on. Articles and other internet sources obtained within the scope of the topic are 

being evaluated in the research regarding the connection between information security and the healthcare 

sector. Our research is of a review type. As mentioned above, the titles and abstracts of the articles obtained 

from the search with the keywords on the relevant subject on Google Scholar and Web of Science were first 

accessed, and the full texts of the relevant articles were accessed. By reading within the subject, the issue of 

information security in the health sector in the reality of artificial intelligence was conceptually revealed with 

the subjective evaluation of the authors. 
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3. INFORMATION SECURITY AND CYBER SECURITY IN CONCEPTUAL TERMS 

3.1 Information Security Concept 

Information security is the set of measures taken to ensure the confidentiality, integrity and accessibility of 

information. This concept aims to control access to information and protect against malicious attacks with 

the use of information technologies. Information can exist in various forms. It can be written or printed on 

paper, stored electronically, shown in films, transmitted via electronic devices or mail, or spoken in 

conversations. Regardless of the type of information, it should always be appropriately protected. At this 

point, information security, conceptually expressed, involves implementing a set of controls including 

policies, procedures, processes, software and hardware functions, and organizational structures to protect 

information (ISO/IEC, 2005). 

According to the definition provided by the National Security Telecommunications and Information Systems 

Security Committee, information security is the protection of all hardware and software systems that handle, 

transmit, store, or use information. Technically speaking, information security aims to  safeguard the 

accuracy, availability, confidentiality, authenticity, integrity, and ownership of information. Of course, there 

are many threats to information security. These include, in order, unauthorized access to information, 

destruction of information, and alteration of information (Huang et al., 2010). In addition, Shchavinsky et al. 

(2023) also addressed the issue of the need for continuous development and improvement of the practical 

skills of cybersecurity professionals due to the continuous growth of threats to information and cybersecurity 

for organizations, businesses, society and government. 

Within the historical development of information security, the McCumber Information Security Model stands 

out as a prominent framework for evaluating information security policies comprehensively. Since its 

inception in 1991, this model has remained valid and has served as the basis for subsequent models, 

addressing various dimensions of information security. The model encompasses three main elements: the 

characteristic, status, and security measures of information, inclusive of confidentiality, integrity, and 

availability. Confidentiality, the first element, refers to ensuring that information is accessible only to those 

authorized to access it. Integrity, the second element, pertains to maintaining the original state of 

information resources in any electronic environment or information center, ensuring that they remain 

unaltered by unauthorized individuals, thus preserving the integrity of the information. The third element, 

Availability, refers to accessibility and continuity, allowing users to access the information they need 

whenever they need it, provided they have the necessary authorization (Henkoğlu et al., 2013).  

Since the implementation of health information systems, particularly considering the highly sensitive nature 

of their data, their security has been regarded as a significant concern. The possibility of storing health 

information electronically exacerbates concerns regarding patient privacy and data security (Smith & Eloff, 

1999). Security, privacy, and access to personal data represent a critical area for the healthcare sector. Given 

that it serves a wide and large community, its importance in terms of information security is further 

heightened. It is perceived as a domain necessitating strategic management (Chiuchisan et al., 2017). 

Information security risks may include personnel leaving data assets unattended on-site, personnel losing a 

data asset, personnel sharing passwords to access patient data, personnel sending emails containing personal 

patient data to the wrong recipient, and unauthorized disclosure of data. Additionally, outsourcing data 

storage and processing processes to external servers for certain server services poses a significant 

information security risk. Emerging technologies such as cloud computing or RFID are prominent in this 

regard (Van Deursen et al., 2013). Gritzalis (1998) has viewed standardization as a significant tool for 

addressing the security gap in the healthcare sector. 
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3.2 Cyber Security Concept 

In recent years, the terminology used to discuss the security aspects of digital devices and information has 

undergone significant changes. At the beginning of the century, the terms commonly used in this context 

were computer security, information technology security, or information security (Schatz et al., 2017). 

Indeed, in recent years, the term "cyber security" has been increasingly used in place of the previously 

mentioned terms. Of course, the widespread integration of the internet into various aspects of our lives has 

greatly influenced this shift. 

Cybersecurity is an increasingly serious and complex issue at all levels (Caruson et al., 2012), requiring 

attention from all government levels (Chodakowska et al., 2022). In fact, cybersecurity is of paramount 

importance for maintaining business integrity, ensuring data security, and protecting cyber assets (Abdallah 

et al., 2021). Today, cybersecurity is considered one of the most significant socio-technological challenges 

faced by public institutions, crucial not only for the smooth functioning of government and local 

administrations but also for private companies using e-government services and the residents of relevant 

local administrations (Chodakowska et al., 2022).  

Cyber security is the process of protecting computer systems, networks and other digital infrastructures from 

malicious attacks, data breaches and other threats. Cyber security is the set of measures that ensure the 

implementation of information security in the digital environment. 

In a narrow sense, cybersecurity is the practice of protecting data and information resources. In a broader 

sense, it concerns the protection of digital content, information technology networks, business devices, and 

content transfer over the internet. The concept of cybersecurity emerged in the United States in the 1970s 

and spread worldwide by the late 1990s (Cavelty, 2010). Cybersecurity involves processes and technologies 

created to combat threats in cyberspace, primarily unauthorized access by cybercriminals, hackers, and 

terrorist hackers, aiming to protect computers, computer software, hardware, data, and networks from 

security vulnerabilities (Goutam, 2015). Cybersecurity is a term commonly used to protect against malware 

and hacker attacks (Bay, 2016). Indeed, cybersecurity and cyberspace are distinct concepts but closely 

related. Cybersecurity pertains to protecting internet-connected systems from cyberattacks, while 

cyberspace is the virtual realm used to store, share, and exchange information through the relevant physical 

infrastructure and network-connected systems. The place where internet activities occur is abstract and 

entirely virtual, serving as a medium for communication and information exchange. Therefore, cy berspace is 

a structure without boundaries that can expand rapidly without any political or physical constraints (Goutam, 

2015).  

The healthcare sector implements electronic health records for information sharing among relevant 

healthcare providers, updates them, establishes intranets, and also utilizes the internet to disseminate 

health-related information. Consequently, healthcare information systems become an integral part of all 

aspects of healthcare delivery (Smith & Eloff, 1999). Cybersecurity has various expectations in the health and 

medical sectors. Today's medical fields employ digital communication and documentation tools. It is 

imperative to ensure the highest possible protection of such documents. Healthcare systems possess 

sensitive information, necessitating the protection of these sensitive data from cyber threats (Pawar et al., 

2024). 

The healthcare sector is one of the most critical sectors for the Internet of Things (IoT). With the 

implementation of the Internet of Things in the healthcare sector, individuals have had to make efforts to 

develop platforms at both the hardware and software levels. Every sector is moving towards IoT integration, 

and this can create security vulnerabilities and threats in the healthcare sector. Ganai et al. (2022) statet that 

IoT is widely used in the healthcare sector to enhance service security. Similarly, IoT devices can also pose a 
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security vulnerability and are increasingly prevalent in the healthcare sector, as in all sectors. The presence 

of an IoT device in a healthcare environment can provide an access point for illegal hacking attacks, thus 

creating a security loophole. The European legal framework applicable to IoT technologies in the healthcare 

sector is not clearly defined. Only two regulations, namely the General Data Protection Regulation (GDPR) 

and the Medical Device Regulation (MDR), are available (Casarosa, 2024). 

3.2.1 Cyber Threats 

Cyber threats are malicious activities that aim to damage computer systems and networks, steal data, and 

cause service interruptions. Cyber threats can occur through malware, ransomware, information leaks and 

other attack techniques (Aydın, 2020). Cybersecurity aims to protect against major cyber threats through 

internet-connected systems, including software, hardware, and data. These threats can be outlined as 

follows (Seemma et al., 2018; Goutam, 2015): 

• Cyber Terrorism: These are attacks carried out by terrorist groups utilizing advancements in 

information technology to target computer systems, networks, and telecommunication 

infrastructures with the aim of advancing their political agendas. 

• Cyber Warfare: This involves nation-states utilizing information technologies to infiltrate another 

nation's networks and cause harm. Cyber warfare is carried out by well -trained hackers with 

expertise in computer networks. In this type of cyber attack, networks are not shut down but are 

manipulated in ways that jeopardize the security of valuable data, disrupt infrastructure services, 

hinder trade, and sever communication channels. 

• Cyber Espionage: This is the use of information technologies to obtain confidential information 

without the consent of individuals. It is the most commonly employed method for gaining economic, 

strategic, and military advantages. It is typically carried out using malicious software and hacking 

techniques. 

• Cyber Stalking: This is a frequently conducted action aimed at forcibly intruding into individuals' 

personal lives to create anxiety, distress, and fear. Cyber stalkers take advantage of the anonymity 

of the internet to continue their activities without being detected. Cyber stalking, as it leads to 

psychological harassment of individuals, is also referred to as "psychological harassment" or 

"psychological terrorism." 

• Intellectual Property Theft: This involves the theft of intellectual property, which includes new 

research, innovations, methods, formulas, or models with economic value, through cyberattacks. 

• Salami Attack: In this type of cyberattack, cybercriminals or attackers steal small amounts of money 

from various bank accounts to accumulate substantial sums. 

• Identity Theft: This is a type of cyberattack where an individual's important information, such as 

address, name, or credit card number, is stolen, allowing the perpetrator to impersonate that 

individual and commit crimes in their name. 

• Distributed Denial of Service (DDoS) Attack: This involves suspending or temporarily interrupting 

services, rendering servers, computers, or network resources unavailable to authorized users. 

3.2.2 Risks Posed by Cyber Threats to Public Services 

As public services become increasingly digitalized, the risks of cyber attacks also escalate, potentially leading 

to serious disruptions in public services (Preis & Susskind, 2022). Indeed, the number of reported 

cybersecurity incidents and cyber attacks targeting government agencies continues to rise each year 

(Chałubińska-Jentkiewicz, 2021). However, despite cybersecurity being one of the most significant challenges 
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facing governments today, visibility and public awareness remain limited (Bruijn & Janssen, 2017).  

Cyber threats in public services can threaten the security and well -being of society. In particular, critical 

infrastructures such as healthcare can become the target of cyber-attacks and cause serious damage. Public 

institutions are responsible for ensuring the security of information technology networks and systems 

(Chałubińska-Jentkiewicz, 2021). The following factors should not be overlooked to ensure information 

security (ISO/IEC, 2005): 

a) Establishing a security policy that reflects the organization's objectives, 

b) Achieving a corporate approach to implementing, monitoring, improving, and sustaining information 

security, 

c) Ensuring support and commitment from management at all levels,  

d) Understanding information security requirements, risk management, and risk assessment, 

e) Effectively conveying information security to all employees, managers, and other relevant parties to 

raise awareness, 

f) Distributing guides on information security standards and policies,  

g) Allocating funds to information security management activities, 

h) Increasing awareness of information security through appropriate education and training,  

i) Establishing an effective and efficient incident management process for information security. 

4. ELECTRONIC HEALTH RECORDS AND HEALTH DATA 

Electronic health records (EHRs) and health data form an important part of digitalization in the healthcare 

sector. EHRs digitally store patients' medical histories, diagnoses, treatments and other health information. 

Health data refers to all the information contained in these records and is an important source for the training 

and implementation of AI algorithms. 

According to the definition provided by the Healthcare Information and Management Systems Society 

(HIMSS), EHRs are longitudinal electronic records of patient health information generated by one or more 

encounters in any care delivery setting. These records include the patient's gender, developmental notes, 

issues, treatments, vital signs, medical history, immunizations, laboratory data, and radiology reports. 

Electronic health records automate and streamline the doctor's workflow, making it more efficient (Öğütçü 

et al., 2011). 

In private or public healthcare institutions, information about patients' medical histories, test  results, 

diagnoses, treatments, and their durations are stored in digital format (Dülger, 2015). Access to patients' past 

diagnoses and treatments enables physicians to make accurate diagnoses and perform interventions more 

quickly and with less risk. As expressed in healthcare research, the accessibility of patient information 

provides significant benefits (Küzeci, 2019). Personal health data recorded in the system are shared among 

different institutions, allowing multiple individuals to access patient information (Yılmaz et al., 2021). 

 Electronic health record systems contain health data classified as sensitive information, encompassing 

individuals' most private details. When digitized, these data become useful for analysis and visualization, 

thereby creating new ways to provide better insights into a patient's condition and potential for improved 

decision-making. The digitization of healthcare services can be defined in four stages (Gopal et al., 2019):  

• First Stage: At this stage, patient data is still recorded in paper-based format. This significantly limits 

the useful analytics of the information and restricts the efficient use of resources.  
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• Second Stage: In the second stage, the utilization of data begins. However, despite the acceleration 

of digitization in healthcare data, paper-based record-keeping still largely exists. Therefore, at this 

stage, opportunities for researching and analyzing the information are limited.  

• Third Stage: The third stage sees full implementation of digitization. In this regard, organizations 

make healthcare services smarter by implementing analytics, next-generation data generation, 

Artificial Intelligence (AI), Machine Learning (ML) technologies, along with new service models aimed 

at improving business performance. 

• Fourth Stage: At this stage, the healthcare system adopts a value-based healthcare approach rather 

than a fee-for-service or per capita payment approach, focusing on the value of healthcare services 

rather than the quantity. 

The establishment of a rich health data foundation and achieving digital transformation in healthcare services 

are made possible through the use of advanced technologies such as analytics, portability, wearability, cloud 

computing, Machine Learning (ML), Internet of Things (IoT), and Artificial Intelligence (AI). For instance, the 

utilization of wearable compact devices that provide information to users via physical input or voice 

commands and assist in user interaction enables a continuous flow of data regarding individuals' physiology 

and kinesiology. As a result, self-monitoring of health conditions such as hypertension and stress becomes 

feasible, aiding in their prevention (Iqbal et al., 2016). 

Another digital application is mobile health services. Mobile health (mHealth) involves the use of mobile 

devices to collect real-time health data from patients, with the collected data being stored and maintained 

on internet-connected network servers. Various heterogeneous groups such as hospitals and health 

insurance companies can access this data. These data are utilized by doctors to monitor, diagnose, and treat 

patients' conditions. With the integration of mobile health devices into the patient's environment, health 

abnormalities can be monitored simultaneously (Almotiri et al., 2016).  

Cloud-based systems also stand out in digital applications. In areas where digital infrastructure is insufficient, 

cloud computing is a proven low-cost method that offers interoperability and scalability. Cloud-based 

platforms transmit data to cloud-based servers when the internet is disrupted, storing the data. This allows 

providers not only to monitor patients' conditions but also facilitates data sharing among providers. Cloud-

based systems, especially those operable on phones, assist healthcare professionals in moni toring patients' 

conditions, providing them with an effective roadmap for decision-making, and streamlining workflow 

(Perednia et al., 1995). 

Thanks to the digital health applications mentioned above, health data is continuously increasing. Indeed, 

health data accounts for nearly 30% of the total data volume worldwide. For each patient, thousands of files 

and data fields describing their health status are collected. A single patient generates about 80 megabytes of 

health data by utilizing electronic health record data. The largest sources of data used for diagnosis are 

images, proteomic information, and omics data (such as full genome sequence data). Developments in the 

Internet of Things, mobile technology, and sensors enable additional diagnostic informati on from connected 

medical devices and interpretation of Patient-Reported Outcomes from smartphones (Gopal et al., 2019). 

Health data can be used for analyses that describe patients' characteristics. Analyzing rich data enables more 

diversified segmentation. For example, populations at high risk of future health issues (e.g., diabetes or 

cardiovascular events) can be identified (Gellerstedt, 2016). 

4.1 Information Security in Healthcare in the Era of Artificial Intelligence 

In today's world, information security has evolved from the mainframe era to the complex internet 

environment. Security issues now require a more coordinated and focused effort from national and 



Journal of AI 

69 

international communities, governments, and the private sector. Therefore, it is critically important to 

continue strengthening technologies to overcome new challenges in information security (Dlamini, 2009).  

Artificial intelligence refers to the simulation of human intelligence in machines. AI is revolutionizing 

healthcare services and becoming a transformative force (Mukherjee et al., 2022). Artificial intelligence plays 

an important role in the healthcare sector in improving healthcare services and diagnosing and treating 

diseases. Khan et al. (2023) stated that artificial intelligence has the potential to make significant progress 

towards the goal of making healthcare services more personalized, predictive, preventive, and interactive. 

Artificial intelligence can be utilized for diagnosis, drug development, personalized treatment, gene editing, 

disease prediction, and many other purposes. It aids in improving healthcare services by benefiting medical 

professionals, hospitals, and patients (Chikhaoui et al., 2022). Alugubelli (2016) stated that the rise of artificial 

intelligence has brought about a positive change in the sector by providing accurate data-driven decisions. In 

the healthcare sector, data obtained from large systems can be used for the early detection of chronic 

diseases, including cancer, diabetes, and cardiovascular diseases. However, the security of health data 

obtained through AI applications is a serious concern. Therefore, information security policies and practices 

are gaining importance in the healthcare sector in the era of AI. Machine learning has also had a significant 

impact in the healthcare sector alongside artificial intelligence. Machine learning is described as a technique 

used in the healthcare system to assist medical practitioners in patient care and clinical data management 

(Khan et al.,2023).  

Deep learning, a technique based on artificial neural networks, has emerged in recent years as a powerful 

tool for machine learning.  Deep learning also holds great promise for reshaping the future of artificial 

intelligence. Rapid advances in computational power, fast data storage and parallel processing capabilities 

have also contributed to a faster adoption of AI technology, with capabilities such as high-level features for 

predictive power and automatic optimization from input data (Ravì et  al., 2016). 

In the current era, attacks against information security can be carried out not only by humans but also by 

artificial intelligence tools. Moreover, considering that artificial intelligence technology is expected to 

advance even further in the future, it is evident that this technology could become even more threatening. 

Of course, this situation is even more relevant to the healthcare sector. The following are the types of impacts 

that may occur due to the misuse of healthcare data by artificial intelligence:  

• Privacy Violations: Healthcare data contains personal and sensitive information. Artificial intelligence 

algorithms may encounter challenges in ensuring privacy while analyzing this data. This situation can 

lead to unauthorized access to the data and its malicious use. 

• Discrimination and Bias: Artificial intelligence systems can learn biases from the datasets or create 

new forms of discrimination. For example, inadequate representation of certain ethnic groups or 

genders in some healthcare datasets may result in AI models failing to make accurate diagnoses and 

providing incorrect treatment recommendations for these groups. 

• False Results and Misdiagnoses: AI models may produce incorrect results based on the data, leading 

to misdiagnoses, unnecessary treatments, or potentially harmful interventions. 

• Misuse and Harassment: Artificial intelligence has the potential to misuse healthcare data and harass 

individuals. For instance, malicious actors who leak or gain unauthorized access to this data can pose 

threats based on personal information or exploit personal data.  

• Security Vulnerabilities: The security of artificial intelligence systems can be challenging. These 

systems may be targeted by malicious actors for data manipulation or injection of mal icious software, 

among other attacks. 
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To overcome these risks, strict security protocols and legal regulations are necessary for the collection, 

storage, and analysis of healthcare data. Additionally, transparency and accountability are essential during 

the training and evaluation of artificial intelligence algorithms. It is also crucial to design and implement 

artificial intelligence systems in accordance with ethical and justice principles. In this way, the risk of misuse 

of healthcare data by artificial intelligence can be reduced or prevented. 

4.2 Major Cyber Attacks in the Healthcare Industry Around the World 

The healthcare industry worldwide has become a target for cyber attackers. Cyber-attacks on major hospitals 

and healthcare organizations have caused serious consequences such as leakage of patients' health 

information, service interruptions and ransom demands. The healthcare sector has become increasingly 

vulnerable to cyber-attacks in recent years. Here are some major cyber-attacks targeting the healthcare 

sector in history: 

• Stuxnet Attack (2010): Stuxnet was a cyber-attack targeting Iran's nuclear program, but one of its 

targets was also the control systems of medical devices associated with nuclear facilities in Iran. This 

attack had the potential to take control of and disable medical devices, particularly targeting 

vulnerabilities in industrial control systems used by Siemens, aiming to cause serious damage to 

targeted facilities (ELFANET, 2024). 

• Tricare (2011): In late 2011, Science Applications International Corporation (SAIC), the federal 

government's military healthcare provider, announced a data breach affecting approximately 4.9 

million military clinic and hospital patients registered with TRICARE. The data was stolen from a SAIC 

employee's car, impacting active and retired military personnel as well as their families. While no 

financial data was involved, the exposed sensitive information included Social Security numbers, 

phone numbers, home addresses, and other personal data (Digital Guardian, 2024).  

• Advocate Health Care Data Breach (2013): Advocate Health Care fell victim to a series of data 

breaches following the theft of four personal computers storing unencrypted medical information of 

4.03 million patients. The failure to implement the most basic cybersecurity practice of data 

encryption was a blatant violation of data protection standards outl ined in the Health Insurance 

Portability and Accountability Act. As a consequence of such a misstep, the relevant institution was 

fined $5.55 million to send a strong message to other healthcare entities about the consequences of 

such lapses in security (Upguard, 2024). 

• Premera Blue Cross (2014): In 2014, Premera Blue Cross experienced a significant data breach that 

led to unauthorized access to sensitive personal and medical information of millions of individuals, 

potentially putting them at risk. Regarded as one of the largest healthcare data breaches in history, 

the breach began with the simple opening of an email by an employee. Premera remained unaware 

of the breach for eight months. The attack resulted in a $74 million loss and impacted data of 11 

million patients (Arcticwolf, 2023). 

• Banner Health (2016): In 2016, hackers used malware to breach the payment processing system of 

Banner Health's food and beverage outlets. Subsequently, they utilized the system as a gateway to 

Banner Health's network and eventually gained access to servers containing patient data. The 

cyberattack went unnoticed for almost a month. The stolen data included highly sensitive 

information such as Social Security numbers, service and request dates, health insurance details, and 

more. The attack resulted in a $6 million loss and impacted data of 3.7 million patients (Arcticwolf, 

2023). 

• WannaCry Attack (2017): WannaCry can be cited as an example of ransomware, a type of malicious 
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software used by cybercriminals to extort money. It was a large-scale ransomware attack that 

affected numerous organizations worldwide. The healthcare sector, including hospitals and 

healthcare institutions, was significantly impacted by the attack. Many hospitals and clinics had their 

systems locked, disrupting patient care and medical services. As a result, the company faced 

significant financial and reputational repercussions, including a hefty fine levied by the Department 

of Health and Human Services’ Office for Civil Rights (OCR). Responsible for enforci ng the Health 

Insurance Portability and Accountability Act’s (HIPAA) implementation, the OCR found that Premera 

violated many provisions of the HIPAA Security Rule (Kaspersky, 2024).  

• Ryuk Attacks (2018-present): Ryuk is a ransomware attributed to the cybercriminal group WIZARD 

SPIDER, which poses a threat to governments, universities, healthcare, manufacturing, and 

technology organizations. These attacks target hospitals and healthcare systems, posing serious 

consequences that endanger patient care and disrupt healthcare services (Trend Micro, 2024). 

• American Medical Collection Agency (2019): The data breach of the American Medical Collection 

Agency (AMCA) raised significant concerns in the healthcare sector. In June 2019, it was revealed 

that the third-party billing and collection services provider AMCA had caused a major data breach 

jeopardizing the personal and financial information of millions of individuals. This breach had serious 

consequences for both patients and healthcare service providers. The compromised data included 

names, addresses, birth dates, social security numbers, and payment card information (Getoppos, 

2024). With the potential exposure of this sensitive information to unauthorized parties, individuals 

faced risks of identity theft, fraud, and other malicious activities. Consequently, this sensitive incident 

resulted in significant reputational damage and financial loss for the company. The attack is 

estimated to have caused $21 million in damages and affected the data of 21 mill ion patients 

(Arcticwolf, 2023). 

• University of California, Los Angeles (UCLA) Health (2023): The 2023 ransomware attack on UCLA 

Health was a significant cybersecurity incident that occurred at the University of California in Los 

Angeles. Ransomware is a type of malicious software that encrypts the victim's files and demands 

ransom payment in exchange for the decryption key. The impact of the ransomware attack was felt 

across the university, affecting critical systems and databases of various departments and services, 

leading to disruptions (Getoppos, 2024). The attack is estimated to have caused $7.5 million in 

damages and affected the data of 4.5 million patients (Arcticwolf, 2023).  

These cyber-attacks have highlighted the cybersecurity vulnerabilities in the healthcare sector and 

underscored the need for healthcare organizations to strengthen their cybersecurity. Particularly, addressing 

issues such as the privacy of patient data, security of medical devices, and continuity of healthcare systems 

is crucial. Hospitals may have numerous entry points that hackers can exploit. Outdated computer systems, 

weak passwords, unpatched or outdated software, and stolen accounts from old computers can all play a 

role in this vulnerability. It should be noted that cybercriminals exploit any security gap to infiltrate and harm 

the hospital's network, and the most effective way to overcome this is through the implementation of an 

effective corporate information security policy and ensuring its sustainability.  

4.3 Why Healthcare and Health Data Are Attractive for Cyber Attacks 

Health records are significant and vulnerable, leading hackers to frequently target these records during data 

breaches. The lack of standardized guidelines for the ethical use of artificial intelligence and machine learning 

in healthcare services exacerbates this situation (Khan et al., 2023). The healthcare sector provides access to 

large amounts of sensitive health data, making it valuable targets for cyber attackers. Health data includes 

personal diagnostic information, medical histories and other sensitive information, making it attractive for 
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malicious uses. The healthcare sector provides access to large amounts of sensitive health data, making it 

valuable Hospitals, in particular, are susceptible to cyberattacks because disruptions in their operations can 

pose life-threatening risks to patients, making them more likely to pay ransoms demanded by hackers. 

Additionally, budget constraints often leave healthcare facilities with limited resources and outd ated IT 

infrastructure, making them more vulnerable to cyber threats. Furthermore, the increasing use of connected 

IoT devices in healthcare introduces new attack vectors for hackers. Insecurely connected medical devices 

can serve as entry points for cybercriminals to exploit security vulnerabilities and launch cyberattacks 

(Getoppos, 2024). 

The most effective way to address this is for healthcare institutions to implement a robust information 

security policy within their organizations. In this process, the  active participation of all healthcare personnel 

is crucial and of paramount importance. In a sustainable security policy, the responsibility does not solely fall 

on the information technology department or units. Certainly, these units have a critical ro le in ensuring the 

effective implementation of the existing or newly formulated information security policy. However, all 

personnel throughout the healthcare institution are actively involved in the information security policy. There 

are various aspects that users need to be mindful of, from the use of emails to the usage of portable storage 

devices. Therefore, periodic training sessions, sustainable and well-planned information security policies, and 

ideally accreditation by an information security institution for ISO27001 or similar standards are also 

recommended. 

5. INFORMATION SECURITY POLICY PRACTICES IN HEALTH 

With the advancement of technology, strides taken in all these healthcare services have also increased some 

of the risks caused by technology. This has led to the commodification of rights and the multi -dimensional 

nature of the relationship between physicians and patients. In order to provide better healthcare services in 

this regard, providing access to individuals' health data requires careful  protection of health-related data 

seen as sensitive personal information. Security measures against risks threatening personal health 

information have become mandatory. Personal health information encompasses all health information 

acquired from before a person's birth to after their death. The technologies have heightened the risks of 

integrity, confidentiality, and accessibility of health information, endangering its security. Due to the primacy 

of privacy in personal health data, measures have been taken to minimize risks (Öztürk et al., 2014). 

For ensuring security in information technology and information systems, countries develop information 

security policies. An information security policy is considered an increasingly important document that 

encompasses a series of security measures. The policy serves as a guiding document about the tools used in 

information security management and the desired outcomes. Additionally, it outlines the organization's 

approach to managing information security (Stahl et al., 2012). 

5.1 Health Information Security Policies in Some Countries 

Different countries have developed various policies and guidelines on health information security. These 

policies include various measures to ensure the security and privacy of health data. The World Health 

Organization has further developed the Helsinki Declaration, originally published in 1964, to express ethical 

principles in medical research and provide guidance to all participants. According to this declaration, "The 

dignity, privacy, and confidentiality of research subjects must always be respected. Every effort should be 

made to protect the privacy and confidentiality of subjects, minimize the impact of research on their physical 

and mental integrity and personality, and respect their integrity and personality". Accordingly, in the United 

States, national standards were established with the Health Insurance Portability and Accountability Act 

(HIPAA) enacted in 1996 for the storage of individuals' medical data and other personal heal th information. 

This national standard aims to reduce the misuse of data in the healthcare sector and protect the confidential 
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information of US citizens (Uysal & Yorulmaz, 2018). 

In 1999, the Institute of Medicine (IOM) in the United States published a re port titled "To Err is Human: 

Building a Safer System," emphasizing the importance of ensuring patient safety in the healthcare sector. The 

report recommended establishing a center for patient safety, creating a reporting system nationwide, 

developing patient safety programs, and setting performance standards. It highlighted that the existing 

healthcare delivery organization fails to provide effective, safe, and efficient healthcare delivery to patients. 

Therefore, it underscored the need for restructuring healthcare delivery approaches and organizational 

structures to align with new goals (Korkmaz, 2018). 

Building on the recommendations of the IOM report, the Joint Commission on Accreditation of Healthcare 

Organizations (JCAHO) initiated accreditation services to healthcare organizations worldwide in collaboration 

with the Joint Commission International (JCI) to implement patient safety goals outside the United States. JCI 

annually publishes and revises the International Patient Safety Goals (IPSG) with the guidance of an expert 

group. The goals, initially published in 2007 and updated in 2014, include initiatives such as verifying patient 

identity, ensuring effective communication, and promoting safety in the use of high -alert medications 

(Korkmaz, 2018). 

In the United Kingdom, the British Standard BS-7799, which was significantly revised in 1999, was 

implemented to address health information security. This standard is a two-part framework that establishes, 

regulates, and documents security controls to protect the accuracy, confidentiality, and accessibility of 

information assets. The first part of the initial version published in 1999 describes working principles for 

information security, while the second part focuses on planning information security management systems 

and certification for such systems (Gerçeker, 2012). Another British Standard for information security 

management systems in the UK is BS7799-3:2005, titled "Rules for Information Security Management System 

Risk Management." This standard was developed to promote the adoption of the standard in small, medium, 

or large organizations. Its content includes topics such as identifying, assessing, monitoring, and controlling 

risks (Vural & Sağıroğlu, 2008). 

The European Union adopts a method based on identifying threats and risks when formulating information 

security policies. Following analyses, numerous threats related to technology are identified, and the 

established policies are enacted into law and implemented. During the preparation phase of information 

policies, the main risks and threats are classified under three main headings. These were categorized by 

Henkoğlu & Yılmaz (2013) as unauthorized access to and intrusion into information systems, system 

disruption, obstruction, alteration, or destruction of data, and finally identity theft and misuse of personal 

data. The Luxembourg Declaration on Patient Safety, published in 2005, made the following 

recommendations to European Union institutions to preserve the confidentiality of patient records 

(European Union, 2005): 

• Ensuring free, full access to patients' personal health data and ensuring the accuracy of the data.  

• Implementing risk management routines taking into account the benefits of confidential reporting 

systems for potential risks. 

• Promoting the use of new technologies, such as electronic health records.  

• Establishing national forums with participation from relevant stakeholders to discuss national 

activities and patient safety. 

• Ensuring the safe use of new surgical techniques and medical technologies. 

• Integrating integrated procedures into the ongoing education of healthcare professionals, including 

continuous learning, a culture of patient safety, and improvement.  
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5.2 Health Information Security Policies in Türkiye 

In Türkiye, reforms in the healthcare sector aimed at establishing health information systems began in the 

1990s and gained momentum in the 2000s. The establishment of the health information system was 

addressed in the health sector section of the Eighth Five-Year Development Plan covering the years 2001-

2005, stating that "All levels of healthcare service delivery will be improved in terms of human resources, 

infrastructure, management, and technology, and a health information system will be established." 

Additionally, the plan emphasized the need for establishing information infrastructure and setting policies in 

the public sector in line with the new role of the public in the information age, ensuring that information held 

by the public sector is disseminated to the public in accordance with principles of transparency and openness. 

In alignment with these principles, an action plan was prepared in 2003 (Sağlık Bakanlığı, 2004).  

In 2003, the 58th Government prepared an Emergency Action Plan aimed at ensuring the provision of quality, 

cost-effective, continuous, widespread, and community-oriented healthcare services. The health reforms 

outlined in the plan were announced by the Ministry of Health under the name "Health Transformation 

Program" later that year, emphasizing the establishment of a health information system and access to 

effective information in decision-making processes as a significant component of digitalization in healthcare. 

Within this framework, fifteen objectives were listed for the development of the health information system 

as part of the e-Health project in 2004. These identified objectives were considered crucial for the 

establishment of the National Health System (Avaner & Fedai, 2017). 

The Health Transformation Program envisaged eight fundamental components: ( 1) A Planning and 

Supervisory Health Ministry, (2) Universal Health Insurance that brings everyone under one roof, (3) A 

widespread, easily accessible, and friendly Healthcare Service System, (4) Health Human Resources Equipped 

with Information and Skills, Highly Motivated, (5) Education and Scientific Institutions Supporting the System, 

(6) Quality and Accreditation for Qualified and Effective Health Services to support the system, (7) 

Institutional Structuring in Rational Drug and Material Management, and (8) Access to Effective Information 

in Decision-Making - Health Information System. To ensure coordination and harmony among all these 

components, the establishment of an interconnected information system is required (Sağlık Bakanlığı, 2003). 

In Türkiye, partial steps towards digital transformation have been taken by institutions through the 

implementation of the "E-Transformation Turkey" project, which binds public institutions affiliated with the 

Prime Ministry to its scope. Within the framework of the E-Transformation project, the Ministry of Health 

Project aims to ensure the security and continuity of financial, administrative, and clinical data shared in 

information systems, protect the institution's reputation and investments, and minimize legal risks arising 

from security breaches by establishing standards for information system security in all institutions affiliated 

with the Ministry of Health. The Ministry's information security policy consists of rules and methods 

established under 23 main headings, including antivirus systems, email security, and encryption (Marttin & 

Pehlivan, 2010). Within the framework of the National Health Information Systems established with the 

Health Transformation Program, there are applications such as the Basic Health Statistics Module, Hospital 

Information Management Systems, Core Resource Management System, and Family Medicine Information 

System under the name Health.net (Avaner & Fedai, 2017). Additionally, within the scope of the e -health 

project in the Health Transformation Program, various information systems such as e-Pulse, Telemedicine, 

and the Ministry of Health Communication Center (SABİM) are implemented (DPT, 2005). For example, 

Telemedicine enables the instant transfer of information between patients and healthcare providers, 

eliminating physical barriers (Perednia et al., 1995). 

In addition to the activities carried out under the title of the Health Transformation Program in 2007, three 
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new headings were added. These headings are listed below (Akdağ, 2008):  

• Development of the healthcare sector towards a better future and the implementation of healthy 

life programs. 

• Activation of stakeholders and the establishment of multilateral health responsibility for 

collaboration between sectors. 

• Provision of cross-border health services to enhance the country's strength internationally. 

In Türkiye, personal health data is collected and commodified through the Ministry of Health, Private Health 

Insurance, and the Social Security Institution (SGK) as a result of the privatization of healthcare services under 

the Health Transformation Program. Initially, personal health data collected in the electronic record system 

called MEDULA, meaning Health Network, which was primarily accounting-oriented, became more 

comprehensive and widespread over time. Starting from December 1, 2013, the Biometric Identity 

Verification System, which utilizes methods such as facial recognition, fingerprinting, voice recognition, and 

retinal scanning for biologically and irreversibly identifying individuals, was made mandatory for use in 

private hospitals by the SGK (İzgi, 2014). Additionally, in 2014, the Information Security Policies Directive and 

Guide, focusing on information security in healthcare services, came into effect with the approval of the 

Ministry of Health. The objectives outlined in this directive are as follows (Öztürk, 2014):  

• Taking measures to ensure security in the collection, reporting, and sharing of information falling 

within the scope of the Ministry of Health's responsibilities. 

• Ensuring protection against all external and internal threats to the integrity, confidentiality, and 

accessibility of information. 

• Preventing human-caused damages by increasing awareness of information security among all 

managers and technical personnel involved in work on information networks and systems. 

• Providing a computing infrastructure with ensured integrity, confidentiality, and accessibility.  

• Preventing information and data losses through the achievement of sustainability. 

Under the provisions of the Law on Protection of Personal Data dated 2016, the Regulation on Personal 

Health Data has been enacted to regulate the procedures and principles to be followed in practices carried 

out by the units of the Ministry of Health and the service providers affiliated with them, aiming to ensure 

data security in healthcare services. According to this regulation, a registration and notification system is 

established to enable individuals to monitor their health status and to effectively conduct healthcare services. 

The regulation stipulates that past health data cannot be disclosed except in cases required for the provision 

of healthcare services. Healthcare service providers must take necessary technical, physical, and 

administrative measures to prevent unauthorized individuals from accessing personal data belonging to 

others in service areas such as counters. Access to health data by healthcare personnel is limited to what is 

necessary for the service. In the event of death, the health data of a deceased individual is preserved for 20 

years, and the legal heirs of the deceased, upon presenting a certificate of inheritance, are authorized to 

obtain this data (Mevzuat Bilgi Sistemi, 2016). 

6. CONCLUSIONS AND RECOMMENDATIONS 

Health data is continuously increasing worldwide, posing a risk of being vulnerable to cyber-attacks by 

hackers. Indeed, cyber-attacks can be likened to hurricanes that devastate an entire city's critical 

infrastructure or paralyze a nation. The losses incurred can be significant for a country. Considering that one-

third of the world's population is widely interconnected through various platforms, including public 

institutions and services, cybersecurity plays a critical role in all forms of digitalization. Therefore, information 
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security is of paramount importance for other services that are part of the digital transformation to perform 

their expected functions effectively and efficiently. 

The increasing prevalence of viruses, spam, hackers, spyware, and numerous other threats to information 

security has led to millions of security issues. These problems result in companies suffering financial losses, 

human rights violations, and the collapse of entire information systems, causing serious impacts on society 

and the economy (Huang et al., 2010:221). Therefore, institutions holding health information data need to 

develop security software to protect against cyber-attacks and appoint individuals responsible for ensuring 

compliance with cybersecurity policies (Chatfield & Reddick, 2019). Additionally, a successful security system 

can be established through multiple security layers. These layers include physical security, personnel security, 

transaction security, communication security, network security, and data security (Goutam, 2015; Elattresh, 

2022). 

It is essential to recognize the intertwined nature of technology and information in healthcare and to 

continuously enhance security measures to safeguard information alongside technological advancements. 

Cyberattacks pose a significant threat to the healthcare sector, with hospitals being prime targets. Among 

the most prevalent threats are ransomware attacks, data breaches, and phishing attempts.  

As evident, ransomware occupies a significant place among cyberattacks, particularly within the healthcare 

sector. Therefore, it is recommended that users within the healthcare system pay particular attention to this 

issue. Attacks typically commence through email methods, luring users into cyber threats via email. 

Therefore, it is strongly advised that users in the healthcare sector undergo training on this matter. These 

training sessions should be conducted regularly and continuously, with the institutional IT center providing a 

corporate approach in this regard. Additionally, users should promptly inform the IT department of any 

suspicious emails that may pose a threat. 

Hospitals are prime targets for cybercriminals due to the wealth of valuable data they harbor, encompassing 

patients' personal and financial details, medical histories, and research findings. This data holds significant 

monetary value and thus makes healthcare facilities lucrative targets for cyberattacks. Factors contributing 

to such attacks include the critical nature of healthcare services, the multitude of entry points for 

exploitation, limited cybersecurity resources, and the proliferation of interconnected devices. To mitigate 

these risks and safeguard patients' sensitive information, healthcare organizations must implement robust 

security measures and enhance staff awareness. Investing in strong cybersecurity strategies is essential to 

protect sensitive data and ensure uninterrupted operation of critical systems. Although addressing this issue 

is complex, especially in developing countries, governments have a duty to find pragmatic solutions. 

Moreover, service providers should prioritize data protection, assess the security practices of third -party 

suppliers regularly, and take proactive measures to prevent future incidents. Above all, utmost care must be  

taken to safeguard patients' personal information. 
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Abstract 

Artificial intelligence encompasses a wide range of approaches, methodologies, and techniques aimed at 
mimicking human intelligence in machines. In recent times, the concepts of Generative Artificial Intelligence 
(AI), Super AI, and Narrow AI have attracted considerable attention. Undoubtedly, the succe ss of ChatGPT 
in capturing all attention has played a significant role in this. Artificial intelligence technology has a profound 
impact on all sectors, and sector representatives are striving to adapt to this technology more quickly. It is 
projected that artificial intelligence could generate an economic size of 13 trillion American dollars by 2030. 
Developments in artificial intelligence technologies undoubtedly lead to significant improvements in the 
functioning of public institutions and access for citizens. Artificial intelligence has the potential to be used 
in many public services, including security and defense, healthcare services, education, transportation and 
infrastructure, environmental and natural resource management, law and justice systems, among others. 
Therefore, evaluating the types of artificial intelligence, Narrow AI applications, and chatbots for public use 
is seen as highly beneficial from the perspective of public administration and the public sector. In our study, 
the topics of super artificial intelligence, generative artificial intelligence, narrow artificial intelligence, and 
chatbots have been extensively evaluated within the context of the public sector and public administration. 
Utilizing findings from both Turkish and English l iterature reviews, the importance and potential impacts of 
artificial intelligence within the public sector, along with current trends, have been comprehensively 
assessed. This research delves into the concepts of artificial intelligence and its subsets —super AI, 
generative AI, narrow AI, and chatbots—within the general framework of the public sector. China and the 
United States are pioneering and leading countries in terms of investment. Although the U.S. stands out in 
many areas regarding investment, China's integration of artificial intelligence with national strategies and 
its policies indicate that it may play a more dominant role in the future. There are four main implementation 
areas of artificial intelligence in the public sector: efficiency and automation, service delivery, data-driven 
governance, and ethical and regulatory challenges. A review of the literature reveals that the ethical, legal, 
and social implications of implementing artificial intelligence in the public sector require more careful 
consideration. The study makes a significant contribution to the field of artificial intelligence discussions in 
public administration and the public sector, providing a comprehensive assessment of current discussions 
on artificial intelligence in the literature. 
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1. INTRODUCTION 

Artificial intelligence is now influencing daily lives, communities, and governmental structures more than 

ever before (Uzun et al., 2022). It enables groundbreaking developments in fields such as healthcare,  

agriculture, education, and transportation. Exponential growth is observed globally in consideration of 

artificial intelligence support. For instance, in the United States, the investment in entrepreneurial companies 

working in artificial intelligence increased by 20% in 2019, reaching $28.5 billion USD. The European 

Commission announced an annual investment of €20 billion for artificial intelligence in 2020. Moreover, it is 

said that artificial intelligence could increase the economic growth rates of the United States, Germany, and 

Japan by up to 2% in the next decade (Wirtz et al., 2019). Additionally, Bughin et al. (2018) forecasted that 

artificial intelligence could generate an economic size of $13 trillion by 2030. Developments in artificial 

intelligence technologies undoubtedly lead to significant improvements in the functioning of public 

institutions and access for citizens, enabling personnel to focus on more strategic tasks and facilitating faster 

service delivery (Yalçın, 2024).  

Artificial intelligence is an enabling tool with the ability to take action and can be utilized in various fields 

within the public sector. Indeed, artificial intelligence can analyze large datasets, learn from them, and make 

decisions. Therefore, artificial intelligence can support many public employees in decision-making processes 

and even replace them (Maragno et al., 2023). Nowadays, with the adoption of the new doctrine of customer-

oriented public administration, public managers aim to increase citizen satisfaction by i mproving the quality 

of services they provide (Suebvises, 2018). According to Wirtz et al. (2019), applying and implementing 

artificial intelligence technology in the public sector offers numerous opportunities to enhance efficiency. It 

is at this point that current artificial intelligence solutions emerge as strategic tools. Discussions regarding 

the implementation of artificial intelligence in the public sector are categorized into four main areas: 

application of artificial intelligence technology, artificial intelligence law and regulation, artificial intelligence 

ethics, and artificial intelligence society. Therefore, societal readiness in terms of legislation and laws 

regarding artificial intelligence is crucial. 

According to Long & Magerko (2020), artificial intelligence is becoming increasingly integrated into user-

oriented technology, yet public perception of these technologies remains limited. While artificial intelligence 

applications in the public sector are still limited, there are examples of exemplary applications in terms of 

productivity and efficiency (Maciejewski, 2017). Particularly, artificial intelligence applications supported by 

big data are noteworthy. In fact, big data has become a game-changer in modern public administration where 

it is used (Maciejewski, 2017). According to Uzun et al. (2022), governments have a responsibility as decision-

makers in technological transformation to integrate artificial intelligence technology into public 

administration and policies. Busuioc (2021) stated that the low cost and efficiency of big data are decisive 

factors in public institutions' preference for artificial intelligence solutions in public services. Additionally, 

artificial intelligence systems have emerged in many applications thanks to big data (Goosen et al., 2018). 

Nowadays, projects utilizing natural language processing models based on artificial intelligence to improve 

efficiency and decision-making processes in public administration and to develop positive relationships with 

citizens are finding widespread application in many countries (Bozdoğanoğlu et al., 2024).  

In a future where artificial intelligence transforms the way people interact, work, and live with both humans 

and machines, it's essential to assess the need for new skills. Particularly, with ChatGPT recently drawing all 

attention, debates arise regarding whether artificial intelligence technologies can replace human resources 

in all sectors. Many experts in various fields have become increasingly curious about recent developments 

within the age-old concept of artificial intelligence. Super artificial intelligence (Super AI), generative artificial 

intelligence (Generative AI), narrow or weak or applicable artificial intelligence (Narrow AI or Weak AI or 

Applicable AI), and chatbots are now frequently encountered in the literature. Hence, there arises a necessity 
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for an in-depth analysis of artificial intelligence in public administration and the public sector. For these 

reasons, it is deemed necessary to evaluate super artificial intelligence, generative artificial intelligence, and 

narrow artificial intelligence, focusing on public administration and the public sector. In our planned study, 

artificial intelligence applications from around the world and in Türkiye will also be examined. It is believed 

that the study contributes significantly to the field of public administration, providing a comprehensive 

evaluation of current artificial intelligence discussions in the literature. 

2. METHODOLOGY 

In our study, the topics of super artificial intelligence, generative artificial intelligence, narrow artificial 

intelligence, and chatbots have been extensively evaluated within the context of the public sector and public 

administration. Utilizing findings from both Turkish and English literature reviews, the importance and 

potential impacts of artificial intelligence within the public sector, along with current trends, have been 

comprehensively assessed. 

This research delves into the concepts of artificial intelligence and its subsets—super AI, generative AI, 

narrow AI, and chatbots—within the general framework of the public sector. It examines their applications, 

current debates, and emerging trends in Türkiye and globally, employing literature review and conceptual 

analysis methodologies. Information gathered from relevant literature serves to establish a conceptual 

framework and evaluate contemporary policy implementations. Specifically, searches were conducted using 

key terms such as public sector, public administration, artificial intelligence, productive artificial intelligence, 

super artificial intelligence, narrow artificial intelligence, and chatbots (e.g., ChatGPT, Google Gemini 

(Previously Google Bard (Aydin, 2023)), Claude) via Google Scholar and Web of Science. 

Articles identified through these keywords were accessed individually to review full texts based on their titles 

and abstracts. Relevant contributions were integrated into the article's content after thorough reading and 

discussion of the full texts. Priority was given to highly cited works obtained from the research documents. 

The gathered articles and other internet sources were then evaluated in the context of their connection to 

information security and the healthcare sector. 

Our research is of a review nature. The findings are organized using the deductive method to fill in the 

concepts of Super AI, Generative AI, Narrow AI, and Chatbots comprehensively, followed by evaluating the 

significance of artificial intelligence in the public sector within the literature. Current artificial intelligence 

applications and chatbot technologies from Türkiye and worldwide are specifically detailed. Insights into 

public sector applications from Türkiye and other countries were derived from research studies and internet 

sources, highlighting the advancements made by these nations. The discussion and conclusion sections 

provide an evaluation of all experiences and insights gained during our research, focusing on critical elements 

and areas worthy of further investigation. 

3. SUPER AI, GENERATIVE AI, NARROW AI, CHATBOTS, PUBLIC ADMINISTRATION 

AND PUBLIC SECTOR 

Miller (2024) defines artificial intelligence as the advancement of computer systems that can execute tasks 

typically requiring human intelligence. These systems strive to emulate human-like cognitive functions, 

including learning, problem-solving, decision-making, and language comprehension. Artificial intelligence 

encompasses intelligent systems focused on acquiring abilities conventionally linked with the human mind, 

such as language comprehension, learning, logical reasoning, and problem-solving (Saveliev & Zhurenkov, 

2021). 

Artificial intelligence encompasses a wide range of approaches, methodologies, and techniques aimed at 

mimicking human intelligence in machines. AI technologies, of  course, operate according to specific models. 
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Significant advancements in language models have been made with the introduction of ChatGPT, developed 

and publicly released by OpenAI (Bilge, 2023). This language learning algorithm has excelled in 

understanding, analyzing, and responding to written and spoken communication, thereby attracting 

significant interest from users (Şentürk, 2023). Naturally, these language models and applications are not 

exclusive to ChatGPT. Google Gemini (Bard, using Google's LaMDA language family, is currently available in 

over 200 countries) and many other companies have entered the market and competition. How can these 

technologies be classified, and are these applications truly superior to the human brain? Furthermore, in 

what ways might these concepts transform the public sector and public administration? These are valuable 

questions that many researchers seek to answer. 

3.1 Super Artificial Intelligence (Super AI) and Generative Artificial Intelligence (Generative AI)  

For many years, mastering the ancient Chinese game of Go was considered extremely difficult, even deemed 

impossible for artificial intelligence. However, Google DeepMind's AI player AlphaGo has managed to defeat 

the best human competitors in this game. Initially, AI had to learn the game from humans. But this changed 

with DeepMind's new version. Now, AlphaGo Zero can learn and improve on its own by playing randomly 

instead of learning from humans. After three days and 4.9 million games, the world's best Go player b ecame 

an AI (Revell, 2017). So, what are we experiencing and what kind of development are we witnessing? What 

kind of intelligence are we facing? For many, this can be frightening. Many average jobs in both the public 

and private sectors could come to life and confront us through intelligent technology, emerging from 

software and electronic circuits as robots. These robots could take over many average jobs across different 

sectors. 

Advancements in artificial intelligence technology indicate the development of super intelligent machines 

that surpass human cognitive abilities (Aithal, 2023). Super intelligent machines refer to highly advanced and 

autonomous AI systems that possess intellectual capabilities far superior to humans in various domains 

(Wogu et al., 2018). The possibility that advancements in AI could eventually lead to the development of a 

super intelligent AI is a cause for concern among humanity. Such an AI could potentially dominate humanity 

and restrict freedom (Luck, 2024). While super intelligent AI does not yet seem feasible, it is likely that in the 

future, humans will contend with computers that are more intelligent than themselves. Another point of 

consideration is whether many problems that are currently unsolvable by the human mind can b e resolved 

by super intelligent AI, which is itself a creation of humans. Dhara et al. (2023) have provided an assessment 

on this topic through health-related articles. Super intelligent computers could assist in the development of 

drugs and vaccines for numerous cancer cases and diseases, where the human mind currently falls short.  

Artificial intelligence can be divided into three categories: super intelligent AI, general AI, and narrow AI. 

These categories are sometimes presented as four or nine categorie s in different sources. However, 

researchers generally focus on these three critical categories to comprehensively understand AI. Aithal (2023) 

lists the features of super intelligent machines as follows: enhanced cognitive abilities, self -learning and 

adaptability, autonomous decision-making, domain expertise and specialization, and ethical considerations. 

Super intelligent AI is often regarded as a utopian concept in the literature and is more of a goal to be 

achieved. Frerichs (2019) describes general AI as an AI capable of performing any general task that is asked 

of it. It is still in the developmental stage. Narrow AI, on the other hand, is designed to handle a specific task 

or set of tasks pre-defined by the programmer (Frerichs, 2019). Many of today's popular applications fall 

under this category. 

Super intelligent AI surpasses human capabilities, whereas narrow AI is created for specific tasks. Generative 

AI is designed to match human-level intelligence in terms of breadth and adaptability, though it has not yet 

surpassed human capabilities. All practical solutions available today can be categorized as narrow AI 

(Buxmann & Schmidt, 2019; Moser, 2022). Today's AI is directly related to big data and deep learning 
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technologies, involving extensive training and operation on large data sets. It also encompasses iterative 

modeling and deployment cycles. However, it appears to be constrained by static contexts and limited to 

predefined tasks (Moser, 2022). 

Numerous nations and corporations have been dedicated to advancing super intelligent AI for an extended 

period. As an illustration, Lu et al. (2018) highlighted that China, through the development of native 

supercomputer systems, has formulated a self-governing system software covering fundamental 

components such as core drivers, operating systems, compilers, communication software, basic libraries, 

parallel programming environments, parallel file systems, resource management, and scheduling systems. 

Naturally, overcoming fresh hurdles in architecture, system software, and application technologies is 

imperative to facilitate the progression of supercomputer systems (Lu et al., 2018). In the literature, many 

studies involving super intelligent AI focus on ethical issues, the relationship between humans, society, and 

supercomputers, as well as philosophical evaluations of how the development of super intelligent AI will 

impact society. 

3.2 Narrow (Weak or Applicable) Artificial Intelligence, Public Administration and Public Sector 

Researchers have delineated between Narrow AI and artificial generative intelligence (AGI). Narrow AI 

pertains to systems tailored for particular tasks involving one or more decision-making processes, such as 

facial recognition in images or autonomous vehicles. On the other hand, AGI, which remains theoretical and 

unrealized, encompasses the defining characteristics of intelligence across a broad array of cognitive 

activities (Young et al., 2019). Narrow AI systems undergo training using machine learning algorithms like 

supervised learning or reinforcement learning to glean insights from extensive datasets, make decisions, or 

execute tasks based on established patterns and rules. As per Miller (2024), narrow AI, also referred to as 

weak or specialized AI, represents AI systems meticulously crafted and trained for specific tasks or domains. 

Unlike generative AI, which aims to emulate human-like intelligence across diverse tasks, narrow AI 

concentrates on excelling within a defined scope or efficiently carrying out a predetermined set of task s. 

Applications of narrow AI encompass image or speech recognition, natural language processing, autonomous 

vehicles, and recommendation systems. Examples of narrow AI include smart personal assistants like 

Amazon's Alexa (Goosen et al., 2018) and Apple's Siri, which are tailored for specific functionalities. Machine 

learning plays a crucial role within narrow AI, enabling systems to learn from and interpret data, make 

predictions, and generate recommendations. However, models that perform predictive analytics or 

forecasting have existed prior to the development of narrow AI (Agrawal et al., 2019).  

According to Saveliev & Zhurenkov (2021), narrow AI systems can execute complex computations but are 

limited to tasks constrained by operational environments and specific programming. Most narrow AI 

applications or machine learning systems are guided by five fundamental components: data input, data 

processing, predictive models, decision rules, and outputs (Frerichs, 2019). Additionally, there are limiting 

factors associated with these relevant artificial intelligences. Fischer et al. (2020) have outlined the limiting 

factors of today's machine learning-based artificial intelligences as follows: theory gap/statistical learning 

(lack of uniqueness, lack of confidence measure, lack of control of high-dimensional effects), theory-practice 

gap (narrow AI, data hungry, failure of big data assumption, limited data, bias, limited explainable AI), 

adoption gap (high adoption efforts, AI expert centric, reuse in its infancy, high initial costs), and social threats 

(skill gap, acceptance problems). 

Applied artificial intelligence (AI) and narrow AI exhibit diverse methodological and application taxonomies, 

showcasing their extensive contributions across various sectors. Machine learning stands as a foundational 

technique in both realms, empowering systems to glean insights from data without explicit programming. 

These methodologies enable applications across sectors such as healthcare, finance, manufacturing, and 

autonomous systems. In the finance sector, for example, AI applications encompass fraud d etection 
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mechanisms, risk assessment models, algorithmic trading strategies, and customer service chatbots (Miller, 

2024). AI has revolutionized business operations in finance, influencing service delivery, fraud detection, risk 

analysis, and more. Its utilization in financial services within the digital era impacts consumers and markets 

in numerous ways, including consumer protection, empowerment, financial crime prevention, competition, 

and market stability (Fernández, 2019; Rawat et al., 2023). Machine learning aids in investment risk 

assessment by identifying anomalies in financial data and supports automated trading systems. In the 

manufacturing sector, AI-driven models analyze sensor data to predict machine failures and optimize 

production processes (Miller, 2024). 

Kaplan & Haenlein (2019), artificial intelligence (AI) as the ability of a system to interpret external data 

accurately, learn from these data, and use these learnings to achieve specific goals and tasks through flexible 

adaptation. One significant area where AI is relevant in the public sector is decision-making processes. 

Utilizing AI models allows public organizations to make rational decisions more efficiently in service delivery. 

An AI-enhanced information gathering model can facilitate access to maximum and accurate information for 

policy makers (Şahnagil, 2023). When examining the varieties of AI, it is possible to categorize types such as 

speech recognition, machine learning, natural language processing, and robotics (Önder & Saygılı, 2018). 

The public sector can extensively benefit from artificial intelligence, particularly in areas such as firefighting, 

crime analysis using big data, and efficiently resolving citizen requests in call centers (Serçemeli, 2018; Önder 

& Saygılı, 2018; Yalçın, 2024; Özdemir, 2022; Bozdoğanoğlu et al., 2024; Ulaşan, 2023; Saveliev & Zhurenkov, 

2021). Ingrams et al. (2022) have highlighted two primary ways in which AI can be beneficial to public 

administration. Firstly, they emphasize the instrumental effects of technological advancements on speed, 

efficiency, and service quality. Secondly, they suggest that AI contributes to enhancing the quality of 

government-citizen relationships by influencing public values development. 

As per Uzun (2022), public administration holds the potential to foster the advancement of artificial 

intelligence, which is already undergoing adaptation across multiple sectors within the public domain. 

Although the integration procedures differ among nations, AI applications are progressi vely gaining 

prominence in diverse governmental functions. For example, AI -based automation capabilities simplify 

complex tasks for government agencies, eliminate redundancies, and enhance productivity for increased 

outputs. 

Artificial intelligence technologies have become an integral part of our daily lives today. They are used in 

various fields such as voice assistants, translations, e-services, navigation, autonomous vehicles, and smart 

home devices (Serçemeli, 2018). In addition to these capabilities, i t is anticipated that AI will continue to 

innovate and find applications across many sectors in the coming years. Currently, smart city initiatives are 

planned with the aim of advancing the information-communication sector globally, enhancing 

competitiveness in economic sectors, and thereby creating societies with high levels of welfare (Akpınar, 

2023). Looking ahead, scenarios where expert and reliable Narrow AI applications manage towns or large 

cities, potentially overseeing tasks that could prevent unauthorized practices by mayors, could become a 

reality. Problems that mayors cannot solve alone might be addressed by a consortium of council members. 

While these scenarios may seem like scenes from a movie, they are not far from becoming reality.  

3.3 Public Administration and the Public Sector Perspective on Chatbots: Chat GPT, Google Gemini 

(Previously Google Bard), Claude, and Others 

A chatbot is a computer program utilizing natural language processing technology to interact with users 

(Shawar & Atwell, 2007). It represents a form of narrow artificial intelligence designed to extract meaningful 

information from free-text inputs based on user queries, discern the intent behind the user's question, and 

deliver an appropriate response (Goyal et al., 2018). Unl ike generative artificial intelligence, which possesses 
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capabilities at least comparable to humans, narrow AI is specifically engineered to execute a particular task 

(Hassabis et al., 2017; Lake et al., 2017; Aoki, 2020). 

Chatbots are algorithm-based software designed to parse and interpret human language, aiming to enhance 

service quality, provide service delivery independent of time and place, and save time (Digital Transformation 

Office, 2023). One significant feature of chatbots is their incorporation of supervised learning algorithms. 

These algorithms aid chatbots in continuous learning from interactions with humans and in improving the 

accuracy of their responses (Androutsopoulou et al., 2019). 

Three main combinations are utilized in creating chatbots: user interface, artificial intelligence, and 

integration (Digital Transformation Office, 2023). When examining types of chatbots, there are rule -based 

chatbots and AI-powered chatbots. Rule-based chatbot models were initially developed with simplicity in 

mind, yet they often fail to yield positive results in analyzing questions and providing responses. Therefore, 

they are typically used for defining simple tasks. However, they do have certain advantages, such as being 

cost-effective, easy to train, and facilitating human takeover if the chatbot veers off course. On the other 

hand, AI-powered chatbots are capable of responding to language traffic and answering questions in multiple 

languages, thereby handling big data. They are more efficient for advanced and nuanced tasks. Advantages 

of AI-powered chatbots include continually enhancing the information derived from previous interactions, 

analyzing various behaviors and languages, correcting spelling and grammar errors, generating responses to 

complex questions independently, and providing natural and more human-like responses compared to rule-

based chatbots (Digital Transformation Office, 2023). 

Generative AI has revolutionized many fields from text and content development to writing simple program 

codes, visualization, and video dubbing. Companies like Microsoft, Amazon, and Google are developing their 

own generative AI models (Livingston, 2023). These companies have integrated text-based Generative AI 

models into widely used service-oriented applications such as virtual assistants and chatbots (Lambert & 

Stevens, 2023). One of the most popular applications today is undoubtedly ChatGPT, which is publicly 

accessible. Productive artificial intelligence has the potential to change how we do things, and chatbots are 

one of its most popular applications. Despite companies like Google and Meta having their own chatbots, 

ChatGPT has become popular because it is open to the public (Aydın & Karaarslan, 2022; Aydın & Karaarslan, 

2023).  

Language models are artificial intelligence models trained on vast text datasets. These models learn the 

structure of a language, word usage, sentence formation rules, and other linguistic features. A chatbot like 

ChatGPT operates as a language model, generating meaningful responses based on user inputs. ChatGPT is a 

generative AI model and is one of the prominent large language models. Generative AI refers to artificial 

intelligence models that can generate new data or produce realistic content. Models like ChatGPT operate in 

the field of natural language processing, creating human-like texts. 

Large language and multimodal models, sometimes referred to as foundational models, are a type of AI 

model trained on large amounts of data that can be adapted to various downstream applications, emerging 

as increasingly popular AI models. Models such as ChatGPT, DALL-E 2, and MakeA-Video have demonstrated 

impressive capabilities and are widely used in real-world scenarios (Maslej et al., 2023). A model like ChatGPT 

can be utilized for natural language generation and interacting with users. Figure 1 below illustrates the 

timeline and national connectivity of selected versions of these large language and multimodal models.  
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Figure 1. Timeline and National Affiliation of Select Large Language and Multimodal Model Releases (Maslej 
et al., 2023) 

The discourse surrounding large language models and multimodal models often revolves around a specific 

theme, namely their associated costs. While artificial intelligence companies rarely discuss training costs 

explicitly, it is widely estimated that training these models can cost millions of dollars and becomes 

increasingly expensive as they scale (Maslej et al., 2023). Figure 2 below illustrates the selected training costs 

for prominent large language and multimodal models. For instance, the training cost is approximately 0.05 

million dollars for GPT-2, whereas it is noted to be 1.80 million dollars for GPT-3. 

 
Figure 2. Estimated Training Cost of Select Large Language and Multimodal Models (Maslej et al., 2023)  
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Examining some features of the ChatGPT application, it can generate answers to questions, examine and 

debug errors, create text, classify texts, and provide translation, among other capabilities (Koçyiğit, 2023). 

Examples of applications similar to ChatGPT include MeetClaude developed by Antropic, ErnieBot developed 

by Baidu, CoPilot developed by Microsoft, Grok developed by XAI, and Google Gemini AI (formerly Google 

Bard AI) developed by Google, all of which have been launched in the past year by major technology 

companies developing Generative AI applications. 

Artificial intelligence chatbots, leveraging large language models and machine learning, hold the potential to 

revolutionize our interactions with computers and digital systems. Proponents of these advancements argue 

that such applications can offer significant benefits to all (Bryant, 2023). Moreover, it is plausible to discuss 

the integration of chatbots within the public sector. AI applications utilizing public administration and 

chatbots in public settings have been present for over a decade (De Sousa et al., 2019). According to Misuraca 

and Van Noordt (2020), chatbots represent one of the most mature and extensively researched artificial 

intelligence solutions that transcend public boundaries. Indeed, chatbots are intelligent systems capable of 

handling vast datasets and addressing routine inquiries (Mehr et al., 2017).  

Chatbots and other AI tools can assist public institutions in communicating more effectively with the public 

and delivering services. It is anticipated that they will increase the capacity to provide quick responses to 

citizens' questions (Yalçın, 2024). Maragno et al. (2023) have demonstrated the feasibility of chatbots for the 

customer service department of public organizations. Huang & Gan (2023) have stated that chatbots can 

contribute to service delivery in public institutions by addressing many needs effectively, potentially 

revolutionizing the public sector. Integration of chatbots into smart city applications such as waste 

management, transportation, and emergency services can enable citizens to access services efficiently and 

effectively in real time. Chatbots, widely used in sectors such as education, health care, tourism, banking, 

and marketing, are also rapidly gaining a foothold in the public sector today (Digital Transformation Office, 

2023). 

4. THE IMPORTANCE OF ARTIFICIAL INTELLIGENCE IN PUBLIC SECTOR AND SAMPLE 

APPLICATIONS 

Artificial intelligence, with its various components such as machine learning, deep learning, neural networks, 

cognitive computing, and natural language processing, can be defined not merely as a single technology but 

as an "enabler." Indeed, it has widespread applications in many different sectors and areas of our daily lives, 

including health, industry, commerce, education, transportation, and more (Özdemir, 2022). Grace et al. 

(2018) suggest there is a 50% chance that artificial intelligence will surpass human performance in all tasks 

within 45 years and fully automate all human jobs within 120 years. 

In their study, Wirtz et al. (2019) propose a model that categorizes the challenges of artificial intelligence into 

four main areas: (1) AI technology implementation, including AI safety, system/data quality and integration, 

financial feasibility, and the need for specialization and expertise; (2) AI law and regulations, covering the 

governance of autonomous intelligence systems, issues of responsibility and accountability, and concerns 

about privacy and safety; (3) AI ethics, addressing rulemaking for human behavior, the alignment of machine 

versus human value judgments, moral dilemmas, and AI discrimination; and (4) AI society, focusing on 

workforce substitution and transformation, social acceptance and trust in AI, and the evolution of 

interactions from human-to-machine and machine-to-machine. 

According to Turchin (2018), the problem-solving ability of artificial intelligence stems not from its 

intelligence per se but from its access to large amounts of data and other resources. The application of big 

data in the public sector is structured according to the following administrative function systematics 

(Maciejewski, 2017): public audit (identifying irregularities and taking sensitive actions), public regulation 
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(shaping social relations through prohibitions or orders), public service delivery (providing specific services 

or products). 

While artificial intelligence varies sectorally in terms of its functions and applications, it offers certain 

advantages to institutions. Artificial intelligence contributes to organizations by providing recommendations 

and data for decision-making processes aligned with their goals and strategies, thereby enabling institutions 

to stay ahead in an increasingly competitive environment. Additionally, the contributions of artifi cial 

intelligence to institutions include: (1) automating business processes and enabling automated decision-

making, (2) increasing efficiency and reducing costs, (3) boosting sales rates, (4) improving product or service 

quality, (5) optimizing processes such as supply chain and logistics, (6) enhancing customer satisfaction, 

loyalty, and experiences, (7) facilitating more efficient and advanced workforce allocation, (8) assisting in the 

execution of personalized marketing activities (Gtech, 2021). Indeed,  the public sector stands among the 

most critical and important sectors. 

Policy makers are defining new strategies to adapt to transformation. Public administration is redefining its 

duties and responsibilities to integrate into the digital transformation.  The public sector is implementing 

reforms in policy and service delivery to adapt to this change seen in the private sector (Önder & Saygılı, 

2018). In recent years, with the influence of the digitalization age, the concept of smart cities has gained 

significant attention from states. Smart cities use data analytics to enhance living standards, increase 

sustainability, and improve efficiency in various areas such as transportation, energy, health, and public 

services (Cuau, 2019). Indeed, such technological developments enhance efficiency, transparency, and 

accessibility in service delivery within the public sector, making it possible to address current problems and 

complexities in public administration more effectively (Tanrıverdi, 2021). Furthermore, the use and 

proliferation of digital service delivery contribute to the growth of public employment volumes (Sarıtürk, 

2022). 

Various examples of artificial intelligence applications exist in the public sector. For instance, Kouziokas 

(2016) applied artificial intelligence techniques in public administration to spatially predict crime to promote 

security management in public transport, and researchers found the developed solution to be highly 

beneficial. In the United States, the Atlanta Fire Rescue Department's predictive analytics application 

accurately predicted fires in buildings by 73%. In Canada, the City of Surrey developed an application via 

chatbot to help citizens find solutions to their municipal infrastructure -related issues (Ulaşan, 2023). 

Additionally, the Citizen Lab project in Belgium serves as an example of citizen participation in decision-

making processes and the use of artificial intelligence technology in the chatbot field. This project 

automatically classifies and analyzes thousands of evaluations collected on citizen participation platforms 

using Natural Language Processing (NLP) and Machine Learning techniques. The application allows public 

officials to better see differences in priorities by separating results according to demographic grou ps and 

locations (Cuau, 2019). Of course, in addition to fully and ethically benefiting from natural language 

processing models based on artificial intelligence in public services, it is necessary to first have access to 

sufficient, high-quality, and unbiased data (Bozdoğanoğlu et al., 2024). 

Another significant outcome of the development of artificial intelligence is unified and citizen -centric 

governance. In this model, artificial intelligence-based natural language processing models can be used in 

communication between institutions and citizens. Chatbots developed by public institutions exemplify this 

process. The progress made by artificial intelligence in natural language processing and deep learning has 

enabled the implementation of dialogue-based artificial intelligence applications. Communication speeds up 

with citizens through chatbots in public institutions, reducing the workload of employees (Şahnagil, 2023).  

A study conducted by Harvard University identified five different use cases for chatbots i n the public sector. 

These use cases include: answering citizens' questions and complaints through automatic customer support 
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systems based on artificial intelligence, guiding citizens in document searches and form filling, accepting and 

directing citizen inputs to relevant institutions, translating information within the public sector, and designing 

documents for citizens to find answers to their questions (Androutsopoulou et al., 2019).  

Bartosz Kopka (2011), who studied the advantages and disadvantages of  AI-based chatbots, listed their 

advantages as: facilitating access to information for citizens, reducing costs in providing services to citizens 

in the public sector, and making the chatbot system more attractive to users, thereby encouraging more 

active use. He noted disadvantages such as the time-consuming nature of regularly processing new data and 

the inability to fully mimic human brains and behaviors in emulation.  

5. THE DEVELOPMENT OF ARTIFICIAL INTELLIGENCE IN THE PUBLIC SECTOR IN 

TÜRKİYE AND EXAMPLES OF ARTIFICIAL INTELLIGENCE APPLICATIONS IN TÜRKİYE 

Due to the global digital transformation, competition among countries has emerged. To avoid negative 

impacts on Türkiye from this competitive environment, it is crucial for the country to timely meet the 

demands of the era (Çarıkçı, 2010). In Türkiye, the integration of artificial intelligence (AI) in the public sector 

can be traced back to the e-government initiative. The e-government application aimed to leverage 

information and communication technologies in the public sector (Tamer & Övgün, 2020).  

The e-government application was developed with three main objectives: facilitating citizen access to public 

services and increasing their availability; promoting citizen participation in service production and 

management processes, efficiently evaluating their preferences and choices; and ensuring rational and 

effective operation of public institutions. Additionally, transparency in public service delivery, cost savings, 

reduction of bureaucracy, acceleration of service delivery throughout the year, and increased citizen 

participation in public services can be listed as other objectives (Akçakaya, 2017).  

In Türkiye, the Digital Transformation Office was established under Presidential Decree No. 1 on July 10, 2018, 

aiming to integrate technology advancements, societal demands, and digital transformation in the public 

sector. This initiative consolidated efforts previously conducted under different agencies related to digital 

transformation (e-government), national technologies, big data, cybersecurity, and artificial intelligence (AI) 

under one roof (Digital Transformation Office, 2024b). 

The responsibilities of the Digital Transformation Office regarding artificial intelligence are outlined in 

Presidential Decree No. 48, which mandates the establishment of the Directorate of Big Data and Artificial 

Intelligence Applications. The tasks of this Directorate include developing strategies and coordinating efforts 

for effective use of big data and AI applications in public sectors, and leading AI applications in priority project 

areas (Akman & Çetin, 2019). Thus, the core task of digital transformation in this process is noted to manage 

collaboration and coordination among institutions. 

Türkiye became one of the first 50 countries to publish its first national AI strategy, providing itself with a 

roadmap for 2021-2025, in August 2021. The primary goals of these initiatives are to increase societal welfare 

and strengthen national security (Özdemir, 2022). The policies defined under the 2021-2025 Türkiye Artificial 

Intelligence Strategy are categorized into six main headings, as outlined by the Digital Transformation Office 

(2024a): fostering advanced skills in AI, aligning the education system accordingly; increasing R&D activities 

in AI; enhancing entrepreneurship; ensuring access to high-quality data and technical infrastructure for AI; 

establishing an ethical and legal framework for AI; developing international collaborations in AI; managing 

the impact of AI on employment and professions; and transforming institutions and companies with AI 

applications. 

Consequently, Türkiye 's level of AI readiness is progressing alongside these developments. According to the 

AI Readiness Index 2021, Türkiye improved its position by 14 places to 53rd among 160 countries, with a 
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score of 55.49 compared to 46 in 2020. This rise can largely be attributed to the optimistic unveiling of its 

national strategy, which is seen as promising in both the short and long term (Özdemir, 2022).  

In Türkiye, public institutions have implemented AI-based digital tools to serve the public. Examples include 

the Ministry of Foreign Affairs' development of the "Hızır" application under the digital diplomacy initiative, 

providing a chatbot-based application for citizens abroad to access services around the clock, without the 

constraints of office hours (Ministry of Foreign Affairs, 2024). Similarly, the Ministry of National Education  

has developed the MEB Assistant and EBA Assistant applications to provide effective service and assistance 

to citizens (Ministry of National Education, 2024). Additionally, the Ministry of Treasury and Finance's digital 

tax assistant "GİBİ" uses AI-based chatbot technology to answer taxpayer queries 24/7, providing updated 

regulatory information and saving time for citizens (Ministry of Treasury and Finance, 2024). Furthermore, 

Turkish public institutions have introduced AI-supported tools for smart transportation, energy management, 

environmental monitoring, education, healthcare, food sector, communication, and social projects, such as 

ASENA, GAMER, Muhatap, Uyuma, Kades, and NeyimVar (Yalçın, 2024).  

To achieve a more effective development trend in AI in Türkiye, the Turkish Informatics Association has 

emphasized the need to establish a four-legged AI ecosystem. This ecosystem requires coordinated efforts 

among the supervisory public sector, flexible and dynamic private sector with production capabilities,  

universities developing creative and innovative technologies, professional chambers safeguarding societal 

values, and civil society organizations organizing joint activities (TBD, 2020). Overall, Türkiye is taking 

proactive measures to prepare public institutions for advancements in AI. 

6. GLOBAL DEVELOPMENTS IN ARTIFICIAL INTELLIGENCE TECHNOLOGY 

In the realm of global technological advancement, artificial intelligence has emerged as a transformative 

force promising to reshape industries, enhance efficiency, and foster innovation. While advanced countries 

progress in harnessing the potential of AI, its adoption and effective implementation in developing countries 

present a distinct set of challenges and opportunities. From infrastructure limitations and ski ll gaps to ethical 

considerations, the journey spans numerous opportunities across sectors such as health, education, 

agriculture, and beyond, uncovering and acknowledging the profound impact AI can have on these nations 

(Aderibigbe et al., 2023). AI has emerged as a powerful force shaping the global technological landscape, and 

adoption trends in developing countries are influenced by multiple factors (Pan, 2016). AI models today 

demonstrate significant potential to benefit humans across various fields, including education, medicine, and 

scientific research (Anderljung et al., 2023). It is evident that AI will have a direct impact on the international 

system and power distribution, as a global race spearheaded by the United States and China continues to 

unfold (Özdemir, 2022). 

The United States introduced its national AI strategy, known as the American AI Initiative, via an Executive 

Order on February 11, 2019. This strategy aims to promote and protect AI technology and innovation in the 

United States through a collaborative approach. The government identified five key principles to drive AI 

development: sustaining investment in AI research and development, making federal AI resources available, 

eliminating obstacles to AI innovation, improving the American workforce through AI-focused education, and 

creating an international environment that supports American AI innovations and their responsible use. 

Additionally, the United States employs AI to improve the efficiency of federal government operations and 

public services (Saveliev & Zhurenkov, 2021). In the digital age, the competencies needed in the IT sector 

evolve over time in response to changes and transformations within the sector. This evolution also diversifies 

the characteristics required of human resources in the industry (Damar, 2022a; Damar, 2022b). A similar 

situation has been observed in the field of artificial intelligence and related sectors. Figure 3 below illustrates 

this change in the context of the USA. 
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Figure 3. Top Ten Specialized Skills in 2022 AI Job Postings in the United States, 2010-2022 

Table 1. Top Five Investment Activities, 2022 (Maslej et al.,2023)  
AI Merger/Acquisition Investment Activities 

Rank Company Name Headquarters 
Country 

Focus Area FA 

1 Nuance Communications, Inc. United States Arti ficial Intelligence; Enterprise Software; Healthcare; Medicine 

Learning 

19.80 

2 Citrix Systems, Inc. United States Data  Management, Processing, and Cloud; HR Tech 17.18 

3 Avast Limited United States Data  Management, Processing, and Cloud; Fintech; Cybersecurity, 
Data  Protection 

8.02 

4 AspenTech Corporation United States Manufacturing; Software; Supply Chain Management 6.34 

5 Vivint Smart Home, Inc. United States Cybersecurity, Data Protection; Sales Enablement 5.54 
AI Minority Stake Investment Activities 

1 AVEVA Group, PLC United 
Kingdom 

Chemical; Computer; Data Mining; Electronics; Industrial 
Manufacturing; Information Technology; Simulation; Software 

4.68 

2 Grupo de Inversiones 

Suramericana, SA 

Colombia Financial Services; Impact Investing; Insurance 1.48 

3 Fracta l Analytics Private 

Limited 

India Analytics; Arti ficial Intelligence; Big Data; Business Intelligence; 

Consulting; Machine Learning 

0.35 

4 Atrys  Health, SA Spain Medical and Healthcare 0.28 

5 R Systems International, Ltd. India Analytics; Information Technology; IT Management; Software 0.17 

AI Private Investment Activities 
1 GAC Aion New Energy 

Automobile Co., Ltd. 

China  Automotive; Clean Energy; Electric Vehicle; Manufacturing 2.54 

2 Idience Co., Ltd. South Korea Emergency Medicine; Healthcare; Pharmaceutical 2.15 

3 Ual i Argentina Drones; Cloud Computing 1.50 
4 Anduri l Industries, Inc. United States Cybersecurity, Data Protection; AR/VR; Drones 1.50 
5 Celonis, GmbH Germany Reta il; Industrial Automation, Network; HR Tech; Insurtech  1.22 

AI Public Offering Investment Activities 
1 ASR Microelectronics Co., Ltd. China  Semiconductor; VC 1.08 

2 iSoftStone Information 
Technology (Group) Co., Ltd. 

China  Data  Management, Processing, and Cloud; Cybersecurity, Data 
Protection 

0.73 

3 Jahez International Company 

for Information Systems 
Technology 

Saudi Arabia Arti ficial Intelligence; E-Commerce; Food and Beverage; Food 

Del ivery; Information Technology; Logistics 

0.43 

4 Fortior Technology (Shenzhen) 
Co., Ltd. 

China  Electronics; Machine Manufacturing; Semiconductor 0.30 

5 Bei jing Deep Glint Technology 
Co., Ltd. 

China  Cybersecurity, Data Protection; Music, Video Content 0.29 

*FA: Funding Amount (in Billions USD) 
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While the United States leads in investments globally, a notable reality in recent years, as in many fields, is 

China's prominence. Saveliev & Zhurenkov (2021) highlighted Chinese companies as among the most popular 

among international technology investors, listing leading firms in AI investment such as Sense Time ($1.2 

billion in 2018), UBTech Robotics ($820 million), Megvii Technology ($600 million), YITU Technology ($300 

million), alongside American companies Dataminer ($391 million), CrowdStrike ($200 million), and Pony.ai 

($214 million). China aims to become a global innovation leader in AI by 2030, with ambitious investment 

plans totaling 1 trillion yuan ($147.8 billion), aiming to establish itself as a "scientific and technical 

superpower" in AI, leading in all AI domains (English Gov, 2017). 

Since 2013, the United States has led in private artificial intelligence investments with $248.9 billion, followed 

by China with $95.1 billion and the United Kingdom with $18.2 billion. Then, in order, they are Israel ($10.83 

billion), Canada ($8.83 billion), India ($7.73 billion), Germany ($6.99 billion), France ($6.59 billion), South 

Korea ($5.57 billion), Singapore ($4.72 billion), Japan ($3.99 billion), Hong Kong ($3.10 billion), Switzerland 

($3.04 billion), Australia ($3.04 billion), and Spain ($1.81 billion) (Maslej et al.,2023). Additionally, Table 1 

shows the top five investment activities by country and firm name. 

Additionally, another table below illustrates the Top AI Private Investment Activities for the USA, Chi na, 

European Union, and United Kingdom (Table 2). 

Table 2. Top AI Private Investment Events for United States, China, European Union and United Kingdom 
(Maslej et al.,2023) 

United States 
Rank Company Name Focus Area FA 
1 Anduri l Industries, Inc. Cybersecurity, Data Protection; AR/VR; Drones 1.50 

2 Faire Wholesale, Inc. Fintech; Retail; Sales Enablement 0.82 
3 Anthropic, PBC Arti ficial Intelligence; Information Technology; Machine Learning 0.58 

4 Arctic Wolf Networks, Inc. Data  Management, Processing, and Cloud; Cybersecurity, Data Protection 0.40 

5 Jing Chi , Inc. Data  Management, Processing, and Cloud; AV; AR/VR 0.40 

China 
1 GAC Aion New Energy Automobile 

Co., Ltd. 
Automotive; Clean Energy; Electric Vehicle; Manufacturing 2.54 

2 GAC Aion New Energy Automobile 
Co., Ltd. 

Automotive; Clean Energy; Electric Vehicle; Manufacturing 1.11 

3 Bei jing ESWIN 
Technology Group Co., 
Ltd 

Data  Management, Processing, and Cloud; Industrial Automation, 
Network; Semiconductor; Marketing, Digital Ads; Sales Enablement 

0.58 

4 Zhejiang Hozon New Energy 
Automobile Co., Ltd. 

Data  Management, Processing, and Cloud; Cybersecurity, Data Protection; 
Sa les Enablement 

0.44 

5 Zhejiang Hozon New Energy 
Automobile Co., Ltd. 

Data  Management, Processing, and Cloud; Cybersecurity, Data Protection; 
Sa les Enablement 

0.32 

European Union and United Kingdom 

1 Celonis, GmbH Reta il; Industrial Automation, Network; HR Tech; Insurtech  1.22 
2 Content Square, SAS Analytics, Artificial Intelligence: CRM: Data Visualization; Digital Marketing; 

SaaS 

0.60 

3 Retail Logistics Excellence - RELEX Oy Reta il 0.57 

4 Cera  Care Limited Medical and Healthcare 0.32 

5 Babylon Holdings Limited Medical and Healthcare; Music, Video Content 0.30 
*FA: Funding Amount (in Billions USD) 

The European Union (EU), not wanting to fall behind in AI technologies led by the U.S. and China, has 

identified strategic areas to secure a larger share of the market and allocated substantial budgets accordingly. 

The EU supports early-stage AI research with grants up to €2 million, and provides up to €100 million in 

support for companies to commercialize positive outcomes after prototype or concept validation (TBD, 

2020). Anderljung et al. (2023) emphasized the need for increased regulation and management of AI across 

various policy domains, prompting the EU to pursue appropriate legal frameworks such as the GDPR, AI Act, 

Digital Services Act (DSA), Digital Markets Act (DMA), Data Governance Act (DGA), Data Act (DA), and 
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European Health Data Space (EHDS), positioning itself as a global leader in regulating digital innovation and 

potential harms (Sharon & Gellert, 2023). 

Russia, while taking significant steps in AI, predominantly focuses these efforts within state -controlled 

frameworks. Over the past decade, Russia has conducted approximately 1,400 AI scientific projects, mostly 

by non-profit organizations. The country allocated approximately $343 million to AI R&D in the last decade, 

compared to around $200 million annually from U.S. state budgets for AI research (Saveliev & Zhurenkov, 

2021). 

In the United Kingdom, a system developed based on AI has proven highly profitable, generating £1.4 billion 

in additional revenue for the British treasury in its first year, despite its initial cost of £45 million (Caldwell, 

2014). The system, Connect, developed by His Majesty's Revenue and Customs, utilizes social network 

analysis software and data mining techniques to detect fraudulent or undisclosed activities by cross -

referencing tax records with other databases (Sanghrajka, 2024). Babuta et al. (2020) suggested that the use 

of AI within the framework of powers granted to government institutions may raise additional privacy and 

human rights considerations under existing legal and regulatory frameworks. Currently, howev er, the 

concept of responsibility concerning AI remains legally undefined globally (Saveliev & Zhurenkov, 2021). 

Similar systems have been implemented in different periods in India and Poland (Maciejewski, 2017).  

 
Figure 4. Private Investment in AI by Focus Area and Geographic Area (US: United States, CN: China, EU/UK: 
European Union/United Kingdom), 2017-22 (Maslej et al.,2023) 



Journal of AI 

98 

Each country invests significantly in artificial intelligence, both through private sector initiatives and 

government support. The investments made by the United States, European Union, United Kingdom, and 

China in 24 different areas of artificial intelligence are depicted in Figure 4.  

The countries and groups mentioned above can be evaluated as exemplary applications of AI develo pment. 

Nevertheless, advancements in AI are centered around human welfare. Examples of big data applications 

have demonstrated exceptional improvements in the effectiveness and efficiency of public administration, 

suggesting that big data could significantly enhance overall public governance (Maciejewski, 2017). However, 

the development of AI is progressing towards large-scale, complex distributed systems from relatively limited 

independent systems. Yet, potential risks such as hardware and software failure s, design flaws, malicious 

attacks, and goal misalignment may arise. Moreover, systems controlled by advanced AI may become 

unpredictable, leading to ethical risks when making decisions regarding operational matters (Page et al., 

2018). In this regard, it is highly valued that policymakers exercise caution in initiatives within public 

administration concerning artificial intelligence. 

In developing countries, the challenges and opportunities of artificial intelligence extend beyond national 

borders. Global collaboration is essential to share knowledge, best practices, and resources. International 

organizations, technology companies, and research institutions can play a significant role in supporting 

developing countries on their AI journeys. Consequently, the integration of artificial intelligence in developing 

countries is a dynamic journey that requires coordinated efforts, strategic planning, and a commitment to 

inclusivity (Aderibigbe et al., 2023). The potential benefits of AI technology are substantial not only for the 

public sector but also for all sectors and countries. Additionally, it serves as a significant and critical catalyst 

for sustainable development goals globally. 

7. DISCUSSION AND CONCLUSION 

If we evaluate artificial intelligence technologies for the public sector, they can be applied in various domains 

such as security and defense for enhancing surveillance capabilities, in healthcare for medical diagnostics and 

treatment processes, in education for personalized learning materials, in improving public services, in 

transportation and infrastructure for traffic management and planning, in environmental and natural 

resource management for assessing environmental risks and natural disaster scenarios, in legal and justice 

systems for optimizing court decisions and identifying overlooked factors, in conducting financial analyses 

and economic predictions, among numerous other areas. Therefore, countries worldwide show significant 

interest in and allocate substantial resources for such a beneficial technology, also outlining national AI 

strategy action plans. 

Artificial intelligence represents a revolutionary technological development with the potential to deeply 

impact all aspects of our lives. Both private and public sectors have recognized this, re sulting in substantial 

investments in AI in recent years. For instance, according to the International Data Corporation's Worldwide 

Artificial Intelligence Spending Guide covering 32 countries and 19 industries, global spending on AI was $50.1 

billion in 2020 and $85.3 billion in 2021, with projections to exceed $204 billion by 2025. The study highlights 

that countries like the United States and China are expected to lead in AI spending and reap significant 

economic gains from AI advancements (Özdemir, 2022). 

In Türkiye, efforts are underway to integrate AI into digital transformation and public administration (Avaner 

& Çelik, 2021). Yalçın (2024) suggests that AI adoption in Turkish public institutions will shape through policies 

aligned with these institutions' goals and objectives. According to the Turkish Informatics Association's AI 

report, achieving a competitive global position in AI and swiftly implementing AI solutions in critical sectors 

require coordinated efforts among supervisory public sector bodies, the dynamic production capacity of the 

private sector, innovative technology-generating universities, professional chambers safeguarding societal 
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values, and non-governmental organizations (TBD, 2020). Analyzing the opportunities and threats posed by  

AI technologies, which bring many innovations to public administration and are expected to continue doing 

so in the future, is crucial (Gezici, 2023). 

The software sector ranks among the leading industries in creating new opportunities and adding value to  

developing countries. Countries like Türkiye, with a young and dynamic population, have a significant 

advantage in harnessing this potential (Damar & Özdağoğlu, 2021). In this context, Turkish universities have 

an important role to play. Their role in supporting scientific advancement is indisputable, and governments 

should view universities as a strategic tool for capturing current technologies and staying abreast of 

innovations (Damar & Aydın, 2021; Damar et al., 2020; Damar & Özdağoğlu, 2021). Despite approximately 

200 computer science, software engineering, information technology, and AI departments across Turkish 

universities, many of these departments lack sufficient faculty members (TBD, 2020). Increasing AI -focused 

departments and integrating AI and machine learning courses into compulsory curricula such as statistics, 

mathematics, computer science, electrical engineering, electronic engineering, and telecommunications is 

strongly recommended. It is crucial to appoint academicians to these critical roles based on merit and ensure 

that appointed individuals are expert researchers in their fields, as they are critical for the country's future.  

Furthermore, it is recommended that Türkiye significantly and rapidly enhance its bilateral interaction with 

China in international cooperation. Suggestions include increasing embassy numbers in G8 countries and 

countries like China and India, as well as establishing technology intelligence units in these large embassies 

(TBD, 2020). Additionally, increasing the number of researchers sent to China and India should be 

encouraged, particularly supporting technology-focused doctoral studies and post-research studies where 

China and India are pioneers. Civil society organizations such as the Turkish Informatics Associat ion and the 

Software Industrialists Association are encouraged to engage with China and India, creating special 

investment and entrepreneurship reports on these countries, which are believed to support cross -border 

commercial initiatives. Trade and professional chambers should prioritize bilateral cooperation with these 

countries. 

To expedite the integration of AI in the public sector, efforts should focus on accelerating the data cycle, 

enhancing AI for public policy development, coordinating the workforce  with AI, harmonizing public 

administrations with AI, and prioritizing cybersecurity (Erbaş, 2023). AI investments should be incentivized. 

Besides resolving operational challenges in AI service delivery and supporting policies, AI is expected to 

actively create solutions in areas such as risks, crimes, pandemics, natural disasters, etc. (Efe, 2022). To create 

public value, all levels of government should consciously guide public sector knowledge, skills, and 

experiences to shape a more diverse and inclusive workforce for current and future capabilities (Lundy et al., 

2021). Furthermore, for AI technologies to be developed, effectively used, and thereby ensure 

comprehensive development, it is imperative to swiftly establish a national AI ecosystem based on 

transparency (TBD, 2020). Thus, AI can make public services more efficient, use resources more effectively, 

and provide better services to citizens. 

Given that AI technology is rapidly evolving and to plan for the future, it is essential for individuals to n ot only 

consider what AI can currently accomplish but also envision its potential future applications. Imagining AI 

and contemplating the global impacts of such applications are believed to be highly beneficial. 
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Abstract 

Cancer, a collection of maladies that has undergone extensive examination over centuries, remains a 
formidable challenge. Despite the array of available pharmacological and therapeutic interventions, the 
intricate molecular dynamics and heterogeneity of cancer continue to challenge the scientific community. 
Artificial Intelligence (AI) emerges as a promising avenue, offering the potential for expedited, precise 
diagnostics devoid of human expertise. Additionally, AI facilitates the tailoring of patient-specific 
therapeutic strategies targeting various facets of cancer, spanning macroscopic to microscopic levels. 
Nonetheless, it is imperative to scrutinize the potential benefits and limitations of AI technologies in this 
context. This review undertakes a comprehensive Strengths, Weaknesses, Opportunities, and Threats 
(SWOT) analysis of AI's application in cancer. An extensive compilation of AI applications encompasses 
predictive modeling, diagnostic capabilities, prognostic assessments, and personalized therapeutic 
modalities, spanning genomic analyses to individualized treatment regimens. The synthesis of evidence 
suggests that the advantages of AI outweigh its drawbacks; nevertheless, obstacles to its widespread 
integration persist. 

Keywords: Artificial intelligence, cancer, deep learning, machine learning, precision oncology, SWOT 
analysis 
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1. INTRODUCTION 

Since Alan Turing's seminal inquiry into the capabilities of machines to exhibit intelligence (Turing and 

Haugeland, 1950), substantial progress has been made in domains such as computational biology and 

evolutionary algorithms (Yang, 2012). Turing's question spurred scientific endeavors, leading to the 

development of advanced artificial intelligence (AI) algorithms that now find application across diverse 

industries, including healthcare (Bohr and Memarzadeh, 2020). 

In the 1980s, rudimentary, rule-based AI systems emerged, albeit with limited computational prowess, 

rendering them inadequate for addressing the complex challenges encountered in healthcare, such as 

disease diagnosis, decision-making, and image processing (Davenport and Kalakota, 2019). Notably, 

computer vision, a branch of AI facilitating the extraction of meaningful insights from visual data like digital 

images, relies on Deep Learning (DL) and Convolutional Neural Networks (CNNs), subfields within the broader 

domain of machine learning (ML), demanding substantial data volumes. Herein, image processing research 

assumes significance within the healthcare sector. 

ML, a subset of AI, enables software to acquire knowledge autonomously through exposure to representative 

data, yielding predictive capabilities that can be refined through iterative practice. ML classifications 

encompass supervised, unsupervised, and reinforcement learning (RL). Supervised learning delves into 

establishing correlations between input features and desired outcomes, effectively addressing classification 

and regression challenges. Unsupervised learning is geared towards uncovering patterns, clustering data, 

discovering rules, and facilitating information extraction from data without prior guidance (Sarker, 2021). In 

contrast, RL centers on decision-making strategies that maximize cumulative rewards, successfully applied in 

domains like robotics, autonomous vehicles, and strategic games. Concurrently, DL, a facet of ML, employs 

multi-layered artificial neural networks (ANNs) to tackle problems spanning object recognition, speech 

analysis, and natural language processing (NLP). It is essential to recognize the interrelatedness of these 

technologies, as depicted in Figure 1. 

 
Figure 1: Current approaches and interdisciplinary interactions in computer science. 

Over the past decade, AI has permeated diverse industrial domains, with research and development efforts 

promptly extending into healthcare, owing to the potential advantages of AI in medical practice. AI has, thus 

far, applied every facet of medical processes, ranging from disease prediction to treatment to hospital 

administration (Jiang et al., 2017). A noteworthy area of medical integration for AI is in the domain of 

oncology. 

Cancer, a spectrum of diseases with historical origins, has challenged researchers for centuries, characterized 
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by unregulated cell proliferation and the loss of cellular control mechanisms. Its classification into various 

distinct types and subtypes underscores the complexity of treatment, necessitating individualized 

therapeutic strategies dictated by factors such as cancer type, stage, molecular phenotype, and patient 

profile. 

Dysregulation in the mechanisms governing physiological events, including cell proliferation, growth, 

apoptosis, and deoxyribonucleic acid (DNA) repair can catalyze the transformation of normal cells into 

cancerous ones. Genetic and epigenetic changes play pivotal roles in tumor initiation and progression, 

contributing to metastasis, drug resistance, autocrine signaling, and the initiation of vascular networks. 

Consequently, AI algorithms find utility in predicting cancer prognosis at the molecular level (Kourou et al., 

2014). The intricate landscape of cancer genomics research, characterized by epigenetic alterations, 

variations in mutations, signaling pathway aberrations, and the consequent tumor subgroup diversity, can 

be effectively navigated using big data, statistical methods, and AI, as evidenced by recent literature (Catto 

et al., 2010; Dlamini et al., 2020; Khalifa et al., 2020; Zhang et al., 2020; Zhao et al., 2020). 

Cancer development is influenced by genetic and environmental factors, including smoking, viral infections, 

obesity, sun exposure, alcohol consumption, chemical agents, and DNA damage (Parsa, 2012). Commonly 

diagnosed cancers include lung, breast, and colorectal, with leading causes of cancer-related mortality being 

lung, liver, and stomach cancers (Ferlay et al., 2019). Given the substantial patient population and mortality 

rates associated with cancer, there is a pronounced need for AI-based models that span the entire spectrum 

of cancer care, from prevention to treatment. 

In the realm of cancer diagnostics, methods and devices such as immunohistochemistry (IHC), frozen section 

analysis in pathology, polymerase chain reaction (PCR), DNA microarrays, computer tomography (CT), 

magnetic resonance imaging (MRI), and positron emission tomography (PET) play pivotal roles (Goyal et al., 

2006). However, the selection of specific diagnostic methods depends on the type of cancer, each 

demonstrating varying levels of sensitivity and specificity. For instance, breast cancer diagnosis may suffice 

with manual examination and mammography, while colon cancer may necessitate colonoscopy and biopsy. 

Cancer treatment predominantly involves surgery and radiotherapy, with surgery aimed at tumor removal, 

while radiotherapy employs ionizing radiation to target specific areas and induce cell damage through DNA 

disruption (Keam et al., 2020). Chemotherapy, though generally not targeted to a specific location of the 

body, remains a gold standard for cancer treatment for inhibiting cancer cell proliferation (DeVita and Chu, 

2008). 

Despite the unique developmental processes and molecular intricacies inherent to each cancer type, the 

fundamental principles underlying the disease remain consistent. Hanahan and Weinberg's definition and 

subsequent revisions of the hallmarks of cancer, elucidating molecular and biochemical processes (Hanahan 

and Weinberg, 2000; Hanahan and Weinberg, 2011), continue to guide our understanding. In January 2022, 

Hanahan expanded on these hallmarks, introducing "New Dimensions" (Hanahan, 2022). Figure 2 provides a 

reinterpretation, encapsulating the transition from the traditional "10 hallmarks of cancer" to the "10 

hallmarks of AI in cancer" as a summary. 
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Figure 2: Areas where AI can aid cancer research. 

CNNs are designed to emulate the human brain's mechanisms for object recognition, with ANNs serving as 

their foundational building blocks (Lindsay, 2021). In the human brain, each neuron encodes specific 

information collectively contributing to the comprehension of distinctive features within an image. To 

illustrate, consider a CNN model tasked with recognizing 'cats' and 'dogs' in images. This model comprises 

interconnected layers that interact sequentially. The initial layer serves as the input layer, receiving images 

of cats and dogs. During training, these images are labeled as either 'cat' or 'dog.' Subsequent layers are 

responsible for identifying specific features in the images. For instance, one neuron might specialize in 

identifying triangular ears, while another focuses on tail shape or whiskers. Further layers delve into finer 

details, aptly termed hidden layers, as the precise characteristics sought by individual neurons remain opaque 

to developers. With each image passing through these layers, a score is assigned based on the similarity 

between various aspects of the image and the neuron's feature. At the output layer, the model aggregates 

these scores to determine the image's category. Throughout the training process, these scores are compared 

to the provided labels, and mathematical formulas compute a loss function, allowing for the recalibration of 

each neuron's contribution (referred to as weights) to the image's overall score. This iterative process 

continues until training concludes, usually when the validation error is no longer decreasing (O’Shea and 

Nash, 2015). Subsequently, during model usage, images traverse the same layers and neurons, with the score 

calculated based on their similarity to each neuron's feature, but no further alterations are made to the 

model. In a similar vein, for a CNN model designed to identify brain tumors in MRI scans, each neuron can 

scrutinize specific features associated with tumor shapes or cerebral anomalies. The model aggregates scores 

for every small detail within the MRI, enabling it to accurately detect even minute irregularities and 

distinguish tumors from other abnormalities (Ranjbarzadeh et al., 2021). Figure 3 provides a simplified and 

schematic representation of an artificial neuron and a neuron in the human brain's structure. 
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Figure 3: The similarity between an artificial neuron and a neuron. A neuron in a biological nervous system is a 

processing element in ANNs. Dendrites correspond to the summation function, while the cell body corresponds to the 

activation function. Biological synapses, that is, intercellular connection areas, correspond to weights in ANNs. Axons 

are the output region. Learning for an ANN can be expressed as updating the weight coefficients between synapses and 

dendrites. a) In an ANN, each of the input values (xi) is multiplied by the weights (wi), and the bias value (B) is added to 

the obtained information. The output value is acquired by applying the activation function (f) to the result. b) In the 

human brain, the learning process produces new axons by stimulating axons or changing the strength of existing axons. 

A doctor interprets data based on life experience and decides whether a person is healthy or not. 

2. AI IN CANCER AND MEDICINE 

The paradigm of evidence-based medicine revolves around the formulation of therapeutic judgments rooted 

in prior knowledge and accumulated experience. While traditional statistical methodologies leverage various 

mathematical techniques to discern these patterns, AI introduces approaches for uncovering intricate 

correlations that resist easy translation into mathematical equations. Neural networks, akin to the human 

brain, encode data through a vast interconnection of neurons, enabling ML systems to approach complex 

problems with a semblance of clinical acumen. Additionally, these systems can assimilate knowledge from 

each new case they encounter and amass exposure to a greater number of examples in a brief span than a 

human physician can accumulate in a lifetime (Buch et al., 2018). This holds true for clinical processes in 

oncology, where AI augments existing methods with enhanced sophistication. Nonetheless, it remains 

uncertain whether complex algorithms trained on extensive data sets consistently yield more precise 

predictions than human clinicians. Key requisites include the accuracy of labels and the cleanliness of data. 

Figure 4 delineates the conventional methods employed in the overarching disease process alongside the 

potential contributions of AI. 
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Figure 4: The diagram of the events that occur in the cancer process, the traditional methods used in this process, and 

possible AI approaches (Neural connections are added for visual purposes alone; they have no meaning.). 

2.1 Personalized Medicine 

AI assumes a pivotal role in the advancement of personalized medicine, predicated on its capacity for in-

depth data analysis, thereby elucidating targeted objectives and intervention strategies. The realization of 

AI's potential in personalized medicine hinges not only on the refinement of pertinent assays but also on the 

effective storage, collection, accessibility, and subsequent integration of data (Schork, 2019). Digital health 

records, interconnected for diagnostic and treatment decision-making, serve as reservoirs for AI, which 

leverages patient data to discern optimal treatment plans and tailored therapeutic solutions (Amisha et al., 

2019). The substantial cost involved in drug development, estimated at approximately $2.6 billion, with a 

high attrition rate between trial phases and regulatory approvals, underscores the pressing need for more 

efficient methodologies (Fleming, 2018). 

Various machine intelligence methodologies have been harnessed to guide resource-intensive traditional 

experiments. ML tools have emerged, capable of swiftly and cost-effectively identifying potential bioactive 

molecules from vast pools of candidate compounds, exemplified by quantitative structure-activity 

relationship (QSAR) modeling. However, the advent of the 'big' data era in drug discovery has precipitated a 

transformation in ML approaches, ushering in the era of DL, which offers enhanced efficacy and potency in 

handling extensive datasets (Zhang et al., 2017). In a bid to streamline costly and time-consuming 

conventional experiments, multiple machine intelligence technologies have been employed. Notable among 

these is QSAR modeling, a ML technique adept at identifying physiologically active molecules from among 

millions of candidate compounds, thus promising cost-effective pre-clinical cost reduction and risk mitigation 
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through virtual screening, activity scoring, and diverse drug design strategies. Beyond the prediction of 

molecular attributes, DL methodologies are enlisted for the generation of tailored molecules, further 

catalyzing AI's role in drug design (Zhong et al., 2018). ANNs such as deep neural networks (DNNs) and 

repetitive networks, particularly in the realm of drug discovery, assume a prominent role, underscoring AI's 

potency. The synergy of synthesis planning and facile synthesis avenues has become a reality, heralding the 

prospect of computer-aided drug discovery in the near future (Hessler and Baringhaus, 2018). 

2.2 Diagnosis 

AI diagnostic systems assume paramount significance for several compelling reasons. Given the global 

shortage of highly skilled specialists such as radiologists, the quest for rapid and dependable solutions has 

become imperative. AI systems, unlike their human counterparts, possess the capacity to analyze vast 

datasets within remarkably short timeframes, while consistently upholding high levels of accuracy and 

precision. Their prowess in comprehending extensive datasets enables the discernment of intricate 

relationships and the identification of subtle details that often elude human perception. Predominantly, AI's 

application in clinical diagnosis is exemplified through image analysis, a domain where AI algorithms, 

particularly CNNs, have outshone radiologists in terms of swiftness and accuracy. 

There are many examples where AI is used in cancer diagnosis. For instance, in a study conducted at Stanford 

Academic Medical Center, while radiologists took an average of 240 minutes to label 420 images, the AI 

model under investigation labeled the same dataset in a mere 1.5 minutes (Rajpurkar et al., 2018). Su and 

colleagues (2020) created a DL model for the diagnosis of hydronephrosis from ultrasound images. Yadav and 

Jadhav (2019) used CNN networks to diagnose multiple lung diseases from X-ray images. Coudray and 

colleagues (2018) created a classification and segmentation model for lung cancer histopathology. Bien and 

colleagues (2018) developed a diagnostic model for knee MRIs. 

AI's remarkable precision and reliability stem from its immunity to fatigue and distractions, attributes 

inherently human. Furthermore, AI exhibits a capacity for rapid adaptation, facilitating the diagnosis of novel 

diseases within a relatively short time frame (Davenport and Kalakota, 2019). This adaptability is exemplified 

by the prolific generation of scientific publications and AI models dedicated to the diagnosis of the novel 

coronavirus (COVID-19) within a month of its declaration as a pandemic. For instance, Chen and colleagues 

(2020) swiftly developed a CNN model capable of diagnosing COVID-19 on CT scans with a high degree of 

accuracy a mere few months after the initial case was reported. 

In the realm of medical applications, AI engineers undertake the training of CNNs using a vast repository of 

medical images, meticulously annotated by domain specialists. Medical image processing predominantly 

serves two core functions: diagnosis classification and segmentation. In the classification paradigm, the AI 

model endeavors to categorize the input image into predefined classes. These classes may assume a binary 

form, as exemplified in the diagnosis of COVID-19, where classes are defined as "healthy" or "not healthy" 

(Islam et al., 2020). Alternatively, multiple classes may be employed, encompassing categories like "healthy," 

"COVID," or "pneumonia" (Jin et al., 2020). Conversely, segmentation models are tasked with delineating and 

annotating affected regions within the image, akin to the discerning eye of a radiologist, surpassing the sole 

provision of class labels. A quintessential instance is the diagnosis of COVID-19 through the precise 

delineation of afflicted areas (Yan et al., 2020). The quintessential segmentation DL algorithm is Unet, 

expressly designed for the nuanced demands of medical data (Ronneberger et al., 2015). By meticulously 

orchestrating the CNNs in a specific sequence, these models attain highly accurate segmentation of regions 

of interest (ROIs), with the training data being enriched with medical images annotated by seasoned 

professionals, explicitly highlighting ROIs. 

Both classification and segmentation techniques undergo an initial training phase on extensive datasets, 



Journal of AI 

114 

followed by testing on novel data samples constituting approximately one-third of the training dataset's size. 

The test dataset serves as the crucible for evaluating the model's accuracy, generalizability, precision, and 

other pivotal metrics. In medical applications, an additional crucial step precedes the model's deployment, 

involving the validation of the newly tested data by domain specialists, commonly referred to as establishing 

the "ground truth." This ground truth can be ascertained through primarily two approaches. The first entails 

a panel of experts validating the model's outputs, typically employing a consensus voting mechanism. The 

second approach involves validation by subjecting the samples to another, typically superior test and 

comparing the outcomes. For instance, in the context of X-ray image classification, the model's results may 

be corroborated by performing a concurrent CT scan. Following the validation step, the model's performance 

is comprehensively re-evaluated, thereby determining its suitability as a bona fide AI model or necessitating 

further optimization. 

2.3 Decision Making 

Decision-making constitutes a pivotal aspect of human existence, essential for navigating diverse situations. 

In the context of healthcare, clinical decision-making (CDM) emerges as a cornerstone of healthcare 

providers' responsibilities, wielding a direct influence on the diagnosis, prognosis, formulation of treatment 

plans, and post-treatment care. The complexity of the CDM process encompasses various modes, spanning 

from intuitive and heuristic to analytical and evidence-based (Gigerenzer and Kurzenhaeuser, 2005; Nalliah, 

2016). While technological advancements in the healthcare industry have significantly enhanced global well-

being, a knowledge gap persists concerning the identification of optimal methods or approaches tailored to 

specific patient conditions and temporal dynamics. However, there is still a lack of knowledge about finding 

the best method or approach in specific conditions and times for each patient. 

The ascendancy of AI has been unfolding over decades, catalyzed by the proliferation of potent hardware 

and the deluge of data. A watershed moment occurred in the latter half of the 1990s when IBM's Deep Blue 

triumphed over world chess champion Garry Kasparov. This victory heralded a rapid acceleration in AI's 

evolution, with particular strides achieved in the domain of DL and the concurrent escalation of computing 

power. These advancements empowered AI researchers to grapple with copious datasets and tackle 

profoundly intricate problems, with some AI applications attaining nearly perfect accuracy in select cases 

(Odusami et al., 2021). Nonetheless, the opacity inherent in AI decision-making, coupled with the substantial 

costs associated with false negatives and false positives, has prompted a shift in focus. Rather than replacing 

human specialists with AI systems for definitive decision-making, the primary objective has transitioned 

towards the development of Clinical Decision Support Systems (CDSSs). These systems aim to enhance the 

accuracy and reliability of healthcare providers' decisions, mitigating the risks associated with erroneous 

judgments (Wijnhoven, 2021). 

2.4 Treatment 

AI has found application in the analysis of diverse data types, including documents, sensory information, and 

medical images, with the overarching aim of augmenting the accuracy of CDM. Notably, NLP emerged as an 

initial foray in healthcare, focusing on knowledge extraction from repositories like the Electronic Health 

Record (EHR) system, encompassing patient treatment records, laboratory reports, diagnoses, and medical 

visits (Demmer-Fushman et al., 2009). Various applications of NLP have been devised, spanning disease-

treatment classification (Reddy and Baskar, 2018), influenza detection (Ye et al., 2017), prediction models for 

asymptomatic populations (Hong et al., 2017), and the creation of decision support systems (DSS) (Gatt et 

al., 2009). While a diverse array of ML algorithms underpin NLP applications, DNNs have particularly excelled 

in discerning intricate word relationships. Recurrent Neural Networks (RNNs), a subtype of DL, have gained 

prominence for processing time-series data, exemplified by their utility in handling electroencephalogram 

(EEG) signals and data from wearable garments. RNN architectures, endowed with robust problem-solving 



Journal of AI 

115 

capabilities, hold promise for the development of CDSSs, owing to their aptitude for tackling complex issues. 

Various RNN applications have been elucidated (Ilbay et al., 2011; Choi et al., 2017; Bhavya and Pillai, 2019; 

Snorovikhina and Zaytsev, 2020). 

Furthermore, the domain of medical image processing stands as a prevalent and influential domain for AI 

deployment in diagnostic decision-making and the selection of treatment strategies. CNNs stand as the 

predominant models in this arena, adept at tasks ranging from anomaly detection and classification to 

segmentation. While medical image processing exists as a distinct field from CDSS, it exerts a direct impact 

on the decision-making process by furnishing healthcare professionals with supplementary insights and 

knowledge essential for diagnosis and treatment planning. 

3. SWOT ANALYSIS 

It is apparent that AI embodies numerous advantageous characteristics, yet it remains an imperfect 

disruptive technology. While the allure of its attributes such as speed, accuracy, reliability, repeatability, and 

accessibility are undeniable, challenges persist in the form of data standardization issues, applicability 

complexities, and hardware dependencies that remain unresolved. The scientific community's accumulation 

of open-source data has been facilitated by researchers' enthusiastic engagement in the field and the rapid 

expansion of AI and ML studies in recent years. The escalating processing power, which not only adheres to 

but often surpasses Moore's Law, empowers users to analyze vast datasets with greater ease (Shalf, 2020). 

This progression reverberates in the realm of medicine, where AI serves as a means to bridge the gap created 

by the scarcity of human specialists and their inherent limitations. However, as AI increasingly assumes a 

pivotal role, questions regarding the allocation of responsibility for the outputs, data security, and ethical 

concerns come to the fore. Consequently, it becomes imperative to adopt a balanced perspective, 

acknowledging both the benefits and potential challenges. In this review, we have undertaken a 

comprehensive exploration of AI in a general context, elucidating its prospects in healthcare, with a specific 

focus on its strengths, weaknesses, opportunities, and threats—a succinct SWOT analysis—pertaining to AI 

in medicine, particularly within the domain of cancer research. 

3.1 Strengths 

The insufficiency of human resources in terms of both capacity and time to conduct intricate analyses has 

prompted the adoption of AI and ML as alternative tools to supplant human labor as much as possible. When 

summarizing the strengths inherent to AI, it is evident that it offers remarkable attributes, including speed, 

precision, reproducibility, accessibility, and the capacity to discern relationships among concepts. 

Furthermore, AI possesses additional advantages, such as its independence from remuneration, its capability 

to operate around the clock without the need for breaks, its immunity to emotional fluctuations, and its 

capacity to autonomously generate standardized responses. 

3.1.1 Speed 

One of the paramount strengths of AI resides in its capacity to swiftly analyze vast quantities of data, a quality 

of particular significance in the realm of healthcare, and notably, in the context of diagnosis, as acknowledged 

by the Food and Drug Administration (FDA). In the domain of medical imaging diagnosis, AI's speed is 

particularly compelling when addressing intricate tasks, such as the precise pixel-by-pixel segmentation of 

medical images to identify potential tumor regions. The time required by radiologists to perform a 

comparable task is substantially greater (Zhang et al., 2021). Consequently, AI, when employed within 

healthcare facilities, can expedite the medical imaging analysis process, serving either as a decision support 

tool for diagnosis or by offering potential ROIs for expert examination. 

In the analysis of genetic sequences from biopsy samples, AI-driven models, particularly those based on DL, 
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demonstrate their efficacy in reducing interpretation time, as exemplified by the work of Karim et al. (2021). 

Another noteworthy application involves the use of AI to aid pathologists in diagnosis, wherein pathology 

slides can be digitized through slide scanners and subjected to AI algorithms for preliminary assessments, 

thus expediting the diagnostic process (Komura and Ishikawa, 2018). These algorithms can either streamline 

the diagnostic process by presenting ROIs or trigger the initiation of pertinent tests before the samples are 

scrutinized by expert pathologists (Bera et al., 2019). 

Early diagnosis in the initial stages of cancer treatment is of paramount importance, affording patients ample 

time for intervention. Sun and colleagues (2019) have developed a model incorporating a DNN based on 

genetic variations for 12 types of cancer, facilitating the assessment of cancer risk before a formal diagnosis, 

thereby expediting treatment. 

Drug discovery, characterized by its complexity, stands as another domain where AI's efficacy surpasses 

human capabilities in terms of speed. AI-facilitated in silico studies have the potential to identify drug 

molecule targets objectively and evidentially on a large scale. This approach holds promise for significantly 

abbreviating protracted drug development processes, primarily by streamlining operations and minimizing 

resource utilization (Workman et al., 2019). However, it is worth noting that this field remains a work in 

progress (Bender and Cortés-Ciriano, 2021). 

In the field of biomedicine, Ko and colleagues (2018) conducted a study that assessed the performance of 

supervised ML in the analysis of cross-sectional clinical data for multicolor flow cytometry, an essential 

prognostic factor for measuring minimal residual disease which is an important prognostic factor and aimed 

to avoid the disadvantages of manual interpretation. Their developed algorithm achieved a remarkable 

accuracy of nearly 90% within a mere 7 seconds, a stark contrast to the 20 minutes required for human 

manual interpretation. 

3.1.2 Accuracy 

The concept of accuracy, which denotes the precision of a measurement system, holds paramount 

significance within the field of medical science. Recent AI models consistently exhibit levels of accuracy that 

are on par with human capabilities (Kheradpisheh et al., 2016). However, AI's precision in discerning minute 

details confers upon it a substantial advantage, as it meticulously analyzes data at the pixel and digit level. 

This enables AI models to achieve a sensitivity that surpasses human capabilities. An illustrative example in 

the domain of disease diagnosis involves a recent study proposing a model that outperforms 72% of general 

practitioners on written test cases (Richens et al., 2020). 

Beyond accuracy, the performance of AI models in cancer research must be evaluated using a range of 

metrics tailored to the specific problem at hand, such as sensitivity, specificity, and other metrics used in 

classification, segmentation, and object detection tasks (Goyal et al., 2020). For instance, in breast cancer 

screening, sensitivity measures the model's ability to correctly identify true cancer cases, ensuring that no 

malignancies are missed, while specificity ensures that healthy tissues are not incorrectly flagged as 

cancerous. This balance is crucial in clinical settings to minimize both false positives and false negatives. 

Moreover, in the context of MRI-based brain tumor segmentation, metrics like the Dice coefficient and 

Intersection over Union (IoU) assess how closely the AI-generated segmentations align with actual tumor 

boundaries (Güvenç et al, 2023). Such metrics are vital in guiding precise surgical interventions. Similarly, in 

object detection tasks, such as identifying lung nodules in CT scans, the ROC curve and AUC score are often 

employed to evaluate the model’s performance across different threshold settings, which is particularly 

important for early-stage lung cancer detection (Srivastava et al., 2023). These diverse evaluation metrics 

provide a comprehensive understanding of an AI model’s strengths and weaknesses, enhancing its 

applicability in different aspects of cancer research. 
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Two critical facets of accuracy are sensitivity and specificity in the context of diagnosis. As part of cancer, 

sensitivity represents the ratio of correctly identifying cancer samples from the total number of cancer cases 

within the patient pool. Specificity pertains to the accuracy of diagnosing cancer cases selected from the 

entire patient sample. To facilitate a deeper comprehension of these concepts, Figure 5 can be taken into 

consideration. 

 

Figure 5: Statistical reliability standards encompass key attributes, namely accuracy, precision, specificity, and 

sensitivity. While these concepts are distinct, they are often evaluated in conjunction. Precision pertains to the reliability 

of a method when it yields consistent results upon repeated analyses using the same samples. Such consistency 

indicates that the results can be replicated reliably. Specificity, on the other hand, measures a test's ability to correctly 

identify and exclude samples that lack a particular characteristic. A highly specific test minimizes the occurrence of false-

positive results. Sensitivity, conversely, gauges a test's effectiveness in correctly identifying samples possessing a specific 

characteristic. A test with high sensitivity minimizes the occurrence of false-negative results. The overarching concept 

of accuracy, which can be perceived as an evaluation encompassing all these attributes, essentially assesses whether a 

method can measure what it is intended to measure accurately and reliably. 

Clinicians heavily rely on their knowledge and experience in diagnosing patients, which is acquired gradually 

over time. Consequently, newly graduated clinicians may lack the years of experience that their more 

seasoned colleagues possess. Furthermore, not all physicians encounter the same diversity of cases 

throughout their careers. For instance, physicians practicing in smaller locations may have limited exposure 

to a variety of patient cases. This situation can be likened to an AI model trained with insufficient data. A 

study conducted by Liang and colleagues (2019) grouped physicians by their level of experience and 

compared their performance with an AI system. The findings revealed that the AI-based model outperformed 

the two groups of less experienced physicians but exhibited lower accuracy than the three groups of senior 

physicians, with an average accuracy score of 88.5%. These results suggest that AI models may assist young 

physicians in diagnosis but may not perform as proficiently as experienced physicians (Liang et al., 2019). 

Additionally, aside from a lack of experience, human errors stemming from physical and psychological 
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conditions can also lead to diagnostic inaccuracies. 

Prognosis holds a critical role in cancer treatment, and the accuracy of prognosis predictions must be reliable. 

To achieve more accurate results, the development of AI models that comprehensively analyze the data 

commonly used in prognosis is imperative. In clinical settings, prognosis relies on genetic tests and 

histological images, but predictions based on these tests can remain subjective. DL models that integrate 

histological and genomic data can offer a more objective perspective on prognosis. Although models 

combining histological and genomic data yield more accurate results than clinicians, further refinement is 

needed to enhance objectivity. For instance, in a study by Mobadersany and colleagues (2018), experts were 

still required to identify ROIs on slides, indicating that human expertise remains essential in AI training. While 

algorithms can be developed to automate the selection of ROI regions, this process still necessitates expert 

input, underscoring the ongoing need for time to mature these processes. 

As an illustration, computer-aided systems can assist in detecting polyps and adenomas during colonoscopy 

procedures. In a study by Liu and colleagues (2020), patients were randomized for colonoscopy, and a DL-

based computer-assisted system was used in one of the groups. The study observed significant increases in 

the detection rate of adenomas, the average number of adenomas, the number of small adenomas, and the 

number of proliferative polyps compared to the control group (Liu et al., 2020). Such systems can offer 

decision support to endoscopists in challenging circumstances. Nevertheless, further randomized controlled 

studies and extensive datasets are required to bolster reliability. 

3.1.3 Repeatability and Accessibility 

AI models, even though trained on specific datasets, exhibit a remarkable ability to perform effectively on 

data beyond their initial training scope. Transfer learning (TrLe) techniques are employed to extend the utility 

of AI models trained for specific applications to different domains (Kim et al., 2020). For instance, an object 

detection model initially trained on common objects can be further trained on medical images, delivering 

high accuracy since the primary training data focus on extracting general features rather than domain-specific 

nuances. This versatility contributes to the repeatability and reproducibility aspects of AI models, as they can 

consistently perform with accuracy over multiple uses and can serve as building blocks for more complex 

models. An example of this is demonstrated by Namikawa and colleagues (2020), who efficiently classified 

gastric cancers and ulcers using their AI-based diagnostic system. In their study, they developed and re-

validated algorithms previously obtained in another study, resulting in a model with improved specificity 

(Namikawa et al., 2020). This showcases how previously generated algorithms can be adapted and enhanced 

using new datasets. 

Moreover, AI's inherent accessibility is of paramount importance in the realm of healthcare, especially for 

reaching remote areas where skilled clinicians may be scarce or unavailable. Additionally, ANNs possess 

online learning capabilities, allowing them to autonomously learn and adapt continuously. As previously 

mentioned, computers are immune to human limitations like stress, fatigue, hunger, or institutional 

pressures. This makes AI more reliable in hazardous environments and during times of crisis. 

3.1.4 Learning Relationships 

AI possesses a remarkable advantage that sets it apart from other technologies: its ability to approximate 

nonlinear relationships and unveil even the subtlest connections within vast datasets. Leveraging its talents 

in pattern association, classification, and sample clustering, AI aids in understanding the intricate biological 

causation required for various applications. As a result, new studies are conducted continuously to train AI 

through the development of novel models. One noteworthy model in this regard is TrLe, which mitigates data 

scarcity challenges by utilizing a pre-trained model in a related problem context (Hutchinson et al., 2017). 

Unlike humans, AI demonstrates the capacity to meticulously analyze extensive datasets, enabling it to 
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perform tasks such as clustering, classification, and the discovery of new patterns. This capability empowers 

the resolution of complex medical problems, including medical imaging analysis, prognosis, and drug 

discovery. Furthermore, AI can uncover novel relations between symptoms, diseases, or drugs, as it doesn't 

rely on understanding causation to reveal these connections, a feature distinct from medical professionals. 

This opens up new possibilities for expediting our comprehension of current and future diseases. 

The complex and variable molecular and genetic mechanisms underlying cancer present one of the most 

challenging aspects of cancer treatment. These intricate and variable systems are pivotal for personalized 

treatment, drug development, and generate vast datasets that defy analysis through classical methods. To 

address this challenge, cutting-edge sequencing technologies and AI are employed for data analysis 

(Fountzilas and Tsimberidou, 2018). Additionally, predicting the prognosis of highly heterogeneous cancers 

like hepatocellular carcinoma (HCC) can be exceptionally challenging. While various molecular subtypes of 

HCC have been identified through multi-omic studies, some exhibit similar survival outcomes. Consequently, 

identifying HCC subtypes sensitive to survival and evaluating multi-omic data are crucial for prognosis 

prediction and treatment planning. Chaudhary and colleagues (2018) harnessed DL computing frameworks 

to address these challenges using multi-omic HCC data. Using ribonucleic acid (RNA) sequencing, micro-RNA 

(miRNA) sequencing, and methylation data from The Cancer Genome Atlas (TCGA), their study resulted in 

the identification of two optimal subgroups with distinct survival outcomes (Chaudhary et al., 2018). In their 

review of the roles of AI in prostate cancer, Goldenberg and colleagues (2019) demonstrated that AI not only 

enhances image processing-mediated diagnosis but also supports researchers and clinicians in various 

aspects, ranging from molecular biology and genetics to robotic surgery, thereby improving disease prognosis 

and saving valuable time for patients. 

Leveraging computational biology for prognostic evaluations can significantly expedite the process for both 

patients and clinicians. Recent advancements in algorithms enable the swift and highly accurate synthesis of 

data that may be challenging to integrate and interpret or time-consuming to analyze. For instance, Daemen 

and colleagues (2008) integrated microarray and proteomic analyses with computational biology techniques 

using samples from rectal cancer patients at different stages of treatment. Their models achieved a 

remarkable sensitivity of 96% in predicting treatment responses (Daemen et al., 2008). Evaluating multiple 

types of data simultaneously is a key strategy to enhance predictive power. Genomic, proteomic, 

metabolomic data, histopathological samples, clinical outcomes, and even patient questionnaires can be 

synthesized to develop diverse prognostic scores. To achieve this, we can leverage the latest advancements 

in molecular biology techniques and AI. 

In summary, AI's strengths collectively contribute to bridging gaps in human efforts to achieve accurate and 

unbiased healthcare. AI-driven DSSs aim to mitigate all facets of human error, accelerate expert decision-

making, and enhance the overall quality of healthcare. 

3.2 Weaknesses 

AI, while boasting numerous strengths, also exhibits certain weaknesses and areas that necessitate 

improvement. One prevalent issue is the system's incapacity to scrutinize its own functioning and the 

possibility of failing to learn effectively. This predicament can be addressed through adjustments to the 

datasets and models employed. Although machines possess extensive storage capacity and formidable 

processing capabilities, they lack human-like cognitive faculties entirely. AI networks excel at detecting 

minuscule anomalies in images, often imperceptible to humans. However, they struggle to establish cause-

and-effect relationships with these anomalies, which presents a formidable challenge, particularly in the 

context of medical images (Shvetsova et al., 2021). Furthermore, AI models, crafted with highly specific data 

for particular purposes, prove susceptible to even minor alterations, rendering replicability challenging under 

varying conditions. Disparate learning methods, datasets, ROIs, and even different software developers can 
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all influence outcomes. Therefore, method standardization holds significant importance. Moreover, certain 

domains, such as healthcare, may encounter difficulties in acquiring data, and AI consistently relies on 

hardware for data processing. Lastly, the substantial energy consumption associated with large-scale AI 

models has undeniable implications for global warming, posing a threat to human health. 

3.2.1 Causality 

To address the weaknesses of DL and traditional ML, it's crucial to delve into the concept of causality. In the 

real world, humans inherently strive to discern cause-and-effect relationships between events because 

comprehending the underlying reasons empowers them to make decisions that can shape a better future. 

ML algorithms excel at identifying patterns and correlations between inputs and outputs, and they are adept 

at predicting outcomes. However, this capacity is not synonymous with understanding causation. Recent 

research emphasizes the necessity for AI systems to construct causal models that facilitate explanation and 

comprehension (Lake et al., 2017). 

ML algorithms do not possess an intrinsic understanding of genuine causal relationships or how inputs and 

outputs are intrinsically linked; instead, they tend to memorize the relationship between inputs and outputs, 

which can lead to overfitting (Ying, 2019). Overfitting occurs when an analysis is tailored too closely to a 

specific dataset, rendering it less adaptable to new, unseen data. Causality can aid ML in mitigating overfitting 

while enhancing accuracy and interpretability. It does so by mitigating the adverse impacts of selection bias, 

interobserver variability, and other factors on accuracy, and by facilitating a genuine comprehension of the 

data's significance. Outputs should be comprehensible and interpretable not only to programmers but also 

to other researchers (Azuaje, 2019). 

However, a significant challenge arises in the form of the "black box" problem, which stems from the non-

transparency of the information processing systems used by AI to solve problems. This opacity hampers 

researchers' ability to precisely understand why a particular output is generated. Engineers are actively 

working on solutions to this problem, advocating for the use of more interpretable models (Rudin, 2019). For 

instance, studies involving AI and the cancer genome are burgeoning, yet scientists remain essential for 

interpreting the outcomes produced by these models (Liu et al., 2018). 

3.2.2 Reproducibility 

In ML, the process of training algorithms and fine-tuning hyperparameters is crucial to achieving optimal 

results. Equally important is the ability to consistently obtain the same outcomes when using identical data, 

algorithms, and hyperparameters, which is referred to as reproducibility. Reproducible AI algorithms play a 

pivotal role in enhancing the comprehensibility, interpretability, accuracy, and dependability of the workflow 

(Cutillo et al., 2020). 

The term "reproducibility" gained prominence following a 2016 study conducted by Baker, which revealed 

that over half of scientists struggled to replicate their own experiments, and seven out of ten encountered 

difficulties when trying to reproduce experiments conducted by other researchers (Baker, 2016). Achieving 

reproducibility in AI is indeed challenging because it hinges on factors such as training data, the selection or 

generation of features, algorithmic procedures, hardware, and software configurations, and is influenced by 

variations between laboratories and population diversity. For instance, the Watson for Oncology system, 

which was initially trained in the United States, exhibited slight inconsistencies when applied to different 

cases and evaluated by various experts in India. However, these disparities might also be attributed to 

differences in treatment approaches between countries and variations in demographics (Somashekhar et al., 

2018). 
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3.2.3 Data Availability (Annotations & Privacy Restrictions) 

DL algorithms often demand large volumes of data during the training process, yet the biomedical field 

frequently encounters limitations in terms of the quantity of available data (Huang et al., 2020). While there 

are some publicly available anonymized datasets for research purposes, these datasets are often insufficient 

in size to achieve the high levels of accuracy and precision required for applications in the healthcare industry. 

Moreover, there are various other sources of medical data, such as electronic health records, experimental 

data, physiological monitoring data, and medical imaging data, which are stored in secure databases (Hulsen 

et al., 2019). Accessing such data is hindered by strict regulations and privacy concerns surrounding medical 

data, making it challenging to obtain the necessary datasets for training ML algorithms in healthcare. To 

address these data limitations, researchers have explored alternative approaches such as TrLe and leveraging 

different portions of the same pathological sections in ML education. Additionally, the use of synthetic 

images generated through Generative Adversarial Networks (GANs) has been investigated as a means to 

augment training datasets (Iqbal and Ali, 2018). Some studies have shown that even experts have difficulty 

distinguishing between real and artificial images (Abdelhalim et al., 2021). 

Beyond data availability, data annotation presents another significant challenge in the medical field. 

Annotating medical data, such as segmenting tumors in medical images, requires the expertise of 

professionals, often experienced radiologists. Finding professionals with the available time for annotation 

work can be a substantial challenge. Efforts to increase data standardization and facilitate access to clean 

data are essential but remain ongoing processes. Converting examples into numerical values and selecting 

appropriate methods for data preprocessing and activation functions are also critical aspects that rely on the 

programmer's experience. Moreover, the lack of highly accurate reference datasets, which include 

meticulously characterized tumors and detailed clinical annotations, is a significant concern. Furthermore, 

collecting extensive personal health data raises security and privacy concerns, making it susceptible to 

potential security breaches (Rigaki and Garcia, 2020). Blockchain applications have been explored as a 

potential solution to enhance data security (Saldanha et al., 2022). 

In summary, the challenges in data science, particularly in the context of medical data, are more prominent 

than the lack of AI capabilities. Addressing issues related to data quantity, quality, standardization, 

annotation, and security is crucial for advancing AI applications in healthcare. 

3.2.4 Applicability 

The applicability of AI models in healthcare often faces challenges due to a gap between AI engineers and 

the healthcare system. While AI models may hold theoretical promise in medical applications, they may not 

align with the practical processes and quality metrics of the healthcare system (He et al., 2019). For instance, 

historically, computer scientists have aimed to achieve automatic diagnosis or CDSS for medical purposes 

since the 1960s (Miller, 1994). However, AI models typically lack an understanding of causality and rely on 

observed data relationships, which contrasts with the diagnostic process in healthcare. In medical diagnosis, 

the emphasis is on comprehending the biological causal relationships between symptoms and diseases rather 

than merely identifying correlations in data. Consequently, computer science shifted its focus to computer-

aided diagnosis systems, where AI models serve as decision assistants rather than decision-makers. This shift 

aligns more closely with practical healthcare applications. 

Additionally, evaluation metrics and quality assurance criteria differ significantly between engineering and 

medical sciences. While an AI model that is 100 times faster than traditional methods but has an 80% 

accuracy rate may seem like a significant advancement in engineering contexts, medical applications demand 

a different standard. In clinical settings, achieving a 99% accuracy rate with low precision is not acceptable. 

The medical field prioritizes precision and reliability over raw speed. Moreover, the testing and quality 

assurance process for AI in medicine is more complex because even minor malfunctions can have critical 
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consequences. AI models in medicine require periodic testing and ongoing performance monitoring to ensure 

that they consistently meet the required standards over time. Unfortunately, not all AI models have robust 

methods for conducting stability analyses, which further complicates quality assurance efforts. 

3.2.5 Hardware Dependence 

ML algorithms require powerful hardware at various stages, including data storage, data preprocessing, 

training, and deployment. The training of ML models, especially those dealing with large datasets or complex 

tasks like image processing, demands substantial storage capacity and efficient processors, such as graphics 

processing units (GPUs) and tensor processing units (TPUs) (Jawandhiya, 2018). These specialized hardware 

components are capable of handling the intense computational workloads required during training. 

The ability to perform parallel processing is another critical factor in ML performance, and it depends on the 

processors' ability to run in parallel. For example, DL models, particularly ANNs, distribute memory across 

network connections and weight values. The information processed by the network is encoded in the 

connections and weights of neurons, and individual links or neurons do not carry meaningful information on 

their own. Therefore, determining the appropriate number of neurons and layers in a neural network can 

impact the computational load. Adding extra layers increases the computational time required for training 

and inference. 

In practice, many ML applications are deployed to cloud services due to their advantages in terms of 

hardware availability, cost efficiency, and scalability. However, there are challenges related to deploying ML 

models in the medical domain. Medical data processing and storage in the cloud can be subject to regulatory 

restrictions and privacy concerns. Additionally, real-time applications may not use cloud services because of 

data transfer delays, as immediate response times are crucial in such scenarios. These considerations 

underscore the importance of selecting the right hardware and deployment strategies for specific ML 

applications, particularly in healthcare settings where data privacy and real-time decision-making are 

paramount. 

3.3 Opportunities 

The burgeoning success of AI algorithms in recent decades can be attributed to the confluence of 

advancements in hardware technology and the opportunities afforded to AI researchers. These opportunities 

are underscored by notable progress in data generation, scientific publications, and financial investments 

within the domains of both cancer research and AI. AI, having benefited significantly from these favorable 

conditions, has now matured to offer invaluable contributions to healthcare professionals and cancer 

patients alike. 

Within ANNs, information is not confined to conventional files or databases but is rather distributed and 

retained throughout the network via intricate connections. This unique attribute ensures a robust fault 

tolerance mechanism, where meaningful information remains intact even in the event of cell malfunction. 

Moreover, ANNs obviate the need for distinct mathematical models, distinguishing them from traditional 

programming paradigms. In essence, the distinctive programming logic of ANNs mitigates conventional 

challenges, ushering in novel prospects for AI in healthcare and beyond. 

3.3.1 Amount of Produced Data 

The exigent demand for vast datasets to effectively train AI networks is now being met, driven by an 

unprecedented surge in data production. This surge is catalyzed by several factors, including the widespread 

adoption of technology-driven devices, ubiquitous internet connectivity enabling data sharing among 

individuals and devices, and the proliferation of capacious data storage repositories such as cloud services. 

Notably, the medical domain has witnessed an extraordinary expansion in data generation, chiefly due to the 
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pervasive digitization of medical instruments, resulting in an unparalleled proliferation in the quantity and 

caliber of data. Concurrently, research institutions have played a pivotal role in augmenting this data deluge. 

For instance, the repositories of gene sequencing data and the cumulative knowledge amassed in drug 

discovery endeavors have reached unprecedented levels. Consequently, the burgeoning volumes of 

healthcare-related data represent golden opportunities for AI researchers to craft increasingly sophisticated 

neural networks. 

3.3.2 Number of Publications in AI and Cancer 

The landscape of AI research has been evolving over several years, but it is within the past two decades that 

ML in healthcare has witnessed a remarkable surge in momentum (as depicted in Figure 6). Following the 

proven success of its AI, the number of people working in this field has also increased (Tran et al., 2019), and 

the increase rate of publications is 45.15% from 2014 to 2019 (Guo et al., 2020). This upswing in activity has 

been underpinned by a confluence of factors, including the burgeoning volumes of digitized data generated 

worldwide and the availability of formidable computational hardware capable of processing these data 

troves. Furthermore, the practice of openly disseminating the outcomes of AI research has significantly 

contributed to this growth, as it allows subsequent researchers to build upon the foundational work of their 

peers rather than reinventing the wheel. This collaborative and information-sharing ethos has emerged as a 

substantial boon, particularly in the field of healthcare. The domain of oncology, notably, has been a focal 

point for researchers over the years, with knowledge in this sphere accumulating incrementally. The 

diminishing costs associated with technologies like next-generation sequencing have facilitated the 

acquisition of data, including genomic data, with increased ease, making it more accessible for reuse and 

further research endeavors. 

 

Figure 6: The trend in cancer and AI-related publications since 2000, as revealed by a Google Scholar search conducted 

in May 2024, indicates a consistent and gradual increase in research activities in the field of cancer up until the year 

2013. Notably, there has been a concurrent increase in publications that encompass both AI and cancer, a trend that 

has gained substantial momentum, particularly after the year 2015. For ease of visualization, the number of articles is 

presented in a logarithmic base. 

3.3.3 Number of Organizations and Money Spent on Cancer Research and AI 

Cancer, often referred to as the second leading cause of death after cardiovascular diseases in contemporary 

times, is a disease with a documented history dating back to as early as the 400s BC. It continues to be a focal 

point of extensive research efforts and represents a significant segment of the pharmaceutical industry. 
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Recent data indicates that The American Cancer Society, for instance, has made substantial investments, 

amounting to nearly $5 billion, in cancer research since its inception in 1946. Governments and scientific 

research institutions worldwide annually allocate substantial funding and resources for cancer research and 

clinical investigations. Despite the persistent challenges in completely eradicating this disease, the wealth of 

data and research possibilities in this field offer a ray of hope for cancer patients and their families. 

Concurrently, AI and ML technologies have garnered increasing attention from researchers and investors 

alike in recent years. Numerous grants and funding opportunities are being awarded across various sectors 

to advance these technologies. When the realms of cancer research and AI converge, a highly compelling and 

vital research domain emerges, holding immense promise for the future of cancer diagnosis, treatment, and 

care. 

3.3.4 Available Computation Power 

Since the inception of computers, there has been a consistent and impressive surge in processing power. 

Advancements in semiconductor technology, coupled with increased processor efficiency, have rendered 

computers thousands of times faster than their early counterparts. Furthermore, the advent of graphics 

processors has significantly bolstered computers' parallel processing capabilities, while the cost of computers 

and servers has simultaneously plummeted. The availability of cloud service providers has further 

streamlined access to essential hardware for operations demanding substantial processing power. This shift, 

away from multi-million-dollar investments in infrastructure, towards efficient pay-as-you-go models, has 

revolutionized computing. These developments empower computers with the capability to process vast 

datasets, a task that far exceeds the capacity of the human brain. Consequently, clinicians, despite their 

extensive knowledge and experience, cannot consistently guarantee the precision of their diagnoses when 

dealing with such immense data volumes (Huang et al., 2020). 

In this context, AI models and ML technologies emerge as pivotal tools for achieving accurate disease 

diagnosis and prognosis. For instance, while prognosis reliant on genomic and histological analyses by clinical 

experts may retain subjectivity, Mobadersany and colleagues (2018) have achieved more objective prognosis 

outcomes through their DL approaches. These DL methods adeptly integrate histological and genomic data, 

ushering in a new era of precision in prognosis (Mobadersany et al., 2018). 

3.3.5 Early Diagnosis 

Early diagnosis constitutes a pivotal determinant for favorable treatment outcomes in various types of 

cancer. Typically, patients seek medical attention only when severe symptoms manifest, resulting in missed 

opportunities for early detection. AI technology offers the potential to identify cancer risk before the 

disease's clinical onset, affording ample time for intervention. A prospective paradigm could involve routine 

non-invasive screenings, followed by AI-driven analyses. Eisner and colleagues (2013), for instance, devised 

a metabolic profiling approach to construct an ML predictor utilizing relatively straightforward samples such 

as urine. This innovation allows the prediction of patients who may or may not require a colonoscopy, an 

invasive diagnostic method for colorectal cancer precursor polyps. While their clinical research yielded 

specificity and sensitivity rates nearing 60%, this study hints at the possibility of clinicians deploying a 

preliminary DSS, providing a faster and less burdensome alternative to fecal-based testing prior to 

colonoscopy (Eisner et al., 2013). 

In a retrospective study, Liu and colleagues (2005) conducted a comprehensive analysis of complex protein 

profiles extracted from serum samples obtained from individuals with astrocytoma, benign brain tumors, and 

healthy subjects. Employing AI-driven protein fingerprinting techniques, their models were trained to discern 

potential biomarkers capable of distinguishing glioma patients from healthy individuals and distinguishing 

astrocytoma from benign brain tumors. The outcomes of their endeavors demonstrated sensitivities and 

specificities exceeding 85%, underscoring the vital role AI can play in the identification of disease biomarkers, 
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particularly when early and straightforward diagnoses are essential (Liu et al., 2005). 

The scope of AI's contributions to early cancer diagnosis extends across various stages of the disease. 

Genomic studies strive to unveil cancer risk before its clinical manifestation, while medical imaging and image 

processing techniques aim to pinpoint cancer's location, size, stage, and grade from its incipient stages. A 

hallmark feature of AI is its remarkable speed and precision when applied to tasks it has learned, rendering 

it invaluable not only for early diagnosis but also for addressing challenges encountered during treatment, 

such as drug resistance and metastasis, in the domain of precision oncology. Notably, next-generation 

sequencing (NGS) techniques play a prominent role in this context (Dlamini et al., 2020). AI's utility extends 

beyond clinical and patient settings to encompass pre-clinical investigations, in vitro studies, and in vivo 

research, lending crucial support to basic science researchers as they explore novel diagnostic and treatment 

avenues. 

3.3.6 Reducing Work Loads of Healthcare Providers 

The COVID-19 pandemic has underscored the immense burden faced by healthcare professionals, 

highlighting the potential for AI to alleviate their workload in the future. AI holds promise in streamlining 

various healthcare processes, including the reduction of documentation tasks for clinicians. Additionally, AI-

driven tools, particularly those incorporating virtual reality (VR) and augmented reality (AR), such as case 

simulations, can enhance the education of young physicians in clinical diagnosis and decision-making. 

However, it's important to acknowledge that significant advancements are still required in this domain 

(Baniasadi et al., 2020). 

In the field of medical imaging and preparations, AI-driven scanning can facilitate the selection of specific 

ROIs, potentially reducing the time needed for examination. Pathologists and physicians can optimize their 

time by focusing on regions flagged as high-risk by AI or on patients identified as high-risk. Moreover, looking 

ahead, robotic systems have the potential to revolutionize surgical procedures by minimizing invasiveness 

and assuming responsibility for routine tasks, thereby reducing surgeons' workloads. Nevertheless, it's 

essential to recognize that Robot-assisted Surgery (RAS) applications entail intricate procedures necessitating 

seamless human-robot interaction, multitasking capabilities, preparedness, and rapid responses to diverse 

stimuli and unforeseen scenarios (Shafiei et al., 2020). 

The shortage of specialists for specific cancer types and the time constraints preventing specialists from 

staying current with the ever-expanding body of knowledge pose significant limitations in cancer treatment. 

CDSSs address this challenge by leveraging computational reasoning approaches to evaluate the mounting 

volume of information, providing critical support to clinicians in oncology treatment (Somashekhar et al., 

2018). An exemplary CDSS is IBM's Watson for Oncology system, which acquires knowledge by 

comprehensively reviewing the literature, protocols, and patient charts, and learning from test cases and 

experts at institutions like the Memorial Sloan Kettering Cancer Center. Remarkably, this system has 

demonstrated high consistency in providing breast cancer treatment recommendations for diverse patients 

beyond its original training context. AI-driven CDSSs hold considerable potential for enhancing cancer 

treatment, particularly in regions facing shortages of specialized expertise. 

3.4 Threats / Risks 

The integration of clinical expertise with AI capabilities remains a challenge, as clinicians typically possess 

limited knowledge of AI, while data scientists and engineers may lack clinical insights. Overcoming these 

barriers necessitates the establishment of multidisciplinary collaboration frameworks. Moreover, the field of 

AI grapples with significant legal constraints, particularly concerning health data, as governments impose 

increasingly stringent regulations. Researchers bear substantial legal responsibilities in this context. 

Furthermore, as previously mentioned, the vulnerability of health data to potential cyberattacks poses a 
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major threat. Beyond legal responsibilities, the allocation of liability for potential consequences arising from 

AI applications is a contentious issue that requires careful consideration. 

3.4.1 Legal Restrictions 

A paramount challenge hindering the advancement of AI systems in medical applications pertains to the 

realm of laws and regulations. Data sharing, a pivotal factor for accelerating research and enhancing 

accuracy, is currently constrained by ethical and financial considerations (Fountzilas and Tsimberidou, 2018). 

Concerns about the implications of new technologies, particularly those related to medical data, have given 

rise to apprehensions among social scientists. Varying regulations already exist across countries regarding 

the use of medical data (Essén et al., 2018). In the United States, federal laws delineate health data in the 

Privacy Rule established under the Health Insurance Portability and Accountability Act (HIPAA). The Privacy 

Rule stipulates that only specific entities, such as physicians and healthcare providers, may handle health 

data under tightly defined circumstances. Conversely, European Union laws encompass health data within 

their broader data privacy regulations (Price and Cohen, 2019). With the growing integration of AI in 

healthcare settings, it is plausible that additional laws and restrictions will be enacted governing the 

collection, annotation, training, and utilization of data. The extent to which these laws may constrain the 

open AI community's ability to develop medical systems remains to be determined, as these decisions are 

influenced by myriad factors, including AI systems' performance within the healthcare landscape, as well as 

social and political considerations (Renda, 2019). At present, openly accessible medical data are anonymized 

through the removal of at least patient names and identification information. However, this anonymization 

approach is imperfect, as there are techniques for re-identifying anonymized data. Consequently, there is a 

pressing need to identify more robust methods for safeguarding patient privacy without impeding the 

utilization of medical data for AI systems. The utilization of secure personal health data marketplaces 

employing blockchain technologies, which have garnered increased attention in recent years, offers a 

potential solution. Such marketplaces can both mitigate regulatory challenges and facilitate developers' 

access to the requisite data set. 

3.4.2 Ethics and Legal Responsibility 

Since the inception of AI, there has been a persistent curiosity regarding its capacity to address ethical 

questions and adhere to an ethical framework. A prominent example of this conundrum is the ethical 

dilemmas posed by autonomous vehicles, where decisions might involve choosing between jeopardizing the 

lives of passengers or pedestrians. In the field of medical applications, ethical concerns encompass several 

key aspects: obtaining informed consent from patients for the use of AI-based models in their healthcare, 

ensuring the safety and transparency of AI models, addressing issues of fairness and bias in AI models, and 

safeguarding data privacy (Gerke et al., 2020). 

Additionally, the question of responsibility, both ethical and legal, looms large when it comes to deploying AI 

models. Determining who is accountable for mistakes made by or resulting from AI, and how to establish 

legal liability, remains a pivotal issue that can hinder the adoption of AI technologies in various institutions. 

In medical contexts, the significance of this question varies; for instance, the responsibility associated with a 

DSS is considerably different from that of a surgical robot. However, even in the case of highly advanced AI-

based models employed in critical applications, a similar chain of responsibility can be applied, drawing 

parallels with established norms in other automated domains such as aviation. This chain typically entails the 

user of the model, followed by the manufacturer, and ultimately the parent company. This approach is 

grounded in the understanding that, despite their sophistication, AI technologies remain contingent on 

human trainers and operators who impart their acquired intelligence. 

Nevertheless, ethical considerations are intrinsic to any undertaking involving humans or living entities, 

encompassing research, treatment, surgical interventions, and beyond. As such, the solicitation of consent 
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forms from patients and/or their relatives is a customary practice. It is reasonable to extend a similar principle 

to AI. Algorithms that learn from human decisions, or more precisely, are trained by humans, inevitably 

inherit human fallibility. Therefore, it is imperative that AI systems undergo continuous scrutiny by experts 

to verify their proper functioning. Instances of overdiagnosis, underdiagnosis, or misdiagnosis underscore 

the potential risks, as patient lives may hang in the balance. Consequently, the question arises whether AI 

can ever entirely supplant human experts, a prospect that, for the foreseeable future, remains a distant 

possibility. 

3.4.3 Data Dependence 

AI fundamentally operates on data and its performance, accuracy, precision, and speed are intricately tied to 

data quality. It relies on a constant influx of new data to refine its capabilities. Learning in AI occurs through 

exposure to examples, and these examples must comprehensively represent the problem domain. When AI 

models trained on specific types of data encounter different data types or data presented in a dissimilar 

manner, achieving the desired level of accuracy becomes challenging. This challenge is particularly evident in 

radiomics studies where medical images yield tens of thousands of features. The selection of input features 

for training an AI network is crucial, as varying feature combinations can significantly impact model accuracy, 

even when derived from the same set of images. 

Moreover, AI models tend to be highly specialized and are typically proficient only in the tasks they were 

trained for. Consequently, the dependence on data is a limiting aspect of AI. Although various models have 

been developed to address this limitation, the maturity required for extensive healthcare applications has 

not yet been attained. For instance, attempting to predict drug sensitivity or intolerance based solely on gene 

expression profiles or specific gene mutations may prove inadequate. In precision oncology, a comprehensive 

prognosis necessitates consideration of a patient's genomic and demographic attributes, alongside -omic 

profiles like epigenomics, proteomics, and metabolomics, along with non-omic data such as histopathology. 

AI can play a pivotal role in integrating and standardizing these diverse data sources, offering invaluable 

support to clinicians, and aiding in more accurate treatment decisions. 

However, the integration and standardization of such multifaceted data pose formidable challenges. 

Researchers are actively engaged in addressing these issues, with precision oncology emerging as a 

prominent application area for AI. Nevertheless, it is essential to acknowledge that AI has a substantial 

distance to cover in overcoming these obstacles, and traditional methods continue to serve as the gold 

standard in oncology. The complexities of pre-processing and integrating data, coupled with the need to 

grasp the phenotypic status of patients, underscore the extensive journey ahead for AI in the field of oncology 

(Patel et al., 2020). 

4. TAKE-HOME POINTS 

As a conclusion to this paper, Figure 7 summarizes the SWOT analysis of AI in cancer (and many other medical 

fields). 
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Figure 7: SWOT analysis of the use of AI in cancer. 

• Cancer, comprising numerous diverse types, remains a formidable challenge due to the elusive 

causes and absence of definitive treatments. This complexity renders the entire journey from 

diagnosis to treatment an arduous task for both healthcare practitioners and patients. 

• In recent years, AI has made its presence felt in the healthcare sector, promising transformative 

impacts across various medical processes, encompassing diagnostics, decision-making, personalized 

therapy, and treatment. 

• The heterogeneity of cancer types, each characterized by distinct genetic and epigenetic traits, 

further complicates the treatment landscape, underscoring the imperative for personalized 

approaches tailored to individual cases. 

• In this challenging landscape, the fusion of big data and AI offers newfound hope to both patients 

and clinicians grappling with the intricacies of cancer diagnosis and treatment. Precision oncology, in 

particular, leverages AI to assimilate and process extensive datasets emanating from multi-omics 

analyses. 

• AI's remarkable strengths include its speed, capacity for high-precision training, repeatability, 

accessibility, and proficiency in deciphering intricate data relationships that often confound human 

comprehension. 

• However, certain unresolved weaknesses persist, such as the lack of causal understanding, insatiable 

data requirements, obstacles to accessing healthcare data, ethical and legal quandaries, issues 

regarding applicability, hardware prerequisites, and the intricate problem of explainability 

epitomized by the black box conundrum. 

• Notwithstanding these challenges, AI offers manifold opportunities. The burgeoning volume of data 

generation, the availability of open-source code, escalating AI-related funding, and expanding 

programming capabilities augur a promising future. AI has the potential to enhance early diagnosis 

rates, elevate treatment success probabilities, and alleviate the burdens on healthcare professionals 

through automated processes. 
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• Key impediments to the extensive implementation of AI in healthcare encompass legal 

responsibilities, regulatory constraints, and ethical dilemmas. 

• To usher in an era of more widespread AI utilization in cancer care, enhancing data accessibility and 

integrity, along with securing healthcare data to requisite levels, stands as a paramount imperative. 

• Healthcare professionals grapple with substantial workloads, a challenge thrown into stark relief 

during events like the COVID-19 pandemic. While AI applications cannot fully supplant human 

expertise at present, they can significantly augment healthcare delivery. Ongoing research and 

technological advancements hold promise for the field of oncology. 

• Anticipations point to a future where AI becomes an increasingly ubiquitous presence in the 

healthcare sector, further revolutionizing the landscape and enhancing patient care. 
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